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Preface

The2021 InternationalConference onPrecision Instruments andOpticalEngineering
(PIOE 2021) was planned to be held during August 20–22, 2021, in Guangzhou,
China.Currently, the entireworld is struggling against the virulent pandemicCOVID-
19. Unfortunately, each of us is affected, either overtly or covertly. Our conference,
the 2021 International Conference on Precision Instruments and Optical Engineering
(PIOE 2021), was not an exception.

Nowadays, mass gatherings are not permitted by the government. It is uncertain
when the COVID-19 would end, so it remains unclear for postponement time, while
many scholars and researchers wanted to attend this long-awaited conference and
have academic exchanges with their peers. Therefore, in order to actively respond to
the call of the government, and meet the author’s request, the PIOE 2021, which was
planned to be held in Guangzhou, China, during August 20–22, 2021, was changed
to be held online through Zoom software. This approach not only reduces people
gathering but also meets their communication needs.

The conference conducted in-depth exchanges and discussions on related topics
such as “precision instruments”, “intelligent instruments”, “optical engineering” and
“laser technology”, aiming to provide a platform for scientific research scholars,
technicians and related personnel engaged in related topics such as precision instru-
ments and optical engineering to share scientific research achievements and cutting-
edge technologies, understand academic development trends, broaden research ideas,
strengthen academic research and discussion and promote cooperation in industri-
alization of academic achievements. Experts, scholars, business people and other
relevant personnel from universities and research institutions at home and abroad are
cordially invited to attend and exchange.

The conference model was divided into three parts: oral presentations, keynote
speeches and online Q&A discussion. There were over 70 participants who attended
the meeting. In the first part, we were honored to have invited three professors as
our keynote speakers. The first one, Assoc. Prof. Xianguang Yang, Guest Editor
of Frontiers in Materials, Institute of Nanophotonics, Jinan University, China. He
performed a speech:Optical Properties and Lasing Physics in Flexible Fibers Doped
with Nanocrystals. And then we had Prof. Aleksey I. Mis’kevich, from National
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Researches Nuclear University (Moscow Engineering Physics Institute), Russia. He
performed a speech: Nuclear Pumped Excimer Lasers: Achievements, Prospects
and Problems. The last keynote speakers, Assoc. Prof. Jiahao Yan, is from Insti-
tute of Nanophotonics, Jinan University, China. He shared a speech: All-dielectric
nanostructures for tunable light-matter interactions. Their insightful speeches had
triggered a heated discussion in the third session of the conference. The WeChat
discussion lasted for about 30 minutes. Every participant praised this conference for
disseminating useful and insightful knowledge.

The proceedings of PIOE 2021 span over 2 topical tracks that include Optical
Engineering, Precision Instruments and other related fields. All the papers have
been through rigorous review and process to meet the requirements of International
publication standards.

We would like to acknowledge all of those who have supported PIOE 2021.
Each individual and institutional help were very important for the success of this
conference. Especially, we would like to thank the organizing committee for their
valuable advices in the organization and helpful peer review of the papers. We hope
that PIOE 2021 will be a forum for excellent discussions that will put forward new
ideas and promote collaborative researches. We are sure that the proceedings will
serve as an important research source of references and knowledge, which will lead
to not only scientific and engineering progress but also other new products and
processes.

Committee of PIOE 2021

Guangzhou, China Guixiong Liu
Fengjie Cen
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Chapter 1
High-Speed Short-Stroke Displacement
Calibration Method Based on Pull-Wire
Sensor

Rongzhuo Zhang, Ke Liu, Xiaoguang Wang, Tianmao Guo,
and Chenxing Bao

Abstract In order to solve the problem where high-speed motion measurement
is needed due to the fixed length of cable in the dynamic calibration process of
pull-wire displacement sensor, a high-speed short-stroke calibration method was
proposed. This paper introduces the various mechanisms and innovative features
of this calibration method in detail. The pull-wire displacement sensor can solve
the contradiction between speed and displacement through this method, and realize
high-speed and short-stroke dynamic and accurate measurement.

1.1 Preface

The pull-wire displacement sensor is a common instrument in engineering testing. It
is generally used tomeasure relative displacement, strain, and distance. The accuracy
of the measurement process is directly related to the reliability of the measurement
results, so the measuring instrument is calibrated regularly.

At present, pull-wire sensors are calibrated in accordance with the national
metrology technical specification JJF1305-2011. This technical regulation only
describes the calibration method in the static process. In actual engineering applica-
tions, many of them are dynamic high-speed measurements, such as partial separa-
tion testing on rockets andmissiles, and engine hydraulic cylinder testing. Therefore,
dynamic calibration should be added in the calibration process. When calibrating at
different speeds, because the length of the cable is fixed, the low-speed displacement
can be realized directly, but the high-speed displacement is difficult to be calibrated,
and the problems such as overshoot and the break of the cable are easy to occur. In
order to cope with these difficulties, this paper proposes a high-speed short-stroke
displacement calibration method based on a cable sensor.

R. Zhang (B) · K. Liu · X. Wang · T. Guo · C. Bao
Beijing Aerospace Institute for Metrology and Measurement, Beijing 100076, China
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Fig. 1.1 Dynamic calibration overall scheme diagram

1.2 The Overall Scheme of Dynamic Calibration

According to the national measurement technical specification JJF1305-2011, taking
the wavelength of 633 nm frequence-stabilized He–Ne laser as the reference for
dynamic calibration, through the principle of interference fringe technology and
with the high-speed short-stroke displacement calibration device proposed in this
paper, the dynamic measurement of the cable type sensor is carried out [1, 2].

Fix the pull-wire displacement sensor on one end of the high-speed motion plat-
form. The top of the cable is tied to the high-speed motion mechanism. When
installing, it should meet the Abbe principle as much as possible, and the linear
motion of the cable should be alignedwith the axis of the high-speedmotion platform,
thereby reducing the cosine error [3, 4]. A laser interferometer is placed on the other
end of the high-speed moving platform for calibration [5]. Taking into account that
the distance of the cable is fixed, high-speed movement cannot be achieved directly
by the cable, so an acceleration mechanism is built on the motion platform using
the variable-speed pulley block. In dynamic measurement, if the motion platform
performs variable deceleration motion, the cable will overshoot and the calibration
result cannot be correctly reflected. In order to avoid the occurrence of overshoot, a
mechanical and electronic compound separation mechanism is designed at the end
of the motion platform. Figure 1.1 shows the overall scheme of dynamic calibration.

1.3 Implementation Method of High-Speed Short-Stroke
Displacement

The pull wire of the pull-wire sensor is fixed. The entire calibration process must
be accelerated to the maximum speed within a certain displacement and then natu-
rally decelerated to a stop, so as to ensure the safety of the pull-wire sensor and
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avoid the wire break. This calibration method builds a high-speed motion actuator, a
motion speed-increasing mechanism, and a mechanical-electronic composite sepa-
ration mechanism through moving guides, dovetail air-floating platforms, pulleys,
etc., and solves the contradiction between speed and displacement, high speed and
safety.

1.3.1 High-speed Motion Actuator

In the entire calibration method, the cable end of the displacement sensor is moved
quickly through a high-speed motion actuator. The pull-wire displacement sensor in
the industrial application of most of the pull for linear high-speed stretching state, so
the use of linear guide as a motion simulation mechanism. The high-speed motion
actuator mainly includes two parts: linear aerostatic guide and linear motor. The
linear aerostatic guide has the characteristics of low friction, which can reduce the
resistance of the system movement and increase the movement speed. For ordinary
air-floating platforms, the phenomenon of “floating” is prone to occur during high-
speed movement, and the direction of the pull line movement is shifted up and down,
which affects the calibration result. The linear guide rail adopting a closed air-floating
structure can improve the binding force of the platform by increasing the air flow,
and avoid the phenomenon of “floating” under high-speed conditions. The guide rail
adopts a dovetail air-floating platform, and a high-stiffness air foot is formed between
the air-floating platform and the granite base to form a high-precision air-floating
rail, which has the characteristics of small friction coefficient and good straightness
error uniformity effect. The working range of the entire linear guide is (0 ~ 5000)
mm, and a certain margin is left for the slide to safely decelerate.

The measurement speed of the pull-wire sensor can generally reach 10 m/s ~
50 m/s. During the calibration process, it is necessary to ensure that the speed is fast
enough and the control accuracy is high enough. Ball screw as a traditional transmis-
sion mode, its motion mode cannot reach the required speed. Although the speed of
the belt transmission can meet the requirements, the control accuracy is somewhat
poor, so the method of motor rotation winding wire drawing is used as the transmis-
sionmode of the high-speedmotion actuator. This method canmeet the requirements
of calibration speed and control accuracy. In the high-speed motion state, the linear
motor platform realizes high-precision motion control through closed-loop control,
as shown in Fig. 1.2. The motion controller collects the position data of the grating
ruler, analyzes the motion controller, and sends a servo signal to the driver, and then
the motion controller collects the position data of the grating ruler, thereby forming
a closed-loop structure to achieve precise control of linear motion.
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Fig. 1.2 Linear motor control structure diagram

1.3.2 Movement Acceleration Mechanism

If only a linear motor is used as a transmission device on a short-stroke guide rail, it is
difficult to achieve a sufficiently high-speed state. In order to solve this problem, it is
necessary to design a speed increasing device to cooperate with the linear motor for
transmission. The speed-increasing device is composed of multiple movable pulleys
and fixed pulleys. The fixed pulley acts as an equal arm lever to change the direction
of the wire. The movable pulley can increase the distance and acceleration of the
wire. The combination of the movable pulley and the fixed pulley can realize short-
distance high-speed wire drawing. Figure 1.3 is a schematic diagram of the structure
of the speed increasing device.

In the speed-increasing structure, the use of different numbers of movable pulleys
will change the total stroke of the movable sliding table, the maximum speed of the
movable platform, acceleration, and other parameters. This article takes the pull-wire
sensor with the 2500 mm range as an example, the measurement speed is 15 m/s, and
the relationship between the number of movable pulleys and the parameters of the
mobile platform is shown in Table 1.1. It can be seen from the table that the larger
the number of movable pulleys, the smaller the movement range of the sliding table,
and the faster the falling speed. It is necessary to select a suitable number of movable
pulleys according to the working range of the pull-wire sensor.

Fig. 1.3 Structure diagram of speed increasing device
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Table 1.1 The relationship between the number of movable pulleys and the change of motion
parameter

Number of moving pulleys Stroke(mm) Maximum speed(m/s) Acceleration(m/s2)

0 2500 15 45

1 1250 7.5 22.5

2 625 3.75 11.25

4 312.5 1.875 5.625

1.3.3 Mechatronics Composite Separation Mechanism

The above-mentioned two mechanism devices can realize the short-distance high-
speed movement of the pull-wire sensor, but there are still some problems with only
relying on them to complete the entire calibration process. During the calibration
process, the movement process of the mobile platform includes four states: uniform
acceleration, uniform speed, uniform deceleration, and stop. When the platform
changes from a constant speed to a deceleration state, the cable end of the sensor
will overshoot due to inertia, and the data at this time is invalid for the sensor’s
characteristic calibration. Only by avoiding the overshoot phenomenon of the cable
end, the data collected under the state of uniform acceleration and uniform speed
can truly reflect the stretching state of the sensor. In order to obtain more effective
data within the limited stroke range of the displacement sensor, it is necessary to
ensure that within the measurement range, the wire end is in an acceleration or
uniformmotion state and reaches the required speed index. Therefore, it is necessary
to design a separation mechanism: the cable end is in a state of uniform acceleration
and uniform speed before separation, andwhen the cable end is about to reach the full
scale and there is still a certain safe distance, themovable pulley group, and themobile
platform are separated. Make sure that the cable end of the sensor is not stretched,
and the moving platform slows down until it stops to prevent disconnection and
ensure the safety of the device. The separation mechanism of the entire mechatronics
compound is shown in Fig. 1.4. The pulley block bracket is a steel structure, and an
electromagnet is installed on themoving platform. After power on, the pulley bracket
is attracted by electromagnetic gravity, so that the moving pulley and the moving
platform move together. A proximity switch is installed on the moving platform.
When theplatformmoves to the limit of the separationbracket, the proximity switch is
triggered to generate a pulse signal, and the signal triggers the electromagnet to power
off, and the moving pulley block and the electromagnet of the moving platform lose
electromagnetic attraction and separate. After the movable pulley group is separated,
it enters the slideway of the separation mechanism, and its roller mechanism ensures
that the pulley group moves linearly in the slideway until it is decelerated by the
spring and stops and falls on the slideway. In order to prevent the rebound of the
movable pulley group, a limit reed is designed. At this time, the motion platform
decelerates to a stop by itself through the separation mechanism.
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Fig. 1.4 Schematic diagram of the structure and principle of the separation device

According to the sensor parameters in the above example, the cable length limits
the movement stroke of the entire platform to 625 mm. The platform accelerates first
and then moves at a constant speed within the entire stroke range to ensure that the
movement speed is not less than 3.75 m/s. In this way, the movement speed of the
cable end of the sensor is not less than 15m/s.When the maximum range of the cable
is reached, the variable speed pulley group is separated from the mobile platform,
and the platform continues to decelerate to a stop. According to formula (1.1) and
formula (1.2), the movement time t before platform separation can be obtained as
0.33 s.

s = 1

2
at2 (1.1)

v = at (1.2)

According to the calculation results, the relationship between platform stroke s,
speed v, acceleration a, and time t can be obtained as shown in Figs. 1.5, 1.6 and 1.7.
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Fig. 1.5 Platform travel and
time

Fig. 1.6 Platform
acceleration and time

Fig. 1.7 Platform speed and
time
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1.4 Conclusion

The calibration device proposed in this paper solves the problem of the fixed length of
the pull-wire sensor during the dynamic calibration process of the pull-wire sensor,
which cannot achieve high-speed motion measurement. The measuring device in
this article can be used to measure the displacement at higher speed and meet the
requirements of dynamic calibration of the pull-wire sensor. The device and method
have the advantages of simple operation, low cost, etc., and can realize dynamic
calibration at different speeds, simulate high-speed displacement states of various
industrial production, and propose new method ideas for dynamic calibration of
pull-wire sensors.
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Chapter 2
Fine Guidance Sensor Attitude
Determination System
of the High-Accuracy Satellite Mission

Jinsong Li, Dong Li, Shuang Liu, Yingquan Yang, Wen Chen, and Jinpei Yu

Abstract Fine guidance sensor is becoming a norm for future satellite missions.
Missions requiring attitude stability better than sub-arcsec to milli-arcsec employ
satellite specific Fine Guidance Sensor (FGS), which is an interferential instrument
with complex research, as it forms extended field of view that focuses the optic
signal from the telescope primary dish to provide high pointing stability information
to the satellite for control. High precision and high stability pointing are hot issues in
attitude determination research both in the past and now. First, this work introduces
the FGS of foreign astronomical telescopes mission (Hubble and Kepler), cameras of
TESS mission, and the FGS of the domestic mission astronomical telescope mission
(SVOM). Secondly, the attitude estimation algorithms of SVOM and foreign high-
precision satellites are compared. Finally, a closed-loop test of the SVOM system
achieves a stability of 0.8 arcsec /100 s.

2.1 Introduction

Satellite attitude determination is the basis of satellite attitude control and the premise
of satellite function realization. The SpaceVariable ObjectsMonitor (SVOM), a joint
Space telescope project between China and France, is an astronomical satellite in
which the main goal is to observe the characters of the most energetic phenomena
in the universe, called gamma-ray bursts. The pointing stability of SVOM satellite
is required to be less than 0.8 arcsec per 100 s [1]. As an important part of attitude
determination system, the accuracy synthesis of attitude sensor and attitude determi-
nation algorithm determines the pointing accuracy of attitude determination system
[2, 3]. Pointing accuracy of more than sub-arcsec has become a common requirement
for future astronomical observation satellites.

Due to the relative motion of the spacecraft and the observation object, uneven
gravity of orbit, the sun’s radiation pressure caused by the spacecraft orbit perturba-
tion, spacecraft attitude, such as pitch, yaw, and roll change, operation of spacecraft
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moving parts and some space inside the platform operation and walking astronauts
are likely to cause the vibration of a spacecraft platform. The image blur caused by the
relative motion of the object and the detector during the exposure time of the imaging
detector is called image shift. Image shift will blur the outline of the observed object.
There is a certain gap between the target and the background. The transition region
expands with the increase of image shift.When the transition region reaches a certain
extent, the images of two adjacent targets overlap and even cannot be distinguished.
Hence, the existence of image shift will seriously affect the resolution and imaging
quality of the telescope.

This paper introduces the development and analysis of a high-precision attitude
determination systemwhich consists of a precise sensor and anoptimalEKF.The next
section briefly describes the FGS of well-known telescopes at home and abroad, and
introduces the attitude pointing accuracy and pointing stability required by different
space missions. Further, the selection of FGS, gyro and star sensors and the design of
EKFestimation algorithms are described. Finally, theFGS-star tracker—Gyro-fusion
was verified by the closed-loop test of the satellite system.

2.2 FGS Overview and Attitude Accuracy Requirements

2.2.1 Hubble Mission

Hubble’s FGS measurement accuracy has been reached to 0.0028 arcsec, with a
frequency of 40 Hz for feedback, the boresight axis can be kept within the range
of 0.007arcsec within 10 min [4]. Three sets of FGS were applied to the Hubble
in a 90-degree alignment around the main focal plane array. Two of them are used
to point and lock the observational target of the telescope, and the other is used as
an astrometric instrument to measure the position of a specific celestial body. Each
FGS consists of two moveable Koester prism interferometers with a 60 arcmin2 field
of view to search and track stars and a 5.0 arcsec2 instantaneous field of view to
accurately locate stars. The two sets of FGs work together to determine the pointing
position [5]. First one FGS searches for and locks on one guide star, then another
FGS searches for and locks on the other. Once the two guides are locked, the image
of the observed object is kept in the selected focal plane of the scientific instrument
for a long period of time. The attitude pointing accuracy and pointing stability of
the Hubble satellite is undoubtedly the best among launched and studied satellites
(Fig. 2.1).
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Fig. 2.1 Hubble Space Telescope

2.2.2 Kepler Mission

The Kepler mission is a space telescope designed by NASA to find planets in the
habitable zone [6]. A 0.95 m Schmitt telescope provides the 96 megapixel Kepler
focal plane array with a field of about 13°, allowing continuous monitoring of more
than 100,000 stars in the field. Four FGS CCD modules are mounted on the corners
of invar substrate to collect additional pointing information for the attitude control
system to achieve the required 2.5 milli-pixel (0.01”) pointing accuracy. The FGS
module contains anE2V-made backlight, 3-phase, 3MHzpixel readout rate operation
FGS module, allowing a 10 Hz frame rate. The FGS module is located on the same
mechanical surface as the science module and is subject to the same opto-thermo
mechanical effects. The pointing precision required of the attitude determination and
control system is 0.009 arcsec at 3σ on timescales of 15 min and longer.

The focal plane array assembly consists of 21 Science CCD and 4 FGS CCD
modules, all located on a curved invar substrate located at the telescope image surface
[7] (Fig. 2.2).

Fig. 2.2 Science CCD and FGS CCD modules



14 J. Li et al.

Fig. 2.3 TESS Cameras and spacecraft

2.2.3 TESS Mission

The Transiting Exoplanet Survey Satellite (TESS) is a two-year all-sky survey
mission designed to look for transiting exoplanets around bright and nearby stars [8].
The TESS instrument consists of four superposed wide-angle cameras that provide a
combined field of view of approximately 24 degrees by 96 degrees from the ecliptic
plane to the ecliptic pole. The attitude determination errors of the four cameras are
less than 5.2 arcsec. Equivalent Angle requirements of precision noise of instrument
camera under nominal precision condition < 0.6 arcsec (3σ) in the cross-boresight
axes and < 4.2 arcsec (3σ) in the roll axis. Pointing stability of the system during
scientific operation is less than 0.06 (3σ) arcsec per hour and less than 2(3σ) arcsec
per minute [9] (Fig. 2.3).

2.2.4 SVOM Mission

The attitude and orbit control system (AOCS) of SVOM satellite is responsible for
the required spacecraft attitude during all mission phases and in particular for high
pointing accuracy during science observation [10]. The major tasks are stabilization
of the spacecraft after separation from the launcher, autonomous attitude acquisi-
tion and determination, stabilization and control of the attitude in 3 axes with very
demanding fine pointing requirements, and attitude maneuvers to allow for scanning
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Fig. 2.4 SVOM satellite schematic

the extragalactic sky according to the gamma ray burst(GRB)observation strategy
(step and stare).The stability requirement based on the FGS as considered for the
following AOCS analysis is 0.8 arcsec/100 s (Ys, Zs axis, 0-peak) (Fig. 2.4).

2.3 Mission High Stability Pointing Mode

2.3.1 Sensor Requirements

The Sun Sensor part includes six analog sun sensors (ASS), two 01 sun sensors (01-
SS), and one electronic box. The quantity of the earth magnetic field vector in orbit,
which determines the attitude information of the spacecraft (S/C), is provided by
Magnetometer. The absolute inertial attitude reference is provided by star trackers
(STRs). There are three STR on S/C, in which vertical optical axis measurement
accuracy is better than 3.5 arcsec. The Fine Guidance Sensor is used for SVOM
to provide accurate attitude measurements during the scientific observations. Two
following requirements on FGS are derived from the S/C system design. First is to
provide the signal in a frequency of not less than 1 Hz. Second to provide the relative
attitude measurement with a precision of not bigger than 0.2 arcsec in the whole
FOV of visible telescope (VT). The Gyro Unit is used as rate measurement unit. Two
fiber optic gyroscopes (FOGs) are foreseen for redundancy. Absolute error of output
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Fig. 2.5 Multi-sensor information fusion algorithm

precision of angle rate of FOGs is better than 3× 10–5°/s when angle rate is less than
0.1°/s.

2.3.2 Data fusion

The federated Kalman filter is used as the basic information fusion structure of the
satellite attitude determination system. FOG is used as the common reference system,
and the other sensors are combined with the gyro to form two subsystems: FOG/star
tracker and FOG/FGS. The measurement information is fed into the corresponding
sub-filter and processed. The attitude parameter error of gyro output is taken as the
common state of each sub-filter. Each sub-filter uses the measurement information
of its own sensor to give local estimation of the public state and input it to the main
filter. The local estimation of the sub-filter is fused by the main filter to obtain the
global estimation of the gyro attitude error, and then the attitude parameters obtained
by the gyro are corrected to obtain the satellite three-axis attitude information. In the

figure below, δ
⇀

X is the estimate of the error state variable,
⇀

P is the estimated mean
square error matrix, and β is the information distribution coefficient. The subscript
g means the filtering result based on all measurements, that is the global estimate. i(i
= 1,2) is the sub-filter and c is the common reference system gyro (Fig. 2.5).

2.3.3 System Test Result

The SVOM satellite is currently in phase C and is about to enter phase D. It is
scheduled to launch in 2023. Joint tests of the satellite system, ground system, and
application system are under way. Under the working mode of high precision and
high stability, the stability of Y-axis and Z-axis is mainly assessed through FGS
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Fig. 2.6 Y-axis stability

Fig. 2.7 Z-axis stability

attitude determination and PID wheel control. The test data shows that the index of
pointing stability is better than 0.8 arcsec/100 s in this mode (Figs. 2.6 and 2.7).

2.4 Conclusions

In this paper, we design and develop a high-precision attitude determination system,
which includes an EKF algorithm, three high-precision star tracker, and two gyros.
Accurate pointing also requires sensor calibration prior to scientific observation to
counteract the effects of launch shocks, in-orbit thermal fluctuations, and exhaust
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effects. The filteringmethod of SVOM satellite is extendedKalman filtering. Closed-
loop test of the SVOM system achieves a stability of 0.8 arcsec/100 s.
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Chapter 3
Research on OFDR Pressure Sensor
Based on PDMS

Zhang Xu and Cui Kai

Abstract OFDR, as a new type of optical fiber sensor, can be sensitive to a variety
of physical quantities, such as pressure and temperature. Physical parameters can
be measured by using different materials to wrap the optical fiber. To improve the
accuracy of OFDR sensing, researchers focus on processing the fiber structure, such
as adding fiber gratings. These solutions increase sensor manufacturing cost and
manufacturing complexitywhile improving accuracy. This paper proposes a low-cost
OFDR sensor and pressure measurement method, using PDMS flexible material to
wrap ordinary single-mode quartz fiber, and using a self-made pressure test platform
for pressure measurement. Experimental measurement shows that this optical fiber
pressure sensor has good linearity and repeatability. The results show that the linear
fit of the sensor reaches 0.99, and the measured pressure can reach 20 N (24 kPa). At
the same time, the sensor has good stability, so it has engineering application value.

3.1 Introduction

As a new type of sensing technology, optical fiber sensing technology has been
greatly developed in recent decades [1]. Fiber optic sensors have many advantages
over traditional sensors, including anti-electromagnetic interference, light weight,
small size, high sensitivity, and easy implementation of multiplexing or distributed
sensing [2]. The research on fiber optic sensorsmainly focuses on strain, temperature,
and vibration [3]. Among them, fiber grating sensors [4], fiber optic gyroscopes, and
fiber current sensors have been widely used.

Optical Frequency Domain Reflectance (OFDR) is an optical fiber sensing tech-
nology based on the principle of Rayleigh backscattering [5]. It can measure temper-
ature and strain in a distributed manner by using the inherent structural defects and
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weak backscattering caused by damage in the optical fiber. OFDR has the advantages
of high spatial resolution and high accuracy. It only needs one scan to obtain all the
data in the measurement fiber. The current research on OFDR focuses on improving
the strength of back reflection by changing the internal structure of the fiber, such
as fiber grating and fiber tapering, which increases the accuracy and greatly increase
the cost.

This paper proposes a low-cost distributed flexible sensor structure, using PDMS
material to wrap ordinary single-mode fiber to establish the relationship between
pressure and fiber strain. PDMS is a flexible material with good stability, and is
often used as a pressure material in the laboratory. By changing the ratio of PDMS
stock solution and curing agent to obtain flexible substrates of different hardness,
the relationship between fiber strain and pressure can be changed to obtain different
pressure ranges, accuracy, and resolution.

3.2 OFDR Optical Fiber Sensing System

3.2.1 Measurement System Structure

The sensing system of the fiber sensor is composed of the optical fiber sensing unit,
OFDR fiber demodulation equipment, a computer, and an optical fiber jumper. The
sensing system with a double fiber junction is shown in Fig. 3.1, which is composed
of two circular structures with a diameter of 2mm. The test signal can directly escape
from the circular junction that exceeds themaximum bending curvature of the optical

Fig. 3.1 The sensing system with a double fiber junction
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Fig. 3.2 Pressure sensor

fiber. This structure can prevent the end face reflected signal from covering the weak
back Rayleigh scattered signal, which is generated at the end of the fiber, which is a
low-cost solution.

The optical fiber demodulation equipment was LUNA’s OBR4600, its spatial
resolution can reach 0.01 cm, and strain measurement error is less than 1 με. This
experiment uses 1 cm resolution, 1 m sensing distance, and 1 cm sensing interval.
Use FC-APC fiber optic jumper to splice with the sensing unit.

3.2.2 Pressure sensor

First, the mixture is uniformly stirred, wherein the mass ratio of the PDMS liquid
to the curing agent in the mixture is 9:1. Slowly pour the liquid mixture into two
containers and place it horizontally in a vacuum machine for 30 min. The vessel was
then placed in an incubator, set at 60 °C curing, the curing time 2 h. After curing,
the PDMS is peeled and taken out of the container, one of which is the lower surface
and the other is the upper surface. The single mode optical fiber having a diameter of
125 μm straightened passes between the upper and lower surfaces, fixed with glue
to form a pressure sensor. The pressure sensor is shown in Fig. 3.2.

3.2.3 Pressure Test Bench

The test system uses a pressure test bench as shown in Fig. 3.3 to apply pressure.
When measuring, place the weight on the bearing platform, and insert the cylin-

drical structure under the bearing platform into the center of the bearing platform.
There is a cylindrical structure with a smaller radius under the bearing platform,
which forms a solid-shaped, fixed-size contact surface with the sensor placed under
it. The pressure can be changed by changing the mass of the weight, and the pressure
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Fig. 3.3 Pressure test bench

applied to the surface of the pressure sensor can be changed by changing the contact
surface.

3.3 Experimental Results

The experiment uses linear pressurization. Select the step length of the weight to
be 100 g for continuous pressure. The experimental results are shown in Table 3.1.
When the mass of the weight is 1900 g, continue to increase the 100 g weight, the
optical fiber strain value obtained by the demodulator does not change, and the strain
value fluctuates after the mass of the weight continues to be increased. Therefore,
set the end-point of pressure measurement to 2000 g for repeatability test. The first
set of measurement results are linearly fitted, and the results obtained are shown in
Fig. 3.4. The experimental results show that the sensor has good linearity, and the
degree of fit reaches 0.99.

Because the experimental results show that when the pressure value of the sensor
reaches 2000 g, there will be residual strain inside. As a result, the strain value
measured by the interrogatorwill not return to zero.After all theweights are removed,
the strain will continue for a while. So, after the last set ofmeasurements, first remove
all the weights, let the measurement system stand for 1 min, and then repeat the
application of weights after resetting the interrogator to zero for repeatable measure-
ment. Displayed equations are centered and set on a separate line. The repeata-
bility measurement results are shown in Table 3.1. The repeatability measurement



3 Research on OFDR Pressure Sensor Based on PDMS 23

Table 3.1 The repeatability measurement results

Mass (g) Group 1 Group 2 Group 3 Group 4 Pressure (MPa)

100 18 19 24 20 0.001209

200 40 48 50 50 0.002418

300 66 67 71 74 0.003627

400 91 92 100 100 0.004836

500 112 113 121 125 0.006045

600 135 138 130 145 0.007254

700 158 161 166 164 0.008463

800 174 184 178 186 0.009672

900 193 205 209 210 0.010881

1000 211 217 227 229 0.01209

1100 227 235 246 244 0.013299

1200 250 256 272 271 0.014508

1300 262 280 289 288 0.015717

1400 280 298 311 306 0.016926

1500 301 315 329 324 0.018135

1600 319 338 348 347 0.019344

1700 335 348 366 364 0.020553

1800 351 372 384 380 0.021762

1900 369 390 404 401 0.022971

2000 369 400 420 416 0.02418

Fig. 3.4 Single pressure
measurement result and
linear fitting curve graph
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Fig. 3.5 Repeatability
measurement result graph

results are shown in Fig. 3.5. The measurement results show that the sensor has good
repeatability.

After the thirdmeasurement, the stability of the sensor gradually increased, and the
repeatability was better. The reason for the analysis may be, after the manufacturing
was completed, the inside of the sensor was not fully contacted, and the glue material
was too hard. After the first two measurements, the internal structure of the sensor
was stable, so the stability was slightly improved.

3.4 Conclusions

The optical fiber pressure sensor based on PDMS material drives the optical fiber
to produce strain through the deformation produced by the PDMS material and
establishes a stable connection between pressure and optical fiber deformation when
pressure is applied. A stable pressure response characteristic can be achieved with
ordinary single-mode fiber, and the linearity of measurement can be as high as 0.99
under the constant temperature and stable environment of the laboratory. The pressure
measurement can be done at a lower cost.
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Chapter 4
Space-Domain Fiber Cavity Ring-Down
Magnetic Field Sensor Using D-shaped
Fiber Coated with Magnetic Fluid

Wenjia Chen, Chunfu Cheng, Jiaxuan Chen, Yiwen Ou, Li Fang,
and Mengmeng Li

Abstract A space-domain fiber cavity ring-down magnetic field sensor is proposed
and experimentally demonstrated. The enhanced evanescent field effect and stability
was achieved by using D-shaped fiber coated with magnetic fluid as the sensor
head, and a temperature controller was introduced to improve themeasurement accu-
racy. With this novel technique, magnetic field sensing has been demonstrated by
measuring ring-down distance and a sensitivity of 8.4 × 10–4 dB/Gs in the linear
region was achieved.

4.1 Introduction

Time-domain fiber cavity ring-down (FCRD) technique has attracted much atten-
tion recently due to its high sensitivity [1]. In this scheme, through measuring the
ring-down time [2], the loss induced by the tested sample can be deduced. As this
technique does not measure the absolute intensity of light source, it is insensitive to
light intensity fluctuations of the light source [3]. In addition, it has the advantages
of high sensitivity due to multiple effective interactions with the sample; therefore,
it was utilized by many researchers to monitor different parameters. Combined with
different sensor heads, different parameters including refractive index of liquids
[4–6], macro-bend loss of single-mode fiber (SMF) have been measured using this
scheme [7]. However, the traditional time-domain FCRD technique uses expensive
equipment, such as pulsed light sources, pulse modulators, fast detectors, and high-
speed oscilloscopes, to observe ring-down signals in time-domain, thus resulting in
high costs. Ye and Qian et al. [8], based on frequency-shifted interferometry (FSI),
propose a new FCRD technique which adopts continuous light, low-speed differen-
tial detector and a low-speed, low-cost acquisition card device to reduce instrument
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cost. In this technique, through Fast Fourier transform (FFT), a ring-down curve in
the space domain can be obtained. Therefore, this new scheme can be called space-
domain FCRD sensing technique. Compared with traditional time-domain FCRD
technique, Space-domain FCRD crucially reduces technical costs while maintaining
its original advantages, and the employed differential detection method can effec-
tively eliminateDCnoisewhich can increase signal-to-noise ratio and thus improving
the system stability. Due to the excellent characteristics of space-domain FCRD, it
has attracted wide attention from researchers and has been successfully applied to
gas sensing [9], pressure sensing, [10] and stress sensing [11]. The magnetic field
sensing plays an important role in a wide range of areas. Combining space-domain
FCRD and D-shaped fiber to acquire highly sensitive optical fiber magnetic field
sensor with high stability is of great significance and has vast application prospects.

In the paper, we propose and demonstrate a magnetic field sensor based on space-
domain FCRD technique, and design a sensor head using D-shaped fiber coated with
magnetic fluid. The technical principle andmanufacturing method of the sensor head
were demonstrated and themagnetic field has beenmonitored bymeasuring the ring-
down distance. The experimental results have proved that a highly sensitivemagnetic
field sensor can be realized by using space-domain FCRD technique combined with
D-shaped fiber.

4.2 Operation Principle and Experimental Setup

The proposed highly sensitive magnetic field sensing experimental setup based on
space-domain FCRD is shown in Fig. 4.1. It is essentially composed of a ring-
down cavity embedded in a Sagnac loop. An acousto-optic modulator is inserted

ASE ISO

Cir C0

PC1

PC2

AOM

C1

C2

BD

DAQ
CP

SH

CRD-Loop

frequency shift interferometer
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l1 l2l3
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Fig. 4.1 Magnetic field sensing experimental setup based on space-domain FCRD technology.
ASE: amplified spontaneous emission source; ISO: isolator; Cir: circulator; C1:3 dB fiber coupler;
C2 and C3: 99.5/0.5 fiber couplers; PC1 and PC2: polarization controller; SH: sensor head; AOM:
acousto-optic modulator; BD: balanced detector; DAQ: data acquisition card; CP: Computer; GM:
gaussmeter
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asymmetrically in the Sagnac loop as a frequency shifter to form a frequency-shifted
Sagnac interferometer. The principle of the frequency-shifted Sagnac interferometer
is detailly explained in [12]. ASE emits continuous light of a frequency v and enters
the Sagnac loop through the fiber coupler C0, and thus it is divided into two light
beams, one clockwise and another counterclockwise. The clockwise light directly
enters the ring-down cavity, and the light leaks out of the ring-down cavity from
the fiber coupler C2 in each propagation and returns to the fiber coupler C0 through
the frequency shifter AOM. Meanwhile, the counterclockwise light firstly passes the
frequency shifter AOM, then enters the ring-down cavity, next leaks out of the ring-
down cavity through the fiber coupler C1, and eventually returns to the fiber coupler
C0. The two light beams have the same frequency and a phase difference. When the
coherence length of the light source is less than the ring-down cavity length d, the
two light beams will interfere at the fiber coupler C0. The differential interference
signal detected by the balanced detector can be expressed as

�I∞ ∞
�
m=0

Im cos[2π n(mL + L0)

c
f ] = ∞

�
m=0

Im cos(2πFm f ) (4.1)

where Im is the light intensity after the light propagates m times in the ring-down
cavity, n is the effective refractive index of the single-mode fiber, L0 is the length of
the ring-down cavity, L = l1 + l2 + l4-l5 is a constant, c is the speed of light, f is
the frequency shift produced by the acousto-optic modulator, Fm = n(mL + L0)/c is
the oscillation frequency. Fm is unique for each round-trip number m and is equally
spaced by nd/c. Due to the inherent loss of the optical device in the cavity, the light
intensity decays exponentially in the following relationship. It can be expressed as

Im = I0 exp(−mαc/4.34) = I0 exp(− l

4.34L
αc) (4.2)

where I0 is the initial light intensity, l =mL is the propagation distance of light in the
ring-down cavity, and αc is the inherent loss in the cavity. In traditional time-domain
FLRD technique, the time that it takes for the light intensity to decay to 1/e of the
initial light intensity is called the ring-down time. Correspondingly, in the space-
domain FCRD technique, the distance of the light intensity attenuation to 1/e of the
initial light intensity is called the ring-down distance. It can be expressed as

d0 = 4.34
L

αc
(4.3)

When different magnetic field intensity is applied, the refractive index of the
magnetic fluid will change, and the loss in the cavity will also change, thus resulting
in an additional loss. The ring-down distance becomes

d = 4.34
L

αc + αm
(4.4)
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where αm = γCHls , γ is the magnetic-field-induced absorption coefficient, C is the
concentration ofmagnetic fluid,H is themagnetic field strength, ls is the length of the
D-shaped fiber coated with magnetic fluid. Based on (4.3) and (4.4), the additional
loss αm can be expressed as

αm = 4.34L

(
1

d
− 1

d0

)
= kH (4.5)

For a given space-domain FCRD sensing system, the additional loss has a linear
relationship with themagnetic field strength (H).The slop k represents the sensitivity
of the sensor to the magnetic field.

4.3 Experimental Results and Discussion

Combining space-domain FCRD scheme with magnetic field sensor head, the
magnetic intensity can be measured. For magnetic field sensing, the key is to make
a highly sensitive sensor head. The schematic diagram of the proposed sensor head
is shown in Fig. 4.2a. The sensor head is composed of a D-shaped fiber (NIR-
SPF-W1550-2, Micro photons Technology Co.) and magnetic fluid (EMG Series
Water-based Ferrofluid, EMG-603P, Ferrotec, USA) depicted in Fig. 4.2b, which
is packed by plexiglass as shown in Fig. 4.2c. There are two small holes on the
surface of the upper plexiglass to fill the magnetic fluid. When the optical fiber is
completely soaked in the magnetic fluid and there is not any bubble in the groove,
the small hole is sealed with paraffin. In order to avoid the influence of temperature
on the performance of the sensor head, we place the sensor head on a temperature
controller based on Peltier effect. Due to the special structure of the D-shaped fiber, a
strong evanescent wave into the magnetic fluid was generated. It is worth mentioning
that the excessively strong evanescent wave and the excessively high concentration
(C0 = 18.7%) of the water-based magnetic fluid make the light greatly absorbed by
the magnetic fluid and thus the cavity loss is too large. Therefore, we use deionized
water to dilute the magnetic fluid to an appropriate concentration (C = 4.39%) for
reducing the cavity loss.

In the experiment, wewrapped the copperwire around the iron core to generate the
magnetic intensity which is controlled by changing the current load on the copper
coils. A Peltier-effect-based temperature controller was used to keep temperature
unchanged. For magnetic fluid, when the external magnetic field H increases, the
effective permittivity of the magnetic fluid system will change, thus resulting in
changes in the refractive index of the magnetic fluid, and also it is worth noting
that when the external magnetic field intensity H reaches a certain threshold, the
refractive index is basically saturated without any change because higher magnetic
field intensity can agglomerate more magnetic nanoparticles(MNPs) to form more
longer chains, leading to the constant change of RI of the magnetic fluid until it
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Fig. 4.2 a Schematic diagram of sensor head based on D-shaped fiber, b the cross section of the
sensor head, c encapsulation of the sensor head

reaches saturation. When no external magnetic field was applied, the typical time-
domain differential interference signal is collected by DAQ as shown in Fig. 4.3a. A
series of ring-down signals in the space domain were obtained by performing FFT
on the time-domain differential interference signal as shown in Fig. 4.3b. Then the
peak value is extracted and fitted with an exponential function. The difference of the
abscissas of the adjacent two peaks is 85.14 m (i.e., the cavity length) and the cavity
loss is 1.138 dB, corresponding the ring-down distance which is 292.19 m according
to (4.3).

Applying a magnetic field intensity of 0 Gs-400 Gs at increments of 50 Gs to the
sensor head, we measure a series of ring-down signals in the space domain as shown
in Fig. 4.4a and the corresponding exponential fit ring-down curves were shown in
Fig. 4.4b. With the increase of the applied magnetic field intensity, the ring-down
distance keeps decreasing,

which mainly resulted from the magnetic field deformations that occur as the
magnetic field intensity varies [13]. To improve the measurement accuracy, the
cavity loss under different magnetic field intensity is measured 30 times as shown in
Figs. 4.4 and 4.5a. The increase of the magnetic field intensity leads to the increase
of the ring-down cavity loss. On the other hand, it can be observed that when the
magnetic field intensity is increased from 350 to 400Gs, the cavity loss of the sensing
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Fig. 4.3 a Detected ring-down signals, b Exponential fitted decay curve under 0–400 Gs magnetic
field intensity

Fig. 4.4 a The Ring-down cavity loss responses to magnetic field applied on the sensor. b The
relationship between the additional cavity loss and the magnetic field intensity
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Fig. 4.5 Typical differential interference signal �I when the magnetic field intensity is 0 Gs. a
the time-domain signal sampled by the DAQ; b the obtained space-domain FCRD signal after
performing fast Fourier transform (FFT) on (a)

system is almost the same as that of the 300 Gs, thatis to say, the saturation effect
of magnetic fluid occurs. MNPs determine the saturation magnetic field intensity of
the magnetic fluid. When MNPs can no longer form longer and more chains under
the impact of an external magnetic field, the magnetic field intensity at this time is
regarded as the saturation magnetic field intensity. The saturation intensity of the
magnetic fluid (EMG Series Water-based Ferrofluid, Ferrotec, USA) used in the
experiment is 330 Gs, which is consistent with the experimental result. The basic
carrier fluid of the magnetic fluid is usually deionized water or various oil-based
magnetic field; therefore, the temperature has a significant impact on the magnetic
field [14]. Figures 4.4 and 4.5a also shows the influence of magnetic field intensity on
cavity loss with or without temperature control. Figures 4.4 and 4.5b illustrates the
relationship between additional cavity loss and magnetic field intensity. Additional
cavity loss linear increase with magnetic field intensity in range from 50 to 300 Gs,
the R-square of 0.99 indicates that the sensing system have a good linear response,
which agrees well with the theoretical result described in (4.5). The slope of the fitted
straight line suggests that themeasurement sensitivity is 8.4× 10-4 dB/Gs. It also can
be observed that sensitivity of sensor without temperature control is 7.4× 10-4 dB/Gs
which is lower than the sensitivity of sensor with temperature control. Therefore, the
sensitivity is increased using the sensor head with temperature controller.

4.4 Conclusion

In conclusion, a novel magnetic sensing method based on space-domain FCRD
is demonstrated. A highly sensitive sensor head is proposed by combining D-
shaped fiber and magnetic fluid. By measuring the ring-down distance under
different magnetic field intensities, the relationship between additional cavity loss
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and magnetic field intensity can be obtained. The performance of the sensor in terms
of sensitivity and linear response is experimentally studied. A sensitivity of 8.4 ×
10-4 dB/Gs is obtained in the range of 50–300 Gs. The results indicate that the
proposed sensor is low-cost, highly sensitive, and it exhibits the application potential
for magnetic field detection in environment monitoring, aerospace, etc.
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Chapter 5
Research on Unsaturated Magnetization
MFL Detection of Gouge in Oil and Gas
Pipeline

Jin-Zhong Chen, Xiao-Wei Kang, Xue-Wei Zhang, Ren-Yang He,
and Tao Meng

Abstract Oil and gas pipeline online detection technology can effectively detect
metal loss defects, but the ability to identify mechanical damage gouge is limited.
Given the shortcomings of the existing pipeline inspection technology, aDCmagnetic
yoke unsaturated magnetic flux leakage detection technology is proposed. The tran-
sient mechanics three-dimensional finite element model of the gouge site of the
pipeline mechanical damage is established and the simulation results show that the
obvious compressive stress is generated in the gouge part of the pipeline. A test
device for unsaturated magnetic flux leakage detection is set up, and an experiment
of gouge of oil and gas pipelines under unsaturated magnetization is carried out.
The results show that the amplitude and peak-to-peak value of the MFL signal are
affected by the stress at the defect region, which is very different from the leakage
magnetic field signal of gouge without stress. Unsaturated magnetic flux leakage
detection technology can not only effectively detect gouge defects, but also realize
the identification and differentiation of them. The research results provide technical
support for the application of unsaturatedmagnetic flux leakage detection technology
in the detection and identification of oil and gas pipeline mechanical damage gouge.

5.1 Introduction

Oil and gas pipelines are exposed in the field or buried underground for a long time
and are affected by various climatic conditions or human factors. Pipeline accidents
occur frequently, posing a serious threat to oil and gas transportation and personnel
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safety [1–3]. Among the reasons for pipeline failure, mechanical damage is one
of the most common reasons. Mechanical damage can be divided into dent and
gouge, which are mainly caused by external forces, ground disturbance, third-party
excavation, and construction equipment [4]. In general, dents can be detected online
by a high-precision geometric deformation detector [5]. However, gouges usually
occur at the point of contact between the wall and the external force, resulting in
metal loss or the pipe wall compression and thinning. The gouge is accompanied by
stress concentration and cold working, but it is very similar to the corrosion defect in
appearance [6]. At present, most pipeline online inspection tools detect and quantify
corrosion and other metal loss defects through axial magnetization to near magnetic
saturation [7]. Under a strong magnetic field, residual stress and cold working have
little effect on the magnetic flux leakage signal, so it is impossible to identify the
defect type accurately. Therefore, this paper proposes a method that can not only
detect gouges but also identify them effectively, which can provide technical support
for pipeline companies to make scientific and effective maintenance plans.

Under the condition of high magnetic field strength, the defect geometry shape
has different degrees of influence on the MFL signal, and the residual stress caused
by the gouge in the mechanical damage significantly changes the microstructure and
mechanical properties of the pipeline but has little influence on the MFL signal [8].
Foster [9] proposed that under low field strength, the MFL signal would gradually
increase with the increase of the external magnetic field, but as the magnetization
intensity of the pipe wall approached saturation value, the influence of stress on
MFL signal would almost disappear. To further study the influence of stress on MFL
signal at low magnetization intensity, Kvasnica [10] and Jlies [11] et al. proposed
that both elastic strain and plastic strain would significantly change the magnetic
permeability of carbon steel. At low field intensity, the stress perpendicular to the
magnetic field size of 120 MPa would reduce the magnetic leakage flux to 1/6 of the
original value. Bubenik [12] designed an online detection tool for dual magnetization
fields and found that the final decoupling signal was mainly affected by changes in
residual stress and magnetic properties. However, the above researches on magnetic
force mechanism and the relationship between pipeline defect types and detection
signals are still not comprehensive enough, and the detection of pipeline gouge is
not reliable.

In this paper, the transient mechanics simulation model of mechanical damage
gouge in pipelines is established to analyze the geometric deformation and residual
stress distribution in the process of the gouge. Based on the principle of magnetic
flux leakage detection, an unsaturated magnetic flux leakage detection test device is
built, and the experiment under unsaturated magnetization is carried out, which can
detect and identify the gouges accurately.



5 Research on Unsaturated Magnetization MFL Detection … 37

5.2 Principle of MFL

In the process ofMFL online detection, a complete magnetic loop is formed between
the magnetized pipe wall, the yoke, and the iron core. The air permeability is much
less than that of the pipeline. The lines parallel to the inner surface of the pipe will
happen internal magnetic field deformation, resulting in the magnetic field lines in
the defect leak due to the geometric discontinuity. Ultimately, the signal of leakage
magnetic field is collected by the magnetic sensor. The detection principle is shown
in Figs. 5.1 and 5.2.

In magnetic flux leakage testing, the selection of magnetization intensity is the
most important step. The intensity of magnetization affects the characteristics of
magnetic flux leakage signal, and the structure of the detection device determines
whether the signal of mechanical damage gouge can be effectively detected and
identified. In the B-H curve of the material, the magnetic permeability changes with
the magnetic field intensity, as shown in Fig. 5.3. In the “A-B” stage, the magnetic
permeability increases rapidly with the increase of magnetization intensity, which
is not conducive to the detection of magnetic flux leakage. In the “B-C” phase, the
magnetic permeability first rises to the highest point and then decreases gradually. In
practical situations, other factors need to be considered, such as SNR and the design
of detection equipment.

Important factors affecting MFL signals include MFL testing tool design, defect
geometry, magnetism, and operating conditions, such as speed and stress. To study
the magnetic flux leakage signal characteristics of mechanical damage gouge, it is
very important to understand the pipe wall magnetism under stress. Most pipeline
steels are magnetic anisotropic, and their easily magnetized axes are the result of

Fig. 5.1 Schematic diagram
of MFL internal detection
model

Fig. 5.2 Principle diagram
of magnetic leakage
detection
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Fig. 5.3 Magnetic
characteristic curve

the interaction between stress and domain orientations, usually along the pipeline
axis. For materials with positive magnetostriction, such as pipeline steel, the easily
magnetized axis tends to deflect in the direction of the applied force when a load is
applied [13].

The relationship between the initial permeability and the residual stress of the
material is first determined by coupling the magnetism with the applied stress. This
relationship is based on the minimization of the total energy of the magnetic field
and the material residual stress when it reaches the most stable state.

5.3 Simulation

5.3.1 Simulation Model

As themagnetic flux leakage signal is affected not only by the geometric deformation
of the gouge, but also by the residual stress in the gouge area, the finite elementmodel
of nonlinear structure is established by using the finite element software ANSYS
to obtain the stress distribution caused by gouge. Assuming that the pipe wall is
a piecewise linear elastic–plastic material model, the steel plate with the size of
40 mm*40 mm*8 mm is used as a part of the pipe wall, and the diameter of the
indenter is 20 mm. The load is applied to the circular section of the center of the
indenter. By applying pressure on the upper surface of the vertical steel plate and
imposing fixed constraint boundary conditions on the lower surface of the steel plate,
the deformation of the lower surface of the steel plate is prevented. Finally, a simple
elastic–plastic model for gouging is established. For the sake of model symmetry,
Fig. 5.4 is 1/4 of the overall model. The model greatly reduces the number of grids,
thus reducing the computing time of the model.
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Fig. 5.4 Three-dimensional
model

5.3.2 Model Parameters

The steel plate is made of 20# steel, with a density of 7850 kg/m3, Young’s modulus
of 206 GPa, Poisson’s ratio of 0.3, yield strength of 245MPa, and tangential modulus
of 0.113 GPa. The stress–strain behavior of the material is described by a bilinear
total stress–strain curve, which starts from the origin and has positive stress and strain
values.

According to the Coulomb friction law, the friction coefficient of the contact
surface is set to 0.15. The automatic surface contact algorithm is used to model the
contact surface between the steel plate and the indentation head. The algorithm uses
the material characteristics of the two contact surfaces to calculate the stiffness of
the contact element.

5.3.3 Simulation Results

In the process of gouge formation, the load pressure increases linearly from 0 to
120 MPa and then decreases linearly to 0 by applying instantaneous pressure on the
surface of the indentation head to simulate the loading conditions. When the load
is divided, the residual stress distribution of the steel plate is an approximate value
of the residual stress representing the gouge. Figure 5.5 shows the stress and strain
result after unloading.

Considering Fig. 5.5, it is seen that the load is perpendicular to the outer surface,
and geometric deformation (wall thinning) occurs in the gouge area, while the stress
is not uniform over the whole thickness of the pipe wall.

Figure 5.6 shows the stress distribution curve in the gouge area. It can be seen that
the stress begins to increase at the initial position of the gouge, reaches the maximum
at the center of the gouge, and then decreases sharply.

According to the stress distribution of the defect under load, the external magne-
tization direction is generally along the pipeline axis and perpendicular to the
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Fig. 5.5 The stress and
strain result after load
unloading

Fig. 5.6 The stress
distribution curve in the
gouge area

maximum component of stress vector. Therefore, the compressive residual stress
of vertical magnetization increases the permeability.



5 Research on Unsaturated Magnetization MFL Detection … 41

Fig 5.7 Schematic diagram
of specimen processing
method

Fig 5.8 Gouge specimen of
pipeline

5.4 Experiment

5.4.1 The Pipeline Specimen of Gouge

To perform the experiments, the tested pipeline specimen has an outer diameter of
323.9 mm, a wall thickness of 8 mm, a length of 1200 mm, and a material of 20#
steel.

To ensure the applicability of unsaturated magnetic flux leakage detection tech-
nology, it is particularly important to analyze whether the magnetic flux leakage
signal of the gouge has obvious differences in some characteristic values, and verify
whether the extracted characteristic values can effectively detect and identify the
gouge defect.

During gouging, a pressure load is applied to the indentation head and placed on
the supporting plate on the other side of the pipe wall to prevent radial displacement
of the inner wall of the pipe. After the load is removed, gouge only contains residual
stress and strain and pipe wall thinning without metal loss. The gouging schematic
diagram is shown in Fig. 5.7. The maximum depth of gouge measured is 3.0 mm, and
the maximum outer diameter is 19.1 mm. The gouge specimen is shown in Fig. 5.8.

5.4.2 Magnetic Flux Leakage Probe and Device

The magnetic flux leakage signal of defects can be measured by a magnetic sensor.
The Hall sensor based on the Hall effect is applied to magnetic flux leakage detection
formeasuring signal. Theprinciple ofHall effect is shown inFig. 5.9.After the current
is input, the Hall voltage is generated at both ends of Hall sensor by a magnetic field
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Fig. 5.9 Schematic of the
Hall effect

perpendicular to the current direction. There is a linear relationship between the value
of voltage and the intensity of magnetic field. Finally, the Hall voltage indicating the
magnetic flux signal can be measured through the data acquisition device. In this
study, the characteristic parameters of the Hall sensor selected, SS49E, are shown in
Table 5.1.

In the experiment, an electromagnetic MFL setup is established, which is mainly
composed of a magnetization, an amplification processing module, an A/D conver-
sion circuit, a scanning system, and a sample pipe to be tested, as shown in Fig. 5.10.
The pipe wall is magnetized by using an assembly of electromagnet. Yoke, having
the same curvature as the pipe, is used to couple the flux into the pipe wall, thus
completing the magnetic circuit from through the electromagnet to the pipe wall
and back again. To detect the gouge under the low magnetic field, the direct current
applied is 4A and the ampere-turns of the circuit is 4100AT. The applied magnetic
field is 2850A/m.

Moreover, the scanning systemconsistedof anSS94EHall sensor that is controlled
by computer software and moved smoothly in a two-dimensional grid with an incre-
ment of 1 mm. It is connected to an XY digital plotter, which is controlled by a
LabVIEW program. To simulate the working condition of the inner detector in the
pipeline, the Hall sensor is near to the surface of the pipeline.

Result Analysis
In the experiments, the magnetic flux leakage signals in the state of no stress and

the state with stress 100 MPa are studied by using the MFL analysis model. The

Fig. 5.10 Experimental
setup of magnetic flux
leakage detection
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axial component and radial component of MFL signal are obtained experimentally
and the defect leakage signals are measured at 2850A/m, respectively.

The signals are shown in Figs. 5.11 and 5.12. It can be seen that the horizontal
coordinate of the signal is the distance to the center of the detect and the vertical
coordinate is the intensity of the detected magnetic leakage signal. The axial ampli-
tude of the leakage signal without stress is approximately 80.3Gs with a base value
of approximately 11.2Gs and the peak-to-peak value of radialMFL signal is approxi-
mately 10Gswith a base value of approximately 2.0Gs.When the specimen is applied
at 100 MPa, the axial signal amplitude is approximately 77.6Gs with a base value of
approximately 1Gs and the shoulder peak value decreased by 13Gs due to residual
stress. Moreover, the radial signal peak-to-peak value is approximately 8.5Gs with a

Fig. 5.11 The magnetic flux
leakage axial signal of the
gouge

Fig. 5.12 The magnetic flux
leakage radial signal of the
gouge
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base value of approximately 0.5Gs and the shoulder peak value decreased by 1.8Gs
due to residual stress.

Based on data analysis, the contrast shows that the characteristic intensity of
the defect leakage signal under stress is weakened. Due to the stress concentration
phenomenon at the gouge, the amplitude and peak-to-peak value of the MFL signal
are affected by the stress at the defect region. By comparing the measured data with
the calculated results of the model, the shoulder peak value of the leakage signals
above the stress region is less than that in the unstressed region. The axial and radial
peaks from the geometry of the leakage signals without stress are greater than those
with stress, which is consistent with the simulation analysis.

5.5 Conclusion

In this paper, in view of the limited ability to identify and distinguish mechanical
damage gouge in pipeline magnetic flux leakage (MFL) online inspection, the effect
of stress on pipeline magnetic characteristics is analyzed. A three-dimensional finite
element model is established to simulate the formation of mechanical damage gouge,
and the distribution of residual stress in the gouge is obtained. Based on the principle
of magnetic flux leakage detection, the unsaturated magnetic flux leakage internal
detection test device is designed and built. By adjusting the excitation source current,
the pipewall ismagnetized to the optimalmagnetization intensity,which is 2850A/m,
and the magnetic flux leakage detection test is carried out for gouge with stress and
gouge without stress.

The results show that the amplitude and peak-to-peak value of the MFL signal are
affected by the stress at the defect region, which is very different from the leakage
magnetic field signal of gouge without stress. The test results conform to the theory
of magnetic field leakage and have high reliability and SNR, which proves that
the unsaturated magnetic field leakage detection technology is feasible to detect
mechanical damage gouge.

Acknowledgements This work is supported by the Science and Technology Plan Project of the
State Administration for Market Regulation 2019MK138 and Youth Fund Project of China Special
Equipment Inspection and Research Institute 2019 youth 07.

Table 5.1 Hall sensor
characteristic parameter

Name Parameter

Model SS49E

Input voltage 8 V

Linear range −1500G to + 1500G

Operating temperature −40 to + 150 °C

Sensitivity 2.0 to 3.0 mV/G

Static output voltage 2.25 to 2.75 V
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Chapter 6
The Infusion Monitor System Based
on Single-Chip Micyoco

Haiyin Qing, Changjun Wu, Yanbao Wu, Haoyu Song, Qiuwen Gong,
and Kehan Yu

Abstract This system uses the Single-Chip Micyoco as the main control chip, uses
the capacitance sensor of the liquid level measurement as the detecting element, and
uses the port wireless receiving and dispatching module (LC12S) as the signal trans-
mission unit, which can realize the information collection of the patients and unified
management. When the infusion is over, the alarm signal is transmitted wirelessly
to the nurse station. The hospital central control system will realize sound and light
alarm according to the test results, and display the specific alarm position for those
hospitals with lower condition; for the hospital with best condition, every working
nurse could be equipped with an alarm bracelet which can display and alarm need to
change droplet bed ID. This system can reduce the medical negligence and improve
the efficiency of health care.

6.1 Introduction

With the rapid development of automation equipment in recent years, the progress of
intelligent medical equipment will become the focus of people. At present, in clinical
medicine, the most commonly used treatment method is intravenous infusion; due to
the need for humanmonitoring, it not only leads to the decline ofmedical staff’s work
efficiency, but also causes medical accidents due to human negligence; how to realize
the liquid-level monitoring, sound and light alarm and display without affecting the
normal infusion of patients? [1–4]. Therefore, it is necessary to improve the existing
man-made monitoring mode and study the intelligent infusion monitoring system,
so as to reduce the probability of medical accidents and improve the efficiency of
medical care.

The concept of portable intelligent infusion monitoring system is introduced: the
infusion information of patients in the inpatient building is collected at multiple
points and managed in a unified way. When the infusion is about to end, the alarm
signal is transmitted to the nurse desk through wireless transmission. The nurse desk
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Fig. 6.1 System work flow chart

can clearly see the infusion process of patients through the display screen, and realize
the sound and light alarm. If conditions permit, each nurse is equipped with an alarm
bracelet, which can realize the real-time monitoring. The workflow of the system is
shown in Fig. 6.1.

6.2 Product Design

The software part of the system consists of sending end and receiving end. The
transmitter is mainly used to receive the output signal of the liquid-level detection
sensor. The signal is analyzed and processed by the single-chip microcomputer to
judge the infusion situation. If the infusion is about to end, the transmitter module
will send an alarm signal. The receiving end is mainly used to receive the alarm
signal sent by the sending end. If the alarm signal is received, the display module
will display the bed information and send out the sound and light alarm [5, 6]. The
alarm Bracelet processing method is similar.

The hardware part of the system consists of transmitter and receiver. The trans-
mitter is mainly composed of liquid-level detection module and wireless transmis-
sion module, and STC89C52 is the main control chip. The receiving end is mainly
composed of wireless receiving module, OLED display module, and sound light
alarm module. At the same time, STC89C52 MCU is used as the main control chip
[7].
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6.3 System Composition

Now, SCM is not only a powerful assistant for developers, but also an indispensable
tool in practical application,which iswidely used in various fields [8]; as an important
representative of embedded system, it plays an important role in the development of
electronic technology [9]. STC89C52 has a maximum clock frequency of 80 MHz.
The chip contains 4 K bytes Rom. The device is compatible with the standard MCS-
51 instruction system and 80C51 pin structure. The chip integrates a general 8-bit
CPU and ISP flash memory unit. With the PC control program, the program can be
downloaded into theMCU. In this way, there is no need to buy a general programmer,
and the speed is faster than the editor. The chip pin diagram of STC89C52 is shown
in Fig. 6.2.

Sensors are the eyes of the system. In practical application, there are many moni-
toring points and the environment is more complex, so only manual duty cannot
meet the requirements [10]. At present, most of the infusion monitors in the market
use photoelectric sensors to detect the flow of liquid. Its disadvantage is that the
photoelectric sensor is greatly affected by the light, especially in the strong light
environment; the photoelectric sensor almost completely fails. In addition, the trans-
parency of the liquid is very high; sometimes it cannot block the infrared signal from
the infrared emitting tube of the photoelectric sensor, resulting in the inaccurate
signal transmitted by the sensor; the medical equipment must be of high precision
and high stability; in the above situation, we use the capacitive liquid-level sensor
based on the change of capacitance, that is, when the liquid flows through, according

Fig. 6.2 Chip pin diagram
of STC89C52 single-chip
microcomputer
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Table 6.1 Product
parameters of xkc-y26a

Index Parameter

Input volage DD 5 ~ 24 V

Current consumption 3 ~ 8 mA

Output voltage (high) Vin

Output volage (low) 0 V

Output current 1 ~ 100 mA

Response time 500mS

Working environment temperature 0 ~ 75 °C

Applicable diameter range 3 ~ 10 mm

Liquid level error ±2 mm

Humidity 5% ~ 100%

Texture of material ABS

Waterproof performance IP65

to the difference between the two plates of the capacitor the flow of liquid can be
judged by the change of medium [11].

The intelligent non-contact liquid-level sensor uses the inductive capacitance of
water to detectwhether there is liquid.When there is no liquid approaching the sensor,
there is a certain static capacitance between the sensor and the ground due to the
distributed capacitance.When the liquid level rises slowly and approaches the sensor,
the parasitic capacitance of the liquidwill be coupled to the static capacitance tomake
the final electric resistance of the sensor.When the capacitance value becomes larger,
the changed capacitance signal is input to the control IC for signal conversion, which
converts the changed capacitance into the change of some electrical signal, and then
a certain algorithm is used to detect and judge the degree of the change. When the
change exceeds a certain threshold, it is considered that the liquid level reaches the
sensing point [12]. The specific indicators are shown in Table 6.1.

At present, most of the infusion monitors on the market use wired transmission
alarm signal, and they cannot understand the infusion situation centrally, which not
only increases the installation cost, but also does not improve the medical efficiency
to the extreme. Our solution is to use MCU to drive wireless module to send real-
time data. Because the transmission distance may be far away, in order to ensure
stability, we use signal repeater to receive and amplify the signal. Finally, we realize
the unified management and distribution of the signal at the nurse end, and make
windows-based display software to display the infusion information of each bed.

Lc12s adopts the latest 2.4gsoc technology, which is characterized by free devel-
opment, sight distance of 120 m, integrated transceiver, no switching, transparent
serial port transmission, and communication protocol. It can be quickly debugged
successfully. Themodule is half duplex communication,with strong anti-interference
ability, where working frequency can be set, multi-module frequency’s complemen-
tary interference, small volume MSD package, no antenna, convenient installation,
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Table 6.2 Product
parameters of lc12s serial
wireless transceiver module

Index Parameter

Working frequency 2.4 Ghz

Receiving sensitivity 95 dBm

Receiving working current 27 mA

Interface UART Serial port

RF chip BK2461

Emission working current 40 mA@12 dBm

Working volage 2.89–3.6 V typical 3.3 V

Sight distance 120 m

and medical personnel can monitor each infusion point that carry out the whole
process monitoring [13]. The specific index parameters are shown in Table 6.2.

Organic light emitting diode (OLED): organic light emitting diode (OLED) is also
known as organic laser display. OLED display technology has the characteristics of
self-illumination. It uses very thin organicmaterial coating and glass substrate.When
current passes through, these organic materials will emit light. Moreover, OLED
display screen has large viewing angle and low power consumption [14]. OLED has
the advantages of high contrast, thin thickness, wide viewing angle, fast reaction
speed, flexible panel, wide temperature range, simple structure, and process. The
first 12,864 screens are LCD, which need backlight and high power consumption,
while OLED has low power consumption, which is more suitable for small systems;
due to the different light-emitting materials, OLED displays better in different envi-
ronments. The module power supply can be 3.3 V or 5 V without modifying the
module circuit.

6.4 Physical Debugging

According to the hardware design, we use Altium designer software to complete the
schematic drawing. The figure below is to draw the wireless sending and receiving
module together. The physical schematic diagram is shown in Fig. 6.3.

According to the hardware design, using Altium designer software to complete
the drawing of PCB diagram, drawing the wireless sending and receiving module
together can save cost; most of the components of PCB adopt chip packaging, pursue
small volume and are portable; the specific figure is as follows: the physical PCB
diagram is as shown in Fig. 6.4.
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Fig. 6.3 Physical schematic diagram

Fig. 6.4 Physical PCB

6.5 Conclusion

At present, the equipment that can realize transfusion monitoring can be seen every-
where on the Internet, but it is rarely used in the market. The reason is that most of
the equipment is complex in technology, expensive in cost, and large in volume, or
it needs to change the national standard structure of transfusion tube or the original
alarm system of the hospital, which greatly reduces the feasibility of the practical
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application of the product;moreover, the high costmakes small hospitals. It is difficult
for target customers such as general clinics to afford.

At present, the system has the reliability and stability to participate in the prac-
tical application, which is superior to other similar products in the market in terms of
operation difficulty and cost. However, due to the problems of manufacturing tech-
nology and medical equipment licensing, it is difficult to be put into the market at
present. It is expected that if it can be widely used, it will be an indispensable part of
hospitals and animal husbandry. Therefore, the system has a broad market prospect
and certain social significance.
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Chapter 7
Density Prediction Model
and Characterization Method of Density
Variation Rate in Finished Tobacco Box
Based on Microwave Signal Value

Zongyu Hu, Haiqing Chen, Qiang Xu, Xuemiao Su, Chenlin Miao,
Yuhai Zhang, Wangxing Zhang, Nizhi Ge, Shaopeng Li, and Ruyan Xu

Abstract The detection and control of the density uniformity of finished tobacco
packing can be applied in the threshing and redrying process, and in order to better
popularize it, we do the following researches and practices. Through the research
on the repeatability of detecting the tobacco density in the box by the microwave
signal value, and the correlation between the microwave signal and the tobacco
density in the box detected by the nine-point static picking-out method and the
ionizing radiation method, the density prediction model based on the microwave
signal value is established. According to the results, we know that the tobacco density
in the box detected bymicrowave signal value shows good repeatability. The tobacco
density detection model based on microwave signal value has a higher determination
coefficient and fewer errors, and has better prediction effect. The prediction model is
adopted to convert the microwave signal value in the box into the density value. And
based on the results and feedback, we can guide the production and quality evaluation
as well as the risk prevention and control, then the characterization methods of
tobacco density variation rate in zoning and grid boxes are proposed. respectively.
The results can not only be used as the adjustment basis of the homogenizing device
in the tobacco packaging process, but also provide data support for the risk prevention
and control of the aging process in tobacco storage.
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7.1 Introduction

The packing density uniformity of the tobacco box in the threshing and redrying
process will directly affect the aging quality in the tobacco raw material storage
link and the processing quality in the primary processing. For example, the large
density variation in the tobacco box in the aging process will easily lead to the
appearance of oil and caking, while the loosening and conditioning in the primary
processing is liable tomake the leaves difficult to loosen [1–5]. Therefore, the control
of packing density uniformity of tobacco has always been a hot research topic
in the quality control of threshing and redrying. The nine-point static picking out
method (hereinafter referred to as the nine-point method) is defined in the tobacco
industry standards such as Leaf tobacco-Threshing and redrying-Technical specifi-
cation (YC/T146-2001) [6] and the Threshed tobacco-Quality inspection (YC/T147-
2001) [7]. Based on the definition of density [8], this method uses a drill core with a
diameter of 40 mm to drill samples at 9 specified positions on the finished tobacco
box, and weigh and calculate its density variation rate (DVR); However, this method
has some defects in the actual operation process,mainlymanifested in such aspects as
the damage of tobacco, high labor intensity, long detection time, and failure to meet
the needs of on-line detection [9–11];Tobacco and tobacco products-non-destructive
determination of strips density deviation ratio in case-ionizing radiation method
(GB/T31786-2015) [12] (hereinafter referred to as X-ray method); although this
method has solved the problems of the nine-point method, it faces great limitation in
its popularization and application in the tobacco industry due to the problems such
as large equipment investment, cumbersome radioactive source management, and
psychological obstacles of users.

In recent years, with the in-depth promotion of major special projects for the
upgrading of threshing and redrying technology, the characteristic process tech-
nology of Chinese-type cigarettes has been moving forward, and the quality detec-
tion and control of the threshing and redrying process has attracted more and more
attention [1–3]. As an important reference index affecting the aging and primary
processing, the density uniformity in the tobacco box is particularly important for the
detection and control. Studies have shown that the microwavemicro windingmethod
uses the corresponding relationship between the density of the material placed in the
resonance cavity and the perturbation of the resonance cavity to detect the density [13,
14]. This method is an online, non-destructive, and safe density detection method
[15, 16], and has been successfully applied in tobacco rod density detection [17–
20]. In order to further strengthen the application of the detection and control of the
density uniformity of tobacco packing in the threshing and redrying, after combining
with the current situation that microwave moisture detector is generally set up in the
preloading and packaging link in threshing and redrying enterprises, we study the
relationship between the microwave signal and the density value of tobacco in the
box detected by nine-point method and X-ray method, establish a prediction model
of the tobacco density value based on themicrowave signal value, and propose a char-
acterization method of the density variation rate. By doing so, we hope these efforts
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could provide data support for the regulation basis of the homogenizing device in the
leaves packaging process and the risk prevention and control of the aging process of
tobacco storage.

7.2 Materials and Methods

7.2.1 Instruments, Equipment, and Materials

Materials:Middle tobacco leaves are selected in Yulong in Lijiang, Yunnan, Ninghua
in Sanming, Fujian and Fei County in Linyi, Shandong, in 2020.

Instruments: MMA-4020 microwave moisture meter (MALCAM); Detector for
density variation rate of tobacco in Fe3 box (Beijing Bangruida Mechanical and
Electrical Equipment Co., Ltd.); Sample plate for detecting the variation rate of
tobacco density in the box by nine-hole method, and the sampling drill core with
diameter of 40 mm and length of 725 mm (self-made).

Equipment: Double KY161B pre-pressing packers and KY242 re-
pressing packers (Baoying Yanlord Industrial Co. Ltd.), triple KY16A pre-
pressing packers and KY25A re-pressing packers (Kunming Fengdong New
Technology Group Development Co., Ltd), and triple KY17A pre-pressing packers
and KY25A re-pressing packers (Kunming Fengdong New Technology Group
Development Co., Ltd).

7.2.2 Sample Preparation and Methods

Sample preparation: In order to increase the representativeness of the data and the
generalization ability of the model, nine weight gradients of 160 kg, 170 kg, 180 kg,
190 kg, 200 kg, 205 kg, 210 kg, 215 kg, and 220 kg are prepared, respectively, with 3
boxes of each weight gradient (1 box of Shandong Linyi sample with 180 kg weight
gradient is missed). The net weight of packed tobacco in each gradient box is shown
in Table 7.1.

Experimental methods:We use themicrowavemethod andX-raymethod to detect
for 10 times, and then select the “2” sample box to implement the nine-point detec-
tion method; Among them, the detection methods of Lijiang samples are used by
microwave method, nine-point method and X-ray, Sanming samples are used by
microwavemethod and nine-point method, and Linyi samples are used bymicrowave
method and X-ray. MMA-4020 microwave moisture meter is used for microwave
method; The X-ray uses the tobacco density variation rate detector in box FE3; The
nine-point method uses the sampling drill core to drill samples at the specified 9
positions on the finished tobacco box, weigh and detect its density. Among the nine
points detected by the nine-point method and X-ray, the average density values of the
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Table 7.1 Net weight of packed tobacco in each gradient sample box (unit: kg)

No Gradient box number Samples of Lijiang,
Yunnan

Samples of Sanming,
Fujian

Samples of Linyi,
Shandong

1 160–1 160.4 160.8 157.5

2 160–2 159.8 160.3 160.2

3 160–3 160.5 160.3 162.2

4 170–1 171.8 168.8 170.1

5 170–2 168.0 170.0 170.5

6 170–3 169.9 170.2 171.6

7 180–1 179.8 179.5 180.3

8 180–2 179.5 179.7 180.9

9 180–3 179.3 180.3 /

10 190–1 189.9 191.4 187.5

11 190–2 189.2 190.5 189.7

12 190–3 188.8 191.1 190.7

13 200–1 198.3 199.6 200.7

14 200–2 200.8 200.1 200.9

15 200–3 200.4 199.7 200.9

16 205–1 205.7 203.3 203.6

17 205–2 205.3 203.8 206.2

18 205–3 205.7 203.3 206.3

19 210–1 211.5 212.0 209.8

20 210–2 208.7 211.6 210.0

21 210–3 210.1 211.7 210.8

22 215–1 213.7 213.2 214.0

23 215–2 214.1 213.7 214.8

24 215–3 215.5 214.2 216.3

25 220–1 220.9 220.5 220.4

26 220–2 221.2 221.2 220.8

27 220–3 218.2 221.5 222.0

second, fifth, and eighth points corresponding to them are selected to represent the
nine-point method and X-ray detection values for analysis; The detection positions
of microwave detection, X-ray, and nine-point method are shown in Fig. 7.1.
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Data statistical analysis method: The model is established by univariate linear
regression method, and the prediction model of univariate linear regression analysis
method is

Yi = axi + b (7.1)

Where, xi represents the value of phase i independent variable; Yi the value of
phase i dependent variable; a and b the parameters of univariate linear regression
equation;

Parameter b is obtained by the following formula:

b =
∑

Yi
n − a

∑
xi

n
(7.2)

Parameter a is obtained by the following formula:

a = n
∑

xiYi − ∑
xi

∑
Yi

n
∑

x2i − (∑
xi

)2 (7.3)
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7.3 Results and Analysis

7.3.1 Repeatability of Microwave Signal Value in Tobacco
Density Detection

It can be seen from Fig. 7.2 that the variation coefficient of microwave signal value
for ten-time repeated detection of the boxes of each gradient sample is less than
1.0%, except that the Linyi sample 210–2 is 9.26%. This result indicates that good
repeatability of microwave signal value in detecting tobacco density can meet the
stability requirements of tobacco density detection in the box.

7.3.2 Correlation Between the Microwave Signal Value
and the Density Value Detected by the Nine-point
Method and X-ray Density Value

Samples of Lijiang

From Figures 7.3 and 7.4, we can see that with the increase of the density value
detected by the nine-point method and X-ray method, the microwave signal value
tends to increase, and its correlation coefficients reach 0.940 and 0.897, respectively,
demonstrating that there is a strong correlation between the microwave signal value
and the density value detected by the X-ray method and the nine-point method.

It can be seen from Fig. 7.5 that with the increase of the density value detected
by the nine-point method, the X-ray detection density value tends to increase, and
its correlation coefficient reaches 0.921. It shows that there is a strong correlation
between X-ray and nine-point method.

Fig. 7.2 Statistical graph of coefficient of deviation for repeated detection of microwave signal
value
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Fig. 7.3 Scatter plot of nine-point method and microwave signal value

Fig. 7.4 Scatter plot of X-ray and microwave signal values
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Fig. 7.5 Scatter plot of X-ray and nine-point method

Samples of Sanming

According to Fig. 7.6, we know that with the increase of the density value detected
by the nine-point method, the microwave signal value tends to increase, and its

Fig. 7.6 Scatter plot of nine-point method and microwave signal value
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Fig. 7.7 Scatter plot of X-ray and microwave signal values

correlation coefficients reach 0.926, respectively, indicating that there is a strong
correlation between the microwave signal value and the density value detected by
the nine-point method.

Samples of Linyi

It can be seen from Fig. 7.7 that with the increase of X-ray detection density value,
the microwave signal value tends to increase, and its correlation coefficient reaches
0.955, indicating that there is a strong correlation between microwave signal value
and X-ray detection density value.

7.3.3 Establishment of Box Density Prediction Model Based
on Microwave Signal Value

There is a strong correlation between the nine-point method and the X-ray detec-
tion density value. Therefore, when establishing the box density value prediction
model based on themicrowave signal value, we adopt the classical nine-point method
detection data.
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Correction of Test Data

Nine-point density detection value

In order to eliminate the errors of the equipment and personnel in the detection
process of nine-point method, the detection data of Lijiang samples is corrected
based on the nine-point density detection value of Sanming samples. The correction
model is as follows:

f (x) = 1.028 ∗ x − 14.03 (7.4)

Where R2 = 0.8556.
It can be seen from Figs. 7.8 and 7.9 that the systematic error between the nine-

point density test value of the Sanming samples has reduced after correcting the test
data of Lijiang samples.

Microwave signal value

In order to eliminate the error between different microwave density detector equip-
ment, the detection data of Lijiang samples is corrected based on the microwave
signal value of Sanming samples. The correction model is as follows:

f (x) = 0.8116 ∗ x + 0.7468 (7.5)

Fig. 7.8 Comparison chart of density value detected by the nine-point method
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Fig. 7.9 Comparison chart of density value before and after correction by the nine-point method

Where R2= 0.8341.
From Figs. 7.10 and 7.11, we can see that after using the microwave signal value

of Sanming samples to correct this value of Lijiang samples, the systematic error
between the microwave signal values has effectively reduced.

The Establishment of Prediction Model
The corrected nine-point method detection density value andmicrowave signal value
data are randomly divided into correction set (modeling set) and verification set. 80%
of the samples are selected to establish the model, and 20% of the samples are used
to predict the established model. The prediction model of microwave signal value
and nine-point method detection density value is established as follows:

y = 204.9 ∗ x − 202.4 (7.6)

Wherein, the determination coefficient of the model is R2 = 0.8626; The root
mean square error of the model validation set RMSEP = 5.282, the average absolute
deviation MAD = 5.0525, and the average relative deviation MRD = 2.45%.

The model has high determination coefficient and small error; Fig. 7.12 shows its
good prediction effect.
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Fig. 7.10 Comparison of microwave signal value

Fig. 7.11 Comparison of microwave signal values before and after correction
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Fig. 7.12 Comparison between the real value and the predicted value of the nine-point density
detection value model for microwave signal value

7.3.4 Characterization Method of Tobacco Density Variation
Rate in Box Based on Microwave Signal Value

Variation Rate of Tobacco Density in Gridded Box Based onQuality Evaluation
and Risk Prevention and Control

Based on the twomain boxmodels currently used in the tobacco industry, the surface
area of the box is divided into grids according to the area of the nine-point sampling
pipe. It can be seen from Table 7.2 that the two general-purpose boxes of model 1
and model 2 can be divided into 514.24 and 483.29 grids, respectively. In order to
facilitate the application and statistics collection, the two types of boxes are uniformly
divided into 500 grids.

The microwave detector is used to scan the finished box to obtain its microwave
signal value. According to the prediction model of the density value in the box based
on the microwave signal value, the value in each grid is transformed into the density
value, and its mean value is calculated, respectively. The density variation rate DVR
of the tobacco in the box is calculated by the density mean value in each grid. After
that, the proportion of the number of grids with deviation of 10%, 20%, 30%, 40%,
50%, and > 50% from the absolute value of tobacco density in the box in the total
grid shall be counted (see Table 7.3 for an example).
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Table 7.2 Grid division of different types of tobacco box

Types of tobacco box Type 1 Type 2

Length, width, and height/mm 1136 × 720 × 725 1115 × 690 × 725

Volume/mm3 592992000 557778750

Packing weight/Kg 200

Theoretical density value/(kg/m3) 337.27 358.57

Surface area/mm2 817920 769350

Strap width/mm 12.5 12.5

Area of strips on the upper surface of tobacco
box(four)/mm2

36000 34500

Inside and outside diameter of nine-point
sampling tube/mm

40/44

Nine-point sampling tube area/mm2 1520.53

Number of grid division/piece 514.24 483.29

From Table 7.3, we can see that when the number of grids in which the absolute
value deviation of the tobacco density value in the box is less than 10% accounts for
a large proportion, the DVR value in the box is small and the density is relatively
uniform; While a small proportion of this number shows large DVR value and poor
uniformity. The results can finely describe the uniformity of the density of tobacco
in the box, and provide data support for the prevention and control of quality risks
such as mildew and carbonization in the later aging process of tobacco storage.

Density Variation Rate of Tobacco in Partitioned Box, Where the Tobacco
Production is Guided by the Feedback

According to Table 7.2, the surface of two types of tobacco boxes can be divided
into 9 areas on average, the average tobacco density of each area can be calculated,
respectively, and then the DVR of tobacco density in the box can be calculated (see
Table 7.4 for an example), which can be used to guide and optimize the homogeniza-
tion device of tobacco leaves packaging process online. Therefore, the uniformity of
packed tobacco density can be further improved.

Table 7.3 Density deviation rate of tobacco in gridded box (unit: %)

Samples in tobacco box Deviation from the absolute value of the theoretical
density of tobacco in the box and the proportion of the
number of grids

DVR

≤10 10–20 20–30 30–40 40–50 >50

box 1 73.96 17.02 9.02 0 0 0 9.71

box 2 74.23 25.77 0 0 0 0 6.20

box 3 97.08 2.92 0 0 0 0 5.50
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Table 7.4 Deviation rate of tobacco density in partitioned box

Samples
in
tobacco
box

Tobacco density value in the area (kg/m3) DVR

1 2 3 4 5 6 7 8 9

box 1 265.16 331.52 317.86 314.64 322.86 324.95 320.73 314.04 268.80 7.90

box 2 350.38 375.93 368.80 357.88 341.15 336.54 329.36 324.14 317.53 5.84

box 3 360.38 346.71 343.68 339.54 327.00 320.34 314.43 314.98 311.18 5.23

7.4 Conclusion

According to the variation coefficient of microwave signal value detected repeatedly
for 10 times in each gradient sample tobacco box,we can conclude that themicrowave
signal value in detecting the tobacco density in the box shows good repeatability;
The correlation between microwave signal value with nine-point method and X-ray
detection density value can reach 0.90 or so,which has a strong correlation;And these
results show that the microwave method is a feasible way to detect the density devia-
tion rate of tobacco in the box and meets the repeatability requirements. Based on the
univariate linear regression equation, the predictionmodel of microwave signal value
and nine-point density value is established by fitting the linear relationship between
microwave signal and nine-point density value; The determination coefficient of the
model R2 = 0.8626;Rootmean square error ofmodel validation set RMSEP= 5.282,
mean absolute deviation MAD = 5.0525, mean relative deviation MRD = 2.45%;
These results indicate that the model has high determination coefficient and small
error, and the prediction effect is good. Based on the results and feedback, we can
guide production and quality evaluation, and propose the characterization methods
of density deviation rate of tobacco in partitioned and gridded boxes, respectively.
Compared with the previous methods, these two characterization methods represent
the overall density distribution of the box through the density values of nine points,
which can comprehensively and accurately reflect the uniformity of tobacco density
in the box. It can not only provide a relatively reliable basis for the on-line feedback
control of the homogenizing device in the tobacco leaves packaging process, but
provide data support for the prevention and control of quality risks such as mildew
and carbonization in the aging process of tobacco storage.

Using the microwave method to detect the density variation rate in the finished
tobacco box can not only overcome the shortcomings of nine-point method and
X-ray method in practical application, but also fully combine the current situation
that the threshing and redrying processing enterprises generally set up microwave
moisture detectors in the preloading and packaging links, effectively reducing the
investment of density variation rate detection equipment in the finished tobacco
box. It provides technical support for better popularization and application of the
detection and control of tobacco packing density uniformity in threshing and redrying
processing.However, due to the difficulty in preparing sampleswith different packing
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weights and the heavy detection workload through the nine-point method, the paper
only tested three middle tobacco leaves. In the later stage, experimental research will
be carried out on the upper and lower tobacco leaves to improve the density variation
rate method in the finished tobacco box. By doing so, the methods can be suitable
for the research of different parts of tobacco.

Acknowledgements Fund project: Key R & D project of China National Tobacco Corpora-
tion “research and application of processing attribute classification technology based on national
mechanical properties of flue-cured tobacco leaves” (No.: 110202102005).
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Chapter 8
Research on Fault Detection Technology
of Primary and Secondary Circuit
of Switchgear

Xuesong Lin, Yu Xu, Changsong Ni, Jingwen Cai, Chunqing Lin, Lei Zhang,
and Di Yu

Abstract At present, the primary and secondary equipment integration has been
realized in 10 kV switching station and ring main unit, and the functions of telesig-
nalling, telemetering and telecontrol have been realized by assembling Data Transfer
Unit (DTU). However, in actual operation and maintenance, if an equipment fault
occurs, it is necessary to first determine whether it is a primary or secondary equip-
ment failure, and then send corresponding maintenance personnel to the site. In
addition, this maintenance mode also needs to be powered off. The existing primary
equipment does not have a circuit breaker test position. If the test is required, the
whole section of bus must be powered off. Due to the important user and reliability
requirements, the power off is almost difficult to implement. If the fault identifica-
tion cannot be solved at one time, the power off times need to be increased, which
affects the reliability of power supply. The primary equipment is electrified, and the
secondary equipment has few test methods, low safety factor and more equipment
operation with faults, which is not conducive to the healthy development of distri-
bution network (M. Adams, Effectiveness of different design solutions to control
internal faults inMV switchgear, IEE Colloquium on Risk Reduction: Internal Faults
in T&D Switchgear (Digest No: 1997/295), pp. 5/1–5/6, 1997). In order to solve the
above problems, this paper proposes a ring network unit fault detection device that
can distinguish between primary and secondary circuit failureswithout power failure.
On the basis of the traditional fault diagnosis method, a low-voltage live detection
method with high safety and easy operation is added.

8.1 Introduction

With the development of the power industry, the power distribution switchgear has
evolved into a complete set of automation equipment with primary and secondary
integration.Dispatch remote operation and automatic fault isolation have beenwidely
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used in daily operation, and it has also brought great technical challenges to the
operation and maintenance of power distribution.

When the switchgear refuses to operate or exits from the operation mode, it
is necessary to accurately determine whether it is a primary equipment failure
or a secondary circuit failure. According to different fault types of high-voltage
switchgear, fault detection methods using mechanical properties, electrical prop-
erties, temperature and other parameters have been proposed at home and abroad.
Various monitoring methods can be used to easily obtain the state parameters of the
high-voltage switchgear and the waveforms of related signals. However, because the
high-voltage switchgear is a combination ofmultiple electrical equipment, it involves
various physical phenomena such as electricity, magnetism, and temperature, and the
manifestations and mechanisms of faults are very different. It not only affects the
reliability of power supply, but also causes a great waste of manpower and financial
resources. Therefore, it is necessary and imminent to study the detection technology
of the primary and secondary circuit failures of the distribution automation ring
mains.

This paper proposes the isolation and detection of the primary and secondary
circuits in the ring network unit system. It is proposed to conduct online live diagnosis
for most primary and secondary circuit faults without power failure. On the basis of
the traditional fault diagnosis method, a low-voltage live detection method is added,
which provides high safety and easy operation.

8.2 Research on Switchgear Fault

8.2.1 Primary Faults

Investigation statistics show that the primary faults of high-voltage switchgearmainly
fall into the following categories:

(1) Fault of refusing action and misoperation: This kind of fault is the main fault
of high-voltage switchgear, and its causes can be divided into two categories: one is
caused by mechanical faults of operating mechanism and transmission system. The
other is caused by electrical control and auxiliary circuits.

(2) Insulation fault: It is manifested as external insulation to ground flashover
breakdown, internal insulation to ground flashover breakdown, phase-to-phase insu-
lation flashover breakdown, lightning overvoltage flashover breakdown, porcelain
bushing, porcelain bottle fracture, etc. [3].

(3) Current-carrying fault: The main cause of current-carrying fault at voltage
levels of 7.2 to 12 kV is the poor contact of the switchgear isolation plug, which
causes the contacts to melt [4].

(4) External forces and other faults: including foreign body impact, natural
disasters, short circuiting of small animals, etc.
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8.2.2 Secondary Faults

The secondary faults of the switchgear generally fall into the following categories:
(1) Power source: AC and DC circuits; current and voltage circuits.
(2) Purpose: signal circuit, protection circuit, automatic device circuit, control

circuit and measurement circuit.
(3) Equipment: transformer secondary circuits, switch secondary circuits, capac-

itor secondary circuits, etc.

8.3 Design of Detection System Structure

When the switchgear is put into operation, after pulling out the working plug, the
detection system enters the test state. At this time, the telecontrol closing signal is
given in the background, the test power indicator is on, the closing relay is pulled
in, and the test closing indicator is on and maintained, which proves that the closing
circuit works normally, and the test of switch-off circuit is the same (Fig. 8.1).

As shown in Fig. 8.2, there are 11 terminals in the test terminal block on the door
of the ring switch cabinet, and each terminal consists of an upper end and a lower
end which can be communicated or isolated. In the daily operation state, the working
plug is inserted into the test terminal block of the cabinet door, so that the upper and
lower ends of the terminals of the terminal block are in a communication state.

The lower ends of terminals 1, 2, 3 and 4, terminals 5 and 6, terminals 7 and 8
and terminals 9 and 10 of the cabinet door test terminal block are all equipped with
a shorting ring (Table 8.1).

As shown in Fig. 8.3, the terminal of the cabinet test terminal base is composed
of upper and lower parts, and the lower end of the terminal is provided with a short
circuit ring. The upper and lower ends of the terminal are normally open. During
daily operation, the working plug is inserted into the cabinet door test terminal block,
the upper and lower ends of the terminal are connected, the short circuit ring at the
lower end of the terminal is invalid, KA1, KA2 relays, HR1, HR2 and Hg indicator
lights do not work, and the test circuit is separated from the control circuit.

Fig. 8.1 Different kinds of
faults in switchgears
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Fig. 8.2 Terminal on the
door of ring switch cabinet

Figure 8.4 shows, when faults need to be detected, pull out the working plug of
the cabinet test terminal block and insert the test plug. At this time, the upper and
lower terminals of the cabinet test terminal block are disconnected, and the short
ring at the lower end of the terminal is invalid. The short-circuited ring at the lower
end of the test plug is effective, so that the lower end of terminals 1, 2, 3 and 4 is
short circuited and the protection current circuit is sealed. Add an overcurrent signal
to DTU at the upper end of the test plug; the lower end of terminal 7 and 8 of the
test plug is short circuited, and the telecontrol trip circuit is switched from the circuit
breaker trip coil to KA2 coil. Receive overcurrent signal in DTU, send overcurrent
remote control trip signal, intermediate relay KA2 operation; the passive open point
of intermediate relay KA2 is closed, and the closure of intermediate relay KA2 can
be measured by the upper and lower conduction of terminal 11 of the plug through
the test.

After the test is completed, the work switch is reset to the local position, and then
the trip time can be tested again when it is turned remotely. Pull out the test plug and
insert the work plug to release the self-locking and experimental circuit and return
to normal working state.
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Table 8.1 Terminals of ring switch cabinet

Terminal Bottom Top Function

1, 2, 3, 4 Secondary winding of CT DTU Conduct, provide interface
for external detection
equipment

5 DTU output port Circuit breaker closing
circuit

Conduction and isolation

6 K1 relay empty Test the conduction of
DTU telecontrol closing
circuit

7 DTU export Circuit breaker opening
circuit

Conduction and isolation
of telecontrol opening
circuit

8 K1 relay empty Test the conduction of
DTU telecontrol closing
circuit

9 DTU export empty Detect the conduction of
DTU remote switching-off
circuit

10 Auxiliary contacts of KA1
and KA2 relays

empty Detect the conduction of
DTU telecontrol closing
circuit and opening circuit
with terminals 8 and 9

11 Auxiliary contact of KA2
relay

Auxiliary contact of KA2
relay

Backup protection tripping
standby time detection
point

Fig. 8.3 Cabinet test
terminal block
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Fig. 8.4 Plugs and terminals
for testing

When the system is running normally, the background will monitor the current
value of the current system in real time. When the three-phase current value of the
power grid is found to be unbalanced, it may be the primary equipment (such as
current transformer), or the secondary ammeter or detection system. At this time,
the working plug of the cabinet test terminal block can be pulled out, and the short-
circuit ring at the lower end of the terminal takes effect to short circuit the secondary
current circuit, so as to prevent overvoltage causedby theopen circuit of the secondary
circuit of the current transformer. Then, the plug inserts the test plug into the cabinet
test terminal block. At this time, the test terminal block at the lower end of the
short ring invalid, instead of the test plug on the short ring in effect, replace the
test terminal block on the function of the short ring. At the same time, the upper
and lower terminals of the cabinet test terminal block are disconnected to realize
separation from the measuring device of the system. The testing device is connected
to the binding post of the test plug, and then the short-circuit ring on the test plug
is removed to realize the role of detecting the current value of the system. If the
three-phase current is balanced and the value meets the standard, it is proved that the
primary equipment has no problem, and the problem lies in the secondary measuring
equipment on the system.

8.4 Research on Detection Technology

At present, the primary and secondary circuit fault detectionmethod of the switchgear
mainly includes three main points: fault detection of the secondary circuit, protection
setting mechanism, and the prevention of the secondary circuit CT open circuit and
PT short circuit.
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8.4.1 Fault Detection of the Secondary Circuit

When the equipment fails and the switch refuses to operate or the remote control
fails, the current practice requires the entire section of the bus to be powered off
before troubleshooting. Moreover, it is more dangerous to short circuit the CT in
the current secondary circuit live test, and it is easy to misoperate and cause the
switch to trip. In addition, it is necessary to remove the equipment trip connection
to prevent the equipment protection from malfunctioning, which may cause the risk
of malfunction [5].

By on-line monitoring and testing of relevant functions of secondary equipment,
the successfully developed secondary circuit monitoring component can distinguish
the specific fault section of primary and secondary equipment. When the failure
reason cannot be directly determined by reading the DTU message and fault infor-
mation, it can be inserted through the test terminal to enter the test state, dispatch
the telecontrol command, and indicate the telecontrol state through the indicator
light on site, so as to quickly distinguish the fault reason of primary and secondary
equipment. In case of secondary equipment failure, troubleshooting and protection
of transmission can be carried out when the primary equipment is live, which will
not cause risks such as tripping at the outlet of the primary equipment and has high
safety.

8.4.2 Protection Setting Mechanism

It is difficult to implement the protection setting when the relay protection is running
on line, and the safety risk is high. The switch trip and personal accident caused by
the disconnection error and CT short-circuit error occurs. There is an urgent need for
a simple, plug-and-play test method to reduce personnel safety risks and operational
difficulties.

Therefore, the protection setting mechanism of distribution automation switch
under the condition of live operation is studied, and the switch action display under
the test state is realized through the equipment. The protection test, set value setting,
protection transmission and other functions of the electrified secondary circuit of
the primary equipment are realized, and the protection set value is realized on the
premise of ensuring the safety of the human body and equipment.

8.4.3 Prevent CT Open Circuit and PT Short Circuit

The equipment can automatically short circuit the CT circuit and disconnect the PT
circuit, and automatically connect to the test section sub-circuit. The operator directly
connects the test wiring to the test section, which is convenient and practical, and
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prevents personnel safety risks caused by the opening of CT and PT short circuit
during the test.

8.5 Conclusion

By studying the fault monitoring method and monitoring components of secondary
circuit based on primary and secondary fusion switchgear, the specific fault segments
of primary and secondary equipment are distinguished, and the related functions of
secondary equipment are tested through online monitoring. At the same time, it can
realize the protection settingmechanismunder the energizedoperationof the distribu-
tion automation switch, and realize the protection test, setting value setting, protection
transmission and other functions of the primary equipment on the secondary circuit
through the equipment. The automatic CT circuit and PT circuit can also be auto-
matically short circuited and opened through the equipment, so as to avoid switch
tripping and personal accidents caused by disconnection errors and CT short-circuit
errors. Main technical advantages:

(1) During the fault detection, it can realize the isolation of the primary and
secondary circuits and detect the operating state without power failure, and identify
the location and section of the fault on the spot.

(2) Strong versatility, suitable for all the ring network elements of the first and
second fusion system.

(3) Simple operation, easy to use, to solve the existing equipment test difficult
problem, to solve the problem of live adjustment protection value, reduce the diffi-
culty and safety risk of the primary equipment running secondary equipment live
test.

References

1. M.Adams, Effectiveness of different design solutions to control internal faults inMVswitchgear,
IEE Colloquium on Risk Reduction: Internal Faults in T&D Switchgear (Digest No: 1997/295)
(1997), pp. 5/1–5/6. https://doi.org/10.1049/ic:19970977

2. Q.Hu,M. Sahni, C.Gibune, S. Liang,W. Lee, Development of an online real timeweb accessible
low-voltage switchgear arcing fault early warning system, in 2007 39th North American Power
Symposium (2007), pp. 20–24. https://doi.org/10.1109/NAPS.2007.4402280

3. D.W. Klaus, Internal faults in distribution switchgear-risk reduction and design considerations,
IEE Colloquium on Risk Reduction: Internal Faults in T&D Switchgear (Digest No: 1997/295)
(1997), pp. 2/1–2/4. https://doi.org/10.1049/ic:19970974

4. G.A. Hussain, M. Shafiq, M. Lehtonen, Predicting arc faults in distribution switchgears, in 2016
17th International Scientific Conference on Electric Power Engineering (EPE) (2016), pp. 1–6.
https://doi.org/10.1109/EPE.2016.7521722

5. Z. Hailong, J. Song, Z. Dongchen, L. Zhirui, L. Chengpu, W. Hejian, Research on detection
system for 10kV distribution switcher of both Primary and secondary technology. Int. Conf.
Power Syst. Technol. (POWERCON) 2018, 3929–3935 (2018). https://doi.org/10.1109/POW
ERCON.2018.8601599

https://doi.org/10.1049/ic:19970977
https://doi.org/10.1109/NAPS.2007.4402280
https://doi.org/10.1049/ic:19970974
https://doi.org/10.1109/EPE.2016.7521722
https://doi.org/10.1109/POWERCON.2018.8601599


Chapter 9
Research on FPGA Hardware
Acceleration for Real-Time Detection
of Mobile Phone Lens Defects

Xidong Wang, Guopeng Wang, Baochang Wang, and Hengtao Wang

Abstract The current machine vision method for mobile phone lens defect detec-
tion has the shortcomings of high delay, high power consumption, high cost, and
harsh deployment conditions. In this article, optimization strategies such as param-
eter reordering, dynamic quantization, loop expansion, and block segmentation are
adopted to design a software and hardware collaborative processing platform based
on FPGA hardware acceleration technology, and real-time detection of mobile phone
lens defects is realized.The experimental process is that, firstly, the data set samples of
mobile lens defect detection are sent to the YOLOv2model for iterative training, and
the optimal weight is obtained by analyzing the performance curve of the training
process. Then, the YOLOv2 model is transplanted to the PYNQ-Z2 development
board. Finally, the real-time detection of the validation set samples is accelerated
by the integrated neural network acceleration IP of the platform. The experimental
results show that the FPGA complete real-time detection of an image takes 2 s, and
the total power consumption is 2.953 W, which is 97 times higher than that of CPU.
The positioning accuracy of the defect is high, and the detection accuracy is 90.80%.
It meets the real-time detection requirements of low cost, low power consumption,
and convenient deployment of small mobile terminals.

9.1 Introduction

With the vigorous development of convolutional neural network in the field of target
detection and image recognition [1], the target detection model YOLO has become a
hotspot in application researchwith the advantages of fast algorithm implementation,
flexibility, and excellent generalization performance [2].
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FPGA is a semi-custom circuit, which has programmable input and output units,
embeddedRAM, dedicatedwiring resources, configurable logic blocks. FPGAparal-
lelizes massive data to achieve accelerated processing, and the power consumption
is extremely low. Compared with CPU, FPGA has unique advantages in accelerating
convolution neural network algorithm [3], which is conducive to deployment to small
mobile devices.

At present, most of the domestic mobile phone lens manufacturing factories use
artificial visualmethod to detect lens defects. Thismethod has low efficiency and high
false detection rate, which is susceptible to the subjective factors of the test workers,
and the labor cost is also high [4], which does not adapt to the current automation
trend. In recent years, with the development of machine vision technology, its appli-
cation in lens defect detection has gradually deepened [5]. Zhu et al. used blackbody
as a dark background to improve the contrast of lens defects, and used image analysis
method for detection. The detection method takes 5 s per piece [6]. Zhu optimized
the point source projection lighting scheme of precisionmicroscope and other instru-
ments to achieve the optimal imaging effect of surface defects, analyzed the shape
and size of lens defects, and wrote corresponding image processing algorithms for
each defect type to identify. The cost of this method was high [7]. Zhu trained a
degenerated YOLO network based on deep learning, and realized the PC-controlled
detection system to identify various defects in resin lens samples. The detection
power consumption of this method was high [8].

On the basis of the above research on detection methods, this article adopts
optimization strategies such as parameter reordering, dynamic quantization, loop
expansion and block segmentation to design a software and hardware collaborative
processing platform based on FPGAhardware acceleration technology, and real-time
detection ofmobile phone lens defects is realized. The experimental results show that
the platform has low real-time detection delay, low power consumption, low cost,
high accuracy, and high defect positioning accuracy, which proves the effectiveness
and practicability of the accelerated detection of this platform.

9.2 Material and Methods

9.2.1 Selection of Network Model

The R-CNN series algorithm is a two-stage structure network, and its detection speed
cannot meet the real-time requirements. YOLOv1 [9] is not suitable for the defect
detection of mobile phone lenses due to the immature prediction frame mechanism
and loss calculation, which leads to the low positioning accuracy of the target with
small feature size. YOLOv2 [10] is a single-stage structural network proposed by
Redmon et al. in 2017. Its core idea is to transform the target detection problem into
a classification regression problem [11], and introduce the Anchor mechanism to
improve the recall rate in the process of model training and enhance the classification
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ability of fine-grained image features. It is suitable for detecting targets with small
feature size fast detection speed, which can achieve real-time detection of targets.

Due to the low cost of FPGA development board and the relatively limited
computing resources, YOLOv2 with high detection accuracy for small size targets,
low real-time detection delay, and lightweight network structure is selected.

9.2.2 YOLOv2 Network Structure

The overall structure of YOLOv2 network is shown in Fig. 9.1.
It can be seen from Fig. 9.1 that YOLOv2 network is composed of CBL, MCN,

Route, and Reorg. CBL is the smallest component in the YOLOv2 network struc-
ture, which is composed of Conv, BN, and Leaky ReLU. The function of Conv
(convolution operation) is to realize feature extraction and obtain feature map. Batch
normalized BN layer is a linear transformation of feature image elements to accel-
erate the training convergence process [12]. The activation function is to make a
nonlinear transformation of the feature image elements to enhance the nonlinear
fitting ability of the network. Except that the final output layer uses Sigmoid, the rest
are Leaky ReLU, as shown in (9.1).

f (x) =
{
x × 0.1, x < 0

x, x ≥ 0
(9.1)

MCN is a down-sampling component, which is composed of the maximum
pooling layer MAX and N CBLs. The function of the maximum pooling layer is to
realize the down-sampling of the feature map, reduce its size and keep its functional
characteristics unchanged.

Route is the routing layer,which integratesmulti-dimensional feature information.

CBL

MC1

MC3

MC3

MC5 MC5

Route CBL Reorg

CBLCBL Route CBLCBL

416*416*3

CBL*2 CBL*2

CBL = Conv BN Leaky
ReLU

MCN = MAX CBL

N CBL organiza ons

13*13*425

Fig. 9.1 Overall structure of YOLOv2 network
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Reorg is a reordering layer that enables reordering of features. The large size
feature map is divided into several small size feature maps.

9.2.3 Accelerator Framework

In the acceleration scheme, the part with large amount of calculation and redundant
calculation structure in the neural network is implanted into FPGA, and the dynam-
ically configurable neural network acceleration IP is designed. The PS terminal
stores the structural parameters of the neural network, and the calculation results
are obtained by calling the neural network acceleration IP. The overall framework of
neural network accelerating IP design is shown in Fig. 9.2.

It can be seen from Fig. 9.2 that the input and output modules are designed in the
FPGA, and the convolution calculation, pooling calculation and reorder calculation
are encapsulated in the IP module, and the AXI-lite and AXI-full interfaces are
encapsulated. The PS terminal configures the calculation unit through AXI-lite, and
the weight parameters and sample feature data are introduced into the convolution
neural network to accelerate the IP through AXI-full, and then the calculated results
are received by AXI-full.

Fig. 9.2 Neural network accelerating IP framework
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9.2.4 Integrated Convolutional Neural Network IP

Input and Output Module

The input andoutputmodule is used as themain device, and its interface design adopts
AXI-full interface, and DDR3 at the PS terminal is used as the slave device. Consid-
ering the limited BRAM resources of FPGA, the idea of loop block segmentation is
used for expansion, as shown in (9.2) and (9.3).

T ci = (T co − 1) × S + K (9.2)

Tri = (Tro − 1) × S + K (9.3)

Among them, T ci and Tri are the size of input feature graph, T co and Tro are
the size of output feature graph, S is the step size of convolution kernel, K is the
size of convolution kernel. The process of expanding the input and output modules
in depth is shown in Fig. 9.3.

In Fig. 9.3, Tn is the input depth, and Tm is the output depth obtained. The buffer
design of double buffers and pipeline operation are adopted to increase the throughput
of data and avoid the performance bottleneck for the subsequent convolution accel-
eration module. The pipelined input and output structure of double buffer is shown
in Fig. 9.4.

n+1 n+
Tn-1

n

Tci

Tri

Tn

m+1 m+
Tm-1

m

Tco

Tro

Tm

Fig. 9.3 Input and output block segmentation diagram

Fig. 9.4 Pipelined input and
output structure of double
buffer

a A aA Idle

Idle B b B B
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Fig. 9.5 Hardware structure
corresponding to maximum
pooling

>Input RGB OUT

Figure 9.4 for the input structure, A is to pass data from DDR3 to cache Buffer1,
a is to pass data from DDR3 to cache Buffer2, B is to pass data from Buffer1 to
on-chip cache, and b is to pass data from Buffer2 to on-chip cache. Figure 9.4 for
the output structure, A is to pass the data from the on-chip output cache to the cache
Buffer1, a is to pass the data from the on-chip output cache to the cache Buffer2, B
is to pass the data from Buffer1 to DDR3, and b is to pass the data from Buffer2 to
DDR3.

Convolution Module

Convolution calculation occupies the vast majority of the calculation in the neural
network, and its essence is multiplication and accumulation. In order to improve the
parallelism, the two optimization strategies of expansion and block segmentation are
adopted. The input and output feature maps are expanded in two dimensions. Each
time, Tm output feature maps and Tn input feature maps are parallelly calculated.
The input feature maps are divided into blocks, and only one block is calculated
each time. Reduce FPGA requirements for BRAM, reuse computing data, reduce
the number of read and write data from off-chip storage.

Maximum Pooling Module

Consider the maximum pooling as a special convolution. It does not require weight
parameters, only pooling the input feature map of a channel, and its corresponding
operation unit is a comparator. The corresponding hardware structure is shown in
Fig. 9.5.

When the 2 × 2 maximum pooling is used in Fig. 9.5, the REG is initially zero.
When the four numbers are input, in turn, the comparator inputs a large number into
theREG register. After 2× 2 clock cycles, the comparator completes the comparison,
outputs the largest number, and clears the REG. Since the resources consumed by
comparators are mostly LUT, the pooling design adopts the block segmentation
optimization strategy.

Reordering Module

Reordering within FPGA can be seen as a multiplexer, as shown in Fig. 9.6.
In Fig. 9.6, one input buffer corresponds to four output buffers to achieve 2 × 2

reordering.
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control

Input buffer

output 
buffers1

output 
buffers2

output 
buffers3

output 
buffers4

Four selected

Fig. 9.6 The corresponding structure of reordering

9.2.5 Production and Training of Defect Lens Data Set

The four common defects (petal injury, glue hole, crack, membrane crack) of mobile
phone lens are selected as the research objects to make data sets. The labeling soft-
ware is used to mark mobile phone lens defect detection dataset. Due to the limited
number of actual samples, the number of samples is expanded through data enhance-
ment (rotation transformation, affine transformation, image enhancement, and noise
addition). In this way, the purpose of increasing the number of samples is realized,
the direction and size of defects are changed, and the robustness of image noise is
enhanced [13].

YOLOv2 training network parameters: In order to balance the training effect and
the pressure of memory occupation, the number of pictures sent to the network in
batches at each iteration is 64, and the number of copies sent to the trainer in batches
at each iteration is 8. In order to improve the training speed and avoid overfitting,
the momentum constant is 0.9 and the weight attenuation regularization coefficient
is 0.0005. With the increase of iterations, in order to make model learning more
effective, the initial learning rate is 0.001, and the total number of iterations is 200.
The learning rate adjustment strategy is steps.When the number of iterations reaches
160 and 180, the learning rate is reduced to 0.0001 and 0.00001, respectively. The
number of categories in region layer is changed to 4, and the number of convolution
kernels in the last convolution layer is changed to 45.

In the training process, the change curves of Loss and recall rate of the model are
shown in Fig. 9.7a, b, respectively.

It can be seen from Fig. 9.7a that when the training model is iterative to 90 times,
the loss function converges to 0.01. It can be seen fromFig. 9.7b thatwhen the training
model is iterative to 70 times, the recall rate is close to 1. Based on the analysis of
training process performance curve, the weight effect of YOLOv2 network model is
ideal. Use right re-results detect the samples of the validation set, and the results are
shown in Table 9.1.

Table 9.1 shows that the model detection accuracy is 96.13%, which proves that
the training effect of the model is ideal and can be transplanted in the next step.
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(a) Loss curve.              (b) Recall rate curve.
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Fig. 9.7 Change curve of training process

Table 9.1 Test results of
model validation set

Class Number Accurate number Accuracy (%)

Petal injury 1152 1092 94.79

Glue hole 960 928 96.67

Crack 192 192 100

Membrane crack 96 95 98.96

Total 2400 2307 96.13

9.2.6 Transplantation of YOLOv2

Rewrite YOLOv2 feature extraction network darknet framework source code, the
weight file is separated into two files of weight and offset parameters. Parameter
mapping is shown in (9.4).

y = A × X + B (9.4)

In the above equation, A and B are mapping coefficients. The weight and offset
parameter expressions of convolution kernel are shown in (9.5) and (9.6).

weighti = weighti × Ai (9.5)

biasi = biasi × Ai + Bi (9.6)

In the above equations, where Ai and Bi are the mapping coefficients of char-
acteristic figure i . Store the mapped values in binary form for the separated files,
reducing the amount of computation and increasing the computation speed [14].
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Quantification of Data

Before quantization, each parameter in the weight and offset data occupies 32 bits,
which requires high bandwidth of the transmission bus and indirectly limits the
operation rate. In this article, the dynamic fixed-point 16-bit quantization [15] is
used to reduce the bit width of the parameters. The optimal order of weight for each
layer is searched through traversal, as shown in (9.7).

expw = argmin
n∑

i=0

∣∣∣wi
f loat − wi

(bw,expw)

∣∣∣ (9.7)

In the above equation, expw is the order code of the minimum sum of the absolute
value of the loss accuracy of all parameters in this layer after quantization, n is the
number of parameters to be quantified in this layer,wi

f loat is the original floating
point value of the first parameter, wi

(bw,expw)
is the number of fixed points of the first

parameter under the bit width bw and the order code expw, and then the number of
floating points is converted.

Weight Reordering

When the reordering module is designed, the idea of block segmentation is used
to optimize the convolution operation. When the designed algorithm is transformed
into RTL circuit by HLS, the simulation results show that the weight parameters
are stored separately, resulting in the burst transmission of AXI-full, the size is only
K*K, which cannot make full use of the transmission bandwidth of DRAM. In order
to make full use of the transmission bandwidth, the weight parameters need to be
reordered, as shown in Fig. 9.8.

PS and PL Terminal Collaborative Real-time Detection

The functional design of PS terminal is mainly to store the neural network structure,
drive the USB camera, call the integrated neural network to accelerate IP, preprocess
the images collected by the camera, and post-process the final output of the integrated

Fig. 9.8 Weight parameter reordering
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Fig. 9.9 PS and PL terminal
synergy framework

PS

HDMI

DDR3

Integrated 
neural network 
accelera on IP

Camera

SD

neural network to accelerate IP. The coordination design framework is shown in
Fig. 9.9.

It can be seen from Fig. 9.9 that the PS terminal first reads the weight and offset
files stored in the SD card and puts them to the external memory DDR3. Then, it
drives theUSB camera to collect real-time video frames, caches the collected images,
and then preprocesses them, mainly including the shaping of the collected images
and pixel normalization. Finally, it reads the neural network structure, and configures
the integrated neural network to accelerate IP according to the input and output layers
and order codes.

OpenCV is called to drive the camera, and its built-in function will cache 4 frames
of video. In order to solve the problem that continuous acquisition will cause non-
real-time video frames, set the program segment to delete the cache frame, which
will affect the delay of lens detection.

In order to simplify the detection platform, HDMI is used to display, DIGILENT’s
RGB2DVIopen-source IP core is used to complete data bit conversion, andXILINX’s
VTC IP core is used to control video timing. In order to solve the problem of video
timing, the original data of the video should be input. After the USB camera collects
the image data, the data are stored in the external memory DDR3. Since the DDR3
controller is on the PS terminal, the video data need to be transmitted to the PL
terminal through the AXI-full interface. In order to improve the video transmission
rate and simplify the workload of the PS terminal, the VDMA IP core is called
on the PL terminal. The DDR3 data is read by AXI-full and converted into AXI-
stream format. The AXIS2VIDEO IP core is called. The data transmitted by the
AXI-stream bus is converted into 24-bit RGB data and the video sequence received
from the VTC IP core is output to the RGB2DVI IP core. AXIS2VIDEO IP core
interacts with VDMA IP core through AXI-stream bus.

When displaying real-time detection results, taking into account the PS terminal’s
limited computing power, in order to reduce the display time, the ipywidgets library
is used. The processed image is displayed directly. If there are defects in the image,
it is stored. If there are no defects, it is directly covered to the next frame.

The FPGA hardware accelerator lens defect real-time detection process is shown
in Fig. 9.10.
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Fig. 9.10 FPGA hardware acceleration lens defect real-time detection

In Fig. 9.10, the convolution layer, themaximum pooling layer, and the reordering
layer are accelerated in the integrated neural network acceleration IP according to
the division of labor. The routing layer records the address information of input and
output. The post-processing is mainly the final detection layer, and the PS terminal is
used to realize the positioning and category calibration of the lens defect prediction
box.

9.3 Results

9.3.1 Hardware and Software Platform Environment

The hardware and software platform environment used in the experiment is shown
in Table 9.2.

This experiment uses TUL’s PYNQ-Z2 development board based on zynq7020
chip. The main resource allocation of zynq7020 chip is shown in Table 9.3.

PYNQ-Z2 supports the open-source framework PYNQ, which is simply under-
stood as combining Python with ZYNQ. The library module of Python language
can be called under the framework to achieve efficient embedded development
and provide full play to the advantages of software and hardware collaboration
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Table 9.2 Hardware and
software platform
configuration

Platform Configuration

FPGA PYNQ-Z2(zynq7020)

CPU Intel(R) Core(TM) i5-10,500 CPU @
3.10 GHz

Frame PYNQ

Development tools Vivado 2020

Operating system Ubuntu 20.04 LTS

Language Python 3.9.5

Table 9.3 Zynq7020 partial
main resource allocation

Parameter Configuration

ARM chip Dual-core ARM Cortex-A9

Maximum frequency 667 MHz

RAM in the SCM 256 KB

Logical unit 85 K

LUT 53.2 K

Trigger 106 K

DSP computing unit 220

BRAM36K 140

[16]. Although RTL programming cannot be directly carried out in Python envi-
ronment, the PYNQ open-source framework provides convenience for transplanting
the YOLOv2 model.

9.3.2 Real-Time Detection

Using the panel displaymobile phone lens defect verification set sample for real-time
detection, the effect is shown in Fig. 9.11.

Figure 9.11a shows two petal defects in the model correct box, Fig. 9.11b shows
one glue hole defect in the model correct box, Fig. 9.11c shows two crack defects
in the model correct box, and Fig. 9.11d shows one membrane crack defect in the
model correct box. The data above the target box are labels for the prediction category.
From the test results, the model can predict and distinguish four kinds of defects. At
the same time, in the case of multi-defect coexistence, there is basically no defect
missing.

In the process of real-time detection, the adjustment of camera focal length directly
affects the image quality of real-time video frames, which indirectly affects the
detection results. The real-time detection log is shown in Fig. 9.12.
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(a) Petal injury samples. (b) Glue hole samples.

(c) Crack samples. (d) Membrane crack samples. 

Fig. 9.11 Real-time detection effect

Fig. 9.12 Real-time detection log
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Fig. 9.13 Hardware
resource consumption

It can be seen from Fig. 9.12 that the FPGA acceleration process can be completed
within 1 s. With the time-consuming of pre-processing, post-processing and PS
terminal real-time detection and display results, it can be concluded that it takes
2 s for FPGA to complete the detection of a real-time image by detecting multiple
samples and taking the average value respectively.

9.3.3 Hardware Resource Consumption

The hardware resource consumption accelerated by porting the YOLOv2 network to
the PYNQ-Z2 development board is shown in Fig. 9.13.

From Fig. 9.13, BRAM and DSP consume the most hardware resources. The
reason forBRAMconsumption is that theweight parameters and input–output feature
maps are stored every time. The reason for DSP consumption is that in order to maxi-
mize the acceleration effect of a large number of multiplication and addition opera-
tions in the neural network, multiplication and addition operations are performed in
parallel.

9.3.4 Detection Power Consumption

The power consumption comprehensive evaluation report of PYNQ-Z2 development
board running YOLOv2model on Vivado platform for lens defect detection is shown
in Fig. 9.14.

It can be seen from Fig. 9.14 that the static power consumption is 0.198 W, the
dynamic power consumption is 2.775W, and the total power consumption is 2.953W.
It can be seen that the power consumption of FPGA is extremely low.



9 Research on FPGA Hardware Acceleration … 95

Fig. 9.14 Power consumption synthesis report

Table 9.4 The verification
results of lens detection under
FPGA

Class Number Accurate number Accuracy (%)

Petal injury 240 208 86.7

Glue hole 200 187 93.5

Crack 40 40 100.0

Membrane crack 20 19 95.0

Total 500 454 90.8

9.3.5 Detection Accuracy

The focal length is adjusted. After the imaging is clear and stable, 500 samples of
validation set are detected in real time. The statistical verification results are shown
in Table 9.4.

The analysis of Table 9.4 shows that the accuracy of FPGA real-time detection is
90.80%, and the lowest accuracy is petal injury. Compared with other defects, petal
injury has smaller feature size and smaller difference between feature shape and
background, which leads to relatively simple feature extraction and low detection
rate.

9.4 Discussion

The description of CPU detection environment in YOLO official network is shown
in Fig. 9.15.

From Fig. 9.15, YOLO official CPU environment detection of an image takes
6–12 s.
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Fig. 9.15 YOLO official description

Table 9.5 Comparison of FPGA and CPU detection performance

Platform Time-consuming (s) Power loss (W) Accuracy (%)

PYNQ-Z2(zynq7020) 2 2.953 W 90.80

Intel Core i5-10,500 CPU @ 3.10 GHz 7 81 W 96.13

FPGA versus CPU detection performance is shown in Table 9.5.
The analysis of Table 9.5 shows that the FPGA hardware acceleration lens defect

real-time detection acceleration rate is 350%of theCPUenvironment, FPGAacceler-
ation effect is significant. FPGA has excellent advantages in power consumption. For
long-running equipment or instruments, it is more energy-saving to choose FPGA.
The detection accuracy of FPGA is slightly lower than that of CPU environment.
The main reason is that the weight and offset parameters are quantified by dynamic
fixed-point 16 bits, and the decrease of bit width leads to the loss of accuracy and
the decrease of accuracy.

Table 9.6 compares the defect detection performance of this platform with the
other three methods in references.

It can be seen from Table 9.6 that the platform in this article is superior to the
other three machine vision methods in terms of detection delay, power consumption,
cost and application scenarios, and meets the requirements of real-time detection of
lens defects with low cost and low power consumption.

Table 9.6 Method performance comparison

Method Time-consuming Power loss Cost Application scene

[6] 5 s/piece High High Real-time

[7] High High High Static state

[8] High High High Static state

This article 2 s/piece Lower Lower Real-time
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9.5 Conclusions

In order to solve the problems of high delay, high power consumption, high cost and
harsh deployment conditions in currentmachine visionmethod formobile phone lens
defect detection, and meet the requirements of low delay, low power consumption,
high accuracy and strong stability in real-time application scenarios of small mobile
devices. In this article, optimization strategies such as parameter reordering, dynamic
quantization, loop expansion, and block segmentation are adopted to design a soft
and hard collaborative processing platform based on FPGA hardware acceleration
technology, and real-time detection of lens defects is realized. The experimental
results show that the FPGA complete real-time detection of an image takes 2 s,
which is 3.5 times faster than the CPU performance, and the total power consumption
is 2.953 W, which is equivalent to 3.6% of the CPU, and the performance power
consumption ratio is increased by 97 times. The defect location accuracy of the
detection method is high, and the detection accuracy is 90.80%, which proves that
the detection platform has certain advantages in performance.

Limited by time and energy, this platform has the following limitations. Firstly, the
current FPGA detection accuracy is 5.33% lower than that of CPU. Subsequently, the
dynamic fixed-point 16-bit quantized model can be iteratively optimized by multiple
trainings to reduce the loss of detection accuracy and control it within an acceptable
range. Secondly, the post-processing flow in the real-time detection process of the
platform is not accelerated by FPGA hardware, and the time consumption is about
0.5 s. The post-processing flow can be accelerated in FPGA, which can reduce the
real-time detection delay to a certain extent.
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Chapter 10
An Improved Phase Unwrapping Method
Based on Geometric Constraints

Liu Yang and Pan Ya

Abstract In the field of three-dimensional measurement of structured light, the
phase unwrapping method based on geometric constraints has the characteristics of
high precision. This method does not need to acquire additional marking images,
nor does it need to use expensive hardware equipment, and can achieve rapid and
accurate phase unwrapping with the help of a reference plane, which can meet the
practical requirements of fast and high precision 3D measurement. However, the
3D measurement method based on geometric constraints has a problem of limited
measurement depth, and the maximummeasurement depth range is within the phase
domain of 2π . If the height of the measured object is beyond this range, normal
phase unwrapping cannot be performed. In this paper, the target image is segmented
according to the boundary discontinuous feature of the region beyond the measure-
ment range, and then the relative phase unwrapping algorithm based on modulation
intensity sorting is used for this region. Finally, the correct absolute phase informa-
tion of the measured target is recovered. Experiments show that this method can not
only increase the depth of measurement but also has better robustness for low phase
mass region. The validity and correctness of the proposed method are verified by
experiments.

10.1 Introduction

3D measurement based on structured light is one of the most important non-contact
3D measurement technologies, which has been widely used in various fields [1].
In recent years, with the rapid development of digital fringe projection technology
(DFP), Fourier transformation profilometry (FTP) [2], wavelet analysis method [3]
and phase shift technique (PSP) [4] have been widely used in the acquisition of 3D
information of objects. However, the fringe analysis method mentioned above only
produces enveloped phases containing discontinuities. To obtain a continuous phase
diagram, the wrapping phase needs to be unwrapped. In general, phase unwrapping
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methods are divided into time phase unwrapping method (TPU) [5], space phase
unwrapping method (SPU) [6] and the method of adding additional hardware [7].
The spatial phase unwrapping algorithm mainly confirms the discontinuity point of
2π through the inspection of adjacent pixels. And eliminate the discontinuity by
adding or subtracting multiple integers of 2π . The former spatial phase unwrapping
method is not robust enough to the discontinuous or highly abrupt regions on the
surface of the object. Time-phase unwrapping algorithms, such as binary coding
method [8] and multi-frequency phase-shifting method [9], confirm the fringe order
through the recognition of additional markers. However, the projection of the auxil-
iary fringe needs extra time, so the traditional time phase unwrapping can not meet
the requirements of fast 3D shape restoration. Researchers have proposed to solve
this problem by adding a second camera or projection equipment [10]. This method
combines polar geometry with stereo vision, and uses phase information as the basis
for recognition of the corresponding points of the left and right cameras to achieve
3D information acquisition. However, the calculation speed of this method is slow
and the second camera increases the complexity and cost of the system. In the case of
no auxiliary projection mode and additional hardware, An et al. [11] proposed a per-
pixel absolute phase unwrappingmethod based on geometric constraints, which used
geometric constraints and known phase distribution of reference plane to unwrap the
phase of the target. This method has the characteristics of fast and high precision.
Compared with other phase unwrapping methods, the method based on geometric
constraints does not need additional auxiliary images, and can effectively improve
the speed of the 3D measurement system. However, the method based on geometric
constraints can only play a role when the measurement range in the phase domain is
smaller. It is difficult to measure objects with large depth variations.

To solve the problem of limitedmeasurement range based on geometric constraint
phase decomposition method, firstly, the target image is segmented according to the
boundary discontinuous features of the region beyond the measurement range, and
then the relative phase is unwrapped by using the algorithm based on modulation
intensity sorting proposed in this paper, and the correct absolute phase information of
themeasured target is recoveredby converting the relative phase to the absolute phase.
Experiments show that this method can not only increase the depth of measurement,
but also overcome the discontinuity problem of traditional spatial phase unwrapping.
The structure of this paper is as follows. In the first section, the principle of geometric
constraint method and the problem of depth limit are discussed. The second section
mainly introduces the algorithmprinciple and process. In the third section, simulation
experiments and comparative experiments are carried out to prove the effectiveness
of the proposed algorithm. The fourth section is the summary of the full text.
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10.2 Measuring Depth Limit Based on Geometric
Constraints

The core idea of phase unwrapping method based on geometric constraints is to
establish an absolute phase distribution of a known reference plane, and then to
unwrap the target phase according to the geometric relationship between the reference
plane and the envelopment phase. As shown in Fig. 10.1, the absolute phase of the
known reference plane is represented by�0, and the phase of the target to bemeasured
is φ. The fringe order of the phase diagram of the target k(x, y) can be obtained by
the following formula

k(x, y) = ceil[�0(x, y) − φ(x, y)

2π
] (10.1)

(x, y) Represents pixel coordinates, and ceil[] represents rounding up operation.
Therefore, the absolute unwrapping phase of the target can be obtained as follows:

�m(x, y) = φ(x, y) + 2π × k(x, y) (10.2)

In real measurements, when the projected fringe pattern is projected onto the
surface of the object, the phase information changes due to the height modulation
of the object. As shown in Fig. 10.2, the red rectangular box represents the phase
distribution of the package before the height modulation of the object, and the green
rectangular box represents the phase distribution of the package after the height
modulation of the object. The phases in the green box in Fig. 10.2 change in the
same way as those in the red box, so the same sequence of fringes k will be obtained
when unrolled using Formula 10.1. As shown in Fig. 10.2b, there will be an error
between the actually unwrapped phase�2 and the correctly unwrapped phase�2T rue.
Therefore, the per-pixel phase unwrapping algorithm based on geometric constraints
has the limitation of measuring depth, and the height change of the object is limited
within the phase domain 2π . Because the part beyond the measurement range will

Fig. 10.1 Target phase
unwrapping process
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(a) (b)

Fig. 10.2 Description of depth range limits. a The window area represents the phase φ1 and φ2 of
the package obtained at different depths; b φ1 corresponds to �1, φ2 corresponds to �2, �2True is
the correct unfolding phase of φ2

have obvious discontinuous dividing line in the phase unwrapping image. This paper
combines the idea of image segmentation and the method based on modulation
intensity sorting to solve this problem.

10.3 Algorithm

Thephase unwrappingmethod in this paper includes the following steps: (1)Establish
a reference plane of absolute phase unwrapping. (2) The geometric constraintmethod
is used to phase unwrap the target phase. (3) The Sobel segmentation algorithm is
used to extract the correct part of the target phase unwrapping, and the binary mask
of the region is generated. (4) The algorithm based on modulation intensity sorting
proposed in this paper is used to carry out relative phase unwrapping for the region
beyond the measurement range of the measured object. (5) The difference between
the relative phase and the absolute phase beyond the measurement range can be
obtained by using the binary mask, as shown in Formula (10.4). (6) According to the
phase difference in the mask region, the relative phase distribution is converted into
an absolute phase distribution, as shown in Formula (10.3).

�True = �relative + �� (10.3)

�True represents the correct absolute phase, �relative represents the relative phase.
�� is the difference between the absolute and relative phases.

�� = Average((�geom − �relative) · ∗mask) (10.4)
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Average() represents the mean function, �geom represents the phase expanded
based on geometric constraints mask represents the mask of the properly expanded
part based on the geometric constraint method.

10.3.1 Modulation Intensity-Based Sort Method

In the phase unwrapping of the wrapped phase image, the higher the quality of the
phase, the higher the precision of the phase unwrapping. In general, the quality of
the phase is positively correlated with the modulation intensity of the point [12].
Based on this relation, this paper uses the idea of sorting and clustering to expand the
relative phase of the region beyond the depth range. The steps are as follows: First,
the target fringe pattern is scanned globally, and discontinuity detection is performed
on the target phase pattern, as shown below

4∑

k=1

R[w(pk) − w(pk+1)] = 0 (10.5)

R[] represents rounding operation, w(pk) represents the phase of the package, pk
represents the coordinate point. Find the global complement of the set of discontin-
uous points Pj . The phase points (w1, w2, ...wm) in the set Pb are sorted by shell
sorting algorithms according to the modulation intensity M(w1) >= M(w2) >=
...M(wm). Perform the following operation for each package phase point in order.

(1) If none of the neighborhood points surrounding the phase point wi are
processed, then a subset Ci is created for this point, the weight of this point is
set as M(wi ) and then the next point in the sequence list is processed.

(2) If there are neighborhood points of wi that have been processed, they will be
added to the subset Cn of neighborhood points. In this case, the weight is set
as follows:

wi =
∑

w j∈Cn

M(w j ) (10.6)

So the weight wi is equal to the sum of the weights of all the points in the subset.
If the difference between the neighborhood point with the largest expanded phase
value is greater than π :

|�(wi ) − �(wn)| > π (10.7)

The following formula is used to correct the points within the subset

|�(wi ) − (�(wn) + 2π ∗ δn)| <= π, δn ∈ Z (10.8)
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(3) If there are multiple neighborhood points belonging to subsets
Cn1,Cn2, ...,Cn,k , the phase offset existing in these subsets needs to be
expanded, and the subsets with lower weight need to be merged into the
subsets with the highest weight. First, select the neighborhood point with the
maximum weight expand as follows:

∀wni |�(wi ) − (�(wni ) + 2π ∗ (δni )| <= π, δni ∈ Z (10.9)

After unwrapping the phase points in the set of Pb, phase unwrapping of the
discontinuous point set Pj should be carried out. For the outermost discontinuity
point in the discontinuity region, the untied phase points around the discontinuity
point are used as reference to solve the phase of the discontinuity point. As shown in
Fig. 10.4, a set of green dots (1, 2, ...5) represents discontinuous points, and a set of
dots (6, 7, ...19) represents points that have been expanded. The discontinuity points
are expanded in turn as follows:

wn ∈ p w j = min |wi − wn| (10.10)

|�(wi ) − (�(w j ) + 2π ∗ (δn)| <= π (10.11)

First, find the directionwith the smallest gradient decline of the phase points in the
neighborhood, and expand the phase of the discontinuity points along this direction.
The expanded discontinuity points are added to the subset Pb until all discontinuity
points are expanded (Fig. 10.3).

Fig. 10.3 Schematic
diagram of phase solution
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Fig. 10.4 3D view of simulated object

10.4 Experiment

10.4.1 Simulation Experiment

In order to verify the effectiveness of the proposed method, a simulation experiment
was designed. Figure 10.4 is a schematic diagram of the equation below

Z = 0.8 ∗ sqrt(10000 − (X − 150)2 − (Y − 150)2) (10.12)

The height is 80, and the spatial frequency of the projected raster is f = 35 pixels.
The system parameters of the projection model are set as the distance between the
exit pupil center of the camera and the reference plane Len = 20, and the distance
between the projection center and the camera center d = 20. According to the model
parameters, the phase after modulation is shown as follows:

�� = 2 ∗ pi ∗ f ∗ d · ∗ Z/ len (10.13)

According to the above equation, the maximum measured height in the 2π phase
domain is 35. The simulated target is shown in Fig. 10.5. Figure 10.5a is the simu-
lated deformed fringe with a period of 35 pixels. Figure 10.5b is the enveloped phase
of Fig. 10.5a, and Fig. 10.5i is the lateral phase distribution of the truncated region in
Fig. 10.5c. It can be seen that the phase distribution presents continuous truncation
phenomenon due to exceeding themeasurement range. Figure 10.5f is the continuous
relative phase distribution of the discontinuous region solvedby themodulation inten-
sity sorting algorithm. Equation (10.4) is calculated as �� = 18.8496 rad, and the
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Fig. 10.5 Simulated measurement of sphericity. a Simulating deformed projection fringe; b Phase
diagram of the package; c Phase diagrams of geometric constraint method expansion; d The recon-
struction results were obtained by geometric constraint method; e segmentation results based on
Sobel algorithm; f The relative phase distribution is obtained based on the modulation intensity
sorting method; g The final absolute phase diagram; h 3D reconstruction results; i and j Phase
unwrapping contrast

relative phase is expanded into absolute phase according to Eq. (10.3). Figure 10.5j
shows the change of the truncation region from phase discontinuity to relative phase
and from relative phase to absolute phase. Figure 10.5g is the continuous absolute
phase diagram, and Fig. 10.5h is the final 3D reconstruction result. Comparing the
reconstruction results with the simulated true values, the overall mean square error
is 8.2 × 10−3. Simulation experiments show the effectiveness of the proposed algo-
rithm. The next step was to measure a model of the hemisphere and a model of the
nose.
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10.4.2 Measurement Experiment

In this paper, a DFP system composed of CCD camera and projector is constructed.
The camera has a focal length of 15 mm and the projector has a focal length of
23 mm. The resolution of the camera is 1280× 1920. The resolution of the projector
is set to 1260 × 1366. The system adopts the method introduced by Li et al. [13]
for calibration, and selects the camera lens coordinate system as the world coordi-
nate system. The period of the fringe pattern in the following experiment is T = 50
pixels. Three equal-phase-shifted stripe patterns were used to generate the enveloped
phase map. A standard hemisphere with a diameter of 200 mm was first measured.
Figure 10.6a is a three-step phase shift stripe image collected by the camera, with a
stripe period of 50 pixels. Figure 10.6b is the expanded phase diagram obtained in the
first step of the algorithm in this paper. There is an obvious dividing line in Fig. 10.6b,
indicating that the unwrapped phase diagram is discontinuous. Figure 10.6c is the
corresponding three-dimensional measurement result in Fig. 10.6b. Then, the Sobel
image segmentation algorithm is firstly used to segment Fig. 10.6b to segment the
discontinuous region in Fig. 10.6c and generate a binarymask as shown in Fig. 10.6d.
Figure 10.6e is the continuous relative phase distribution of the discontinuous region
resolved by the modulation intensity sorting algorithm. Expand the relative phase
into an absolute phase according to Eq. (10.3) in Fig. 10.6f. Figure 10.6g, h shows
the final 3D reconstruction results, indicating that the three-dimensional information
of the standard hemisphere is well recovered. The multi-frequency phase-shifting
method is the most accurate algorithm among the current phase solving algorithms.
In this paper, the dual-frequency phase-shifting method is used to measure and

Fig. 10.6 Measurement hemispherical experiment. a the deformed projection fringe modulated by
the measured object; b Phase diagram of geometric constraint method expansion; c The reconstruc-
tion results are obtained by geometric constraint method; d Segmentation results based on Sobel
algorithm; e Relative phase diagrams; f Absolute phase diagrams; g and h 3D reconstruction results
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Fig. 10.7 Comparison algorithm. a Dual-frequency phase shift algorithm; b Comparison of cross
section accuracy

compare the results. Three-step and five-step phase shift measurements were made
using two fringe periods of 24 and 180 pixels, respectively. Figure 10.7a are the
three-dimensional measurement results obtained by dual-frequency phase-shifting
algorithm. Figure 10.7b shows the height distribution of the cross section of the
above method. It can be seen that the height distribution represented by the method
presented in this paper (solid red line) is almost identical to the results obtained by
the dual-frequency phase shift (dashed blue line). However, the dual-frequency phase
shift method requires at least 6 pairs of projected fringe patterns, so the measurement
efficiency is low. In order to further evaluate the accuracy of the proposed method, an
ideal hemisphere with a diameter of 200 mm was taken as an example to analyze the
measurement accuracy of the proposedmethod. Since the radius of the hemisphere is
known, the least square method is used to determine the position of the center of the
sphere from the measured data, and then the ideal sphere model is rebuilt to calculate
the difference between the ideal sphere and themeasured data, as shown in Fig. 10.8a.
The error diagram is calculated as shown in Fig. 10.8b. themean error was 0.054mm,
and the error standard deviation was 0.37 mm. In order to further evaluate the perfor-
mance of the method in this paper, more complex targets are measured as shown in
Fig. 10.9. As a comparison, the improved least square phase solving algorithm [14],
branch cuttingmethod [15], mass graph guidingmethod [16] were, respectively, used
to reconstruct the model in Fig. 10.9a, and the results were shown in Fig. 10.10. The
phase error will occur in the shaded region, that is, the region with poor phase quality,
and the error will propagate along with the expansion path of the two algorithms. The
essence of the improved least square phase solving algorithm is the quadratic fitting
of the surface. It can be seen from the results that although the target morphology
is recovered, there is deformation and distortion in the lower left side, which affects
the measurement results. Comparatively, the algorithm in this paper can recover the
target’s 3D appearance well.
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Fig. 10.8 Error analysis of hemisphere measurement. a Height difference between the measured
sphere and the ideal sphere. b and c A cross-sectional view of the error graph. c Is the error
distribution of the section shown in the middle red line in b

10.5 Conclusion

The traditional algorithm based on geometric constraint has high precision and fast
speed. However, the measurement depth is limited. This problem limits the practical
application of this method. In order to solve this problem, this paper proposes a depth
range extensionmethod based on discontinuous region segmentation andmodulation
intensity sorting, which is suitable for objects with large depth deviation. Firstly,
the correct part of the discontinuous absolute phase distribution obtained by the
geometric constraint method is extracted, and the corresponding binary mask is
made. Then, the phase relative unwrapping is realized by the modulation intensity
ordering method. Finally, the relative phase distribution is converted to the absolute
phase distribution according to the obtained absolute phase value in the mask region.
The validity and correctness of the method were verified by measuring standard
hemisphere and nose model.
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Fig. 10.9 Nose statue experiment. a Projection fringe pattern; b Phase diagram of geometric
constraint method expansion; c The reconstruction results are obtained by geometric constraint
method; d Segmentation results based on Sobel algorithm; e The relative phase distribution is
obtained based on the modulation intensity sorting method; f Absolute phase diagrams; g and h 3D
reconstruction results

Fig. 10.10 Algorithmcomparison a branch cuttingmethod;bQualitymap guidance; c an improved
least square phase solution algorithm; d The present methodology
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Chapter 11
Research on the Influence
of Electromagnetic Interference Test
Signal on Networked Vehicle Detection
Equipment

Jie Zhang, Changyuan Wang, Haiming Liu, Xu Zhang, Guokai Jiang,
and Yang Chen

Abstract The rapid development of intelligent and networked automobiles has
driven the electronic, intelligent, and integrated industries of automobiles, but at
the same time, it has also brought more complex electromagnetic environment
inside and outside the automobiles. The reliable operation of vehicles in complex
electromagnetic environment is related to the comfort of vehicles, and affects the
safety of vehicles. Therefore, the electromagnetic reliability detection of networked
vehicles needs to be improved urgently. In order to protect the reliability of the
networked vehicle test equipment in the electromagnetic interference test, this paper
designs a scheme to conduct a bottom-up test, and tests the signal strength received
by the networked vehicle test equipment under different field strengths, different
frequencies and different antenna positions.
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11.1 Introduction

With the rapid development of intelligent and networked automobiles, automobiles
are becoming more and more like a mobile large-scale “mobile phone”. Intelligent
networked vehicles refer to the application of electronic sensing devices on vehicles
and roads to collect and process information on vehicles, roads and environments,
and realize the information interaction and sharing between vehicles, vehicles and
people, vehicles and roads [1], thus ensuring the safety and smoothness of vehicles
during their travel. In addition to the vehicle networking function, the networked
vehicles also integrate navigation, Bluetooth, cellular 4G, cellular 5G, WiFi, ecall,
and other Wireless functions [2].

Networked vehicles drive the development of electronic, intelligent, and inte-
grated vehicles, but at the same time, they also bring more complex electromagnetic
environment inside and outside the vehicle. The reliable operation of vehicles in
complex electromagnetic environment is related to the comfort of vehicles, but it
also affects the safety of vehicles [3].

11.2 Electromagnetic Compatibility of Networked Vehicles

In the electromagnetic compatibility test of networked vehicles, the test of elec-
tromagnetic interference is particularly important. The electromagnetic interference
test refers to the establishment of communication connection with vehicles through
wireless signal simulation equipment and antenna in semi-anechoic darkroom, so as
to set up the communication scene of networked vehicles, and then monitor their
communication working state under electromagnetic interference immunity state,
and judge the reliability of networked functions of networked vehicles [4]. Electro-
magnetic compatibility test of networked vehicles can well evaluate the reliability
of vehicles running in complex electromagnetic environment and ensure people’s
vehicle safety [5].

In the test, because the antenna does not have the characteristics of unidirectional
conduction and reverse isolation, it is inevitable to receive anti-interference signals
from the laboratory, and these signalswill be returned to the test equipment after being
received by the antenna. However, the acceptable power of general test equipment is
not high, but the price is very expensive, while the anti-interference signal in the test
is large, and many enterprises have achieved 100 V/m or even 140 V/m. Therefore,
considering that the withstand power of the test equipment is generally about 0dBm,
when the anti-interference signal is received by the antenna and returned to the test
equipment, it is very likely that the test equipment will be damaged and the test will
be interrupted.

Howmuch power is fed back to the test equipment by the anti-interference signal,
will it damage the test equipment, and how should the communication antenna be
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arranged? In this paper, the test scheme is designed, the bottom test is carried out,
and the conclusion is given.

11.3 Test Scheme of Anti-interference Signal Received
by Detection Equipment

The signal size fed back to the networked test equipment is affected by frequency, field
strength, and the position of communication antenna. In order to determine the signal
strength fed back to the networked test equipment under different circumstances, the
spectrum analyzer is used to test the signal strength fed back to the networked test
equipment in this baseline test.

As shown in Fig. 11.1, the communication antenna is placed in a dark room,
and the rest are placed outside the dark room. To ensure the safety of the spectrum
analyzer, a 20 dB attenuator is added between the communication antenna and the
spectrum analyzer to attenuate the anti-interference signal intensity from the dark
room.

There is space loss when electromagnetic waves are transmitted in space [6], so
different positions of communication antennas will also cause differences in signal
strength fed back to network test equipment. As schematically shown in Fig. 11.2
put the communication antennas at different positions, and check the signal power
intensity received by the spectrum analyzer under different frequencies and different
immunity levels. Among them, the anti-interference antenna is placed according

Fig. 11.1 Schematic diagram of scheme
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Fig. 11.2 Schematic diagram of test layout

to the position of normal anti-interference test, and the principle of selecting the
position of communication antenna is to avoid the overlap of its pattern with the
anti-interference antenna as much as possible, and it is convenient to select the
appropriate position by uniform placement.

Schematic illustration:

(1) at points A and C, the antenna phase center is >= 1 m away from the turntable
side;

(2) The distance between the antenna phase center and the ground is 1.2 m;
(3) The center of antenna is horizontally aligned with the center of turntable.

Considering that the vehicle communication frequency is now as high as 6 GHz,
which is convenient for statistical analysis, the frequency points are selected for
testing. The frequency points of this test are 600 MHz, 1.2 GHz, 1.8 GHz, 2.4 GHz,
3 GHz, 3.6 GHz, 4.2 GHz, 4.8 GHz, 5.4 GHz, and 6 GHz; According to the standard
and the field strength grades which are widely used in practice, the field strengths of
30, 50, 80, and 100 V/m are selected for testing.

11.4 Analysis of Test Results of Anti-interference Signals
Received by Test Equipment

The actual test arrangement is shown in Fig. 11.3. The parameters of communication
antenna used this time are shown in Table 11.1.
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Fig. 11.3 Actual test layout

Table 11.1 Communication
antenna parameters

Category Parameter

Frequency 400 MHz–18 GHz

VSWR 400 MHz–600 MHz, VSWR < 3

600 MHz–18 GHz, VSWR < 2

Impedance 50�

Rated power <4 W CW

Insulation 400 MHz–18 GHz, >20 dB

Since there are many experimental data, we will not list them all here, but only
give the relationship diagram after processing the data according to the principle
of unique variable. Obviously, the greater the field strength, the greater the received
signal strength. Here, 600MHz is listed, and the trend diagram of the communication
antenna position at D is shown in Fig. 11.4.

The relationship between received signal strength and frequency is shown in
Fig. 11.5 when the field strength is 30 V/m, the communication antenna is 1 m to
the right of the anti-interference antenna and the field strength is 100 V/m, and the
communication antenna is 5 m behind the anti-interference antenna. It can be seen
from the trend graph that the received signal strength decreases with the increase of
frequency.

The field strength of 30 V/m, frequency point of 600 MHz, field strength of
30 V/m, frequency point of 1.2 GHz, field strength of 50 V/m, and frequency point
of 600 MHz are processed, respectively. The relationship between received signal
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Fig. 11.4 The variation of received signal strength with field strength

strength and frequency is shown in Fig. 11.6. As far as the change trend is concerned,
the last 5 m is the position where the received signal strength is the lowest, and the
received signal strength decreases with the increase of distance.

To sum up, as far as the test results are concerned, the interference rejection
antenna is 1 m to the right, with a field strength of 100 V/m, and the received signal
strength is the highest, which is −25.4 dBm, and if no attenuator is added, it is −
5.4 dBm, with amargin of 5 dB. The tolerable power of the networked test equipment
is generally about 0 dBm, so it will not cause damage to the equipment in theory.
However, due to the differences in equipment and line losses in different laboratories,
and the increasing frequency of test field strength, it is recommended to place the
communication antenna 5 m behind the anti-interference antenna for safety reasons,
and if it must be placed 1 m away, it is recommended to add an attenuator in the link.

11.5 Conclusion

Testing and certification of intelligent networked cars is an important link to ensure
the safety and comfort of consumers when they using such cars. Furthermore, they
can enjoy the convenience brought by intelligent networked cars.However, at present,
the detection of automobile intelligence and network connection is still imperfect and
nonstandard. In this paper, from the perspective of protecting the test equipment of
automobile network connection, some suggestions on the layout of wireless commu-
nication test scenarios are given, which can provide reference for perfecting the test
in this aspect.
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(a) the field strength is 30V/m, and the communication antenna is located 1m to the right of the 
anti-interference antenna 

 (b) The field strength is 100V/m, and the communication antenna is located 5m behind the 
anti-interference antenna 

Fig. 11.5 Changes of received signal strength with frequency. a The field strength is 30 V/m, and
the communication antenna is located 1 m to the right of the anti-interference antenna. b The field
strength is 100 V/m, and the communication antenna is located 5 m behind the anti-interference
antenna
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(a) the field strength is 50V/m and the frequency point is 600MHz

(b) The field strength is 30V/m and the frequency point is 600MHz

(c) the field strength is 30V/m and the frequency point is 1.2GHz

Fig. 11.6 Changes of received signal strength with distance. a the field strength is 50 V/m and the
frequency point is 600 MHz. b The field strength is 30 V/m and the frequency point is 600 MHz. c
the field strength is 30 V/m and the frequency point is 1.2 GHz
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Chapter 12
Geometric Error Modeling of a Special
NC Process Device for Precision
Two-Dimensional Optical Drum

Xuebing Han, Weidong Feng, and Likun Zhao

Abstract In order to improve the precision of the special NC process device for
machining two-dimensional optical drum and ensure its quality, an error model of
the specialNCprocess device is established.According to themechanical topology of
the NC process device, to obtain the influence degree of each error component on the
total error, the geometric error model is derived by using error analysis technology.
The model covers the main error sources of the process unit such as the two axes
errors, the parts error and encode error. It can analyze, synthesize, and distribute
these errors. An error prediction has been done by the model. An experiment has
been conducted on a new NC process device to validate the method. An electronic
theodolite and a plane mirror are used to measure the repeat positioning accuracy
of the two shafts. The predicted repeated positioning accuracy is compared with
the measured results. It shows that integrated geometric error modeling method is
effective and applicable in Special NC Process Device.

12.1 Introduction

In themachining of ultra-precision two-dimensional optical drum, a two-dimensional
indexing table is a necessary device to make the dividing of the drum around the
central axis and the inclination between the machining surface and the central axis
[1]. The traditional indexing device has amanual two-dimensional turntable to adjust
the angle of the drum during processing [2]. The angle of the turntable must be
readjusted after each surface is processed. This device has low positioning accuracy
and slow processing efficiency. In order to improve the accuracy and the efficiency, a
newNC process device is designed [3]. The device uses a computer-controlled motor
to drive the turntable to rotate. It can automatically divide and greatly improve the
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processing efficiency of the drum. Compared with the manual turntable, the new NC
process device not only increases themotor and encoder, but also has great differences
in parts and structure. In order to improve the positioning accuracy of NC process
device and ensure the machining quality of drum, it is necessary to establish the
accuracy model as the design basis of the device. At present, multi-body dynamics
method is a common method to establish error model [4, 5]. This method has high
precision but complex calculation. Especially when there are many errors, it needs
to be calculated by computer programming [6]. In this paper, the geometric method
is used to establish the error model, which has the characteristics of simple principle
and convenient calculation.

12.2 Overall Structure of the Device

The whole process device is composed of two parts: two-dimensional turntable and
turntable controller. The two-dimensional turntable provides high-precision absolute
position information, shafting accuracy, and interface with the machine tool and the
processing workpiece. The turntable controller has turntable power supplying, motor
driving, position information collection feedback, and shafting locking functions.
The overall structure of the two-dimensional turntable (as shown in Fig. 12.1) can be
divided into two parts: horizontal axis system and vertical axis system. The horizontal
shaft system consists of rolling bearing, rolling motor, rolling encoder, rolling brake,
work platform, and some connecting parts. The vertical shaft system is composed
of turning bearing, turning motor, turning encoder, turning brake, base, and some
connectors.

Fig. 12.1 Overall structure
of the process device
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12.3 Error Modeling of the Device

During the process of the drum, the relative position accuracy of the working face is
mainly guaranteed by the shafting accuracy of the process device. There are many
factors that affect the accuracy of shafting. The factors mainly include machining
error of single part, shape error of part, position error of part, fit clearance, temperature
change, influence of lubricant, friction, wear, and elastic deformation, etc. All of
those have inevitable consequences for the accuracy of shafting. According to the
structure and working principle of the process device, the factors that affect the
repeated positioning of the shafting mainly include the swaying error of the two
shafting, the system accuracy of the encoder, the machining dimension error, and
shape error of the two shaft supporting parts, etc.

12.3.1 Swaying Errors Analysis of the Horizontal Axis

12.3.1.1 Principle of the Errors

The swaying errors are mainly caused by the circular runout of the bearing’s inner
ring and the motor’s rotor. The horizontal axis coordinate system is established as
shown in Fig. 12.2.

T point is the projection of the center point of the drum shaft on the processing
surface of the drum. According to the processing principle of the two-dimensional
optical drum, all points on the same process plane have the same angular relationship
in the horizontal axis coordinate system, without considering the machining error
of the machine tool. That is all of the points have the same horizontal axis angle.
Therefore, the horizontal axis angle of T point is the horizontal axis angle of the
process plane. The angle error of the machined refraction surface can be calculated
by the angle error of horizontal axis at T point.

In Fig. 12.2, the x-axis is turning center of the horizontal axis. The y-axis is in a
same plane with the x-axis and T point. The y-axis is perpendicular to the x-axis. O
point is the left support of horizontal shaft. ρ is a distance between the center point
of the drum and O point. H is the rotation angle of the horizontal shaft. The space

Fig. 12.2 The horizontal
axis coordinate system
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position of T point can be calculated by the following formula.

⎡
⎢⎢⎣

x
y
z
1

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

ρ

R cos H
R sin H

1

⎤
⎥⎥⎦ (12.1)

The circular runout of the bearing’s inner ring and the motor’s rotor can make the
horizontal axis coordinate system rotate and translate along y and z axes.

12.3.1.2 Machine Error of the Drum from Rotating Errors

The rotating of the horizontal axis coordinate system around y and z axes can be
simplified as shown in Fig. 12.3. L is the distance of the bearing’s inner ring and
the motor’s rotor. δ is the deflection distance produced by the superposition of two
errors of the circular runout.

The angle error of the horizontal shaft caused by the bearing’s inner ring and the
motor’s rotor can be calculated by the following formula.

ε = arctg(δ
/
L) (12.2)

θ is horizontal axis rotate angle error by ε. The actual space position of T point
can be given by homogeneous coordinate equation. Actual position of T point with
error rotating around the y-axis.
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(12.3)

where θ y is the rotation error of the horizontal axis around the y-axis, caused by the
radial runout of the bearing inner ring and the motor’s rotor. The formula (12.4) is
deduced from (12.2) and (12.3). H′ is the actual angle of the horizontal axis.

Fig. 12.3 The angle error
between actual position and
ideal position
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H = arctan

(
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y′

)
= arctan

(
ρ sin θy + R sin H cos θy

R cos H

)
≈ tan H cos θy (12.4)

Because θ y is a very small angle and cosθ y is very close to 1, which can be
considered approximately θ y has no effect on the angle of the processing surface of
the drum.

The actual space position of T point rotating around the z-axis is
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The formula (12.6) can be obtained from (12.1) and (12.5).

H ′ = arctan

(
R sin H

−ρ sin θz + R cos θz cos H

)
(12.6)

The formula (12.6) is similar to formula (12.4), and it can be considered that the
error of the roll around z-axis is approximately considered θZ has no effect on the
angle of the drum surface.

12.3.1.3 Machine Error of the Drum from Translating Errors

λy and λz is the translation error of the horizontal axis along the y-axis and the z-axis,
caused by the radial runout of the bearing inner ring and the motor’s rotor. In order
to simplify the calculation, only when the angle error is the largest, that is, when H
is 0.

θH−t−z = H ′ − H = arctan
(
λz

/
R
)

(12.7)

At the limit position,H is 90°, the error from the translation error of the horizontal
axis along the y-axis is

θH−t−y = arctan
(
R
/
λy

) − 90◦ (12.8)
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12.3.2 Swaying Errors Analysis of the Vertical Axis

The swaying errors of vertical axis are mainly caused by bearing end face runout and
radial runout. The end face runout error produces the angle error of H angle, which
has a great impact on the machining surface of the drum. It can be calculated by the
following formula:

θH−V−e = arcsin(α/r) (12.9)

In the formula, α is the value of end face runout, and r is the bear’s radius.
The radial runout error also produces the angle error of H angle. The formula

(12.10) canbeobtainedusing the similarmethodof the horizontal axis. In the formula,
β is the value of radial runout.

θH−V−r = arctan
(
β
/
R
)

(12.10)

The calculation method of angle error caused by radial runout of vertical axis is
similar to that of horizontal axis. The radial runout can produce the translation of
the vertical axis coordinate system along y and z axes. The translation along y-axis
has no effect on the angle of the drum surface. The error from the translation along
z-axis is formula (12.11).

θA−t−z = arctan
(
αz

/
R1

)
(12.11)

12.3.3 Other Errors Analysis of the Two Shafts

In addition to the error of bearing support, the machining dimension errors and shape
errors of parts also affect the accuracyof shaft system.Themain part processing errors
affecting the shafting accuracy include: part size processing error, roundness error,
cylindricity error, coaxiality error, perpendicularity error, etc.

The encoder is an important accessory to ensure the accuracy of the shafting. The
resolution, accuracy, and repeatability of the encoder have a great immediate impact
on the performance of the device.

12.4 Error Prediction of the Device

Thebearings in horizontal and vertical shafts are preliminarily selected. The bearing’s
end face runout and radial runout are all less than 2 µM in the horizontal shaft. The
thrust ball bearing in the vertical shaft, those are all less than 4µM. Therefore, λy and
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Table 12.1 The errors value

Error source Formula Calculated value

Horizontal axis θH−t−y = arctan
(
R
/
λy

) − 90◦

θH−t−z = arctan
(
λz

/
R
)

0.02′′
0.6′′

Vertical axis θH−V−e = arcsin(α/r)

θH−V−r = arctan
(
β
/
R
)

θA−t−z = arctan
(
αz

/
R1

)

0.2′′
4′′
4.6′′

Parts θH−P =
√

θ2H−t−y + θ2H−t−z + θ2H−V−e + θ2H−V−r

θA−P = arctan
(
αz

/
R1

)
1′′
1′′

Encode θH−E = 1′′

θA−E == 1′′
1′′
1′′

λz are all 2 µM. α and β are all 2 µM. Design dimension of r, R, and R1 is 180, 200,
and 180mm. Part size processing error, roundness error, cylindricity error, coaxiality
error, and perpendicularity error are approximate to 0.3 um (λy = λz = α = β =
0.3 um) based on the parts processing capacity. The accuracy of the selected encoders
is ±1′′. The calculated values of the errors are in Table 12.1.

The overall error of horizontal shaft and vertical shaft can be combinedwith errors
in Table 12.1.

δH =
√
0.022 + 0.62 + 0.22 + 42 + 12 + 12 = 4.3′′ < 5′′

δA =
√
4.62 + 12 + 12 = 4.8′′ < 5′′

12.5 Test of the Model

The developed and manufactured NC process device based on the model was tested.
The repeated positioning accuracy of NC process device was tested by an electronic
theodolite and aplanemirror. Themodel of the electronic theodolite isTM5100A, and
its measuring precision is 0.04′′. The results are the repeated positioning accuracy of
horizontal shaft is 2.88′′, that of vertical shaft is 3.12′′. The accuracy of the measured
results is higher than the design accuracy. The main reason is that in order to simplify
the calculation, the error values are the maximum value at the limit position. If the
standard deviation of the errors is used in the model, the prediction result will be
more accurate.
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12.6 Conclusions

The accuracy model of the NC process device for ultra-precision machining of two-
dimensional optical drum is established. The error sources of the NC process device
are analyzed in detail. The errors of the horizontal and vertical shaft system are
analyzed and calculated, which have a great impact on the repeated positioning
accuracy. The important parts and key control components are designed and selected,
and the error synthesis prediction is carried out. Compared with the measured results
of the developed device, the model has good calculation accuracy and can be used
in the design of NC process device.
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Chapter 13
Analysis and Control of Measurement
Accuracy of Super High-Rise Building
Engineering

Jiabin Yan

Abstract Super high-rise buildings have the characteristics of large investment,
long construction period, various functions, complex system, super high structure,
and difficult construction. In the early stage of project construction, sufficient analysis
and research are required. According to the specific characteristics of the building,
the surrounding environmental traffic, geology and hydrology, climate conditions
and other conditions, combined with the subjective conditions of construction and
construction, a comprehensive balance analysis is required to make various resource
allocation plans and implement measures. In terms of dynamic deformation moni-
toring, through three technical means of measuring robot, high-frequency GPS, and
photogrammetry, real-time monitoring and data analysis of buildings are carried out,
and the deformation conditions of buildings are predicted in advance, and corrective
measures are taken to realize the actual situation once. The research on the construc-
tion measurement technology of super high-rise buildings has a positive role in
promoting thedevelopment of super high-rise building construction technology itself,
and has also played a role in promoting and reforming domestic constructionmethods
and construction concepts. Through the application research of this technology, it
has reserved scientific and technological innovation talents for engineering projects
and enterprises, and provided valuable experience for the construction measure-
ment control of similar large-scale construction projects. It has significant technical,
economic, and social benefits.

13.1 Introduction

Super high-rise buildings are large in volume and large in construction area, and the
required investment is often over several billion yuan. The capital pressure of the
construction unit is very heavy. The financial pressure is reflected in the high cost
of the construction period. Once the project is delayed, it will often cause a sharp
increase in investment costs and reduce investment returns [1]. The construction
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difficulty and technical requirements of super high-rise buildings are higher than
those of general construction projects. Therefore, the research on super high-rise
construction technology is of great significance not only to the entire society but also
to the construction industry. Surveying is the leadingwork of super high-rise building
construction. It not only runs through the whole process of super high-rise building
construction, but also an important means to connect the spatial position relationship
of each divisional and subdivisional project [2]. However, due to many factors such
as high measurement accuracy requirements, difficulty in erecting instruments and
equipment at high altitude, limited visibility conditions, and the impact of meteoro-
logical factors on the swing of super high-rise buildings, etc., all factors will affect
the construction measurement work. Controlling its construction process is the most
difficult point in super high-rise surveying work [3]. Super high-rise buildings are
buildings that extend vertically upwards. This feature determines that the construc-
tion of super high-rise buildings can only be carried out layer by layer. The working
space is very small and the construction organization is very difficult. It is necessary
to effectively use the working time and space to improve the construction efficiency.

Super high-rise buildings have the characteristics of huge investment, high
construction period cost, multiple functions, complex system, super high structure,
and difficult construction [4]. Therefore, before construction, we must first analyze
the characteristics of the project in depth, clarify the key points of the project’s
construction technology, and then formulate a targeted construction technology route.
The general contracting management improves the utilization efficiency of working
time and space, and finally achieves the purpose of shortening the construction period
and improving the efficiency of investment [5]. Relevant scholars believe that the
selection of suitable templates in construction projects and the comprehensive appli-
cationofmultiple templates in the entire construction industry havebecome thedevel-
opment trend of formwork projects [6]. In view of the application of wood plywood
formwork, he believes that there are mainly the following problems [7]. First, there is
a problemwith the overall quality of the product. There are many domestic manufac-
turers of wood plywood template, but most of the manufacturers’ products are low
in price, so their quality is not satisfactory. This resulted in less turnover of the form-
work (about 3–5 times), resulting in a large amount of waste of wood. Second, the
phenomenon of “small workshops” is widespread. There are more than 4,500 wood
plywood formwork manufacturers, and the number is extremely large. However,
most manufacturers have small production scales, backward equipment, and rela-
tively lowmanagement level. This is also the reason that the wood plywood template
produced by the manufacturer is of poor quality and weaker competitiveness. It is
difficult to form a large-scale operation, and it is even more difficult to participate
in international competition. At present, many construction and scientific research
units at home and abroad are conducting research on the application of super high-
rise building construction technology, but most of the units are still immature in the
research of super high-rise building construction measurement technology, even if
some units have already mastered the construction of super high-rise buildings [8].
The subject research of super high-rise buildingmeasurement technology is based on
the needs of enterprises and the development trend of the construction industry. The
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comprehensive research from the basic theory of super high-rise building measure-
ment to specific measurement methods has very important engineering practical and
popularization value for the construction of super high-rise buildings.

At present, many large-scale construction enterprises with corresponding
construction qualifications and construction experience have gradually formed their
own characteristics of super high-rise building construction technology through
continuous construction and production practice summary. However, the key tech-
nologies, methods and measures to deal with the main points and difficulties in
the construction of super high-rise buildings have their own characteristics and
cannot be directly applied.Dynamic deformationmonitoring of super high-rise build-
ings obtains the vertical displacement, horizontal displacement, deflection and other
deformation data of super high-rise buildings under self-weight load, wind load,
sunshine, temperature and other external factors through monitoring. This provides
a correction basis for construction surveys, so as to grasp the deformation laws of
super high-rise buildings, and provide a basis for assessing the safety of buildings.

13.2 Super High-Rise Building Project Implementation
Planning

13.2.1 Super High-Rise Building Construction Organization

Super high-rise building is a huge system project with long construction period
and difficult organization. Only by strengthening overall planning can the smooth
progress of super high-rise building construction be ensured. The effective means to
strengthen the overall planning of super high-rise building construction is construc-
tion organization design. Construction organization design is to create the necessary
production conditions for the completion of super high-rise building construction
tasks, and to formulate advanced and reasonable construction technology. It is a basic
technical and economic document that guides the preparation and construction of
super high-rise buildings. The fundamental task of super high-rise building construc-
tion organization design is to make overall planning from five aspects of manpower,
capital, materials, mechanical equipment, and construction methods under specific
time and space constraints. The organized, planned, and orderly construction of super
high-rise buildings ensures the smooth realization of the construction quality, safety,
construction period, and cost targets of the entire project.

Construction organization design is also an important means of scientificmanage-
ment of construction projects and an important basis for construction resource orga-
nization. It has the dual functions of strategic deployment and tactical arrangements.
The design of construction organization can enhance the system of general contract
management. Super high-rise buildings have many functions and complex systems.
The construction process is a huge system project. Through construction organiza-
tion and design, the general contractor can take the overall situation and coordinate
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Fig. 13.1 Steel structure measurement process of super high-rise building engineering

all parties, and complex construction activities will have a unified action guide. The
design of construction organization can enhance the predictability of general contract
management. Super high-rise buildings have high construction technology content
and high construction risks. Through the design of construction organization, the
general contractor can grasp the various unfavorable conditions that may be encoun-
tered in the construction in advance, so as to make various preparations in advance,
and make full use of various favorable conditions to eliminate hidden dangers in
the construction. Construction organization design can enhance the coordination
of general contract management. Due to the large number of units and personnel
involved in the construction of super high-rise buildings, the coordination workload
is large. Through the construction organization and design, the general contractor can
close the relationship between the design and construction, technology and economy,
front and rear of the project, and coordinate the various units. In short, through the
design of construction organization, the general contractor can significantly improve
the organization and management level of the construction of super high-rise build-
ings. Therefore, the preparation of construction organization design is the core of all
work in the preparation stage of super high-rise building construction, and it occupies
a very important position in construction organization and management. The steel
structure hoisting measurement process of super high-rise building engineering is
shown in Fig. 13.1.

13.2.2 Construction Schedule of Super High-Rise Buildings

The construction schedule is an important part of the construction organization
design, and it is also an important means for the implementation of the project
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management plan. The construction schedule plan is the time plan for the construc-
tion of a project, which stipulates the start and end time, construction sequence and
construction speed of the project construction, and is an effective tool to control the
construction period. There are four main types of schedule plans: total schedule plan,
unit project schedule plan, sub-project schedule plan, and resource requirement plan.

The overall construction schedule is the manifestation of various construction
activities on the construction site in terms of time. The preparation of the overall
construction schedule is to make time arrangements for all construction projects on
the site according to the construction plan in the construction deployment and the
project deployment procedures. Its role is to determine the construction period of each
construction project and its main sub-projects, preparations, and full-site projects,
as well as the start and completion dates, so as to determine the needs of labor,
materials, finished products, semi-finished products, and construction machinery
on the construction site. Therefore, the correct preparation of the overall construc-
tion schedule is an important condition for ensuring that the construction project is
delivered on time and reducing the construction cost of super high-rise buildings.

13.2.3 The Construction Layout and Evaluation Method
of Super High-Rise Buildings

The construction layout is the basis for site management and the realization of civi-
lized construction, and is an important content of construction organization design.
It has strong technical, economic, and policy characteristics, and requires overall
planning and careful treatment. The general construction plan shall be reasonably
arranged for the layout of construction machinery and equipment, storage yards of
materials and components, on-site processing sites, on-site temporary transportation
roads, temporarywater supply and power supply lines, and other temporary facilities.

The construction period of super high-rise buildings is long and has obvious phase
characteristics. Therefore, the construction layout should be dynamically adjusted
in time to meet the requirements of the construction process at each stage. Before
compiling the general construction plan, the construction steps should be determined
first, and then the construction plan divided by stages should be compiled according
to the different stages of the project schedule. Generally, it can be divided into the
stages of earth excavation, foundation construction, superstructure construction, and
mechanical and electrical installation and decoration. In order to reduce construc-
tion investment, attention should be paid to the orderly conversion in the dynamic
adjustment of the construction layout, and the adjustment of the main construction
temporary facilities (such as main roads, warehouses, offices, and water and elec-
tricity lines) should be avoided as much as possible, so as to realize the high sharing
of the main construction temporary facilities at all stages.

The analytic hierarchy process provides a simpler evaluationmethod for decision-
making events that cannot be expressed by quantitative analysis. According to the
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degree of understanding and grasp of the problem in the previous step, the various
elements contained in the research problem are classified and grouped according
to the principle of whether they have common attributes, and the elements with
common properties are regarded as some elements in a new level of analysis. These
elements themselves are divided accordingly according to another characteristic to
form higher-level factors different from this kind, and so on until finally a goal level
of the highest level is formed. This is a general goal level that all the element research
and evaluation must achieve.

With the numerical scale, you can start in the lowest level and use the
corresponding judgment matrix to express it.

B =

⎛
⎜⎜⎜⎜⎝

b11 · · · · · · b1n
b21

. . .
. . . b2n

...
. . .

. . .
...

b41 · · · · · · b4n

⎞
⎟⎟⎟⎟⎠

(13.1)

The value of bij in the judgmentmatrix is determined after comprehensive analysis
of the collected data and information, referring to expert opinions and the experience
of relevant analysts. Under normal circumstances, in the analytic hierarchy process,
people refer to the consistency test as CI, and its expression is

C I = (λmax − n)/(n − 1) (13.2)

For quantitative indicators, fuzzy subsets can be determined:

r tnt =
[
r1 r2 r3 r4

]
(13.3)

Calculate the comprehensive evaluation about the Vt of each evaluation criterion
layer:

Bt = r tnt · r1 · r4 (13.4)

Take the rank matrix C to obtain the total evaluation value:

F = CT · B · r tnt (13.5)
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13.3 Dynamic Deformation Monitoring of Super High-Rise
Building Engineering Structure

13.3.1 Fully Automatic Robot Measurement

We establish a reference station at a location far away from the building with good
visibility, and set up a rear-view station at a location with a wide field of view and
unobstructed background, and use forced centering to ensure point accuracy. We set
up instruments at the base station every day, and set up a prism at the rear-view station,
and perform automatic observation after the positioning is completed. To ensure the
comparability of monitoring data, the monitoring time is set from 6 a.m. to 8 p.m.,
and the monitoring interval is 15 min. The daily data is processed and analyzed by
professional software, and the change curve of observation points within a day is
obtained, and the change trend of the building body is grasped.

On the whole, the change of the observation point on the core tube is smaller than
that of the outer steel structure, indicating that the stability of the core tube structure
is stronger than that of the outer steel structure. The displacement change of the
observation point changes with time, showing a fluctuating trend, and the whole
shows an irregular curve change. The displacement change measurement accuracy
of the four monitoring points is shown in Fig. 13.2.
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Fig. 13.2 Measurement accuracy of displacement changes of each monitoring point
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Fig. 13.3 Deformation monitored by GPS

13.3.2 GPS Monitoring Analysis

During the research work, we set up mobile stations on C1, C2, C3, C4 anchor bolts,
and collect top deformation data in real time. After the data collection is completed,
the data is processed according to the deformation monitoring GPS special soft-
ware Trimble T4D. Data post-processing is mainly divided into three steps: first, the
Trimble Business Center software settles the coordinates of the monitoring points
and reference points; second, the Convert To RINEX software performs data format
conversion; third, the Trimble T4D software performs deformation analysis, and the
coordinates of the monitoring point and the reference point are settled.

As shown in Fig. 13.3, the data observed for a continuous day are processed.
Comparing and analyzing the different observation results, it can be obtained that the
total deformation at eachmoment is less than 14 cm; themaximumdeformation of the
building is not much different. The data is obviously affected by on-site construction,
and obvious abnormalities can be found in the data.

13.3.3 Close-Up Photogrammetry

Close-range photogrammetry can accurately record the deformation information of
any point of the object in an instant, and then obtain the instant point position rela-
tionship; the field time is short, the labor intensity is small, and the operation method
is more flexible depending on the purpose of the operation. The image informa-
tion is rich, the display ability is objective, and it can provide complete and instant
three-dimensional spatial information; it can measure the dynamic target under the
condition of the synchronization device; it does not need to touch themeasured object.
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Fig. 13.4 Coordinate measurement error of each monitoring point

The requirements are high, but compared with the traditional geodetic survey, it can
greatly reduce the workload of the field; the photo can be stored for a long time,
which is conducive to inspection, analysis, and comparison.

Two high-precision camera lenses are set up at the control point on the side of
the building every day, and the monitoring points are taken synchronously. During
this period, the tripod must not be moved or touched. A special shutter release is
used to ensure that the position of the camera does not change. We take photographic
observations of the same side building for several consecutive days, and analyze the
deflection and deformation of the super high-rise building through monitoring image
processing at different times.

In the actual shooting process, the quality of the photos taken directly affects the
processing of the office, which is significantly affected by wind and air visibility, and
the accuracy of the results is poor when the weather conditions are bad. According to
the changes in the observation results over multiple days, the overall deformation of
the building is not large, and the top deformation error is within 1%. The coordinate
measurement error of each monitoring point is shown in Fig. 13.4.

13.4 Conclusion

This article analyzes and studies the general ideas, construction essentials, and diffi-
culties of super high-rise building construction planning, and summarizes a set of
effective construction planning ideas and methods suitable for the construction and
production of the enterprise. Preliminary discussion on the key points and implemen-
tation solutions of difficulties in the construction of super high-rise buildings has laid
the foundation for the implementation of the next stage of the project. In terms of
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dynamic deformation monitoring, starting from three aspects of building settlement
monitoring, elastic compression deformation monitoring, and structural dynamic
deformation monitoring, the method of dynamic deformation monitoring for super
high-rise buildings is studied; three technologies such as measuring robots, GPS, and
close-range photogrammetry are used. Through comparative analysis, the advantages
and disadvantages of the three monitoring methods are explored, and effective data
with certain guidance is obtained. The deformation status of the building is predicted
in advance, and the actual situation is tested and set up at one time, reducing the
possibility of rework. Through the application research of this technology, it not
only reserves scientific and technological innovation talents for engineering projects
and enterprises, but also provides valuable experience for the construction survey
control of the project.
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Chapter 14
Multimedia Monitoring System for Gas
Pressure Regulating Station

Renxuan Fu, Liang Xue, and Qinghua Wang

Abstract The current gas pressure regulating station of SCADA system still has
some problems that it only obtains the operation data of the regulating station and
cannot represent the failure of regulating stations or the on-site situation in alarm
status. In order to solve these problems, the 5G network is used to design the remote
viewing function, which can realize the video monitoring of all kinds of equipment
and every corner of the voltage regulating station, find and deal with the accident in
time, and improve the security and reliability of the monitoring system.

14.1 Introduction

Natural gas is a new energy of high quality, high efficiency, and clean in this century.
It has attracted the attention of countries all over the world for its advantages of
energy saving, environmental protection, economy, and convenience. Accelerating
the development and utilization of natural gas is of great strategic importance to
improving the energy structure, protecting the ecological environment, improving
people’s quality of life, and saving energy. In 2019, the natural gas consumption of
China has reached over 310 billion cubic meters, an increase of about 10% year-on-
year, and is forecast to reach 366 billion cubic meters by 2030, growing year-on-year.

Gas regulating station is an important facility in the city gas transmission and
distribution system, which can automatically adjust and stabilize the pressure in the
pipe network. According to the pressure of Inlet and outlet pipe, they can be divided
into high and medium pressure, high and low pressure, medium and low pressure
regulating stations, etc. Moreover, according to the object of service, they can be
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divided into regional regulating stations supplying a certain area and customer regu-
lating stations serving individual buildings or industrial enterprises. Gas regulating
stations involve gas regulators, filters to remove solids in suspension, instruments to
measure gas temperature and pressure, and control devices and safety devices. The
regulating station is a safety protection device that regulates the gas outlet pressure
according to the given conditions to ensure that the outlet pressure does not exceed the
specified value, thus ensuring the stability of the gas pressure source for downstream
users. Failure in operation directly affects the stability of the downstream gas supply
pressure, which can lead to abnormal gas supply pressure leading to the scrapping
of industrial products and the failure of civil gas equipment, or to gas stoppages,
gas leaks or explosive accidents, causing environmental pollution and panic in the
surrounding area.

The SCADA systems with different functions have been built in gas pipeline
networks, pressure regulating stations, gate stations, storage and distribution stations
to achieve different degrees of “the four remote (telemetry, telematics, remote control,
remote regulating)” functions. The SCADA system can collect real-time data for the
gas dispatch and control center, and realize the monitoring and control of remote
equipment. However, the SCADA system can only obtain data from the Remote
Monitoring Station (RMS) and cannot represent other status of the RMS. The other
status involves indoor flooding, theft conditions, entry of people in unattended RMS,
and even whether the position of the actuator has changed during remote opera-
tion. Therefore, it is necessary to add a “remote viewing” function on the basis of
the traditional “four remotes”, which is completed by the remote video monitoring
system. The data reported by the SCADA system cannot directly represent the oper-
ating status of the equipment on site, and the remote video monitoring system can
make up for this deficiency. The implementation of the “remote view” function in
the SCADA system improves the safety level of unmanned or unattended RTU. The
video monitoring system enables the operators of the higher-level dispatch or moni-
toring center operators to directly “inspect” various equipment and corners of each
unattended RTU, and monitor and record the safety of the unattended RTU and the
operation of the equipment. That helps discover and handle the accident in time,
improve the safety and reliability of the monitoring system, and provide relevant
video information for analyzing the accident afterwards. It also enables the super-
visor to strengthen the supervision and management of safety production, to keep
abreast of the live situation, to implement more scientific production scheduling
and decision-making, to greatly improve the management level of gas production
scheduling, and to deal with emergencies at the regulating station.

At present, gas companies generally adopt the independent operation mode of
SCADA system and video monitoring system. That operation mode cannot meet
the need of the increasing level of automation in gas system dispatching. There is
an urgent need to combine the functions of the two systems organically and form a
multimedia SCADA monitoring system by which video monitoring can be linked
using the data provided. The data information of the SCADA can also be represented
visually through the video monitoring.
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14.2 System Architecture Design

14.2.1 System Components

The architecture of the multimedia SCADAmonitoring system is shown in Fig. 14.1.
The system is composed of three parts: monitoring terminal of the regulating

station, wireless network, and control center.
The monitoring terminal of the regulating station consists of data acquisition

terminal, power supply, 5G router, webcam, etc.
The 5Gwireless communication networkmeans the transmission channel for data

or video.
The control center is comprised of a firewall router, data acquisition server, video

server, communication server, database server, operator station, engineer station,

Fig. 14.1 System architecture diagram
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etc. The communication server of the control center must have a static IP address
assigned by the network administrator, and the administrator is able to map a static
public IP to the IP of the communication server by changing the setting of the router.
The port number can be set as 5002 or other, and through the setting of the router for
the bandwidth of the IP segment where the central communication server is located
should be at least 10 M.

14.2.2 Design of the Communication Network

The main transmission methods of video monitoring systems are two types: wireless
and wired. Viewing from reliability and stability, the wired transmission method has
advantages, but the wiring is difficult and the investment cost is high. To choose
a wireless network is a good choice for users who do not need 24-h uninterrupted
monitoring.

5G wireless communication networks can meet the requirements of both data
and video image transmission [1–3]. 5G is different from 3G/4G networks in that
there is only one 5G communication standard in the world, designed with three
major application scenarios to support different functional application needs.URLLC
is highly reliable, low latency and extremely high availability, including industrial
applications, traffic safety, control, remote manufacturing, remote training. eMBB
is able to meet high bandwidth application scenarios such as 4K/8K UHD video
and VR/AR high traffic applications. mMTC is able to meet the requirement of data
connection and transmission of a large number of low-power terminals.

In 4G communication network, monitoring video has the problems of the blur-
ring of image quality, low transmission rate, poor night shooting, etc. However,
5G network has good bearing capacity for 4K/8K ultra-HD video and its transmis-
sion peak can reach 10 GBit/s high-speed transmission rate, improve the blurring of
image quality, low transmission rate, and other problems. Also, it can provide faster
and more high-definition monitoring image and data, which can complete the video
capture, content encoding and network transmission of the video monitoring system.
It has a broader application space in the fields of telemedicine, remote live broadcast,
security monitoring, real-time display, and streetscape acquisition.

14.2.3 How the System Works

In order to save the video transmission traffic, when there is an alarm, the center
automatically connects to the video server of the regulating station raised an alarm.
The real-time image of the scene is transmitted to the monitoring center through
the 5G router. When there is no alarm or the center does not monitor the video of
the regulating station, the 5G router does not transmit the video image and does not
generate video traffic.
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14.3 System Function Design

The multimedia monitoring system of gas regulating station integrates the SCADA
system and the video monitoring system, which has the functions of SCADA system
and video monitoring, and also has the function of integration and innovation, real-
izing the data integration and linkage of SCADA and video monitoring [4, 5]. When
the SCADA system carries out remote control operation, the multimedia monitoring
system will switch to the video of the monitoring system, so that the operator can
understand whether the operated object is abnormal.

When the SCADA system detects an important alarm, the video of the remote
monitoring system will be switched to confirm the alarm. The system functions are
described as the following:

14.3.1 Data Acquisition

The system collects data such as inlet pressure, outlet pressure, and temperature
and flow rate of the regulating station. The system can flexibly set the cycle of data
acquisition. A shorter cycle of acquisition is set for frequent changes and important
regulating station. A longer cycle of acquisition is set for slow changes and less
important regulating station. That not only satisfies the system’s requirements for
data acquisition, but also saves wireless transmission data traffic.

14.3.2 Data Storage

Itmeans saving data, forming data reports, viewing real-time data, querying historical
data, and performing data analysis.

14.3.3 Linkage of Electronic Map

The map view allows quickly locating each regulating station, obtaining key oper-
ational data such as pressure and flow, and understanding the operational profile of
each regulating station to achieve a clear overview and control the overall situations.

The network video monitoring system uses the electronic map to arm the surveil-
lance front end, which can conveniently browse the front-end lens and indicate the
alarm information. The front-endmonitoring point can be deployed and controlled on
the electronic map through the creation of an electronic map, and the corresponding
monitoring point can be easily found through the geographic information on themap.
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The created electronic map can also be used as a unit element for layout management
and inspection group management.

14.3.4 System Alarm

The system has a powerful alarm function that generates an audible and visual
alarm when the pressure of the regulating station and other parameters are abnormal,
notifying the operator in time and triggering video monitoring for fault.

The system supports the display, storage and querying of real-time and historical
alarms, and can achieve functions such as audible alarms, WeChat alarms and email
alarms. The system does not simply record alarm information, but also records all
data and conditions related to the alarm into a database for the accident tracing and
the operation analysis of equipment.

Alarm displays are available in the form of real-time alarm table, historical alarm
table, and alarm enquiry table.

Alarms can be prioritized. The different priority alarms can be displayed in the
window with different colors and the alarm messages can be sorted by priority.

14.3.5 Trend Curve

The system provides a wealth of curve functions, so that users can conveniently view
the real-time and historical curves of pressure, flow, etc.

Trend curve supports the online switching of the real-time or historical curve.
Moreover, it supports flexible display and analysis of changes in real-timemonitoring
data/historical data, trend comparison of similar data in the same period, and trend
comparison of the same data in different periods.

14.3.6 Smart Report

The system provides an embedded report system, which allows engineers to set up
any report format and realize various operations, data conversion, statistical anal-
ysis and printing through the report function provided by the system. The system
allows for both real-time and historical data reporting, as well as online report format
modification and EXCEL export support.
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14.3.7 Hierarchical Management

The system provides an advanced user-based security management. Each user must
be allowed or prohibited frommonitoring in the monitoring system, according to the
pre-defined access rights and scope of use. Also, the system does not allow users to
exceed the limits of data access and control remote devices at will for the safety of
system operation.

The system divides the operator rights into three levels: system senior adminis-
trator, administrator, and operator. The system administrator can not only perform all
operations on all monitoring outlets, but also its another important duty is to assign
all kinds of operation rights to each operator, i.e., all operators’ rights are assigned by
the system administrator and in the control signal can be occupied according to the
user’s rights than its lower level user control rights. Specific operational functions that
can be set include switching on and off real-time video recording procedures, system
parameter configuration, real-time monitoring, playback viewing, log viewing, etc.

If you need to change users while the system is running, you do not have to shut
down the system, just use the re-login function. At this point, the system remains
operational and any current actions in progress (e.g., video recording, etc.) are not
affected in any way.

The system administrator can do management at any designated (authorized)
terminal on the network.

14.3.8 System Log

The system automatically records the user’s login to the system and the actions in the
monitoring system (e.g., automatic recording of an operator’s remote operations),
allowing for easy traceability of incidents and regulating the operator’s behavior.

14.3.9 Video Surveillance

Users can transmit full-color images, sound, and full-duplex data in real time over a
standard Ethernet network, either locally or remotely. Any computer on the network
can become the monitoring host when authorized. In addition, multiple authorized
network users can monitor in real time or play back one or more monitoring sites.

The system adopts a highly parallelized architecture which can simultaneously
and independently process each channel of image and sound efficiently without any
influence on each other, ensuring that the megapixel HD camera has the exclusive
high-performance indicator of 25 frames per second. At the same time, the display
of the image is completely separated from the video processing, so the user can open
and close the monitoring screen at any time. In addition, the system can perform
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tasks such as alarm and video recording when the screen is not displayed. It will not
happen that the recording function that was originally opened is closed due to the
closing of the screen.

14.3.10 Video Display

When viewing the live screen, users can choose different modes of viewing, i.e.,
1/4/6/7/8/9/10/12/13/16 modes. Users can choose the viewing mode according to
the specific outlets and double-click a screen to zoom in until it is viewed in full
screen.

In the case of a large number of monitoring points and the user wants to play on
a single screen, the user can choose the group patrol mode to monitor conveniently.
The multi-channel screen can be grouped at will according to the requirement, and
the on-screen time of each group can be set. The group patrol function can be started
or stopped at any time according to user needs.

Users can also set a certain screen layout to save according to their own usage
habit and requirement, which will be automatically open next time. The user can set
the virtual lens as needed to achieve “one wall with a panoramic view”.

14.3.11 Video Recording Function

The default recording rate is 25 frames per second (PAL), but the user can adjust the
recording rate to reduce the load on the hard disk and the system. Each video data
recording parameter can be set independently of each other without any interference.

System recording functions include real-time recording, timed recording, motion
detection pre-trigger recording, and alarm pre-trigger recording.

Live video mode

The system provides a real-time recording function that can easily and quickly acti-
vate the recording function for a specified monitoring channel when required until
the user disengages the recording.

Timed recording mode

The system provides a timer recording function, which can set any monitoring
channel recording start and end period by date and time. Users can assign the
recording actions that should be performed at various times of the day according
to their own industry characteristics and requirements, so that the system can auto-
matically operate according to a preset schedule. That function allows the system to
be left unattended in many cases to reduce the human resources consumption of the
user.
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14.3.12 Motion Detection Pre-trigger Recording Mode

The megapixel HD camera has a built-in image motion sensor that automatically
detects significant movement of objects within the monitored frame and triggers an
alarm if the range ofmovement exceeds the limit. The parameters of the imagemotion
sensor can be set in the menu to meet the requirements of a particular application
and the alarm can be triggered locally in one or several key areas within the camera’s
visible monitoring range, and the range of movement of the moving object in the
frame can be set as required.

The image motion detection triggers the linkage of the alarm and the video
recording functions. After the user activates the motion detection pre-triggered
recording function, the system links the recording action with the motion detec-
tion triggering alarm action. Once the user-specified monitoring channel detects
the movement of an object, the system starts to record in the monitoring channel
according to the video parameters set by the user. It will stop recording until the
alarm is lifted. Motion detection can also be linked with display output, client infor-
mation prompt, client voice prompt, going to the PTZ preset position, client image
output, and alarm output channel switch output.

14.3.13 Intelligent Retrieval and Playback

The system provides intelligent and fast retrieval and playback of video data. When
playing back video data, you can search by time, location, camera lens, alarm event
and other factors, which greatly reduces the search time and complexity. With that,
users can quickly find the video they need which has a variety of playback methods,
according to the user requirements for normal speed, fast, slow, frame-by-frame
playback, or others. The playback screen can be manually resized by dragging and
dropping, or quickly scaled the screen to original size, doubled and full screen with
the click of a button. The flexible operation mode enhances the viewing effect when
the user plays back the video and facilitates the identification and forensics.

The system also supports a snapshot retrieval function, which allows you to break
down the retrieved video time within a certain period, so that the target video to be
queried can be found in the shortest possible time.

14.3.14 PTZ Camera Control

To achieve the control function of the high-speed ball, in the graphical interface of
the management software of the network video centralized monitoring system, there
are command buttons for rotation, draw near/far, focus, aperture, etc. When the user
clicks the button of mouse, the system sends a control command to the Pan-Tilt or
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lens through the Pan-Tilt decoder to realize the control function of the Pan-Tilt and
lens.

14.3.15 Linkage Control

When the SCADA system is operated remotely, in order to ensure the safety of the
operation, the video in the monitoring system will be linked to switch, so that the
operator can understand whether the operated object is abnormal.

If the SCADA system detects the alarm of important equipment, it will link to the
switch of the remote viewing video.

When the SCADA information is synthesized and anomalies are detected in the
important equipment, the remote viewing video should be switched.

If the SCADA system conducts a normal inspection, whether to switch the remote
viewing video by setting can be considered.

If the remote viewing detects an environmental alarm, or the processing result
of the video monitoring information generates an environmental alarm, not only the
remote viewing videomust be switched, but also the alarm processing of the SCADA
system must be linked.

14.4 Conclusion

The multimedia monitoring system of the gas pressure regulating station not only
realizes the data monitoring and control function of the SCADA system, but also
realizes the videomonitoring function of the pressure regulating station. In addition, it
realizes the linkage function of the SCADA system and the videomonitoring system.
Moreover, it improves the management efficiency of the pressure regulating station,
enhances the safety and reliability of the monitoring system, reduces operating costs,
produces better social and economic benefits, and has good application prospects.
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Chapter 15
Two-Position Initial Alignment Method
Under Large Misalignment Angle Based
on Adaptive Cubature Kalman Filter

Xiaofei He, Xiaorui Zheng, Liwei Qiu, and Lili Shi

Abstract The precision of the initial alignment is one of the most critical factors
determining navigation accuracy. The linear initial alignment model results in a
sizeable linear truncation error when external environmental factors, such as carrier
swing, vibration, and gust disturbance. The sizeable linear truncation error reduces
the accuracy of the traditional linear two-position Kalman filter initial alignment
method. This paper uses a nonlinear initial alignment model with a large misalign-
ment angle to solve this problem. We propose an adaptive cubature Kalman filter
method based on an iterative noise covariance matrix. This algorithm improves the
estimation accuracy by adaptive updating of the noise covariance matrix. It tunes
the filter gain and assists with the process of time and measurement updating. In
addition, the noise covariance estimate is only related to the innovation of the last
moment. These factors make this algorithm easy to calculate. A two-position test
shows that the accuracy of the heading angle is improved by 79%. At the same time,
the convergence speed is shortened by 4 min when compared with the initial align-
ment method based on the adaptive cubature Kalman filter. The estimations of the
gyro bias and accelerometer bias are closer to the actual value to verify our proposed
algorithm further.
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15.1 Introduction

External environmental factors, such as carrier swing, vibration and gust disturbance,
carrier mobility, and the low inertial device level, produce a significant error in the
coarse alignment. For this situation, both of the simple linear error model for the
inertial navigation system and the traditional linear two-position Kalman Filter are
inapplicable [1]. Carrying out a two-position initial alignment method under a large
misalignment angle can not only enhance the robustness and adaptability of the
model but also improve the initial alignment accuracy. It achieves this accuracy by
using a multi-position alignment to boost the system observability [2].

A nonlinear Kalman filter is used during the initial alignment at a large misalign-
ment angle to estimate the attitude angle and the level of the inertial device. It can
use techniques such as an Extended Kalman Filter (EKF), Unscented Kalman Filter
(UKF) andCentral DifferenceKalman Filter (CDKF), Gauss–Hermite Kalman Filter
(GHKF), CubatureKalmanFilter (CKF), or a Particle Filter (PF). TheCKFhas a rela-
tively higher numerical stability and less computation when it is compared with the
Sigma sampling algorithm. Theoretically, it is the closest approximation algorithm
to a Bayesian filter when there is a strict theoretical derivation [3].

Although CKF has those advantages, they are not helpful when there is an adverse
environment. A high noise level of the inertial navigation measurement system
produces significant uncertainties and modifications. To solve this problem when
the GNSS signal is occluded in a SINS/GNSS integrated navigation system, a CKF
algorithm has been proposed, which adapts to the concept of Mahalanobis distance
standard to measure the noise covariance matrix and gain [4]. However, a Maha-
lanobis distance standard relies on empiricism and lacks a proper theoretical deriva-
tion. An enhanced RCKF was proposed for the SINS/GNSS integrated navigation
system [5]. This method uses a Gaussian process orthogonal matrix to transfer Sigma
sampling points. However, this algorithmneeds extra time for training. In addition, an
anti-interference CKF algorithm was proposed to solve the uncertainty of the system
model and the divergence produced by the non-Gaussian measurement system [6].
This algorithm adjusts the prior covariancematrix and themeasurement noise covari-
ance matrix by using several factors. However, it lacks a strict formula derivation
process.

In this paper, an adaptive CKF (ACKF) algorithm is proposed to compensate for
the system and measurement noise in the initial alignment process when there is a
significant misalignment angle. The filtering algorithm can track these noise sources
by including the system and measurement noise in the covariance matrix iteration.
In addition, it is not necessary to store this information as it is only used in the next
initial stage. Therefore, this algorithm possesses lower computational complexity
and improved real-time performance.
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15.2 The Nonlinear Initial Alignment Error Model

In an adverse environment, the initial alignment error model is inapplicable for a
linear model as it has a nonlinear large misalignment angle. This model considers
the real attitude conversion matrix. The error model formula is given below.

15.2.1 Attitude Error Propagation Equation

ϕ̇n = (I − C p
n )ω

n
in + δωn

in − Cn
bε

b (15.1)

In (15.1), ϕ̇n = [ϕ̇E ϕ̇N ϕ̇U ]T represents the attitude error differential equation
of the northeast celestial direction. The variable, I , represents the identity matrix,
and the quantities, n, P , i , and b represent the navigation coordinate frame, platform
coordinate frame, inertial coordinate frame, andEarth coordinate frame, respectively.
C p

n is the direction cosine matrices from the nth frame to pth frame and Cn
b represents

the matrix from the bth frame to nth frame. ωn
in is the angular velocity and δωn

in is its
error. εb = [εxεyεz]T represents the projection of the random gyro drift for the bth
frame.

15.2.2 Velocity Error Propagation Equation

δV̇
n = (I − Cn

p)C
n
b f

b − (2δωn
ie + δωn

en) × V n

− (2ωn
ie + ωn

en) × δV n + Cn
b∇b (15.2)

In (15.2), δV̇
n = [δV̇EδV̇N ]T represents the differential equation of the velocity

error in the northeast celestial direction. f b means specific force information that is
measured by acceleration. δωn

ie represents the angular velocity error of the projection
of eth frame for the nth frame relative to the ith. ωn

en represents the angular velocity
error of the projection of n frame under n frame relative to eth frame. δωn

en is the
error. V n = [VEVN ]T represents the northeast celestial velocity and δV n is its error.
∇b = [∇x∇y]T represents the accelerometer’s constant bias.

15.2.3 Inertial Device Error Propagation Equation{
ε̇x = ε̇y = ε̇z = 0

∇̇x = ∇̇y = 0
(15.3)

Based on the inertial navigation error equations (15.1) and (15.3), the state
equation and measurement equation are as follows:
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ẋ = f (x, t) + Gw (15.4)

z = Hx + v (15.5)

In (15.4), the state vector is, x = [ϕEϕNϕUδVEδVNεx εy εz∇x∇y ]T , f (x, t) is the
nonlinear state equation,G is the system noise-driven array, andw is the systemwhite
noise. The variance satisfies the relationships: E(wwT ) = Q. In (15.6), z = [0; 0]
and H = [0001000000; 0000100000]. The quantity v represents the measurement
noise and its variance satisfies the relationship: E(vvT ) = R.

15.3 The Introduction of CKF

The nonlinear initial alignment errormodel under a largemisalignment angle is given
in Sect. 15.2. By using the above ten-order error model (15.1–15.5) and including
the Kalman filter, the initial attitude angle, the bias of gyro and accelerometer can
be estimated.

A basic CKF is introduced in the following. The core of the CKF algorithm
is to use the spherical radial cubature rule to solve a Gaussian multidimensional
nonlinear weighted integral. That is an approximate rule that can be used with third-
order, fifth-order, or even higher terms according to the requirements for polynomial
approximation [7]. A third-order rule is the most widely used method as its use
requires a reasonable amount of computation. This rule has been adopted in this
paper.

Consider the following discrete nonlinear mathematical model:

{
xk = f (xk−1) + Gwk−1

zk = Hkxk + vk
(15.6)

In these equations, xk is the state vector and the measurement vector is zk . Both
terms are for the k moment. f (xk−1) is a nonlinear state equation. G is the system
noise-driven array. wk−1 is the system white noise. Hk is the measurement matrix.
vk is the measurement noise.
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There are nine steps of CKF in evaluating these equations:

(a) Initialization

{
x0 = E[x0]
P0 = E[(x0 − x0)(x0 − x0)]T ] (15.7)

k = 1, 2, ….

(b) Generating the cubature point

{
χ k−1,i = xk−1 + √

n
√
Pk−1

(i)
, i = 1, 2, . . . , n

χ k−1,i = xk−1 − √
n
√
Pk−1

(i)
, i = n + 1, n + 2, . . . , 2n

(15.8)

where the superscript (i) represents ith column of the matrix P .

(c) Propagating the cubature point using the state equation

χ k/k−1,i = f
(
χ k−1,i

)
, i = 1, 2, . . . 2n (15.9)

(d) Calculating the prior estimation xk/k−1 and covariance Pk/k−1

⎧⎪⎪⎨
⎪⎪⎩
xk/k−1 = 1

2n

2n∑
i=1

χ k/k−1,i

Pk/k−1 = 1
2n

2n∑
i=1

χ k/k−1,iχ
T
k/k−1,i − xk/k−1x

T
k/k−1 + GQGT

(15.10)

(e) Regenerating the cubature point

{
χ k/k−1,i = xk/k−1 + √

n
√
Pk/k−1

(i)
, i = 1, 2, . . . , n

χ k/k−1,i = xk/k−1 − √
n
√
Pk/k−1

(i)
, i = n + 1, n + 2, . . . , 2n

(15.11)

(f) Propagating the cubature point using the measurement equation

ξk/k−1,i = h
(
χ k/k−1,i

)
, i = 1, 2, . . . 2n (15.12)

In (15.12), h is the measurement equation.
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(g) Calculating the prior predicted measurement vector

zk,k−1 = 1

2n

2n∑
i=1

ξk/k−1,i (15.13)

(h) Calculating the variance P zz and the covariance P xz

⎧⎪⎪⎨
⎪⎪⎩

P zz = 1
2n

2n∑
i=1

ξ k/k−1,iξ
T
k/k−1,i − zk/k−1zTk/k−1 + Rk

P xz = 1
2n

2n∑
i=1

χ k/k−1,iξ
T
k/k−1,i − xk/k−1zTk/k−1

(15.14)

(i) Calculating the gain K k , state estimation xk , and variance Pk⎧⎪⎨
⎪⎩

K k = P xz P−1
zz

xk = xk/k−1 + K k(zk − zk/k−1)

Pk = Pk−1 − K k P zzK
−1
k

(15.15)

15.4 The Derivation of ACKF

An introduction to the algorithm flow of CKF is discussed in the previous section.
Equations (15.10) and (15.14) indicate that the system noise covariance matrix and
the measurement noise covariance matrix in CKF are fixed. However, in the actual
environment, the device noise is random.Thefixed systemnoise and themeasurement
noise covariancematrix affect the filter estimation through the gainmatrix. Therefore,
we propose an adaptive method (ACKF) for measuring the noise covariance matrix
to solve this problem.

The innovation, which is the difference between the latest measurement data
and the measurement matrix multiplied by the initial predicted value, is an essential
factor affecting the gain and the estimated state [8]. The innovation contains a compo-
nent of the measurement noise, so many scholars use the innovation to evaluate the
measurement noise.

In this section, ACKF is derived using the covariance matching principle and the
covariance of the innovation in the window [9]. The estimated residual of the state
system is

δk = xk − xk/k−1 (15.16)

By calculating the mean value and the covariance of theM state residuals before
k moment, we obtain the (15.17) and (15.18) [9].
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δk = 1

M

k∑
i=k−M+1

δi (15.17)

P δk = 1

M − 1

k∑
i=k−M+1

(
δi − δk

)(
δi − δk

)T
(15.18)

In (15.17), M represents the sliding window factor, which means the number of
residuals.

By taking the expected value of (15.18), we can obtain [10]

Qδk
= 1

M

k∑
i=k−M+1

(
Fi−1P i−1FT

i−1 − P i
)+Qk (15.19)

Qk = 1

M − 1

k∑
i=k−M+1

(
δi − δk

)(
δi − δk

)T

− 1

M

k∑
i=k−M+1

(
Fi−1P i−1FT

i−1 − P i
)

(15.20)

From (15.20), we can derive

Qk−1 = 1

M − 2

k−1∑
i=k−M+1

(
δi − δk

)(
δi − δk

)T

− 1

M − 1

k−1∑
i=k−M+1

(
Fi−1P i−1FT

i−1 − P i
)

(15.21)

Bymultiplying the left and right sides of (15.21)with M−2
M−1 and subtracting (15.20),

we obtain

Qk = M − 2

M − 1
Qk−1 +

(
δi − δk

)(
δi − δk

)T

− 1

M(M − 1)2

k−1∑
i=k−M+1

(
Fi−1P i−1FT

i−1 − P i
)

− 1

M

(
Fi−1P i−1FT

i−1 − P i
)

(15.22)

When M is large enough, the denominator 1
M(M−1)2 tends to zero. Therefore, the

third monomial in (15.22) can be omitted

Qk = M − 2

M − 1
Qk−1 +

(
δi − δk

)(
δi − δk

)T
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− 1

M

(
Fi−1P i−1FT

i−1 − P i
)

(15.23)

The estimation process of the system mean residual δk can be derived by (15.17)
to obtain.

δk−1 = 1

M − 1

k−1∑
i=k−M+1

δi (15.24)

We then multiply M−1
M on both sides of (15.24) and then subtract (15.17) and

obtain

δk = M − 1

M
δk−1 + 1

M
δk (15.25)

Equations (15.23) and (15.25) are recursive estimations of the systemnoise covari-
ancematrix. These equations show that the estimation of the system noise covariance
does not need to store the residuals and themean of the residuals from allM moments.
We only need the noise covariance and the mean of residuals at the last moment to
achieve a recursive estimation of the noise covariance matrix. This procedure can
improve the computation speed and the real-time capability of this algorithm. The
derivation process of the adaptive measurement noise covariance is the same as the
system noise covariance matrix, which is directly given below:

Rk ≈ N − 2

N − 1
Rk−1 + (

ηk − ηk

)(
ηk − ηk

)T
− 1

N
Hk Pk/k−1HT

k (15.26)

ηk = N − 1

N
ηk−1 + 1

N
ηk (15.27)

In (15.26) and (15.27), N represents the sliding window factor and ηk represents
the mean value of the innovation.

In combination with Sect. 15.3, the ACKF flow chart is shown in Fig. 15.1.
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Fig. 15.1 ACKF flow chart

15.5 Results and Analysis

To verify the effectiveness of the proposed method, an inertial measurement unit
(IMU) was fixed on a biaxial turntable. Figure 15.2 shows the experimental arrange-
ment. At first, we did a static test for 2 min. The next step was to rotate the turntable
by 180° clockwise around the celestial axis of the IMU. Finally, we did a static test
for 20 min.

To evaluate the accuracy of this two methods (CKF and ACKF), the bias of gyro
and acceleration was calibrated by the 19-position. The attitude angle of IMU was
measured by the sighting instrument, which was used as the benchmark to evaluate
the accuracy. To simulate the large misalignment angle in the actual environment,
the misalignment angle was superimposed on the rough alignment attitude angle, as
showed in Table 15.1.

The initial alignment results of the two methods are shown in Figs. 15.3, 15.4,
15.5.
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Fig. 15.2 Two-position test
of IMU

Table 15.1 Benchmark data Benchmark values Misalignment angle

Heading angle (°) 180.0101 0.5

Pitch angle (°) 0.0710 0.1

Roll (°) 0.0186 0.1

Bias of gyro X-axis
(°/h)

−0.0841 /

Bias of gyro Y-axis
(°/h)

−0.0342 /

Bias of
accelerometer X-axis
(mg)

0.3170 /

Bias of
accelerometer Y-axis
(mg)

−0.4442 /

The estimation result of ACKF for the heading angle and pitch angle is closer to
the benchmark. The convergence speed is faster than CKF, because the bias estima-
tion of the gyro X-axis (East) and the accelerometer Y-axis (North) is closer to the
actual value by ACKF. The bias of gyro X-axis converged in about 150s (the second
position). For the roll angle, the estimated results from these twomethods are similar.

Previously, we made a qualitative comparison of the two methods. Table 15.2
shows is a quantitative analysis, which includes the RMSE results for each parameter
error.

Table 15.2 shows that the two-position initial alignment method based on ACKF
improves the heading angle to 0.08° compared with the CKF and also enhances
the horizontal attitude angle of 3.96′′ and 0.36′′. In a constant drift estimation of
gyro devices, ACKF is 0.47 ′/h and 0.02 ′/h superior to CKF. In this estimate of the
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Fig. 15.3 Estimation of attitude angle

constant bias of horizontal accelerometer, ACKF is 0.2 µg and 12.9 µg better than
CKF, respectively.

In summary, the ACKF method, which is based on a two-position initial align-
ment method, is superior to the traditional CKF from both the qualitative and quan-
titative analyses in terms of convergence speed and accuracy. This improvement
demonstrates the effectiveness of ACKF.
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Fig. 15.4 Estimation of the bias of Gyros
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Fig. 15.5 Estimation of the bias of accelerometers

Table 15.2 Statistical results
of the two alignment methods

Estimation CKF (RMSE) ACKF (RMSE)

Heading error (°) 0.1009 0.0211

Pitch error (′′) 8.28 4.32

Roll error (′′) 67.32 66.96

X-Gyro bias error (°/h) 0.0120 0.0041

Y-Gyro bias error (°/h) 0.0065 0.0062

X-Acc bias error (mg) 0.0023 0.0021

Y-Acc bias error (mg) 0.0144 0.0015
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15.6 Conclusion

Disturbances of the external environment reduce the accuracy of the linear two-
position initial alignment method. To correct for these disturbances, we propose a
nonlinear two-position initial alignment method with a large misalignment angle
based on ACKF. Initially, a nonlinear initial alignment error model under a large
misalignment angle is established, and then the ACKF method is derived. The
proposed filtering method uses the covariance matching principle and a covariance
derivation of the innovation in a window to achieve iterative updating of the noise
covariance matrix. The method improves the estimation accuracy by influencing the
time and measurement updating process. The experimental results show that the
estimation accuracy of ACKF is higher, and the convergence speed is faster than
that of CKF in the estimation of heading angle. These results verify the real-time
performance and robustness of ACKF.
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Chapter 16
Rapid Detection and Measurement
Method of Pixel-Level Crack Size Based
on Convolutional Neural Network

Wentong Guo

Abstract Cracks on highways are important factors threatening the safe operation of
highways. Timely and accurate detection of cracks can effectively avoid traffic acci-
dents. In this paper, a fast detection andmeasurementmethod of pixel-level crack size
based on convolutional neural network is proposed. The two-stage decisionmethod is
used to connect YOLOv3 and Mask R-CNN image recognition algorithms to locate
and segment the cracks existing in expressway pavement. Finally, the topological
characteristics of the target are extracted to complete the crack pixel size extraction.

16.1 Introduction

In the normal use of traffic infrastructure, it is very important to maintain a good
running state for driving safety. Crack is one of the important factors that threaten
the normal and safe operation of infrastructure [1]. Timely and accurate detection
of crack development and propagation can effectively avoid the occurrence of major
disaster accidents. Therefore, crack detection has important value in the field of
transportation facilities.

In recent years, with the in-depth study of image processing technology, the use of
computer equipment to identify and detect cracks hasmade significant progress. Peng
et al. [2] proposed an improved Otsu threshold segmentation algorithm to remove
the mark in the road image, and then used the adaptive iterative method to segment
the image after removing the mark to obtain the crack image. Xu et al. [3] improved
the selection of filtering parameters in Canny iteration method, which effectively
improved the detection accuracy of bridge cracks. Fernandez et al. [4] and others
used the decision tree heuristic algorithm to classify the crack image, but this work
is not integrated into the real system in the simulation environment. Shi et al. [5]
proposed the CrackForest model, which uses the random forest method to deal with,
so as to reduce the influence of noise on the accuracy of crack detection.
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Fig. 16.1 YOLOv3 crack identification process

In this paper, a fast pixel-level crack size detection method based on convolu-
tional neural network is proposed. Firstly, the crack is quickly located and identified
by YOLOv3 recognition algorithm. On the basis of the target image, the Mask R-
CNN segmentation algorithm is used to secondary process the crack and extract its
topological characteristics. Finally, the pixel size information of the crack is obtained.

16.2 Principle of YOLOv3 Algorithm

The image recognition steps based onYOLOv3 algorithm [6] aremainly divided into
three parts: image input, convolution network processing, and output of prediction
feature layer. Firstly, the 3-channel image with the size of 416 × 416 is input. By
using the network structure of Darknet-53, convolution operation is carried out in the
first 52 layers of Darknet-53 network and a large number of residual layers are used
in the network. Finally, the detection feature layer with the size of 13 × 13, 26 ×
26, 52 × 52 was obtained by up-sampling and feature fusion for image recognition.
Figure 16.1 is the implementation process of the Yolov3 algorithm.

16.3 Principle of Mask R-CNN Algorithm

Figure 16.2 is a crack detection network structure framework based on Mask RCNN
segmentation algorithm [7], which mainly consists of CNN convolution network
area, candidate region network, RoI Align layer, andMask branch. Firstly, the image
is input into the feature extraction network to obtain the feature map. A fixed ROI
is set for each pixel position in the feature map and the ROI region is transmitted to
the RPN network for binary classification to obtain the candidate box of the target
object region. Finally, the target candidate region is classified by multiple categories.
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Fig. 16.2 Mask R-CNN crack segmentation process

The candidate box regression and the introduction of FCN generate Mask, and the
segmentation task is finally completed.

16.4 Two-Stage Decision Method

In order to solve the problem of low detection accuracy of YOLOv3 algorithm and
slow segmentation speed of Mask R-CNN algorithm, the author adopts two-stage
decision method [8]. Firstly, the YOLOv3 algorithm with high detection speed is
used for image recognition of the collected sample video to quickly locate the crack
frame. Then, the Mask R-CNN algorithm is used for image processing of the crack
frame after initial recognition to obtain the specific topology information of the crack
in the target frame. Finally, the pixel size of the crack is extracted. TheMask R-CNN
algorithm has high recognition accuracy and can be used for secondary processing

Fig. 16.3 Two-stage process of crack identification
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of crack frames, thus improving the accuracy of crack recognition. Figure 16.3 is the
application process of two-stage decision method in crack identification.

16.5 Methods Application and Results

In order to verify the feasibility of the pixel-level crack size rapid detection method,
the cracks existing on some highways were tested. The experimental results are
shown in Table 16.1. It can be seen that the average recognition speed of YOLOv3
reaches 45 FPS, which can meet the requirements of real-time detection. At the
same time, the method can realize the work from crack recognition to crack pixel
size information.

16.6 Conclusions

In this paper, a fast detection andmeasurementmethod of pixel-level crack size based
on convolutional neural network is proposed. The experimental results show that the
recognition speed of this method is 45 FPS, which can meet the requirements of
real-time crack recognition. At the same time, through the Mask R-CNN algorithm
for image segmentation, the topological characteristics of the crack can be extracted
and the crack pixel information can be obtained. In the future work, the author will
study how to obtain the real crack area by camera calibration ratio and develop the
corresponding road crack detection equipment.
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Chapter 17
Uncertainty Analysis of Efficiency Test
of Drive Motor System for Electric
Vehicle

Chenchen Dong, Weiwei Zhu, Feng Chen, Zhongjie Zhang, Guowei Lu,
and Ting Liu

Abstract The drivemotor system for electric vehicles is the power source of electric
vehicles. System efficiency, as an important index, can reflect the comprehensive
performance of the drive motor system. The efficiency of the drive motor system is
generally tested on a single motor test bed. Based on the evaluation and expression
method of measurement uncertainty, this paper analyzes the error sources affecting
the system efficiency of electric vehicle drive motor, establishes the mathematical
model of system efficiency measurement uncertainty, and obtains the calculation
formula of system efficiency measurement uncertainty, the standard uncertainty and
the synthetic uncertainty of each component. The current and torque components are
sensitive to the uncertain results. Through the analysis of the test data, it is found
that the current and torque components are sensitive to the measurement uncertainty.
At the same speed, the uncertainty of measurement decreases with the increase of
torque.
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17.1 Introduction

With the shortage of oil energy and the worsening of environmental pollution, the
transmission of fuel vehicles has been unable to adapt to the development of the
automobile industry. The development of new energy vehicles, especially electric
vehicles is imminent. Driven by various national policies, the research of electric
vehicles has received more and more attention [1].

The drive motor system is the core component of the drive system of electric
vehicles. The drive motor system is usually composed of the drive motor and the
drive controller. The input power of the drive controller is DC. The efficiency of the
drive motor system will affect the range of the vehicle. The system efficiency test is
of great significance to evaluate the comprehensive performance of the drive motor
system [2, 3]. The system efficiency of the drive motor used in electric vehicles is
usually carried out on a singlemotor test bench.At present, the research on the system
efficiency of the drive motor used in electric vehicles is mostly about the theoretical
research on the influencing factors [4]. There are few studies on the accuracy and
uncertainty analysis of themeasurement efficiency of the system efficiency test bench
of the drive motor for electric vehicles.

As the test process will be affected by various conditions, all test data results
will have a certain deviation from the true value. Therefore, in order to increase
the relative effectiveness of measurement results, uncertainty analysis should be
added to the evaluation of measurement results [5, 6], which makes the measured
results more close to the true value. JJF 1059.1-2012 “Evaluation and expression of
measurement uncertainty,” the specification for analysis and evaluation of uncertainty
of measurement results, is an indispensable technical document for the analysis of
laboratory test data [7–9].

To test the electric car with a drive motor system, according to the JJF 1059.1-
2012 uncertainty analysis, explore the electric car with the efficiency of the drive
motor system dynamic measurement uncertainty evaluation theory and method,
analyzing influencing factors of uncertainty, the drive motor for electric vehicle
system efficiency is the accuracy of the measured results provide a reference.

17.2 Drive Motor System Efficiency Test Introduction

17.2.1 Introduction to the Test Bench

According to the structural characteristics of the drive motor system for electric
vehicles, the test bench adopts the structure controlled by a single motor, as shown
in Fig. 17.1. Wherein the dynamometer (Mo) analog drive motor (Mi) load, speed
measurement sensor, and torque sensor are used to collect speed (no) and torque signal
(To), the power analyzer (PA) measure the input voltage (Ui) of the drive controller
(C) and the current (I i). The control mode of the test bench adopts the dynamometer



17 Uncertainty Analysis of Efficiency Test … 175

Fig. 17.1 Drive motor test
bench for electric vehicles

Fig. 17.2 Schematic
diagram of test bench
structure

C

PA

noTo

DC

Mi Mo

Ui

Ii

motor as the speed mode and the driving motor under test as the torque mode. The
structure of the test bench is shown in Fig. 17.2, and the parameters of the test bench
are shown in Table 17.1.

17.2.2 Test Conditions and Requirements

Test according to GB/T 18,488.1-2015 “Drive motor system for electric vehicles
part 1: technical requirements” [10], GB/T 18,488.2-2015 “Drive motor systems
for electric vehicles—part 2: test methods [11], the test direction is forward, and
the test sample has been debugged and calibrated before testing. Three typical test
conditions, 3000 r/min speed, 24, 54, and 88 N m torque, were selected as the test
conditions for uncertainty analysis.
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Table 17.1 Test bench
parameters of automobile
drive motor system

Parameter The numerical

Maximum speed of drive motor (r/min) 15,000

Rated power of drive motor (kW) 250

Drive torque sensor T40B/500 N m

Accuracy of torque measurement ±0.05% FS

Accuracy of speed measurement ±1 r/min

Power analyzer WT1804E

Accuracy of voltage measurement ±0.2% FS

Accuracy of current measurement ±0.05% FS

High- and low-temperature environment
warehouse

−40 °C to +150 °C

17.2.3 Recording of Test Data

The test bench collects the speed, torque, and voltage and current signals measured
by the power meter at the output end, respectively, and the software automatically
records the data as test results within 0.5 s of the test bench.

17.3 Sources and Mathematical Models of Uncertainty

17.3.1 Source Factors of System Efficiency Uncertainty

Drive motor system efficiency test will be influenced by various factors, which cause
drive motor system efficiency measurements appear error source of main influencing
factors are: the output speed torque measurement repeatability error introduced,
speed accuracy error introduced by the torque sensor, speed torque error, introduced
resolution measurement repeatability error introduced by the voltage of the input
current, voltage, and current accuracy of the introduction of error, error of the voltage
current resolution introduced, the introduction of test temperature error, error of the
installation precision is introduced into, and so on. The temperature during the test
conforms to the requirements of GB/T 18,488.2-2015 standard, and the installation
of samples meets the design requirements. The test temperature and installation
accuracy can be ignored for the test results.
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17.3.2 Mathematical Model of System Efficiency

According to the characteristics of the structure of the drive motor system for electric
vehicles composed of drive motor and drive controller and the input power is DC,
the mathematical model for calculating the system efficiency is shown in formula
(17.1).

η = Pout
Pin

= 1000

9550
× Tono

Ui Ii
× 100% (17.1)

Type:

η System efficiency of the measured driving motor system, %;
Pout The output power of the driving motor system under test, kW;
Pin The input power of the driving motor system under test, kW;
T o Output torque, N m;
no Output speed, r/min;
U i Input voltage, V;
I i Input current: A.

17.4 Calculation of Synthetic Standard Uncertainty

According to JJF 1059.1-2012, each factor affecting the measurement will be trans-
ferred to thefinal result in its ownway. For this transfer, a correspondingmathematical
model must be established to find out the transfer factor so that the total uncertainty
of the final measurement result can be synthesized [12, 13].

System efficiency measurement model and uncertainty source factor analysis,
system efficiency measurement uncertainty input factors are Ui, I i, To, and no. The
uncertainty of each component is mainly derived from themeasurement repeatability
(Class A uncertainty), the accuracy of the sensor and the uncertainty introduced by
the resolution (Class B uncertainty). The standard uncertainty of each component is
calculated as shown in formula (17.2).

Udi=
√
U 2

d1 +U 2
d2 +U 2

d3 (17.2)

Type:

Udi Ui, I i, To, no standard uncertainty of each component;
Ud1 Class A uncertainty introduced by measurement repeatability;
Ud2 Class B uncertainty introduced by accuracy;
Ud3 Class B uncertainty introduced by resolution.

The components of each influencing factor are measured separately by their
respective sensors, so the synthetic standard uncertainty of system efficiency is
calculated as shown in formula (17.3).
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Uc =
√
c21U

2
Ui + c22U

2
I i + c23U

2
To + c24U

2
no (17.3)

Type:

c1–c4 Sensitivity coefficient of each component;
UU i Uncertainty introduced by component Ui;
UI i Uncertainty introduced by component I i;
UT o Uncertainty introduced by component To;
Uno Uncertainty introduced by component no.

17.5 Calculation of Standard Uncertainty of Each
Component

17.5.1 Test Data

The test data of the system efficiency at 3000 r/min speed and 24, 54 and 88 N m
torque are shown in Tables 17.2, 17.3 and 17.4.

17.5.2 Class A Uncertainty

The class A uncertainty caused by the measurement repeatability is calculated
according to the “Bessel formula” (17.4).

Table 17.2 Test data of low torque 24 N m

The serial number To (N, m) no (r/min) Ui (V) Ii (A) η (%)

1 24.888 3000.1 349.56 24.83 90.09

2 24.761 2999.8 349.48 24.77 89.86

3 24.761 2999.8 349.48 24.77 89.86

4 24.873 3000.4 349.46 24.87 89.91

5 24.873 3000.4 349.46 24.87 89.91

6 24.767 2999.8 349.52 24.77 89.85

7 24.767 2999.8 349.52 24.77 89.85

8 24.699 2999.8 349.48 24.73 89.75

9 24.699 2999.8 349.48 24.73 89.75

10 24.267 2999.6 349.53 24.3 89.73

On average 24.736 2999.93 349.50 24.74 89.86
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Table 17.3 Test data of middle torque 54 N m

The serial number To (N, m) no (r/min) Ui (V) I i (A) η (%)

1 55.202 2999.5 349.32 54.07 91.80

2 55.736 3000.5 349.44 54.55 91.87

3 55.163 2999.8 349.25 53.99 91.89

4 55.163 2999.8 349.25 53.99 91.89

5 55.110 3000.1 349.56 54.03 91.67

6 55.110 3000.1 349.56 54.03 91.67

7 55.479 3000.0 349.42 54.37 91.74

8 55.479 3000.0 349.42 54.37 91.74

9 55.652 2999.9 349.28 54.58 91.70

10 55.652 2999.9 349.28 54.58 91.70

On average 55.375 2999.96 349.38 54.26 91.77

Table 17.4 Test data of high torque 88 N m

The serial number To (N, m) no (r/min) Ui (V) Ii (A) η (%)

1 88.924 3000.0 349.21 86.24 92.76

2 88.710 2999.8 349.27 86.15 92.61

3 88.710 2999.8 349.27 86.15 92.61

4 88.978 3000.1 349.30 86.24 92.79

5 88.978 3000.1 349.30 86.24 92.79

6 88.891 3000.1 349.27 86.21 92.74

7 88.891 3000.1 349.27 86.21 92.74

8 88.839 3000.1 349.27 86.16 92.74

9 88.839 3000.1 349.27 86.16 92.74

10 88.747 2999.9 349.29 86.07 92.73

On average 88.851 3000.01 349.27 86.18 92.72

s(x) =
√√√√ 1

n − 1

n∑
i=1

(xi − x)2 (17.4)

The actual test value is continuously measured for 10 times. Therefore, the calcu-
lation of class A standard uncertainty of each influencing factor in each test group is
shown in formula (17.5), and the class A standard uncertainty of the three groups of
test results is shown in Table 17.5.

Ud1(x) = s(x)√
10

(17.5)
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Table 17.5 Class A uncertainty Ud1

Torque (N m) To (N, m) no (r/min) Ui (V) I i (A)

24 0.0564 0.0870 0.0105 0.0516

54 0.0793 0.0819 0.0379 0.0817

88 0.0319 0.0407 0.0080 0.0174

17.5.3 Influence of Class B Uncertainty

Uncertainty caused by sensor accuracy

According to Table 17.1 of test bench equipment parameters, the accuracy of torque
sensor is±0.05%FS, the accuracyof speed sensor is±1 r/min, the accuracyof voltage
measurement is ±0.2%FS, and the accuracy of current measurement is ±0.05%FS.
The uncertainty Ud2 of class B can be obtained according to the half width of uncer-
tainty and uniform distribution. The calculation is shown in formula (17.6), (17.7),
(17.8), and (17.9), and the B standard of the three groups of test results is uncertain
Ud2 see Table 17.6.

Ud2(Toi ) = Toi × 0.05%√
3

(17.6)

Ud2(noi ) = noi × 1√
3

(17.7)

Ud2(Uii ) = Uii × 0.2%√
3

(17.8)

Ud2(Iii ) = Iii × 0.2%√
3

(17.9)

Uncertainty caused by resolution

After the torque and speed signals are collected by the sensor and processed by the
test bench test software, the display resolution of the torque signal is 0.001 N m, the
speed signal is 0.1 r/min, the voltage display resolution is 0.01 V, and the current
display resolution is 0.01A. According to JJF 1059.1-2012, the uncertainty caused

Table 17.6 Class B uncertainty Ud2

Torque (N m) To (N, m) no (r/min) U i (V) I i (A)

24 0.0071 0.5774 0.4036 0.0071

54 0.0160 0.5774 0.4034 0.0157

88 0.0256 0.5774 0.4033 0.0249
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Table 17.7 Class B uncertainty Ud3

Torque (N m) To (N, m) no (r/min) U i (V) I i (A)

24 0.00029 0.0290 0.0029 0.0029

54 0.00029 0.0290 0.0029 0.0029

88 0.00029 0.0290 0.0029 0.0029

by instrument resolution is 0.29δ (δ is instrument resolution). The class B uncertainty
Ud3, the calculation is shown in formula (17.10), (17.11), (17.12), and (17.13), and
Table 17.7.

Ud3(Toi ) = 0.29 × 0.001 = 0.00029 (17.10)

Ud3(noi ) = 0.29 × 0.1 = 0.029 (17.11)

Ud3(Uii ) = 0.29 × 0.01 = 0.0029 (17.12)

Ud3(Iii ) = 0.29 × 0.01 = 0.0029 (17.13)

17.5.4 Synthesize the Standard Uncertainty Component

According to formula (17.2), the standard uncertainty calculation results of each
component of the test results of the three groups are shown in Table 17.8.

Table 17.8 Standard uncertainty of each component Ud

Torque (N m) To (N, m) no (r/min) U i (V) I i (A)

24 0.0569 0.5846 0.4037 0.0521

54 0.0809 0.5839 0.4052 0.0832

88 0.0409 0.5795 0.4034 0.0305
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Table 17.9 Sensitivity coefficient of each component

Torque (N m) c (UTo) c (Uno) c (UUi) c (UIi)

24 0.03633 0.00030 0.00257 0.03632

54 0.01657 0.00031 0.00263 0.01691

88 0.01044 0.00031 0.00265 0.01076

17.6 Synthesis Uncertainty Analysis and Extended
Uncertainty

17.6.1 Sensitivity Factor

The sensitivity coefficient is the function η with respect to To, no, Ui, and I i, the
coefficient of the partial derivative.Which is To, no,Ui, and I i, the degree of influence
on synthesis uncertainty Uc. The sensitivity coefficient of each input is calculated as
shown in formula (17.14)–(17.17), and the sensitivity coefficient of each component
of the three groups of test results is calculated as shown in Table 17.9.

c(UTo) = ∂(η)

∂UTo
= 1000

9550
× no

Ui Ii
(17.14)

c(Uno) = ∂(η)

∂Uno
= 1000

9550
× To

Ui Ii
(17.15)

c(UUi ) = ∂(η)

∂UUi
= −1000

9550
× Tono

U 2
i Ii

(17.16)

c(UIi ) = ∂(η)

∂UIi
= −1000

9550
× Tono

Ui I 2i
(17.17)

17.6.2 Composite Uncertainty

The combined standard uncertainty is calculated in formula (17.3), and the combined
uncertainty Uc of the three groups of test results is shown in Table 17.10.

Table 17.10 Synthesis
uncertainty Uc

Torque (N m) Uc (%)

24 0.29938

54 0.22232

88 0.12121
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Table 17.11 Extended
uncertainty U and test results

Torque (N m) U (%) System efficiency test results (%)

24 0.60 89.86 ± 0.60

54 0.44 91.77 ± 0.44

88 0.24 92.72 ± 0.24

17.6.3 Extended Uncertainty

The extended uncertainty U is derived from the resultant uncertainty Uc times the
inclusion factor k. Take the inclusion probabilityP= 95% and inclusion factor k = 2,
then the extended uncertainty is shown in formula (17.16). The extended uncertainty
U of the three groups of system efficiency test results and the system efficiency
test results are shown in Table 17.11, and the calculated results are revised to about
0.01%.

U = k ×Uc = 2Uc (17.18)

17.6.4 Analysis of Factors Affecting Uncertainty

According to the calculation formula and calculation results of the sensitivity coeffi-
cient, it can be seen that, under the three torques, I i and To, the influence on the uncer-
tain results is most sensitive, followed byUi, no the sensitivity to uncertain results is
the lowest. Therefore, the accuracy of current measurement and torque measurement
should be improved as far as possible to reduce the impact of uncertainty on the
measurement results.

It can be seen from the test results of the extended uncertainty under the three
torques that the measurement uncertainty decreases gradually with the increase of
the torque at the same test speed (3000 r/min).

17.7 Summary

According to the evaluation and expression method of measurement uncertainty,
the influence sources of system efficiency error of electric vehicle drive motor are
analyzed, and the mathematical model of system efficiency measurement uncer-
tainty is established. According to the mathematical model, the calculation formula
of the measurement uncertainty of system efficiency and the standard uncertainty
and synthetic uncertainty of each component are derived. The main factors affecting
the uncertain input of system efficiency measurement are To, no, Ui, and I i. The
uncertainty of each component is mainly derived from sensor repeatability, sensor
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accuracy, and resolution. The calculation results of the sensitivity coefficient show
that the current and torque components are highly sensitive to the uncertain results.
According to the final calculation results of uncertainty, it is found that the measure-
ment uncertainty of the system efficiency test of the driving motor system becomes
smaller with the increase of torque at the same speed.
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Chapter 18
Fluorescence Characteristics of DAST
in Methanol Solutions

Yuanting Feng, Xiangdong Xu, Jinrong Liu, Minghui Xu, Junjie Hu,
Ke Xiong, and Xiaomeng Cheng

Abstract As an important optical material, 4-N,N-Dimethylamino-4′-N ′-methyl-
stilbazolium tosylate (DAST) is applied widely, but the effects of its concentration
in a solution on the fluorescence remain unclear. To investigate this, DASTmethanol
solutions with various DAST concentrations were prepared and measured. Results
reveal that blue-shifted fluorescence peaks and enhanced fluorescence intensity were
observed when the DAST concentration was increased from 3.12 to 12.5 µM. But
interestingly, thefluorescencepeak red-shifts and thefluorescence intensity decreases
when the DAST concentration was further increased from 12.5 to 250µM, due to the
aggregation of DAST molecules. Beyond 250 µM, both peak position and intensity
almost remained unchanged.

18.1 Introduction

In the past decades, fluorescence has been applied widely in biomedical imaging [1],
bioengineering [2], food and environmental detection [3], etc. So, the fluorescent
materials have attracted extensive attention [1–4]. Compared with inorganic mate-
rials, organic materials show the advantages of higher biocompatibility, adjusta-
bility of properties by organic functional groups, and broader spectral responses.
Of all organic nonlinear optical (NLO) materials, 4-N,N-dimethylamino-4′′-N′′-
methyl-stilbazolium tosylate (DAST) occupies an important position, owing to its
high electro-optic coefficient, large nonlinear coefficients, and fast optical nonlinear
response [5–7]. The chemical structure of DAST is shown in Fig. 18.1. There is yet
another optical characteristic of DAST, i.e., its fluorescence, requires further explo-
ration. The facts that the absorption spectrum of DAST covers the entire range of
visible light and its emission band mainly locates at the wavelength of 550–750 nm
[8] suggest great potential applications of DAST in environmental, medical, and
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Fig. 18.1 The chemical
structure of DAST

biological applications. However, to the best of our knowledge, the fluorescence
properties of DAST at different concentrations are still unclear.

In this work, we present the measurement results of the fluorescence proper-
ties of DAST solutions. Particularly, the fluorescence properties of DAST methanol
solutions with various DAST concentrations, ranging from a highly diluted state
(3.12 µM) to a high concentration state (833 µM), were investigated.

18.2 Experiments

First, DAST powers were synthesized, puried, and characterized according to the
processes previously described [9]. Then, the stock solution with the DAST concen-
tration of 1250 µM was prepared by adding appropriate amount of DAST powders
to methanol solvent, followed by ultrasonic treatment for 30 min. After that, the
stock solution was diluted with methanol to 833 µM. Furthermore, DAST solu-
tions with various DAST molarities of 250, 125, 83.3, 50, 25, 12.5, 6.25, 3.12 µM,
were similarly prepared. The optical properties of the as-prepared DAST solutions
were measured by a fluorescence spectrometer (Hitachi FL-4600) and an UV–vis
spectrophotometer (UV-2600).

18.3 Results and Discussion

Figure 18.2 displays the fluorescence emission spectra of various DAST methanol
solutions with the excitation wavelength of 480 nm. When the DAST concentra-
tion was 3.12 µM, the solution emitted a peak at about 605 nm. When the DAST
concentration was increased, only one fluorescence peak was similarly measured,
but notably, both the position and intensity of the fluorescence peak changed. To
better reflect such changes, the fluorescence peak wavelength and the intensity as a
function of the DAST concentration were plotted in Fig. 18.3a and b, respectively.
One can see that below 12.5 µM, the fluorescence peak blue-shifted and the inten-
sity increased as the DAST concentration increased (Fig. 18.3a). Rather differently,
weakened intensity and red-shift of the fluorescence peak were observed when the
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Fig. 18.2 Fluorescence emission spectra of DAST solutions with different DAST concentrations

Fig. 18.3 a Fluorescence peak wavelength, and b fluorescence intensity as a function of the DAST
concentration

DAST molarity was further increases from 12.5 to 250 µM. Beyond 250 µM, both
the peak position and intensity almost remained unchanged, indicating weak effects
of the DAST concentration on the fluorescence properties in this case.We expect that
this spectral feature might be attributed to the molecule aggregation at high DAST
concentration (>12.5µM), as observed by Zehentbauer et al. in Rhodamine 6G [10].

To verify our expectation that both the changes of the wavelength and inten-
sity of the fluorescence peak are significantly affected by the molecule aggregation,
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UV–vis absorption spectra of the DAST methanol solutions with different DAST
concentrations weremeasured, which results are shown in Fig. 18.4.When theDAST
concentration was below 12.5 µM, one absorption band with a peak at about 476 nm

(b) 

(a) 

Fig. 18.4 UV–vis absorption spectra of DAST solutions a with different DAST concentrations, b
magnified spectra of the solutions with 12.5, 25, and 50 µM DAST concentration
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was measured. In this case, the Lambert–Beer law [11] works, indicating that the
DASTmolecules in such solution are non-aggregated.With the increase of theDAST
concentration, the absorption increased and the full width at half-maximum (FWHM)
broadened, as displayed in Fig. 18.4a. When the DAST concentration was increased
to 50 µM, two shoulders centered at 418 and 501 nm were measured (Fig. 18.4a),
in which one shoulder showing a blue-shifted absorption compared to the monomer
absorption band is H aggregates, while the other showing a red-shifted absorption is
attributed to J aggregates [12]. Both of such two aggregations will lead to weakened
or quenched fluorescence [12]. In addition, the absorption remains strong in the range
of 530–575 nm due to the spectral broadening, and particularly, this absorption peak
is overlapped with the emission peak (530–730 nm) of DAST solution (Fig. 18.2).
Such partial overlapping of these two spectra leads to reabsorption [13] in this case.
This suggests that the reabsorption effect is another origin for inducing the decrease
of the intensity and red-shift of the fluorescence peak. As comparison, Fig. 18.4b
shows the absorption spectra of DAST solutions at the DAST concentrations of 12.5,
25, and 50 µM. When the DAST concentration was higher than 25 µM, aggrega-
tion of the DAST molecules occurs, thus leading to the decrease of the fluorescence
intensity (Fig. 18.3b), as indicated by Fig. 18.3b. This phenomenon confirms that
the change of the fluorescence peak is attributed to the molecule aggregation, as we
expected. This work not only points out the relationship between the fluorescence
properties of DAST solutions at various DAST concentration but also discloses the
mechanism for the changes of both the wavelength and intensity of the fluoresence
peak.
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18.4 Conclusions

In summary, the effects of DAST concentration on both the fluorescence and UV–
vis absorption spectra were investigated. At low DAST concentrations, ranging from
3.12 to 12.5 µM, most DAST molecules are isolated from each other; hence, the
fluorescence intensity enhances with the increase of the DASTmolality, and only one
absorption peak at around 476 nm appears in this case.With the increase of theDAST
concentration,weobserved both red-shift and blue-shift of the absorption peak, due to
J aggregates and H aggregates, respectively. The DASTmolecule aggregation causes
the reduced fluorescence intensity and reabsorption. Therefore, stronger fluorescence
signals can be measured from the methanol solutions with low DAST concentrations
(<12.5 µM). The results presented in this work are helpful for optimizing the DAST
concentration for enhancing or weakening the fluorescence signals for academic
research or practical applications.
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Chapter 19
Research on Deflection Quality
Assessment of Assembly Car Body Based
on Deflection Measurement
and Improved Principal Component
Analysis Method

Jiafu Cai, Guixiong Liu, Baitian Ouyang, and Fushen Cai

Abstract In order to solve the problem of low manufacturing efficiency of the
assembly car body, the importance of deflectionmeasurement and quality assessment
for the assembly car body was emphasized. Based on the laser displacement sensor,
the deflection of each control point was measured with high precision. The deflection
quality of the assembly car body was assessed with the deflection parameters of each
control point as the assessment index. The deflection quality assessment method of
the assembly car body based on the Improved Principal Component Analysis (IPCA)
method was proposed. The IPCA method was used to assess ten sets of car body
deflection data measured with high precision. The results showed that this method
can effectively assess the deflection quality of assembly car body and will have a
guiding role in the production of assembly car body.

19.1 Introduction

The deflection of the assembly car body is an important structural performance
index in the manufacturing process of the assembly car body of rail transit vehicles
[1]. To ensure the normal operation of the assembly car body, it is necessary that
the finished assembly car body has a certain upper deflection [2]. The deflection
quality of the assembly car body would include the information of multiple deflec-
tion control points on the assembly car body, and the information of multiple control
points will cause problems such as complicated calculation and difficult analysis.
A reasonable assessment of the deflection quality for the assembly car body would
reflect the advantages or disadvantages of the assembly car body manufacturing. At
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present, many research scholars at home and abroad have proposed many assess-
ment methods, such as Analytic Hierarchy Process (AHP), Fuzzy Comprehensive
Appraisal (FCA) method, Principal Component Analysis (PCA) method, grey deci-
sion method, and so on [3–5]. Hu et al. (2018) studied the seismic disaster risk
assessment method of hydraulic fracturing area, based on the AHP and FCA, using
seismic activity frequency, magnitude frequency coefficient to assess the earthquake
risk. The results showed that the assessment method can effectively distinguish the
earthquake risk [6]. Shi et al. (2017) built a wind power utilization level assessment
index system based on improved analytic hierarchy process (IAHP) and FCA. The
wind resource characteristics, wind turbine type, and wind turbine utilization rate
were seen as assessment indicators. However, the study only selected one wind farm,
so the generality of the model could not be verified [7]. Liu et al. (2020) established
a drill bit selection model based on the IPCA. The test showed that the drill bit selec-
tion model adopted the IPCA had the advantages of data dimensionality reduction
[8]. Qian et al. (2016) established an FCA model of water quality based on PCA
and FCA. The result showed that the FCA model of water quality based on PCA
can fully consider each assessment. The interaction between factors can effectively
assess the quality of groundwater [9]. Based on the idea of assessment method, this
paper studied the deflection quality assessment method of assembly car body based
on the IPCA. Through the assessment and analysis of the deflection measurement
data and the adjustment force data index of each control point on the assembly car
body, the comprehensive assessment results of car body deflection were given. The
result had a guiding role in the production and manufacturing of the assembly car
body.

19.2 Design for Quality Assessment of Assembly Car Body

In the manufacturing process of the assembly car body, the points at the end, middle,
and support points on the edge beams of the car body are seen as the deflection
control points. When the deflection of control points is within the qualified range,
the overall deflection quality of the assembly car body is qualified. It is necessary to
measure and adjust the deflection of control points on assembly car body for many
times, resulting in low efficiency of the assembly car body manufacturing. In order
to promote the development of assembly car body manufacturing, it is necessary to
assess the deflection quality of the assembly car body. Through the quality assessment
of the assembly car body, the direction of the assembly car bodymanufacturingwould
be guided. In this paper, the deflection measurement data and the adjustment force
data of each control point on the assembly car body were seen as quality assessment
index. The deflection measurement data of each control point was obtained by the
laser displacement sensor, and the adjustment force data of each control point was
calculated by finite element simulation analysis method.



19 Research on Deflection Quality Assessment … 195

19.3 Assessment Method of Deflection Quality for Car Body

19.3.1 Obtainment of the Deflection Parameters of Each
Control Point

The deflection data was obtained by deflection measurement at the positions of
deflection control points on the edge beams of the assembly car body. Figure 19.1 is
a schematic diagram of the deflection control points of the assembly car body. The
deflection data was measured by a high-precision laser displacement sensor. The
measurement mechanism of the laser displacement sensor was shown in Fig. 19.2.
The laser beam emitted from the laser spot was projected onto the surface of the
measured object. The laser beam was received by the receiving lens at an angle after
diffuse reflection and would form a light spot on the surface of the photosensitive
element. The light spot position would change with the distance of the measured
object changing, so the distance between the measured object and laser displace-
ment sensor could be measured. The reference distance and measurement range of
the laser dis-placement sensor could be determined according to the position range of
the light spot. The laser displacement sensor had high accuracy in distance measure-
ment, which could be used to measure the deflection of each control point of the
assembly car body. In this paper, the HG-C 1400 laser displacement sensor was
selected for deflection measurement and the measurement accuracy of deflection
control point deflection could reach up to 0.3 mm. The deflection measurement data
was transmitted to the computer through analog-to-digital conversion technology
and wireless sensing technology. Suppose the deflection measurement data of each
control point of the assembly car body was ωa(a ∈ [1, 10])). The adjustment force
data of each control point was calculated by the finite element simulation analysis
method and the adjustment force data of each control point of the assembly car body
was set as Fa .

Fig. 19.1 A schematic
diagram of the deflection
control points of the
assembly car body

C6
C7

C8
C9

C10

C1 C2
C3

C4
C5

Fig. 19.2 Measurement
mechanism of the laser
displacement sensor
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19.3.2 Improved Principal Component Analysis Method

This paper used the deflection measurement data and the quality of the adjustment
force of each control point as the assessment index, to assess the overall deflection
quality of the assembly car body. PCA could eliminate the influence of the correlation
between the assessment indicators and could clarify the relationship between the
variables while minimizing the loss of the original main information [10, 11].

The steps of the traditional principal component analysis method were as follows:

➀ Performing the same trend transformation on the assessment index data matrix
X (X is a matrix ofm×n). The larger the assessment index data value, the worse
the deflection quality of the car body.

➁ Standardizing the same-trendmatrix to eliminate the influence of the dimensions
between different indicators and obtaining the standardized processing matrix
as Z = (zi j )m×n .

➂ Calculating the correlation coefficient matrix R = (ri j )n×n of matrix Z .
➃ Solving out the correlation coefficient matrix, achieving n eigenvalues λ1 ≥

λ2 ≥ · · · ≥ λn ≥ 0, and the corresponding orthogonalized unit eigenvector was
t1, t2, · · · , tn , where tk = (t1k, t2k, · · · , tnk)T.

➄ Calculating the expression of the variance contribution rate αk and cumulative
variance contribution rate γk of the principal component Yk .

According to γK ≥ 0.90, the first K index variables was taken as the principal
components and the variance contribution rate of each principal component was
taken as the weight, then the comprehensive score of the sample score was

score = α1Y1 + α2Y2 + · · · + αKYK (19.1)

The traditional PCA converted more correlation indicators into fewer irrelevant
indicators. However, the traditional PCA would lose the difference information of
the variation degree of each assessment index when the data was standardized and
the variance contribution rate used to determine the weight relationship of each index
to the sample, was highly subjective [12]. Therefore, this paper adopted IPCA by
improving the data standardization process on PCA.

In step ➁, choosing a dimensionless method that can better retain the indicator
information and improving the standardized processing formula as shown in (19.2):

zi j = xi j/

√
√
√
√

p
∑

i=1

x2
i j

(19.2)

In step ➄, the entropy weight method was used to determine the scoring weight
of each indicator [13]. The entropy method was an objective weighting method that
determined the weight according to the information passed to the decision-maker by
each indicator. The steps for weighting principal component in PCAwere as follows:
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➀ Forming a new matrix by the scores of each sample under principal component
and the new matrix was standardized by translating the data, so the scores in
the matrix were all greater than 0. The new matrix was Y ′ = (y′

ik)m×K , where
y′
ik represented the score of the i-th sample under the k-th principal component
index.

➁ Calculating the proportion pik of the score of the i-th sample under the k-th
principal component index:

pik = y′
ik/

m
∑

i=1

y′
ik (19.3)

➂ Calculating the entropy ek of the k-th principal component index:

ek = − 1

lnm

m
∑

i=1

pik ln pik (19.4)

➃ Calculating the weight α′
k of the principal component index of item k:

α′
k = (1 − ek)/

n
∑

k=1

(1 − ek) (19.5)

➄ The score of the i-th sample under the entropy method was score′
i :

score′
i =

n
∑

k=1

α′
k pik (19.6)

19.4 Example of Deflection Quality Assessment
of Assembly Vehicle Body

In order to verify the feasibility of the method, the deflection quality of the assembly
car body was assessed, using the deflection parameters in the actual manufacturing
process of the car body. Table 19.1 was the deflection measurement data of each
control point of the assembly car body andTable 19.2was the adjustment force data of
each control point calculated by the finite element simulation analysis. The qualified
data of deflection was set as (−3.0, 0.0, 13.0, 0.0,−3.0,−3.0, 0.0, 13.0, 0.0,−3.0)
and the adjustment error of each point was set as ±0.1.

Combining with the data in Tables 19.1 and 19.2, the IPCA was used for assess-
ment. Table 19.3 listed the eigenvalues, variance contribution rate, and cumulative
variance contribution rate corresponding of each principal component.
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Table 19.1 Table of deflection measurement data of each control point

Deflection measurement data of each deflection control point ωa (mm)

Car body number C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

1 −6.2 −2.3 8.5 −1.8 −7.3 −6.6 −3.0 8.8 −2.8 −6.7

2 −4.9 −1.2 13.6 −1.5 −5.2 −4.4 −1.5 12.1 −1.5 −5.0

3 −2.1 2.2 12.8 −0.5 −4.5 −3.5 1.2 11.6 −0.3 −2.9

4 −2.8 −0.3 12.5 −0.5 −3.4 −2.9 −0.3 13.4 −0.2 −3.2

5 −5.3 1.2 12.0 2.2 −4.3 −4.9 1.8 9.5 −0.3 −6.3

6 −5.4 −1.1 7.6 −2.4 −7.2 −5.2 0.0 14.6 2.3 −3.1

7 −2.9 0.2 12.4 −0.1 −3.0 −2.8 0.0 12.9 −0.2 −3.0

8 −5.2 0.0 14.3 −1.2 −6.0 −3.6 1.1 13.8 1.3 −4.7

9 −6.5 −3.0 8.4 −2.6 −7.2 −4.6 −0.7 7.5 0.4 −6.6

10 −3.2 2.0 9.2 −0.8 −4.8 −2.8 0.6 10.0 −0.9 −4.4

According to the principle of γK ≥ 0.90, the first k index variables were taken as
the principal components and the principal components Y1, Y2, Y3, Y4, and Y5 were
taken as the principal component indexes to construct the matrix Y ′.

The entropy method was used to weight the index and the table of compar-
ison of comprehensive assessment result was shown in Table 19.4. The higher the
comprehensive score, the worse the deflection quality of the car body.

According to the table of comparison of the comprehensive assessment results, it
could be seen that the deflection quality of the fourth and seventh groups of assembly
car body was better. It reflected that the deflection of the two groups of assembly car
body was closer to the qualified deflection data in actual manufacturing and it was
easier to adjust to the qualified range of deflection of the assembly car body. The
deflection quality of the fifth and ninth group assembly car body was worse. Through
the assessment of multiple sets of assembly car body deflection data, the deflection
quality of the assembly car body was better when score′ ≤ 0.060.

19.5 Conclusion

(1) In view of the low manufacturing efficiency of the assembly car body, the
importance of the quality assessment of the deflection of the assembly car body
was emphasized. The deflection quality assessment method of the assembly
car body was proposed. The laser displacement sensor was used to measure the
deflection of each control point of the assembly car body with high precision
and the adjustment force data of each control point of the assembly car body
was calculated.

(2) In this paper, the assessment process of the PCA was analyzed, the shortcom-
ings of the principal component analysis method were improved. By using the
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Table 19.3 Table of eigenvalues, variance contribution rate, and cumulative variance contribution
rate of each principal component

Principal
component Yk

Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9

Eigenvalues λk 9.21 4.25 2.35 1.37 1.27 1.04 0.34 0.13 0.02

Variance
contribution rate
αk /%

46.06 21.25 11.77 6.85 6.37 5.22 1.71 0.67 0.10

Cumulative
variance
contribution rate
γk /%

46.06 67.31 79.08 85.93 92.30 97.52 99.23 99.90 100.00

Table 19.4 Table of comparison of comprehensive assessment results

Car body number 1 2 3 4 5 6 7 8 9 10

Comprehensive score 0.131 0.089 0.084 0.056 0.148 0.092 0.050 0.090 0.156 0.103

Rank 8 4 3 2 9 6 1 5 10 7

entropy method to realize the weighting of the assessment index weight, the
objective weighting of the index weight was realized and the method was used
in the assessment of the deflection quality for the assembly car body.

(3) The method of deflection quality assessment for the assembly car body was
verified. The deflection quality of the assembly car body was assessed with the
deflection parameters at each deflection control point in the actual manufac-
turing process. The deflection parameters were seen as the assessment index.
The results showed that the deflection quality assessment method of assembly
car body based on the IPCA could better realize the deflection quality assess-
ment of the assembly car body, which had a guiding role in the production of
the assembly car body.
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Chapter 20
Random-Optimal Differential Evolution
Neural Network Model for Inverse
Calculation of Demolition Robot

Jianzhong Huang, Yuwan Cen, Yimo Zong, and Jiahan Bao

Abstract For the inverse calculation of laser-guided autonomous positioning of
the demolition robot, a direct mapping model of laser measurement to the driving
space of the joint hydraulic cylinder is established by using artificial neural network
(ANN) so as to avoid the inverse calculation accuracy depending on the parame-
ters and the accuracy of calibration. In order to improve the convergence rate of
the differential evolution (DE) optimizing ANN, a new random-optimal differential
evolution (RODE) is proposed to improve the balance of the evolutionary population
exploring and exploiting process. Simulation results show that the RODE can signif-
icantly improve the convergence speed and maintain good optimization stability
and the output precision of optimized inverse calculation ANN can meet the global
positioning control requirements of the demolition manipulator.

20.1 Introduction

Demolition robot is a kind of special engineeringmachinery equipped with hydraulic
serial manipulator and hydraulic crushing hammer, which can complete the breaking
task in a harsh environment. At present, the demolition robot has no autonomy and
programmed movement ability [1]. The manual operation and positioning efficiency
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of the demolition manipulator is low. Therefore, it is necessary to make the manip-
ulator autonomous positioning in order to improve the positioning speed and accu-
racy. In response to this research goal, we have established a set of laser-guided
autonomous positioning system of the demolition manipulator.

The joints of demolition manipulator are driven by the hydraulic cylinder. There-
fore, in order to realize the laser-guided autonomous positioning control of themanip-
ulator, it is first necessary to establish the inverse calculation model from the three-
dimensional laser measurement space to the hydraulic cylinder driving space of the
manipulator joint.

The accuracy of inverse calculation simultaneously depends on the accuracy of
the redundant inverse kinematic solution of the manipulator and the calibration of
the conversion relationship between the measurement system and the robot system.
It contains nonlinear characteristics, large geometric parameter errors, and complex
calculation process, so it is difficult to obtain effective inverse calculation result.

The artificial neural network (ANN) has global nonlinear mapping characteris-
tics and does not need to establish physical model [2]. The ANN can be adopted
to describe the direct mapping relationship between the three-dimensional laser
measurement space and the driving space of the joint hydraulic cylinder. The ANN
model converts the inverse calculation into the training process of neural network
weights, which avoid the calibration of spatial transformation relationship, equation
derivation, and numerical pathological problems.

Only by training ANN weight set effectively we can obtain a mapping model
that meets engineering requirements. In robot engineering, the BP neural network is
more used to solve computational problems [3–5]. The weight optimization of ANN
belongs to a high-dimensional real parameter optimization problem. The BP neural
network has the disadvantages of low learning efficiency, slow convergence speed,
and easy to fall into local minima. It is an effective method to employ intelligent
algorithm to optimize ANN weight set [6]. For instance, Köker et al. [7] combined
the simulated annealing (SA) algorithm with ANN to solve the inverse kinematic
problem of PUMA560; Köker et al. [8] also combined genetic algorithm (GA) and
ANN to form a genetic evolutionary neural network to solve the inverse kinematics
problem of 6DOF Stanford robot; Kinoshita et al. [9] combined particle swarm
optimization (PSO) with ANN for estimation of inverse model. It is also found that
SA belongs to a greedy algorithm with increased randomness, so the convergence
speed is slow. As a classical evolutionary algorithm, GA has the disadvantages of
premature population and easy to fall into local optimization [10]. PSO algorithm
is a successful random optimization algorithm, but it is also easy to fall into local
extremum [11].

As a new evolutionary algorithm, differential evolution (DE) has the advantages
of adaptive global search, simple parameter setting, easy execution, and so on. It has
certain advantages in the optimization of ANN weight set [12, 13]. However, the
convergence speed of DE algorithm is slow [14].

To solve this problem, this paper proposes a random-optimal differential evolu-
tion (RODE) algorithm, that is, the random variation basis vector and the optimal
variation basis vector are alternately used in the optimization process. This RODE



20 Random-Optimal Differential Evolution Neural Network … 205

algorithm can speed up DE convergence while ensuring optimization stability. The
RODE is adopted to optimize the inverse calculation ANN model of demolition
robot, and verify the effectiveness of the optimized inverse calculation ANN model
in the positioning control of the manipulator.

20.2 Inverse Calculation Neural Network Modeling
of Laser-Guided Positioning of Demolition
Manipulator

This section first introduces the laser-guided autonomous positioning control system
of the breaking manipulator. Based on the analysis of the inverse calculation process
of manipulator autonomous positioning, an ANN global mapping model for the
inverse calculation of demolition robot is established.

20.2.1 Laser-Guided Autonomous Positioning Control
System of Demolition Manipulator

The laser-guided positioning control system of the demolition robot is shown in the
Fig. 20.1.

As shown in the figure above, the demolition robot is equipped with a 4DOF
(Degree of Freedom) hydraulic serial manipulator. We installed computer system on
the demolition robot platform.Magnetostrictive sensor is built-in each joint hydraulic
cylinder tomeasure displacement, and the displacement resolution can reach 0.1mm.
Moreover, electro-hydraulic proportional valve controlled cylinder systemof the joint
adopts closed-loop precise control mode.

A set of three-dimensional laser ranging system is designed and installed on the
robot rotary platform. The system is constructed by two-dimensional digital pan–tilt
platform and laser rangefinder. The laser ranging system is installed in the manner
that the coordinate axis of the measuring coordinate system O-XYZ is parallel to the
coordinate axis of the manipulator base coordinate system O-X ′Y ′Z ′ (Fig. 20.2).

20.2.2 Basic Principle of Inverse Calculation of Demolition
Robot

The mapping relationship between the three-dimensional laser measurement points
and the joint driving value of the manipulator is deduced, and the complexity of
the inverse calculation process of the laser-guided positioning of the manipulator is
analyzed.
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Fig. 20.1 Laser-guided positioning control system for demolition manipulator

Fig. 20.2 Position relationship between three-dimensional laser ranging system and manipulator

Forward kinematics modeling of demolition manipulator

The structural diagram of 4DOF hydraulic series manipulator assembled by the
demolition robot is as follows (Fig. 20.3).

The working space of the demolition manipulator is a plane space X′O′Z′. P ∈
X′O′Z′ represents the position vector from the origin of the base coordinate system
to the end endpoint of the manipulator. The forward kinematics equation of the end
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Fig. 20.3 Structure diagram of manipulator of demolition robot

position vector P = [x′ z′]T can be obtained as follows:

⎧
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(20.1)

It can be seen from the above equation that the joint angle value q constitutes the
four-dimensional joint angle space C4 of the manipulator, and the end position P ∈
W2 of the manipulator can be uniquely determined by each joint angle q ∈ C4 [15].

Conversion calculation between target point and laser measured value

The laser measurement system outputs a three-dimensional vector value (r, θ, ϕ)T

∈ M3. It can be seen from Fig. 20.2 that, by operating the pan–tilt platform of the
laser ranging system to rotate and pitch, the laser beam can be adjusted to measure
the target point in the working space X′O′Z′ of the manipulator. The conversion
relationship between laser measurement value (r, θ, ϕ)T and target point coordinate
value (x′, z′)T is shown in the following equation:

⎧
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where r is the laser ranging value, θ is the tilt angle value of pan–tilt platform, ϕ is
the horizontal angle value of pan–tilt platform, and [�x, �y, �z]T is the translation
vector between the measurement space coordinate system and the manipulator base
coordinate system.

Inverse calculation equation of laser-guided positioning of manipulator

Based on (20.1) and (20.2), the inverse calculation equation for laser-guided
positioning of manipulator can be obtained.

⎧
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(20.3)

According to the above equation, after the laser beam selects the target point to
obtain the measurement vector (r, θ, ϕ)T , first convert the laser measurement value
into the joint angle value vector q, that is, realize the mapping from the measurement
space M3 to the joint angle space C4, as follows:

M3 → C4 (20.4)

It can be seen from Fig. 20.3 that the angle qi of each joint of the hydraulic serial
manipulator is actually determined by the stroke value Li of the cylinder, that is, the
joint angle q needs to be converted into the position control parameter L of the actual
movement of the hydraulic cylinder, as shown in the following equation:

Li = Fi (qi ) i = 1, 2, 3, 4 (20.5)

Equation (20.5) describes the nonlinear mapping relationship from joint angle
space C4 to hydraulic cylinder drive space L4, as follows:

C4 → L4 (20.6)

Analysis of inverse calculation of laser-guided positioning of manipulator

Referring to (20.3) and (20.5), the followingdifficulties exist in the inverse calculation
of the autonomous positioning of the manipulator:

Equation group (20.3) is a nonlinear underdetermined equation groupwith infinite
solutions. The related solutions often have problems such as no closed solution,
complex calculation process and slow solution speed.

The translation vector [Δx, Δy, Δz]T between O-XYZ and O-X′Y′Z′ must be
calibrated.
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The demolition robot has errors in the connecting rod parameters a1, a2, a3, and
a4 of (20.3), which brings calculation errors for the inverse calculation.

It can be seen from (20.4) that the geometric parameter error of the mechanism
will also affect the calculation error of C4 → L4.

It is essential to get accurate translation vector [Δx, Δy, Δz]T and connecting
rod parameter values to obtain accurate inverse calculation solutions. This must
adopt professional equipment for measurement, modeling and calculation, and the
calibration process is cumbersome [16].

In summary, it is difficult to obtain the closed solution for the inverse calculation of
the laser-guided positioning of the demolition manipulator. There are many factors
that produce calculation errors and rely on the calibration of external measuring
equipment.

20.2.3 ANN Modeling for Inverse Calculation of Demolition
Robot

Based on the mapping relations (20.4) and (20.6), the inverse calculation process is
simplified into a direct mapping relationship, as shown in the following equation:

f (p) : M3 → L4 (20.7)

In robot engineering, multilayer feedforward neural network is an effective
method to establish a global mapping model covering the robot workspace 2.
Research shows that as long as the number of hidden layer neurons is enough, the
single hidden layer feedforward neural network can ensure the ability to describe
complex continuous mapping relationships [17]. A hidden layer multilayer feedfor-
ward neural network is employed to describe the nonlinear mapping relationship
represented by (20.7) to simplify the inverse calculation process of the demolition
robot. The inverse calculation ANN modeling is shown in the Fig. 20.4.

The input layer of the ANNmodel is three-dimensional laser measurement vector
m, and the output layer is four-dimensional vector L of the joint cylinder stroke.

20.3 Differential Evolution Neural Network

On the basis of introducing the basic principles of differential evolution (DE), aiming
at the weight optimization of the inverse calculation ANN, the coding design of the
differential evolution neural network and the derivation of the fitness value equation
are completed. Finally, the convergence problem of DE optimizing ANN is analyzed
in detail.
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Fig. 20.4 ANN mapping model for inverse calculation of demolition robot

20.3.1 Differential Evolution

The basic principle of DE is as follows [18, 19]:

Differential evolution population

The operation object of DE algorithm is continuous space vector individuals. The
t-generation evolutionary population Px(t) of DE is composed of Np target vectors
xi(t), and xi(t) is composed of d-dimensional real number coding, as shown in the
following equation:

xi (t) = x j,i (t), j = 1, . . . , Do (20.8)

Evolutionary population initialization

Generation 0 population is randomly generated in the weight decision space, and its
initialization result is as follows:

x j,i (0) = rand j (0, 1) · (bU − bL) + bL (20.9)

where bL and bU are lower and upper bounds of the optimization space, respectively.

Variation operator

The most important operator of DE is the differential mutation operator. It adds
a scalable and randomly selected vector difference component to a basis vector
xbasic,r0(t) to generate the variation vector vi(t).

vi (t) = xbasic,r0(t) + F · (xr1(t) − xr2(t)) (20.10)
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The value of the vector index should satisfy i �= r0 �= r1 �= r2 in each variation
operation.

Crossover operator

The test vector ui(t) is generated in the form of exponent (bin), as shown in the
following equation:

u j,i (t) =
{

v j,i (t), rand j (0, 1) ≤ Cror j = jrand ,
x j,i (t), else.

(20.11)

where the crossover rate Cr is set to a real number between 0.9 and 1.

Repairing operator

The operator is used for vector individual constraints.

v j,i (t) =
{
min

{
Uj , 2L j − v j,i (t)

}
, i f vi, j (t) < L j

max
{
L j , 2Uj − v j,i (t)

}
, i f vi, j (t) > Uj

(20.12)

Selection operator

Based on a one-to-one greedy selection mechanism,

xi (t + 1) =
{
ui (t), f (ui (t)) ≤ f (xi (t))

xi (t), else
(20.13)

where f (ui(t) is the fitness value of the test vector and f (xi(t) is the fitness value of
the target vector.

20.3.2 Principles of Differential Evolution Neural Network

DE is adopted to optimize the weight of the laser-guided positioning ANN model of
the demolition manipulator to construct a differential evolution neural network and
carry out the design of evolutionary individual coding and the derivation of fitness
function.

Evolutionary individual coding

In the research of evolutionary neural network, evolutionary coding refers to how to
describe the connectionweight of the neural network for the evolutionary algorithm to
search in the corresponding solution space. Theoperation object ofDE is a continuous
space real number vector. The neural network weight is directly combined into a real
value vector to express chromosomes, see the Fig. 20.5.
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Fig. 20.5 Coding and decoding of differential evolution neural network

Dimension calculation of ANN weight space

Based on Fig. 20.5, the dimensional calculation of the ANN weight optimization
space is shown in the following equation:

D = (M + 1) × N + (N + 1) × L (20.14)

Fitness function of differential evolution individual

In the calculation of the evolutionary neural network, the mean square error of
the neural network target output and the actual output is used as the fitness of the
evolutionary individual and the network parameters are adjusted by the algorithm to
minimize the mean square error as follows:

f i ti = 1

Q

Q∑

q=1

L∑

k=1

⎛

⎝tk − f2{wouk, 0 +
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j=1

wouk, j · f1[win j, 0 +
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(win j, i · ri )]}
⎞

⎠

2

(20.15)

where Q is the total number of training samples.
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20.3.3 Analysis of Convergence Process of Differential
Evolution

The effect of selection of the differential variation basis vector on the convergence
process of evolutionary population is analyzed. Aiming at the problem of slow
convergence of DE, a random-optimal differential evolution (RBDE) is proposed
for optimizing inverse calculation neural network model.

Differential variation strategy

The performance of theDE ismainly determined by its evolution strategy and control
parameters.Among them, the evolution strategy ismainly determinedby the selection
method of the variation basis vector. In the DE, the variation basis vector randomly
selects the vector individual xrand(t) of the population, see the following equation:

vi (t) = xrand(t) + F · (xr1(t) − xr2(t)) (20.16)

In order to improve the convergence speed of differential evolution, the researchers
also proposed that the variation basis vector adopts the optimal vector individual
xbest(t) in the population as follows:

vi (t) = xbest (t) + F · (xr1(t) − xr2(t)) (20.17)

In the following, the DE that adopt random variation basis vector is referred to as
DE_RAND, corresponding to which the DE using optimal basis vector is referred
to as DE_BEST. Relevant studies show that the two evolutionary strategies have a
significant impact on population convergence, among which DE_RAND is helpful
to maintain population diversity, but the convergence speed is slow. On the contrary,
DE_BEST usually speeds up the convergence speed of the population and reduces
the possibility of stagnation, but it is easy to converge locally and reduce the success
rate of the algorithm [19].

Population average distance

The population average distance (PAD) can reflect the convergence state of the evolu-
tionary population, that is, the diversity of the population. The average distance
between the individual and the population center of gravity is calculated in (20.18)
and (20.19).

x(t) = 1

Np

Np∑

i=1

xi (t) (20.18)

dave(t) = 1

Np

Np∑

i=1

‖xi (t) − x(t)‖ (20.19)
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Fig. 20.6 Convergence process of differential evolution strategy

The population of evolutionary algorithm is distributed in a large space at the
initial stage. With the iteration of the algorithm, the difference between individuals
of the population gradually decreases, and its average distance gradually decreases
to a small value, indicating that the population converges to an extreme point.

Comparative study on convergence process of differential evolution strategies

DE_RAND and DE_BEST are used to optimize the inverse calculation of the ANN
model. The comparison of the convergence process is shown in the Fig. 20.6:

The following conclusions can be drawn from the analysis of the above figure:
The PAD of DE_RAND decreases very slowly, and the effective convergence of

the population cannot be achieved in the high-dimensional real number space, and
the search efficiency is low.

In contrast, DE_BEST is significantly better than the DE_RAND algorithm in
convergence speed, but the population diversity is rapidly reduced in the early stage
of optimization, which affects the global search.

The variation basis vector selection strategy of differential variation operation
plays a leading role in the convergence speed of the differential evolution population.

20.3.4 Random-Optimal Differential Evolution Neural
Networks

This section presents random-optimal differential evolution (RODE), which balances
the exploration and exploitation process of DE population, and adopts RODE algo-
rithm to optimize the inverse calculation of the ANN model of the demolition
robot.
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Random-optimal difference variation operator

Aiming at the problems of DE, in order to speed up the convergence speed of
DE, while maintaining the global search ability of DE, combine the advantages
of the DE_RAND and DE_BEST variation strategies in the convergence process,
and propose a new random-optimal differential mutation operator.

Based on (20.16) and (20.17), RODE alternately uses random basis vector and
optimal basis vector for variation operation, see the following equation:

vi (t) =
{
xrand(t) + F · (xr1(t) − xr2(t)), t% 2 == 0

xbest (t) + F · (xr1(t) − xr2(t)), t% 2 == 1
(20.20)

It can be seen from the above equation that the random-optimal difference
variation operator does not increase the complexity of DE variation operation.

Algorithm flow of RODE optimizing inverse calculation ANN
The specific steps of using RODE algorithm to optimize the inverse calculation

of the ANN model are as follows:
Step 1: Set the numberN of neurons in themiddle layer of ANN and themaximum

number of iterationsGmax, and calculate theweight space dimensionD by the (20.14).
Step 2: Use (20.9) to initialize the population to form the target vector group;
Step 3: (20.20) and (20.11) are used to perform vector variation and crossover

operations, and (20.12) is used to constrain the boundary of the variation vector to
generate test vector group.

Step 4: Input the training sample set of the demolition robot, and employ (20.15)
to calculate the fitness value f (xi(t)) of the target vector and the fitness value f (ui(t))
of the test vector.

Step 5: Based on the individual fitness value, use the selection (20.13) to complete
the selection operation and produce the individual xi(t + 1) of the new target vector
group.

Step 6: Judge whether the maximum number of iterations Gmax or the optimized
fitness value accuracy requirement is reached, if the evolution requirement is met,
the algorithm flow is ended. Otherwise, the calculations from Step 3 to Step 6 are
performed again.

Analysis of convergence process of random-optimal differential evolution

The RODE algorithm is used to optimize the inverse calculation ANN model, and
the convergence process of evolutionary population is shown in the Fig. 20.7.

Analysis of the above figure shows that:
Compared with DE_RAND, RODE significantly accelerates the convergence

speed of DE.
Compared with the DE_BEST strategy, RODE slows down the convergence speed

in the early stage of optimization, but the convergence speed exceeds DE_BEST in
the later stage of optimization. At the end of optimization, RODE has converged to
the extreme point.
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Fig. 20.7 Convergence process of random-optimal differential evolution

Analyzing the convergence process of RODE shows that it achieves the goal
of slowing population convergence first and then fast population convergence.
Comparing two evolutionary strategies of DE_RAND and DE_BEST, it better
balances the exploration and exploitation process of the evolutionary population.

20.4 Algorithm Simulation Experiment
of Random-Optimal Differential Evolution Inverse
Computational Neural Network

This section first analyses the performance of RODE in the optimization of neural
network weight based on algorithm simulation experiments, and then verifies the
effectiveness of the inverse calculation neural network model of the demolition robot
optimized by RODE.

20.4.1 The Training Samples of Inverse Calculation ANN

The training data example of the ANN mapping model for the inverse calculation of
the laser-guided positioning control of the demolition robot is shown in the following
Table 20.1.

In the above table, the voltage value is the output value of the joint cylinder
displacement sensor, which is proportional to the cylinder stroke.
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20.4.2 Comparative Analysis of the Results of Optimizing
Inverse Calculation ANN

In the inverse calculation ANN optimization simulation experiment, the DE popula-
tion size Np is set to 200, the weight range is [−15, 15], the number of hidden layer
neurons is set to 15, and 500 sets of data are employed as training samples.

In order to verify the algorithm stability and optimization accuracy of the RODE,
the fitness value results output by RODE, DE_RAND and DE_BEST optimizing
inverse calculation ANN are compared and analysed. In addition, genetic algorithm
(GA) and particle swarm optimization (PSO) are adopted to optimize the inverse
calculation ANN to further prove the calculation performance of RODE.

Each optimization method is set to run 20 times, and the maximum iteration
number is 5000 generations. The optimization results of various algorithms are shown
in Table 20.2.

Analysis of the above table shows that:
The standard deviation of DE_RAND is large, and the average value of the

optimization results is the lowest. This is because its convergence speed is too
slow, and it does not converge and output the optimized solutionwithin a limited
number of iterations.

Theaverage value ofRODEoutput is better thanDE_BEST, and the standard
deviation is the lowest, indicating that the new RODE has good optimization
stability.

GA is slightly better than DE_RAND in the inverse calculation of the ANN
model optimization, and the optimization performance is lower thanDE_BEST,
PSO, and RODE.

In conclusion, the RODE not only significantly accelerates the convergence speed
of the DE, but alsomaintains the stability of the algorithm, which embodies the stable
optimization performance in the optimization of the neural network.

Table 20.2 Comparison of fitness values of optimizing inverse calculation ANN

Serial number Algorithm
name

Optimal
fitness value

Worst fitness
value

Average value
of fitness value

Standard
deviation of
fitness value

1 DE_RAND 1.72 × 10–3 1.54 × 10–2 7.51 × 10–3 3.30 × 10–3

2 DE_BEST 8.76 × 10–4 1.06 × 10–3 9.93 × 10–4 5.29 × 10–5

3 RODE 8.24 × 10–4 8.81 × 10–4 8.50 × 10–4 1.36 × 10–5

4 GA 1.00 × 10–3 2.67 × 10–3 1.28 × 10–3 2.18 × 10–3

5 PSO 9.88 × 10–4 1.50 × 10–3 1.02 × 10–3 7.02 × 10–4
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20.4.3 Verification of Calculation Results of Inverse
Calculation ANN

In order to verify the effectiveness of the RODE inverse calculation ANN algorithm,
150 sets of verification samples in the workspace of the manipulator are collected.
Input these data into the optimized ANN model, and calculate the stroke of the joint
cylinder corresponding to the target points of laser measuring.

Analysis of calculation results of joint cylinder stroke

The measured value of cylinder stroke corresponding to the target point is compared
with the calculated value, as shown in the Table 20.3.

For 150 verification samples, it can be seen fromTable 20.4 that the average values
of the difference between the measured and calculated strokes of 4 joint cylinders
are 5.01 mm, 4.97 mm, 3.86 mm and 4.76 mm, respectively.

End error analysis of stroke calculation value of joint cylinder

Based on the forward kinematics mapping (20.1), the measured value and calculated
value of the joint cylinder stroke are converted into the end point positions (Xk , Yk)M

and (Xk , Yk)C of the manipulator respectively, and the error value of both is Enddiff,
see below (Fig. 20.8).

As can be observed in Fig. 20.9, the average value of the calculated difference
of the manipulator end position is 2.35 cm. As a kind of construction machinery,
the drill rod diameter of the end hydraulic hammer of the demolition robot is 4 cm.
Therefore, for the inverse calculation ANN mapping model is obtained by RODE
offline optimization, its calculation accuracy can meet the calculation requirements
for the precise positioning of largemanipulators in practical engineering applications.

20.5 Conclusion

In order to realize the autonomous positioning of manipulator, a laser-guided
autonomous positioning control system of demolition robot is constructed. Aiming
at the inverse calculation of autonomous positioning, an ANN global mappingmodel
is established to simplify the inverse calculation process of laser-guided autonomous
positioning of demolition manipulator.

Aiming at the hyperparameter optimization problem of the inverse calculation
of the ANN model weight set, DE is used to optimize the ANN weights. In order
to speed up the convergence of DE, a new random-optimal differential evolution
(RODE) is proposed. Convergence research shows that RODEcan not only accelerate
the convergence speed of De but also better balance the exploration and exploitation
process of DE optimization.
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Table 20.4 The average of the calculated difference of the joint cylinder stroke of the verified
sample

Parameter name Calculated difference of cylinder

Cylinder 1 Cylinder 2 Cylinder 3 Cylinder 3

Minimum value 1.83 1.89 1.05 0.52

Maximum value 6.95 7.91 5.98 5.58

Average value 5.01 4.97 3.86 4.76

Fig. 20.8 Schematic diagram of calculation difference of manipulator end position

Fig. 20.9 Calculation error of manipulator end position
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The algorithm simulation experiment proves that the output accuracy of the opti-
mized inverse calculation ANN meets the positioning requirements of the demoli-
tion manipulator. The inverse calculation method of the hydraulic manipulator based
on the ANN global nonlinear mapping model can provide a reference scheme for
autonomous positioning control of other large engineering manipulators.
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Chapter 21
Analysis and Performance Evaluation
on Mechanical Property of Nuclear
Pump Liquid Annular Seals

Li Song, XiaoHui Luo, and Can Zhao

Abstract The stability performance of nuclear pump liquid annular seal was
impacted by the parameters including the operating factors and other mechanical
factors. The liquid annular which used in nuclear power station was taken as one
analysis part, the technical method and model of six degrees of freedom were intro-
duced to explain the dynamic influence on seal during the gravity impact load station.
The tested data including liquid seal force and pressure parameter with the change
of time was analyzed. The relationship of the factors such as sealing clearance,
liquid viscosity, and pumps speed was investigated as well. From the research, it
can be found that maximum pressure and seal force was repaid rising and descend
quickly subsequently. If pumps sealing clearance was increased, the parameter of
sealing force and pressure will be increased as well. If the pump liquid viscosity
was increased, the parameter of displacement in axis direction and sealing pressure
will be decreased as well. In addition, it can be see that pumps speed factor has
no relationship with the parameter of sealing force in gravity direction and sealing
pressure.

21.1 Introduction

Themechanical seals were played amajor role in the pumps, especially in the nuclear
power station. The annular seal was regarding as the core component, it can eliminate
and restrict the leakage. Convention components structure of pumps annual seal
were installed in the middle between pumps annular seal parts and inter-stage seal
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parts [1]. Much studies and tests had been carried and completed in the field of
the annular seal parts as deep as hydraulic dynamic analysis. The pumps rotor and
seal parts shall suffer huge impact force. Many scholars including Ma Jin Kui, Rao,
TICHY, Li Zhen, etc., had studied related test and research about the performance
characteristics and condition of seal fluids once suffering transient impact force [2,
3]. For instance, the scholars named Ma Jin Kui had get the relationship and formula
on the parameter of thinnest oil film thickness, maximum pressure of film, and axial
direction pressure of the pumps under different pulse. The scholars named Rao had
get the parameter and curve of rotor in the condition of critical speed by analyzing,
and the characteristic of dynamic response in shock condition was summarized as
well. The scholars named TICHY has studied deeply on the detail standard how the
impact load and load in horizon direction will influence axial trajectory of pumps.
The resonance performance of pump annular bearing in various load was studied by
Li Zhen. Yan Et team had summarized and build the conclusion and Jeffcott rotor
model on fluid analysis of pumps seal component with computer software [4].

To get the further performance and characters of nuclear pumps annual seal
[5], this paper will introduce the dynamic response characteristic of pump annular.
Factors including seal force, structure clearance, rotor speed, and film pressure will
be investigated and discussed.

21.2 Analysis Element

The common structure of pump liquid annular can see Fig. 21.1, the simplified
analysis structure and model can see Fig. 21.2.

The detail dynamic formula of annular seal is as follows.

Fig. 21.1 The common
structure of pump liquid
annular [6]
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Fig. 21.2 The simplified
mechanical diagram
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Sealing rotor

M
··
x = Fx + Qx

M
··
y = Fy + Qy + Mg

The parameter of horizontal acceleration at pump rotor center is expressed as
··
x ;

the parameter of vertical acceleration at pump rotor center is expressed as
··
y; The

parameter of sealing force in vertical direction is expressed as Fy; the parameter
of impact load in horizontal direction is expressed as Qx; the parameter of impact
load in vertical direction is expressed as Qy; the parameter of pump rotor mass and
gravitational acceleration are expressed as M and g, respectively. In order to get the
further solution for above equation, individual parameter of axial position need to be
breakdown as follows:

·
x(τ + �τ) = ·

x(τ ) + ··
x(τ )�τ

·
y(τ + �τ) = ·

y(τ ) + ··
y(τ )�τ

x(τ + �τ) = x(τ ) + ·
x(τ + �τ)�τ

y(τ + �τ) = y(τ ) + ·
y(τ + �τ)�τ

In above equation, the parameter of time step is expressed as �τ ; the parameter
of total time is expressed as τ . The equation will be periodic and stop till the time is
terminated.

21.3 Calculation and Simulation

From the simulation model build by software, the parameters were set as below
(Table 21.1).
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Table 21.1 Parameter of
simulation

Parameter Value (mm) Parameter Value

Sealing radius gap 0.25 Rotor mass 25 kg

Sealing length 50 Rotor speed 3000 r/min

From previous investigation, the seal pressure difference is not distinct caused by
transient impact load, therefore, this factor was ignored in this paper. The element
model of structure and grid detail can be seen in Figs. 21.3 and 21.4. After meshing
the model via hexahedron element, there are around 1.7 million elements in totally.
With the turbulence simulation condition, setting the wall surface to be adiabatic
boundaries [7, 8], after calculation, it can be seen that the inlet and outlet pressure is
about 0.18 and 0.12 MPa.

Fig. 21.3 The simulation
model of sealing

Fig. 21.4 Grid element of
annular sealing
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21.3.1 Influence of the Annular Sealing Radius

To simulate the different radius parameter of sealing including 0.10, 0.20, and
0.30mm, the analyzed curve and result which can be seen in Figs. 21.5, 21.6, 21.7 and
21.8. From the result, it can be summarized that when radius parameter is larger, the
sealing trajectory in axis direction, seal pressure in horizontal direction and gravity
direction are rising andmaximum sealing pressure in horizontal and gravity direction
will be rising as well. In addition, once the radius parameter is larger, the transient
impact will be rising simultaneously.

Fig. 21.5 Simulation on
different sealing radius

Fig. 21.6 Simulation result
of horizontal pressure
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Fig. 21.7 Simulation result
of sealing pressure in gravity
direction

Fig. 21.8 Simulation result
on parameter of maximum
sealing force

21.3.2 Influence of the Annular Sealing Fluid Viscosity

In order to get the influence of different fluid viscosities for annular sealing, different
fluid viscosity conditions including 0.002, 0.020, and 0.080 Pa s are analyzed by
computer; the analyzed curve and result which can Fbe seen in Figs. 21.9, 21.10,
21.11 and 21.12. From the result, it can be summarized that when the fluid viscosity
is rising, the displacement value in axial direction will reduce, and the sealing force
in horizon direction and gravity direction will reduce as well. In addition, once the
radius parameter is larger, the transient impact of force will be rising simultaneously
[9].

21.3.3 Influence of the Annular Sealing Rotor Speed

In order to get the influence of different sealing rotor speeds for annular sealing,
different speed conditions including 1500, 3500, and 5500 r/min are analyzed by
computer; the analyzed curve and result which can be seen in Figs. 21.13, 21.14,
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Fig. 21.9 Simulation result
of axial displacement

Fig. 21.10 Simulation result
of sealing pressure in
horizontal direction

Fig. 21.11 Simulation result
of sealing pressure in gravity
direction
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Fig. 21.12 Simulation result
of maximum sealing force

Fig. 21.13 Simulation result
of axial displacement

Fig. 21.14 Simulation result
of sealing pressure in
horizontal direction

21.15 and 21.16. From the result, it can be summarized that when the sealing speed
is rising, the displacement value in axial direction will be reduced, while the force
in gravity direction is not line with the change of speed, it will almost be stable.
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Fig. 21.15 Simulation result
of sealing pressure in gravity
direction

Fig. 21.16 Simulation result
of maximum sealing force

Meanwhile, the impact value of annular sealing under different speeds seems to have
not changed although time is last [10].
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21.4 Conclusion

This paper analyzed and summarized different parameters’ influence on sealing
performance and characteristic via simulation, and the parameters are including
sealing clearance, fluid viscosity, and sealing rotor speed. From the simulation result,
it can be seen that the sealing pressure will rise rapidly and then decline subsequently.
When radius parameter is larger, the sealing trajectory in axis direction, seal pressure
in horizontal direction and gravity direction are rising andmaximum sealing pressure
in horizontal and gravity directions will be rising as well. When the fluid viscosity is
rising, the displacement value in axial direction will reduce, and the sealing force in
horizon direction and gravity direction will reduce as well. Regarding the parameter
of rotor speed, the simulation result has proven that there will be no obvious influence
on sealing force and pressure.
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Chapter 22
Research on Eddy Current Inspection
Test for Defects of Aluminum Alloy∏
-Type Components in High-Speed

Train Car Body

YanDe Li, XueZhi Zhang, and Kai Song

Abstract Taking the aluminumalloy
∏
-type complex components as the test object,

a special multi-channel eddy current detection probe was developed to realize the
detection of multiple parts of a single probe. It was carried out that engineering
detection experiments and the effect of lift-off height on detection signals under the
same detection parameters. The results show that the attenuation of the detection
signal amplitude and the deflection of the lift-off signal phase are linearly related to
the increase of the lift-off height. It greatly shortens the time required for inspection,
saves the cost of removing surface coating and re-covering the coating.

22.1 Introduction

During the operation of rail vehicles, the aluminum alloy
∏
-type complex compo-

nents are subjected to varying degrees of alternating loads due to the suspension of
other large equipment. Long-term fatigue stress is very easy to initiate cracks. Once
the cracks grow rapidly, it is very easy to cause unpredictable damage [1]. In recent
years, various inspection methods have been used at home and abroad to conduct a
lot of research on the inspection of aluminum alloy components [2, 3]. But they have
not achieved large-area in situ inspection of components, which is inconvenient to
apply in the engineering maintenance stage.

Multi-channel eddy current testing has the advantages of fast response speed,
large effective scanning area, and high detection sensitivity, etc. [4, 5]. It can realize
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efficient detection of key parts of aluminum alloy and make effective judgments on
cracks or corrosion pits due to fatigue damage [6, 7]. In this paper, a special multi-
channel eddy current detection probe is developed for

∏
-type complex components,

artificial grooves are made to simulate cracks in key parts of the components, engi-
neering inspections are carried out, the suspected defects are re-inspected through
penetration testing, and the lift-off height is studied to test the results. Finally, the
linear relationship between the lift-off height and the amplitude and phase of the
detection signal is obtained.

22.2 Principle of Multi-channel Eddy Current Testing

Eddy current testing uses the principle of electromagnetic induction to induce an
eddy current field in a conductive material in an alternating magnetic field. The eddy
current penetration depth formula is given as

Jδ

J
= e−x

√
π f μσ (22.1)

where J represents the eddy current density on the surface of the workpiece; f repre-
sents the frequency of the test coil (Hz); δ represents the electrical conductivity
(S/m); Jδ represents the eddy current density in the workpiece at a depth of δ from
the surface; μ represents the permeability of the vacuum; if the inspected workpiece
is a ferromagnetic material, μ represents the relative permeability; δ represents the
penetration depth (in m). It can be seen from the above formula that the eddy current
intensity is different at different depths. Therefore, the lift-off height will affect the
eddy current detection, which leads to a change in the impedance of the detection
coil, causing a defect signal characteristic in the detection signal.

Multi-channel eddy current testing adopts time-division multiplexing technology.
Through transmission at different times, the signals of each channel do not overlap
each other on the time axis, so that a single communication terminal can transmit
multiple signals, which enables different signals to be transmitted at different times.
A transmission line realizes the transmission of multiple data channels, as shown in
Fig. 22.1.

22.3 Experiment Method

22.3.1 Test Materials

The aluminum alloy
∏
-type artificial groove comparison sample was designed and

manufactured, and the specimen is shown in Fig. 22.2. The parameters of manual
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Fig. 22.1 Time division
multiplexing

Switch Direc on

GenerateControl bits
000 000

Control bits

Fig. 22.2 Physical drawing
of test block

notch are 5 mm × 0.2 mm × 0.2 mm (length × width × depth), which are located
in the R angle area and the plane area, respectively. The five defects simulate the
possible flaws in different key parts of the actual component in service, as shown in
Fig. 22.3.

22.3.2 Design and Manufacture of Probe

For the aluminum alloy components, a special multi-channel eddy current detection
probe was developed. The probe shell is a rectangular plastic steel with rounded
corners. The rounded corners can fit well with the R corner of the specimen. The
probe contact end has four eddy current coil positioning holes, the eddy current coil
is placed in the positioning hole. There is an opening on the back of the rectangular
plastic steel, and the time-sharing chip circuit is placed in the opening at the front
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(a) Defects 1 and 2 (a) Defects 3and 4 (c) Defects5

Fig. 22.3 The diagram of defect

end of the probe shell. The terminal of the eddy current coil is connected to the
time-sharing circuit, and the probe is shown in Fig. 22.4.

22.3.3 Test Verification

The test frequency is set to a single variable, the test frequency is adjusted to 50–
400 kHz, and the channel 4 of the four-channel eddy current test probe is used to scan
the defect 5 of the comparison sample. The actual fitting effect of the probe is shown
in Fig. 22.5. We have ensured uniform speed to avoid amplitude variation caused
by different scanning speed. Adjust the lift-off signal to the horizontal direction and
record the change in the amplitude of the detection signal. The detection result is
shown in Fig. 22.6.

It can be seen from Fig. 22.6: when the frequency is 50–200 kHz, the vertical
component of the defect impedance graph increaseswith the increase in the excitation
frequency; when the frequency is 200–400 kHz, the vertical component of the defect
signal decreases with the increase in the excitation frequency, and its distribution is
normally distributed. It can be seen that the detection sensitivity is highest when the
frequency is 200 kHz, so the four-channel eddy current detection probe selects the
best frequency 200 kHz for scanning. The results of scanning using this frequency are
shown in Fig. 22.7. The presence of cracks causes the conductivity around the area to
change. The conductivity changes the eddy current changes in the test block, directly
changing the amplitude and phase of the detection signal, forming a non-horizontal
direction sudden changes in the detection signal. On the one hand, the change in
electrical conductivity causes the voltage of the detection coil in the detection probe
to change; on the other hand, the penetration depth of eddy current detection also
changes with the change in electrical conductivity.
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Fig. 22.4 The diagram of
detection probe

(a) front view (b) Left view (c) Top view

(d) Fitting diagram

Fig. 22.5 The actual fitting
effect of the probe
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Fig. 22.6 Defect detection
effect at different frequencies
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Fig. 22.7 The detection
signal of reference block

22.4 Testing and Research

22.4.1 The Effect of Lift-Off Height on Detection Signal

In actual engineering inspection research, there are often coatings on the surface of
the workpiece to protect the workpiece. Performing all paint stripping operations on
the inspected workpiece will greatly increase the workload. The lift-off heights of the
detection probes at different inspection positions are different, which will directly
affects the phase of the lift-off signal.

In order to study the effect of lift-off height on the detection signal, the same
defect was scanned at different lift-off heights. Use the channel 4 at the plane of the
detection probe to scan the manual groove 5 with the parameter of 5 mm × 0.2 mm
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× 0.2 mm (length × width × depth) on the R-type aluminum alloy test block at
different lift-off heights. The surface is covered with different layers of Teflon tape
to simulate different heights of lift-off. The single layer thickness of Teflon tape is
0.12 mm. When the Teflon tape is not attached to the detection surface of the probe,
set the lift-off signal to the horizontal direction, and gradually increase the number
of Teflon layers, keeping the detection parameters constant and the scanning speed
constant, analyze the amplitude and phase change characteristics of the detection
signal, and the detection result is shown in Fig. 22.8.

It can be seen from Fig. 22.8 that, as the lift-off height increases, the phase of the
lift-off signal deviates, and the amplitude of the defect signal decreases accordingly.
Continue to increase the lift-off height, and use the probe close to the sample surface
to detect the signal amplitude and phase as the reference base point. Continue to
increase the lift-off height until the lift-off height is 1.2 mm.

It can be seen that with the increase of the lift-off distance, the phase change of
the detection signal is much smaller than the change of the lift-off signal phase.

(a) Lifting height is 0 mm

(b) Lifting height is 0.12 mm (c) Lifting height is 0.48 mm

Fig. 22.8 Detection signal at different lift-off heights
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Fig. 22.9 Detecting signal amplitude and phase at different lift-off heights

From Fig. 22.9, for the change of lift-off height, the linear relationship between
defect signal amplitude and lift-off height is y = −86.7x + 120.4 and its fitting
factor is 0.97933. The linear relationship between the lift-off signal phase deflection
angle and the lift-off distance is y = 44.6x + 6.7 and its fitting factor is 0.95723. The
larger the phase deflection angle of the lift-off signal, the smaller the phase difference
between the defect signal and the lift-off signal. As the lift-off height increases, the
rate of decrease in the amplitude of the defect signal is greater than that of the phase
difference between the defect signal and the lift-off signal.

22.4.2 Engineering Application

Using the special eddy current detection probe developed for aluminum alloy
∏
-

type components to carry out engineering application test research. In the engineering
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inspection, the upper surface of the aluminum alloy
∏
-type component has a protec-

tive coating on the surface of the workpiece, with a thickness of 200–250 µm, as
shown in Fig. 22.10,

When inspecting the inspection workpiece, a suspected defect signal was found
at the left corner R of the component as shown in Fig. 22.11. There are suspected
defect signals in all four channels. In order to verify the detection results, penetrant
inspection is carried out on the left corner R. First, we polished the paint with steel
brush and sandpaper, then cleaned the polished area with cleaning agent, wiped the

Fig. 22.10 The upper
surface coating

Fig. 22.11 Left R angle
eddy current test
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Fig. 22.12 Penetration test
result

Crack
Pit

penetrant in the suspected area in one direction with cotton cloth, and finally sprayed
the developer for observation. The test result is shown in Fig. 22.12. The results
show that there is a crack in this place, which is consistent with the eddy current test
results.

22.5 Conclusion

This paper develops a special multi-channel eddy current detection probe for
∏
-type

complex components, studies the effect of lift-off distance on the detection signal,
and carries out engineering detection experiments. The following conclusions are
obtained:

(1) The dedicated four-channel eddy current detection probe has been developed.
The arrangement of each channel is suitable for both the R-angle area and
the plane area, realizing the detection of multiple parts of a single probe. The
optimization of the test parameters carried out enables the defect detection to
have a better detection signal-to-noise ratio.

(2) The relationship between the lift-off distance and the detection signal is
explored through experiments and it is concluded that as the lift-off distance
increases, the rate of decrease in the amplitude of the defect signal is greater
than that of the phase angle difference between the defect signal and the lift-off
signal.
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(3) In the engineering test and research, the four-channel eddy current detection
probe has a good detection effect on the fatigue defects of the workpiece and
the penetration test re-inspection is consistent with the eddy current test results.
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China (NO: 51865033), for which the authors are grateful.
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Chapter 23
A Simple Fire Extinguishing
Demonstration System Based
on Single-Chip Micyoco

Haiyin Qing, Yanbao Wu, Changjun Wu, and Haoyu Song

Abstract The systemuses STC89C52microcontroller as themain control chip,with
infrared transmission and infrared reception as the transmission device, in order to
achieve the powder and flame of the fire extinguisher sprayed to simulate, reproduce
the fire extinguishing step. The system makes full use of the principle of “sound,
light, and electricity”, greatly restores the real fire drill scene, through the use of fire
extinguishers, the real reproduction of the fire extinguishing process, to achieve the
purpose of fire extinguishing drills. This not only reduces energy consumption but
also improves presentation efficiency. If it can be widely used, it will be an indis-
pensable tool in fire propaganda departments, schools, enterprises and institutions,
government agencies, social organizations, the research and development of this
project will bring people a lot of conveniences, if the whole society generally uses
this product, it can improve the efficiency of personnel and social safety.

23.1 Introduction

Fire Protection Law of the People’s Republic of China, as amended by the Fifth
Meeting of the Standing Committee of the Eleventh National People’s Congress,
The society has set off a round of learning the new fire law upsurge, various forms
of fire law publicity and implementation activities have been carried out in various
places. The construction of legal system of fire control is an important link to carry
out fire control work in an all-round way. In order to cooperate in full swing now
hereby stable cross activities, theMinistry of Education jointly theMinistry of Public
Security issued a 28 ministries file Fire safety management regulations of colleges
and universities, May 1, 2009 and clearly requires colleges and universities should
carry out fire control safety education and training, to strengthen the fire drill and
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Fig. 23.1 Flow chart of the system

improve the fire safety of staff and students consciousness and save your survival
skills. Because of the limitation of funds and foreign exchange, fire training in most
colleges and universities is mainly confined to a variety of simple fire extinguishing
drills based on fire equipment and familiar with the campus consumption equipment
for all kinds of fire extinguishers, namely the basis of commonly used, which include
dry powder fire extinguishers, CO2 fire extinguisher and foam fire extinguisher,
fire demonstration mainly is to use some open flame or smoke simulation, using
different fire extinguishers to put out the fire. In this process, although the teachers
and students can learn some basic fire common sense, to be familiar with a number of
fire equipment, but as a result of the training itself is set spraying and fire extinguisher
itself out of the dust to the campus and the whole social environment more than heavy
pollution of the premise, developed a set of simulated fire demo system ideawas born.

The concept of fire extinguishing the demo system is introduced; the systemmakes
full use of the principle of sound and light, greatly reducing the real fire drill scenario,
through the use of fire extinguishers, recreating the extinguishing process, to achieve
the purpose of fire drill. Such not only reduced the energy consumption and improve
the efficiency of the demo system concept, which is shown in Fig. 23.1.

23.2 Product Design

The software part of the system consists of the transmitter and the receiving control.
Transmitter is mainly used to continuously send infrared signals and LEDwhite light
to the receiver. The receiving control terminal is mainly used to receive infrared and
white light signals sent by the transmitter. The signal is analyzed and processed by
the single-chip microcomputer to judge the fire extinguisher scanning flame. After
the fire extinguishing is completed, the system enters the standby state and broadcasts
the voice “the fire extinguishing has been completed”.

The hardware part of the system consists of the transmitter and the receiving
control. The transmitting end is mainly composed of infrared transmitting tube and
strong light LED lamp. The receiving control end is mainly composed of infrared
receivingmodule, photosensitive resistor sensormodule, audiomodule, flame control
module, and so on. At the same time, the STC89C52 single-chip microcomputer is
used as the main control chip.
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23.3 System Composition

At present, SCM is a powerful assistant for developers and an indispensable tool
in practical application. It is widely used in various fields [1]. As an important
representative of embedded systems, it plays an important role in the development
of electronic technology [2].

The maximum operating clock frequency of the STC89C52 single-chip micro-
computer is 80 MHz, the sheet contains 4 K Bytes of ROM, the device is compatible
with the standard MCS-51 instruction system and 80 C51 pin structure. A universal
8-bit CPU and an ISP Flash memory unit are integrated into the chip, Cooperate
with PC end control program can download program into the single-chip computer,
So you don’t have to buy a universal programmer, And faster than the editor [3].
STC89C52 MCU pin diagram is shown in Fig. 23.2.

Because the system needs to simulate the sound of the flame, we use the MP3
decoding chip to store the audio file and select the corresponding audio file directly
from the single-chip computer instruction [4].

MY2480-16P is a small micro-integrated voice module developed by Shenzhen
Maiyou Technology Co. Ltd. Using MY2480-24TS MP3 main control chip, support
MP3, WAV format double decoding, module maximum support 16 MB FLASH can
also be connected to the U disk or USB data line computer to replace FLASH audio
files. This module built-in 3 W power amplifier can directly drive 3 W horns, which
is more convenient to use.

Simulated flame box: black oak box with 75 * 20 * 45 CM, Internal emptying, A
groove of 75 CM * 5 CM on the front. Two threads with a distance difference of 70
CM are drilled from the groove 3 CM, and then the two sides are left with a gap of

Fig. 23.2 STC89C52
single-chip microcomputer
pin diagram
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5–5 and a platform with a width of 4 CM is placed at a height of 6 CM above the gap.
The specific components of the simulated flame box are: (1) rotating motor, rotating
motion when electrified; (2) electronic carbon strips, made up of wooden blocks, and
light transmission; (3) fire system, from the silver-plated reflector projection to the
reflective screen formed; (4) LED light, XML-T6L2U2; model (5) infrared receiver,
type VS1838B bandwidth 2–5 kHz; (6) flat glass, GB4871-3mm;model; (7) wooden
boxes, the model is 75/20/45.

The infrared receiver is one of the most commonly used electronic components
in electronic equipment. According to its transmission function, it can be divided
into pulse type and level type. The level infrared receiver outputs a continuous low
(or high) level when receiving a millisecond infrared pulse signal, which is easy
to receive and process, but its transmission distance is limited. The pulse infrared
receiver only responds to the arrival of the carrier signal in milliseconds. Therefore,
the use of pulse infrared receiving control as a long-distance, output continuous pulse
signal module is a lot of electronic system design scene needs [5].

The external receiving circuit is usually composed of infrared receiving diode and
amplifier circuit. The amplifier circuit is usually composed of an integrated block
and several resistors and capacitors and needs to be encapsulated in a metal shield
box, so the circuit is more complex. The volume is small. The receiver head is a
special infrared receiving circuit, which integrates the infrared receiver tube with
the amplifier circuit. It is small (the size is equivalent to a medium power transistor)
and has good sealing, high sensitivity, and low price. The market price is only a few
Yuan and it has only three pins, which are the positive pole of the power supply, the
negative pole of the power supply and the output end of the signal, and its working
voltage is about 5 V. As long as it is connected to the power is a complete infrared
receiving amplifier, very convenient to use.

Its main functions include amplification, frequency selection, and demodulation.
After its receiving amplification and modulation, the original signal will be output
directly at the output. So that the circuit to achieve the most simplified! Sensitivity
and anti-interference are very good and can be said to be an ideal device to receive
infrared signals. IRM-3638T infrared receiver tube product parameters are shown in
Table 23.1. IRM-3638T infrared receiver tube appearance size diagram is shown in
Fig. 23.3.

An optical sensor is a sensor that uses Guang Min element to convert the optical
signal into an electrical signal. Its sensitive wavelength is a near-visible wavelength,
including infrared wavelength and ultraviolet wavelength. Optical sensors are not
only limited to the detection of light but also can be used as detection elements

Table 23.1 IRM-3638T IR
receiver product parameters

Name of name Parameters

Supply voltage 0–6 V

Working temperature −25 to 80 °C

Storage temperature −40 to 80 °C

Welding temperature 260 °C
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Fig. 23.3 IRM-3638 T
external dimensions of
infrared receiver

to form other sensors to detect many non-electric quantities, as long as these non-
electric quantities can be converted into changes in optical signals. The optical sensor
is one of the most widely used sensors, which plays an important role in automatic
control and non-electric measurement.

23.4 Physical Debugging

According to the hardware design, use Altium Designer software to complete the
schematic drawing, the following is the control end. The physical schematic diagram
is shown in Fig. 23.4.

According to the hardware design, the Altium Designer software is used to
complete the drawing of the PCB diagram, and the receiving control end can be
drawn, which can save the cost. Some of the PCB components are encapsulated by
patch, pursuing small volume and portable; as shown in Fig. 23.5.

Fig. 23.4 Physical schematic diagram
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Fig. 23.5 Physical PCB

Fig. 23.6 Physical diagram
of the system

The software design of the system completes the programming, and the hard-
ware design completes the hardware construction. The physical picture is shown in
Fig. 23.6.

23.5 Conclusion

The existing firefighting demonstration is based on the real combustion environment
and the use of fire extinguishers to achieve fire extinguishing, which has caused
serious pollution to the environment and time consuming, waste of resources, and
other shortcomings so that fire awareness has not been popularized. At the same
time, per capita participation is very low.

The system has a simple structure, stable and reliable operation, and strong anti-
interference ability. The successful development of the system improves the effi-
ciency of fire demonstration. For the first time, the system combines “LED lamp
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flame” with “infrared induction lamp fire extinguisher” to design a realistic fire
scene and the product is efficient, reliable, and running for a long time, which can
reduce energy consumption and achieve the effect of energy saving and emission
reduction. To sum up, it has the following advantages:

(1) Environmental protection: no wood-burning, zero air pollution, and reusable;
(2) Safety: without open fire, children and adolescents can use it safely;
(3) High stability: using an infrared sensor, the anti-interference ability is improved

significantly and the reliability is high, and it can run for a long time;
(4) Low power consumption: the circuit is composed of basic combinational

circuits, which can reduce energy consumption and achieve the effect of energy
saving and emission reduction;

(5) Low installation cost: the original circuit is simple, the equipment is exquisite,
the installation is convenient, can improve the personnel installation work
efficiency.

The system is cheap, easy to operate, can significantly improveworking efficiency
and reduce costs. If it can be widely used, it will be an indispensable tool in fire
control propaganda departments, schools, enterprises and institutions, government
agencies, and social organizations. If the whole society uses this product generally,
it can improve the work efficiency and social safety of the personnel. Therefore, it
has a wide market prospect and great social significance.
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Chapter 24
LC–MS/MS Determination
of 25-Hydroxyvitamin D in Human
Serum Based on Covalent Organic
Frameworks Magnetic Solid-Phase
Extraction Materials

Xinquan Liu, Yu Ai, and Kang Du

Abstract This paper established amethod for the test on 25-hydroxy vitaminD2/D3
in human serum based on a novel covalent organic material-based magnetic solid-
phase extraction-liquid chromatography tandem mass spectrometry. At the same
time, an automated pre-processing platform was developed that can process samples
quickly, efficiently, and with multiple throughputs, reducing manual operations and
errors, and providing a fully automatic sample pre-processing system that can realize
large-scale sample detection in clinical laboratories. Experiments have investigated
the effects of differentmaterials and elution solvents on the extraction efficiencyof the
target. Under the best conditions, 25-hydroxyvitamin D2/D3 has a good linearity in
the linear range, and the sensitivity, precision, and accuracy can all satisfy the testing
requirements of clinical biological samples. This method is of great significance for
clinical laboratories to improve testing efficiency.

24.1 Introduction

Vitamin D is a fat-soluble vitamin necessary for body metabolism, which not only
affects calcium and phosphorus metabolism but also has a wide range of physiolog-
ical effects. It is an essential substance formaintaining human health, cell growth, and
development and is closely related to many diseases [1–3]. 25-hydroxy vitamin D,
including 25-hydroxy vitaminD2 (25-OHVD2) and 25-hydroxy vitaminD3 (25-OH
VD3), is one of the main metabolic forms of vitamin D in the body [4, 5]. Because
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of its long half-life and stable existence, it is considered to be a marker of vitamin
D nutritional level [6]. Liquid chromatography-tandem mass spectrometry (LC–
MS/MS) for the detection of vitamin D has the characteristics of strong specificity
and high accuracy and is considered to be the “gold standard” assay for evaluating its
nutritional status [7–10]. However, due to the complex sample pre-processing opera-
tion steps and different analyte pre-processing procedures, the detection throughput
is low, which limits its application in the detection of large quantities of samples in
clinical laboratories [11–13]. To alleviate the pressure of labor, space, and equipment
investment caused by the increasing demand for clinical testing, and to reduce the
quality risk caused by manual operation, it is urgent to improve the efficiency of
LC–MS/MS method for detecting serum 25-hydroxy vitamin D.

Magnetic-solid phase extraction (M-SPE) based onmagneticmicro–nanoparticles
is a dispersive solid-phase extraction technology that uses magnetic or magnetizable
materials as the adsorbent matrix [14–16]. Compared with the traditional solid-phase
extraction (SPE) technology, this kind of micro–nanoparticles can be completely
exposed to and fully contacted with the system to be tested, so it can absorb and
extract the substance to be tested from the system to be tested in a short time, realizing
the high-fold enrichment of trace compounds in the sample. In addition, themagnetic
particles can be easily separated and collected from the system to be tested by an
external magnetic field, which eliminates the complicated pumps, valves, pipelines,
and other components of the traditional automatic SPE system and avoids tedious
filtration or centrifugation process [17–19].

In this experiment, covalent organic frameworks based on magnetic nanospheres
(MCOFs) with different pore diameters were selected. This material is independently
developed and synthesized by the research group of Teacher Tang Anna in Nankai
University, which can design the pore size of the substance based on the size of
the target analyte molecule, so as to achieve maximum efficiency of adsorption and
extraction of the substance to be measured. At the same time, the automatic pretreat-
ment platform-the magnetic solid-phase extraction instrument can be designed with
a variety of fluxes. It can be extracted by a single tube or 8× 96 samples, and its oper-
ation is simple and fast. The extraction time of 8 × 96 samples is less than 20 min,
which greatly improves the efficiency of the experiment. The automatic processing
of thewhole process of extraction of the test substance reduces the quality risk caused
by manual operation. Using LC–MS/MS to achieve the quantitative detection of 25-
hydroxyvitamin D in human serum greatly improves the detection efficiency of the
sample.
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24.2 Materials and Method

24.2.1 Synthesis of Dual-Porous Magnetic Covalent Organic
Composite Materials

In the experiment, Fe3O4 nanoparticles were synthesized by the solvothermal
reduction method, and then the amino-functionalized magnetic silicon nanospheres
(Fe3O4@SiO2−NH2) were synthesized. Finally, 4,4′,4′′,4′′′-(ethene-1,1,2,2-tetrayl)
tetraaniline (ETTA) and [1,1′-biphenyl]-4,4′-dicarbaldehyde (BPDA) monomers
were synthesized by solvothermal method to synthesize heterosporous MCOFs
materials modified with COFs materials [20].

24.2.2 Synthesis of Dual-Porous Magnetic Covalent Organic
Composite Materials

Using MCOFs as a carrier, using the π bond, hydrophobic effect, and pore retention
provided by the surface material of MCOFs in an aqueous environment to absorb 25-
hydroxy vitaminD, and destroy the force in an organic environment, makingMCOFs
and 25-hydroxy vitamin D to be separated [21–23], and then the entire extraction
and purification process of 25-hydroxy vitamin D is realized by moving MCOFs or
transferring liquid. The specific experimental process is as follows: adding MCOFs
suspension (100 μl MCOFs solution + 300 μl activation solution) to the first row
of the 96 deep well plates; adding 100 μl serum sample, 180 μl methanol, 20 μl
saturated zinc sulfate solution, and 200 μl sample diluent to the second row; adding
200 μl eluent to the third row and fourth row; add 100 μl eluent to the fifth row.
Then the designed program was input on the solid-phase extraction instrument, and
the whole experiment was completed at room temperature. After the program was
finished, the eluent was injected into LC–MS/MS for testing.

24.2.3 LC–MS/MS

AShimadzu liquid chromatography (ShimadzuLC-20AD) tandem triple-quadrupole
mass spectrometer (AB Triple Quad 4000 Mass Spectrometry) was used for sample
detection. This experiment adopted electronspray ionization (ESI), multiple reaction
monitoring (MRM) for selective ion monitor, and the following mass spectrometry
detection conditions were applied: Atomizing gas (Gas1), 70 psi; Ionspray voltage
(IS), 5000 V; Curtain gas (CUR), 40 psi; Collision gas (CAD), 3 psi; Ion source
temperature (TEM), 500 °C. The transition pairs of each compound and its internal
standardwere as follows: 25-OHVD3, 401.4→ 365.4, 25-OHVD2, 413.3→ 337.4,
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d6-25-OHVD3, 407.4→ 371.4, d6-25-OHVD2, 419.3→ 355.4. Chromatographic
separation was performed on a C18 column (Phenomenex Company, 50 × 3 mm,
2.6 μm) at 30 °C. Solution A was 0.05% acetic acid in methanol, and solution B was
0.05% acetic acid in ultra-pure water. The gradient elution program was as follows:
80% A at 0 min and then held for 0.7 min; 80% A at 1.1 min; 97% A at 1.1 min
and then held for 1.2 min for column equilibration. For LC analysis, 10 μL extract
was injected, and the flow rate was maintained at 0.6 mL min−1. A representative
spectrum of 25-hydroxy vitamin D is shown in Fig. 24.1.

Fig. 24.1 LC–MS/MS representative chromatogram of 25-hydroxy vitamin D
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Fig. 24.1 (continued)

24.3 Results and Discussion

24.3.1 Methodological Evaluation

Thedetection linear ranges of 25-OHVD2and25-OHVD3were 0.5–50.0 ng/mLand
1.0–100.0 ng/mL, respectively, and the linear correlation coefficients (r2) obtained
were all greater than 0.99; both the inter-day and intra-day precisions were less than
15% and the recoveries in the 80–120% range.
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Fig. 24.2 The extraction
recovery rate of three
magnetic materials: HLB,
WCX, and COFs to
25-hydroxyvitamin D in
human serum, normalized
based on the recovery rate of
COFs material

24.3.2 Material Selection

This study compared the extraction recovery rate of 25-hydroxyvitamin D from
human serum by three magnetic solid-phase extraction materials of hydrophilic-
lipophile balance (HLB), weak cation exchange (WCX), and COFs. The extraction
performance of various materials was investigated, and the comparison result is
shown in Fig. 24.2. ChemBio 3D software was used to calculate the size of 25-OH
VD2 molecule as 0.67 × 1.69 nm and the size of 25-OH VD3 molecule as 0.58 ×
1.69 nm. Based on the molecular size of 25-hydroxy vitamin D, the heteropore was
independently developed and synthesized by the cooperating unit COFs magnetic
material, and the size of the magnetic core was about 200 nm. After the COFs
monomer was wrapped, the size of the magnetic particles was about 300–400 nm,
and the size of the double pores was 3.2 and 1.3 nm, which can effectively intercept
25-hydroxy vitamin D molecules, and remove the protein and other organic macro-
molecules in the serum. Therefore, the extraction capacity of this COFs magnetic
material for 25-hydroxyvitamin D in human serum is stronger than that of the other
two commercial extraction materials.

24.3.3 Optimization of Eluent

The experiment was compared withmethanol, n-hexane, acetone, ethyl acetate, ethyl
acetate methanol, and acetonemethanol solution as eluents. The experimental results
are shown in Fig. 24.3.When ethyl acetatemethanol solution is used as the eluent, the
recovery rate is the highest. 25-hydroxy vitaminD is weakly polar, n-hexane is a non-
polar solvent (polarity is 0.06), ethyl acetate and acetone are weakly polar solvents
(polarity are 4.3 and 5.4, respectively), and methanol is a polar solvent (polarity
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Fig. 24.3 Comparison of
the extraction recovery rate
of 25-hydroxyvitamin D in
human serum with various
eluents, normalized based on
the recovery rate of ethyl
acetate methanol solvent

is 0.06) [24]. According to the principle of similar mutual solubility, the polarity
of the mixture of ethyl acetate and methanol is more suitable for the extraction of
25-hydroxy vitamin D, so the elution capacity is the strongest.

24.4 Conclusion

This experiment explored a new type of magnetic covalent organic framework
material with different pore diameters for the extraction and recovery of 25-
hydroxyvitamin D in serum. Combined with an automated pre-processing platform
for magnetic solid-phase extraction, it can avoid the possibility of large differences
between different batches and different experimenters due to manual intervention,
which can improve throughput, consistency, and versatility. At the same time, the
selectedCOFsmagneticmaterials can be designedwith different pore sizes according
to the molecular size of the target analyte to maximize the extraction of the target
analyte.

Vitamins in the human body are essential nutrients for the human body and play
a vital role in the physiology and pathology of the human body. However, since the
current common clinical testing methods can only detect one to two specific vita-
mins, it is impossible to detect the content of multiple vitamins in the sample at the
same time. In addition, the content of vitamins in the serum is widely distributed,
such as the content of vitamin K that is below the nanogram level, and the content of
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vitamin E that is at the microgram level. Therefore, it is very challenging to require
a method that can simultaneously efficiently and accurately quantify a variety of fat-
soluble vitamins in human serum. To solve this problem, this study also explored the
simultaneous extraction of fat-soluble vitamins A, D, E, and K in human serum with
COF magnetic materials, and the initial results have been achieved. In the future, the
laboratory will work with cooperators to design a variety of COFs magnetic mate-
rials for the analysis of other organic substances such as water-soluble vitamins and
hormones in the human body, combined with an automated pre-processing platform,
to better serve the analysis of clinical samples.
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Chapter 25
Research on Car Locking Device
to Prevent the Car from Moving
Accidentally

Shuangchang Feng, Jie Chen, Yanchun Liang, and Yiwen Ju

Abstract With the rapid development of economy, the number of high-rise buildings
is increasing, people use elevators more and more frequently, maintenance work
is heavy, but due to elevator design defects, illegal operation and other reasons,
maintenance workers have an increasing number of elevator accidents, among which
accidents caused by the accidental movement of elevator car are the most serious
and frequent. When the car roof is overhauled, the elevator is in a stop operation
state. Due to the failure of mechanical components or control system, the elevator
car moves unexpectedly and leaves the flat floor area, which will cause damage to
maintenance and inspection personnel and cause serious safety accidents. In order
to solve the above problems, this paper designs a car lock device, which can slide
up and down to prevent the car from moving accidentally, which can prevent the
accidental movement of the car caused by the failure of the driving host or control
system, and ensure the safety of the maintenance and inspection personnel.

25.1 Introduction

In the context of the vigorous development of urban construction, the number of
high-rise buildings is gradually increasing, and the demand for elevators in life
is also increasing. The number of elevator accidents is increasing; especially the
elevator accident movement accidents are more serious [1]. Relevant reports show
that because of the accidental movement of the elevator car caused by the elevator
injuries occur from time to time, so in order to reduce the accident of the elevator
car accidental movement, the relevant personnel need to pay attention to the design
of safety protection device. If the elevator is a non-machine room elevator, the top of
the car is generally used as the working platform when it is overhauled in the shaft
[2]. Maintenance personnel need to stand on the top of the car, so it is necessary to
ensure that the car is absolutely locked to prevent accidental movement of the car.
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Compared with electrical locking, the safety factor of mechanical locking is higher.
Therefore, in the prior art, mechanical locking is usually used to lock the car and
guide rail. There is an important defect in the existing mechanical car locking device,
that is, the locking device needs to install a certain connecting device on the guide
rail, that is, a fixed plate. Therefore, the lift car can only be locked at the fixed plate
installation position of the guide rail. In the process of maintenance, if it is necessary
to lift the car frequently, the convenience of the locking devicewill be greatly reduced
[3]. In order to improve the above problems, this paper designs a car locking device,
which does not need to install fixed parts on the elevator guide rail and can quickly
and conveniently stay in any position, which is convenient to use, safe and reliable.

25.2 Common Car Moving Protection Device

The commonly used car accidental movement protection device mainly includes the
detection system and the brake stop component [4]. The detection system tests the
car’s accidental movement distance. When the car accidental movement exceeds the
preset value, the brake stop component is triggered to realize the car brake stop. The
brake stop component mainly acts on the suspension system or traction wheel, which
can brake the car quickly and effectively. The brake and stop parts of the existing car
accidental movement protection device usually act on the following positions: car,
counterweight, suspension wire rope, traction wheel and traction wheel axle with
only two supports. The braking part not only makes the car stop but also makes the
car stop all the time. The stop part can be shared with the uplink overspeed protection
device and the downlink overspeed protection device; when the brake parts act on
the car and counterweight, the car safety tongs and counterweight safety tongs can
be used to stop the car. At this time, the protection device to prevent the car from
accidentalmovement is composed of amonitoring system, speed limiter safety tongs;
When the brake and stop parts act on the position of the hanging wire rope, the rope
clamp can be used to achieve the brake and stop. At this time, the protection device
to prevent the car from accidental movement is composed of the monitoring system
and the rope clamp; brake and stop components acting on the traction wheel can be
realized by using the brake. At this time, the protection device to prevent the car from
accidental movement is composed of monitoring system and brake.

25.3 Structural Design

The structure design of a car locking device that can slide up and down to prevent
accidental movement of car is shown in Fig. 25.1. The structure includes sliding
sleeve, fixing sleeve, connecting plate, car connector, anti-stripping edge, connecting
pin, bolt, connecting fork, locking block, lock fork, locking bolt, locking block
driving bolt, etc.
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Fig. 25.1 Structure model

Figure 25.2 is an explosion diagram designed in this paper to prevent the car
locking device from moving accidentally. Figure 25.3 is the explosion diagram in
unlocked state. Among them, the attached drawings are as follows: 3-sliding sleeve;
4-fixing sleeve; 5-connecting plate; 6-car connection; 7-connecting pin; 8-bolts; 9-
connecting fork; 10-lock block; 31-lock the fork; 32-connection slot; 33-locking
bolt I; 34-locking hole I; 41-bolt mounting groove; 42-anti stripping edge; 43-edge
blocking; 44-locking block drive bolt; 51-locking hole 2; 61-slot; 62-locking hole 3;
63-mounting holes; 621-locking bolt II; 101-sliding groove.

Fig. 25.2 Exploded view (locked)
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Fig. 25.3 Exploded view (not locked)

25.4 Working Principle

Figure 25.2 is a schematic diagram of the device. The specific connection method is
as follows: the elevator guide rail 1 is installed on the inner wall of the elevator shaft
through the guide rail bracket 2, and the fixing sleeve 4 and the locking block 10
are both connected with the fixing sleeve 4 through the sliding groove 101, and the
sliding groove 101 is inclined.When the locking block 10 slides upward with respect
to the fixed sleeve 4, the locking block 10 is inclined to slide upward with respect
to the fixed sleeve 4. The locking block 10 moves in the direction of elevator guide
rail 1, and the inclination angle of sliding groove 101 is 5°. One end of the fixing
sleeve 4 is provided with a retaining edge 43, which is used to hook the mounting
surface of elevator guide rail 1. The other end of the fixing sleeve 4 is connected
with the connecting plate 5 through the connecting pin 7, and the connecting plate 5
is between the two fixing sleeves 4. Two ends of the connecting pin 7 are provided
with a retaining ring. A sliding sleeve 3 is provided on the connecting plate 5, the
front end of the slide sleeve 3 is provided with a locking fork 31, and the locking
fork 31 has a connection groove 32.

The connecting plate 5 is installed in the car through the car connector 6, the car
connector 6 has a slot 61 in the center, and the bottom is providedwith the installation
hole 63. The car connector 6 is installed in a part of the car through the installation
hole 63. The connecting plate 5 can slide freely in slot 61. The connecting plate 5 is
realized by inserting the locking bolt 621 into the lock hole No. 62 and the locking
hole 251 adjustment of relative position of car connector 6. Lock holes 251 usually
have more than one. When using, when the locking device is connected with guide
rail 1, the sliding sleeve 3 is on the outside of the fixing sleeve 4, and the connecting
pin 7 is in the inner part of the connection groove 32. The other end of the fixing
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sleeve 4 is connected with two anti-release edges 42 through bolts 8, so that the two
fixing sleeves 4 are firmly wrapped in the guide rail 1, and the retaining edge 43
hooks the mounting surface of the guide rail 1. Finally, the locking block drive bolt
44 is operated to make the locking block 10 squeezes the guide rail 1 and realize
the connection and locking with the guide rail 1. When the connecting plate 5 is
subjected to a downward pull, the downward pull increases the extrusion pressure
between the locking block 10 and the guide rail 1, since the sliding groove 101 is set
tilt.

When the car is required to adjust vertically, loosen bolts 8 and sliding sleeve
3, open two fixing sleeves 4, and insert connecting fork 9 between fixing sleeve 4
and connecting plate 5. Connecting fork 9 makes two fixing sleeves 4 open to the
maximum range. In this state, the locking block 10 is separated from guide rail 1,
and the stop 43 is separated from guide rail 1, and the stop 43 is not within the range
of guide rail support 2, at this time, the car can be moved up and down.

25.5 Conclusions

In order to ensure the absolute locking of the car and prevent the car from moving
accidentally, this paper designs a car locking device, which does not need to install
fixed parts on the elevator guide rail and can quickly and conveniently stop the car
at any position. It can effectively avoid casualties and is convenient to use, safe and
reliable:

• The device does not need the support of the guide rail installed on the guide rail
and can realize the connection at any position on the guide rail. When the device
is in the unlocked state, the rib will not be touched by the guide rail bracket and
will not affect the up and down operation of the car. It can quickly detect the
performance of the hydraulic buffer objectively and accurately and eliminate the
interference of human factors.

• When the device is in the locked state, the two fixed sleeves will form a safe
and reliable closed fixed cavity, one end of which is fixed by sliding sleeve, and
the other end is connected to the guide rail by bolts and ribs, so as to ensure the
reliable contact between the internal locking block and the guide rail.

• The contact surface between the locking block and the guide rail of the device
is not the connection surface between the guide rail and the car, so it can avoid
accidental damage to the guide rail.
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Chapter 26
Design of Optical System for Laser
Dazzle Simulation Human Eye Test
Target

Niu Jin, Xu Xiping, and Duan Zhenhao

Abstract Aiming at the characteristics of laser dazzling scenes, a simulated human
eye target optical system that can test dazzling spots is designed. The system is based
on Gullstrand I model eye, combined with the characteristics of the laser dazzling
scene to establish an optical model of a simulated human eye target. Then, the design
indicators of the optical system are proposed, which canmeet the requirements of the
laser dazzling fundus spot test, and the design of the optical model can be optimized
by changing the optical structure, lens material and system aberration of the model.
Finally, a comparison experiment was carried out between the simulated human
eye target optical model simulation and the real human eye laser dazzling effect.
Experiments show that the laser spot effect obtained by the simulated human eye
target optical system matches the real human eye laser dazzling effect ≥90%. The
system realizes the non-biological simulation test of the effect of laser dazzling
fundus spots and provides an experimental research basis for further research on
laser dazzling effect.

26.1 Introduction

Laser dazzlers can use small energy to make people’s eyes dazzle, temporarily
paralyze vision and lose their ability to observe. It is widely used in military and
public security fields [1, 2] and can interfere with pilots, motor vehicle drivers,
and instrument operators. The visual function of special combat groups such as
snipers and snipers can make terrorists or rioters temporarily blind without causing
crowd riots and panic, effectively reducing the enemy’s combat effectiveness [3,
4]. In recent years, with the sustained development of laser technology, the research
about the dazzling effect of laser dazzlers has attracted more andmore attention from
researchers.Non-lethal laser dazzle is a very complicatedphysiological phenomenon.
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How to quantify physiological perception into objective theory to guide the applica-
tion of laser dazzler is a difficult problem. This paper adopts the artificial human eye
target simulation technology to design a human eye-simulating optical system that
can meet the needs of laser dazzle non-biological quantitative testing and realizes
that the simulated light spot that is consistent with the real human eye visual dazzling
effect can be obtained without the participation of biological bodies. This laid the
experimental foundation for the detection of laser dazzling effect.

The human eye is a sophisticated optical system and each tissue from the cornea to
the retina has different structural and optical characteristics.Different bodies and ages
have different characteristics in the structural parameters of the human eye. Through
the actual measurement of a large number of human eye structure parameters, the
statistical average value is taken as the human eye optical constant, combined with
optical parameters such as refractive index and surface shape, a simulated optical
model of the human eye can be established. The human eye model can simulate the
optical structure of the human eye when it is irradiated by laser, evaluate the human
eye’s retinal imaging quality, and complete the measurement of the laser dazzling
effect.

26.2 Selection of Human Eye Model

26.2.1 Authoritative Eye Models

According to the human eye physiological anatomy experiment and optical theory,
a dozen scholars such as Listing, Gullstrand, LeGrand, Lotmar, etc. painstakingly
studied, obtained models such as paraxial eye [1], astigmatism to the cornea, and
non-uniform refractive index of the lens. Eyemodels are close to the actual conditions
of the real human eye, such as the distributed eye model, the introduction of aspheric
theory into the eye model, and the introduction of an adjustable eye model with a
gradient index (GRIN) lens.

26.2.2 The Gullstrand I Model Eye

The Gullstrand precision eye model is similar to the actual refractive condition of
the eye [2, 3]. The model includes six refractive surfaces, namely, the anterior and
posterior surfaces of the cornea, the anterior and posterior surfaces of the lens cortex,
and the anterior and posterior surfaces of the lens nucleus. Figure 26.1 shows the
structure diagram and main optical data of the Gullstrand I model eye in the non-
accommodative state. Figure 26.2 shows the schematic diagram of the software
structure of Gullstrand I model eye.
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Fig. 26.1 Gullstrand I
model eye structure diagram
and main optical data

Fig. 26.2 Schematic
diagram of the software
structure of Gullstrand I
model eye

0 8
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21 3 5 76

Among them, the 0 surface is marked as the object surface in the optical design
software; the 1 surface is a virtual surface, the thickness parameter of this surface
is not important, the purpose is to better read the ray-tracing image; the 2 surface
is the front surface of the simulated cornea; 3 sides are the interface between the
simulated cornea and the anterior chamber; 4 sides are the systemaperture diaphragm,
which simulates the position of the pupil of the human eye. In order to simulate the
decentering effect of the pupil position, the aperture diaphragm offset is set to −
0.5 mm; face 5 is the anterior part of the simulated lens, that is, the front surface
of the lens; face 6 is the interface between the anterior and posterior parts of the
simulated lens; face 7 is the posterior surface of the simulated lens; face 8 is the
simulated retina, which is the image plane position of the system.
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26.3 Simulated Human Eye Target Design

26.3.1 Design Points

Because Gullstrand No. 1 model eye is a theoretical model eye close to the actual
human eye, it involves six refractive surfaces, one retinal surface and six layers of
tissue. The refractive index of each tissue layer’s material is consistent with the actual
human eye, and its structure is complicated, resulting in a very difficult selection of
suitable materials for processing. Based on the research of Gullstrand No. 1 model
eye, this paper combines actual needs and designs a simplified model eye for laser
dazzling effect detection and evaluation.

The key points of the eye model design are:

a. The refractive characteristics are in line with the refractive tissue characteristics
of the actual human eye, and the equivalent air focal length should be close to
the human eye.

b. The reflected light between adjacent optical materials should avoid affecting
the laser spot image received by the retinal simulator, combined with the low
reflection characteristics between the refractive tissues of the human eye (cornea
and aqueous humor, aqueous humor and lens, lens, and vitreous), set the relative
refractive index difference of adjacent materials of the model eye to be no more
than 1%.

c. It can simulate the laser dazzling effect of two kinds of non-adjustable state of
human eyes in daytime. The variable entrance diaphragm is set according to
the adjustable range of the pupil, the adjustment range is 2–8 mm; the entrance
pupil position is set 3.3 mm in front of the lens-like lens.

d. The laser spot image near the macular area of the human eye is the key research
area, and the field of view is set to.

e. Considering that the inherent aberration of real human eyes affects visual
function, it is an important cause of glare, halation, and decreased vision
under low-illumination light, moreover, the laser dazzlers are irradiated without
precautions, it is too late to adjust when dazzling.

f. Gullstrand No. 1 model eye is an authoritative model eye. In terms of image
quality, it is considered that its aberration level is the same as the normal aber-
ration level of the human eye in the non-adjusted state. Therefore, the laser
dazzling eye model is set at the incident aperture of 3 mm. (pupil diameter of a
normal human eye), the deviation between the paraxial light and off-axis light
from the Gullstrand I model eye is no more than 15%; The deviation between
the MTF value of the paraxial light and the Gullstrand I model eye is not more
than 0.1.
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Fig. 26.3 3D shadow map of the laser dazzling eye model

26.3.2 Optimal Design of Laser Dazzling Eye Model

In order to ensure that the laser dazzling eye model is close to the real human eye
state, the necessary optimization processing is carried out in the following aspects: By
selecting the combination of glassMGF2-E, H-FK95N,H-QK3L, andH-FK95N, the
relative refractive index difference between the media is optimized; by adjusting the
parameters such as the radius of curvature and the glass spacing, the radius of speckle
is optimized at the paraxial zone which is −5°–0°; the aberration of the simulated
human eye optical system is adjusted by the design of software operand, so that
the MTF value and the diffraction encircled energy meet the index requirements. In
order to ensure the operability of the actual manufacturing and reduce the processing
difficulty, a spherical lens is used to replace the aspherical design, and the imaging
spot size is close to the aspherical model by changing the distance between the
diaphragm and the sixth surface; considering the structural strength of the lens, it
can be adjusted by balance the thickness of each piece of lens offsets the part due
to the inconsistency of the lens material and the characteristics of the human eye
tissue, which causes the human eye aberration error. The optimized laser dazzling
eye model is shown in Fig. 26.3.

26.3.3 Design Result Analysis

The optimized laser dazzling eye model, its refractive characteristics conform to the
actual human eye, the focal length is 16.30 mm; between the refractive tissue layers
of the human eye (cornea and aqueous humor, aqueous humor and lens, lens and
vitreous) The relative refractive index difference is optimized to 0.047, 0.049, 0.049,
and the maximum deviation does not exceed 1%; when the entrance diaphragm is
3 mm (the pupil diameter of a normal human eye), the laser dazzling eye model’s
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radius of speckle is 9.823, 8.262, 7.110, 6.330, 5.882, 5.736 µm at the paraxial
zone, which is −5°–0°. As shown in Fig. 26.4, the maximum deviation between the
optimized model spot size and the design index of Gullstrand I eye model is no more
than 10%; when the entrance diaphragm is 3 mm, the MTF of the laser dazzling eye
model at the field of view −5° is 0.32@60lp/mm, and the MTF curve comparison

(A) Gullstrand 

(b) Laser dazzling eye model

Fig. 26.4 Comparison of the diffusion pattern at the retina
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Fig. 26.5 Comparison of MTF curves between the laser dazzling eye model and Gullstrand Model
I when the field of view is −5°

chart of GullstrandModel I is shown in Fig. 26.5. It can be seen that the laser dazzling
eye model ensures that the imaging quality of the lens does not affect the imaging
detection of the detector. To sum up, the laser dazzling eye model meets the design
criteria, is consistent with the Gullstrand precision eye model, and is in line with the
real human eye imaging effect.

In the laser dazzling scene, the human eye will be subconsciously made to look
into the laser by the sudden high-energy laser radiation and then quickly avoid the
light stimulus. Therefore, in order to ensure accurate analysis of the dazzling scene’s
imaging spot on the retina, it is necessary to select a spot that matches the reality of
the retina. The image sensor is used for imaging. In a human-like optical system, the
image sensor acts like the retina in the eyeball. It senses the light signal transmitted
by the lens and outputs it to the subsequent image processing system. Imitating the
human eye optical target, the imaging spot and its energy distribution on the retina
simulator after receiving laser irradiation are shown in Fig. 26.6.

26.4 Comparison Test Results

A certain type of high-power police laser dazzler is used as the research object to
test and evaluate the dazzle effect. The beam expansion laser’s wavelength of the
laser dazzler is 532 nm, and the power density at 50 m is 0.068 mW/cm2. This dose
[4] is lower than the maximum exposure allowed by the national safety standards,
which can ensure that the tester’s retina will not be irreversibly damaged during the
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Fig. 26.6 The imaging spot and energy distribution diagram of the human-like optical target

experiment. In order to verify the consistency between the test results of the human-
like eye target system and the subjective evaluation of the human eye, a volunteer
dazzling effect matching test was also carried out in the experiment.

The test result of the human-like eye target is: the dark environment illuminance
is 0.025 lx, the bright environment illuminance is 235 lx, the laser power density
at 50 m is 0.068 mW/cm2, and the bionic glare spot after data processing is shown
in Fig. 26.7. Volunteers’ subjective perception is that after being irradiated by laser
suddenly, a spot shadow with a different shape and color will appear in the center
of the field of view, and with time, the spot area will gradually shrink, and the color
will become lighter until it disappears completely; look at the resolution plate pattern
When the shadow of the light spot covers the target and hinders the recognition of
the target, when the shadow of the light spot gradually becomes smaller and lighter,
the resolution plate is gradually distinguished until it is completely distinguished,
and the human eye returns to the visual state before the irradiation.



26 Design of Optical System for Laser Dazzle … 281

(a) Detector and light spot (b) Optical system display light spot (c) Human-like eye light spot
after data processing

Fig. 26.7 Bionic glare points after detection of human-like eye targets and data processing

The human-like eye target system and volunteers were tested and evaluated the
laser dazzling effect at the same time, and the matching rate of the dazzling effect
reached 90%, which met the requirements for quantitative testing of laser dazzling
effect.

26.5 Conclusion

Aiming at the characteristics of laser dazzling scenes, a simulated human eye target
optical system that can test dazzling spots is designed. The system is based on
Gullstrand I model eye, combined with the characteristics of the laser dazzling scene
to establish an optical model of a simulated human eye target. Then, the design index
of the optical system that meets the requirements of the laser dazzling fundus spot
test is proposed. After the optical structure, lens and system aberration of the model
are changed by the material, the design of the optical model can be optimized. The
system realizes the human-eye dazzling effect test in the laser dazzling scene with
a spectral resolution of 1 nm, a working band of 380–780 nm, an ambient light test
range of 1 × 10–4–1 × 103 lx. In this way, the objective of performing objective
quantitative tests without the aid of biological tests is achieved. The verification and
comparison experiment results show that the laser dazzling effect matching rate of
the system and real human eyes reaches 90%, which meets the requirements of non-
biological testing of laser dazzling effect and provides for the safety and effectiveness
research of non-lethal laser dazzlers.
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Chapter 27
Effects of Cooperative Target on Laser
Rangefinder’s Ranging Performance

Yan Jin, Jinfeng Jiang, and Zhijun Chen

Abstract The laser rangefinder’s ranging performance theoretical models of diffuse
target and cooperative target are established based on the laser ranging equation. The
effects of the cooperative target on ranging performance are discussed at different
atmospheric visibilities and different beam divergence angles. The results show that
cooperative targets can increase the ranging performance, can decrease the laser
emission power efficiently, and can ensure personnel safety accordingly.

27.1 Introduction

Laser rangefinder is a kind of equipment [1–4] widely used in laser technology in the
military. Laser rangefinders can be used with a variety of tactical weapons to make
the first hit rate of more than 80%. It has been widely used inmulti-type photoelectric
tracking, alerting, and search equipment [5].

The ranging ability, i.e. the maximum range, is an important indicator of a laser
rangefinder, and its size depends on the environmental conditions and the character-
istics of the rangefinder itself. At present, the research on the influencing factors of
ranging ability is mainly focused on the visibility of the atmosphere, the size of the
target, and the characteristics of the rangefinder itself [6–8]. Based on the character-
istics of laser ranging targets, this paper analyzes the impact of cooperative targets
on laser ranging capabilities.
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27.2 Theoretical Model of Ranging Ability

The laser ranging ability is mainly related to the detection sensitivity of the detector
and the laser energy received by the detector. When the equivalent noise power of
the laser received by the detector is greater than the equivalent noise power of the
detector, the ranging distance can be achieved, otherwise, The equivalent noise power
of the laser received by the detector is less than the equivalent noise power of the
detector, so the ranging distance cannot be achieved.

27.2.1 Theoretical Model of Detector Equivalent Noise Power

For laser rangefinders, the target’s laser echo is very weak, in order to improve
the receiving sensitivity of the target echo, an avalanche photodiode (APD tube) is
usually used as the photodetector. For a typical InGaAs avalanche photodiode, its
equivalent noise power is shown in (27.1).

NEP = 330/
√

f (27.1)

Among them, NEP is the equivalent noise power of the detector, and f is the
bandwidth of the avalanche photodiode.

27.2.2 Theoretical Model of Laser Equivalent Noise Power

Laser equivalent noise power is received by laser rangefinder P as shown in (27.2).

P = Pr/SNR (27.2)

among them, Pr The laser power is received by the laser rangefinder.
Assumptions: the propagation of laser light in the atmosphere obeys the laws

of geometric optics; the atmosphere is uniform and isotropic; the reflection of the
incident light by the target is either diffuse or specular; the energy distribution in
the laser beam is approximately uniform or at least axially symmetric; the receiving
system and the transmitting system are tightly coupled, and the optical axes are
parallel to each other, the laser power intercepted by the target at a distance r Ps for
[9]:

Ps = 4Ptτt As cos θ

π2θ2
t R2

e−μR (27.3)
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among them,Pt is the laser emission power; τ r is the transmittance of the transmitting
optical system;As the target area illuminated by the laser beam; θ is the angle between
the average surface normal of the illuminated part and the incident ray; θ r The beam
divergence angle of the optical system; μ the attenuation coefficient of the laser
energy through the unit length of the atmosphere. Here, an empirical formula is used
to determine the atmospheric attenuation coefficient during the laser transmission.
The empirical formula is to calculate the atmospheric attenuation coefficient by using
the normalized contrast between the target and the background and the line-of-sight
relationship, as shown in (27.4).

μ = 3.91

V

(
λ

0.55

)−q

q =

⎧
⎪⎨

⎪⎩

1.6, when V is large
1.3, moderate

0.585 V 1/3, when V ≤ 6 km

(27.4)

where v is the visibility of the atmosphere; λ is the laser wavelength.

Diffuse target

When the target surface is rough and irregular, we consider it to be a diffuse reflection
target. The rough surface of the diffuse reflection target does not reflect the incident
laser light uniformly in all directions. The reflection in the incident direction is the
strongest, and the reflection gradually decreases as the angle between the incident
light and the incident light increases. π /2, the reflected light intensity, decreases to
almost zero at the time. Because the specific angular distribution of the reflected light
intensity varies with the target surface, it is more practical to use a cosine distribution
instead of a uniform distribution. In addition, the laser beam energy distribution is
also non-uniform, which can be considered the energy distribution in the beam is an
axisymmetric Gaussian distribution. After the above analysis, the ranging model for
diffuse reflection targets is shown in (27.5).

Pr = 4Ptτtτr Ar ASMρ

π2θ2
t R4

e−2μR (27.5)

where: Pr the laser power received by the laser rangefinder; τ r is the transmittance of
the receiving optical system; Ar effective receiving area for receiving optical system;
ASM effective receiving area for diffuse targets; ρ is the diffuse reflection coefficient
of the target.

Cooperation goals

For an ideal Lambertian target, the scattering space is hemispherical space, while
for an ideal cooperative target, because the beam does not change its properties after
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reflection, the energy is concentrated after the reflection and returns in the direction
of incidence. Therefore, the distance measurement equation for laser ranging on the
cooperative target is as follows, (27.6).

Pr = 16Ptτtτr Ar ASHρS

π2θ2
t R4θ2

S

e−2μR (27.6)

where:ASH effective reception area for cooperation goals;ρs the reflection coefficient
of the cooperative target; θ s reflection divergence angle for cooperative targets.

27.2.3 SNR Theoretical Model

The ranging capability index is inseparable from the detection probability and false
alarm rate indicators. In order to ensure that the laser rangefinder meets a certain
false alarm rate and detection probability, the received laser power should meet a
certain signal-to-noise ratio requirement. Under white noise, noise current in to fit a
zero-mean random variable with a normal distribution, let the root mean square error
be In, Then the distribution probability is:

P(in) = 1√
2π In

exp

(
− i2n
2I 2n

)
(27.7)

Set the detection threshold to I t , the laser echo pulse width is τ , the number of
false alarms per second caused by the above noise is PF . It can be expressed by the
following formula:

PF = 1

2
√
3τ

exp

(
− I 2t
2I 2n

)
(27.8)

Let the signal current be Is, detection probability Pd can be expressed as:

Pd = P(Is + in〉It ) =
∫ ∞

It−Is

P(in)din = 1√
2π In

∫ ∞

It−Is

exp

(
− i2n
2I 2n

)
din (27.9)

The above formula can be expressed as an error function:

Pd = 1

2
+ 1

2
er f

(
Is − It√

2In

)
(27.10)

According to Formulas (27.8) and (27.10), the signal-to-noise ratio of the laser
rangefinder under a certain detection probability and false alarm rate can be obtained.
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According to Formulas (27.1), (27.2), (27.4)–(27.6), (27.8), (27.10), the theo-
retical laser ranging capability index for diffuse reflection targets and cooperative
targets can be obtained.

27.3 Impact Analysis of Cooperative Targets on Laser
Ranging

27.3.1 Influence of Cooperative Targets on Ranging Ability
Under Different Atmospheric Visibility Conditions

The relevant parameters of the laser rangefinder for numerical simulation calcula-
tion are shown in Table 27.1. Under different visibility conditions, the relationship
between the receiver power and the equivalent noise power of the detector at different
ranging distances for diffuse reflection targets is shown in Fig. 27.1a. This range can
be achieved when the laser power received by the detector is greater than the equiva-
lent noise power of the detector. The relationship between the received power and the
equivalent noise power of the detector at different ranging distances for the coopera-
tive target under different visibility conditions is shown in Fig. 27.1b. It can be seen
from Fig. 27.1b that when the cooperative target is configured, when the visibility
is 5 km, the maximum range of the laser rangefinder can reach more than 15 km.
With the increase of the visibility of the atmosphere, the maximum range can reach
more than 50 km. Therefore, the laser ranging ability can be significantly improved
under the condition of cooperative targets. In addition, the laser rangefinder has

Table 27.1 Parameter of the laser rangefinder

No. Item Parameter

1 Laser emission energy Et 60 mJ

2 Laser pulse width τ 10 ns

3 Transmission optical system transmittance τ t 88%

4 Laser emission beam divergence angle θ t 1 mrad

5 Diffuse reflection target effective receiving area ASM 1 m2

6 Target diffuse reflection coefficient ρ 0.7

7 Cooperation target effective receiving area ASH 9 cm2

8 Cooperative target reflection coefficient ρS 0.92

9 Cooperative target reflection beam divergence angle θS 1 mrad

10 Receiving optical system caliber d 80 mm

11 APD bandwidth f 200 MHz

12 Detection probability PF 95%

13 False alarm rate pd 1%
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(a) Diffuse target

(b) Cooperative target

Fig. 27.1 The received power of laser rangefinder at different visibility

significantly reduced requirements for environmental and atmospheric conditions,
enabling the laser rangefinder to work in harsher conditions.
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Fig. 27.2 The received power of laser rangefinder at different beam divergence angles

27.3.2 Analysis of the Influence of Cooperative Targets
on Ranging Ability Under Different Laser Beam
Divergence Angles

Using the parameters in Table 27.1, under the condition of visibility of 5 km and
different laser emission beam divergence angles, for diffuse reflection targets and
cooperative targets, the receiving power of laser rangefinder detectors with different
ranging distances is shown in Fig. 27.2. The smaller the divergence angle of the laser
emission beam, the more obvious the difference in laser ranging ability is with and
without the cooperative target. When the ranging distance is 10 km and the laser
beam divergence angle is 0.5 mrad, configure the cooperative target. The received
power of the lower detector is about 10 three times without the cooperation target.

27.3.3 Theoretical Calculation of Laser Emission Power
Under the Condition of Configuring Cooperative
Targets

According to the analysis in Sect. 3.1, when the same range is required, configuring
the cooperation target can reduce the laser transmission power. The reduction of the
laser transmission power can reduce the weight and volume of the laser rangefinder
on the one hand and can further ensure the use of Personnel safety. According to the
parameters of the rangefinder shown in Table 27.1, the Formula (27.6) can be used
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(a) Visibility 3km (b) Visibility 4km

(c) Visibility 5km (d) Visibility 10km

Fig. 27.3 The received noise equivalent power of laser rangefinder at different visibility and
different emission power

to obtain the distance of the cooperative target under different laser emission power
conditions. The equivalent noise power received by the detector is shown in Fig. 27.3.
Figure 27.3 shows that when the atmospheric visibility is greater than 3 km and the
laser emission energy is less than 10mJ, the laser rangefinder can achieve amaximum
range of 15 km. According to the laser hazard type determination method [10], when
the laser output energy is 10 mJ, the laser can be guaranteed The rangefinder laser
is a Class 3A laser, and the laser emitted by the rangefinder will not cause damage
to the eyes of the person on the measured target when the measurement distance is
greater than 100 m under the condition that the atmospheric attenuation is ignored.
Effectively reduce the laser transmission power of the laser rangefinder, thereby
effectively reducing the weight and volume of the rangefinder and ensuring human
eye safety.
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27.4 Conclusion

Based on the characteristics of laser ranging targets, this paper analyzes the influ-
ence of cooperative targets on laser ranging capabilities under different atmospheric
visibility conditions and different laser emission beam divergence angles. The anal-
ysis results show that the configuration of cooperative targets can effectively improve
ranging capabilities. The laser rangefinder has significantly reduced the requirements
for environmental and atmospheric conditions and can make the laser rangefinder
work in harsh conditions; the smaller the laser emission beam divergence angle,
the laser ranging ability with and without the cooperation target The more obvious
the difference is; in addition, the configuration of cooperation targets can effec-
tively reduce the laser emission power and further provide protection for improving
personnel safety.

References

1. R.W. Byren, Laser range finder, in IR/ED Handbook (1993), pp. 79–110
2. LiY, ZukangL,YuL et al., Numerical simulation and optimal design of the systemperformance

for the airborne laser range finder. Proc. SPIE 4220, 317–320
3. S. Hao, Industrial application of laser ranging. Prog. Laser Optoelectron. 1(11), 51–53 (2000)
4. Y. Yeping, Y. Zhaojin, H. Min, Uncertainty analysis of calibration and measurement of main

parameters of laser rangefinder. J. Appl. Opt. 26(4), 56–57 (2005)
5. H. Binxin, Z. Mei, Y. Zutao, Design and implementation of laser range finder range simulation

detection system. Comput. Meas. Control 16(5), 619–623 (2008)
6. W.Haixian,Y.Ai, Study on the influence of atmospheric attenuation coefficient on laser ranging

ability. Ship Sci. Technol. 29(6), 116–119 (2007)
7. L. Guangyu, Z. Tianshu, Influence of resident effect on laser atmospheric transmission. High

Power Laser Part. Beams 11(2), 181–184 (1999)
8. W. Xiusheng, N. Yanxiong, Z. Peng et al., Numerical simulation study of the influence of

target shape on the ranging ability of laser rangefinder. Prog. Laser Optoelectron. 42(11),
28–31 (2005)

9. W. Guanghui, Y. Peigen, Application of Laser Technology in the Weapon Industry (Ordnance
Industry Press, Beijing, 1995)

10. gjb 470a-1997, Control and protection of military laser hazards



Chapter 28
Analysis and Study of Target Ball Error
Accuracy for the Laser Tracker

Chang’an Hu, Song Hu, Junbo Liu, and Haifeng Sun

Abstract Laser tracker is the mainstream equipment in the field of industrial
measurement. The analysis and research of its measurement accuracy have a certain
scientific research value and use value. In this paper, the measurement results of the
metal and glass target balls at D = 3730 mm and D = 2815 mm were analyzed
and analyzed by combining with the measurement system of the laser tracker. The
measurement results of the metal and glass target balls at D = 2766 mm and D
= 2727 mm were analyzed by using three-point support base. It is found that the
maximum error of the metal target is 14.2 µm, the 1.5-inch glass target is 5.8 µm,
and the 0.5-inch glass target is 9.3 µm at D = 2727 mm by using the three-point
support base. In the case of removing the positioning error and the base error of the
target ball, the three target balls all meet the requirements of use. The closer the target
ball is to the laser tracker system, the smaller the error value is. Compared with the
base supported by plane, the measurement accuracy of the target ball is improved to
some extent when the base supported by triangle is used.

28.1 Introduction

In recent years, with the rapid development of modern three-dimensional space
technology, laser tracker has become a high-precision large-size measuring instru-
ment with mature technology, high efficiency and stable performance in industrial
measuring system. In some major industries, the 3D high precision measurement
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method represented by the laser tracker gradually replaces the traditional measure-
ment method and is widely used in the installation and detection of large precision
equipment [1–4].

28.2 Laser Tracker Measuring System

Laser tracker system (LTS) is a high-precision large-size measurement instru-
ment in industrial measurement system. It integrates laser interferometric ranging
technology, photoelectric detection technology, precision machinery technology,
computer and control technology, modern numerical calculation theory and other
advanced technologies. The spacemoving target is tracked and the three-dimensional
coordinates of the target are measured in real time. It has the characteristics of high
precision, high efficiency, real-time tracking andmeasurement, quick installation and
easy operation, etc. and is suitable for real-timemeasurement of geometric quantities
in large-scale space.

28.3 Error Factors Affecting Measurement

The main factors affecting the indication error of the laser tracker measurement
system are the indication error of the point length, the double-sided indication error,
the distance indication error, the spherical reflection target error and the dynamic
velocity error.

The point-to-point length indication error of laser tracker refers to the difference
between the indication value and the reference value when the laser tracker measures
the point-to-point length of the short ruler. The measurement needs to be made in
horizontal, vertical, diagonal and any direction specified by the user [5].

Laser tracker double-sided indication error refers to the difference of the indication
value of the laser tracker when the fixed point is tested on both sides and the forward-
looking/rear-looking measurement at the same point. This measurement needs to be
made at three different points.

The distance indication error of the laser tracker refers to the difference between
the indication value of the laser tracker and the reference value when the laser tracker
measures the long ruler installed along the measuring axis. The measurement needs
to be made on at least four different reference lengths.

Laser tracker spherical reflection target error refers to the spherical reflection
target installed in the base point, the laser tracker measured the value of the change.
The measurement involves rotating the spherical reflector target four positions about
the laser incident axis and four positions about the vertical axis of the laser.

Dynamic indication error refers to the maximum speed when the laser tracker can
keep tracking ability when the target moves along the circumference.
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Fig. 28.1 Schematic
diagram of spherical
reflection target error
measurement

28.4 Error Analysis Method of Measuring Target Ball

The reflector of laser tracker generally has cat eye reflector, corner reflector and tool
ball reflector and other types. The reflector adopts a spherical structure, embedded
in the interior of a hollow cone prism, ranging equivalent reflection center coincides
with the center of the ball, in theory, the distance between the prism center and any
spherical measuring point is equal to the radius of the ball R. The accuracy of the
reflector is very high, each reflector needs to be tested strictly before leaving the
factory, and the allowable error is generally (0.01–0.025) mm.

Similar to total station ranging, laser tracker ranging also exists range plus constant
and range multiplication constant, which should be corrected. In addition, the error
of the center of the ball and the error of the incident angle have a great influence on
the measurement of the station construction of multiple laser trackers. This error is
not only affected by the error of the prism itself but also affected by the processing
error of the base. In order to ensure the measurement accuracy of the laser tracker, it
is necessary to test the reflection prism error.

As shown in the figure, the spherical reflection target is installed at the base point
(stable and at the same height as the instrument), aligned with the laser incident
direction and recorded the value of the laser tracker; rotate four positions around the
laser incident to record the laser tracker; swing around two axes perpendicular to
the laser axis respectively to record the value of the laser tracker. The measurement
results are shown in the Fig. 28.1.

28.5 Example Analysis of Measuring Target Ball Error

In this paper, the 1.5-inchmetal target ball, 1.5-inchglass target ball and0.5-inchglass
target ball configured in the laser tracker system are tested at different distances. The
measured environmental conditions are: temperature 24.1 °C, air pressure 952.4 hPa,
humidity 60.3%RH. The specific test scheme is shown in Table 28.1.
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Table 28.1 Test protocol

The serial number Target ball type Distance Type of base
support

Number of
measurements

1 1.5-inch metal
target ball

D = 3730 mm The plane 3

2 1.5-inch metal
target ball

D = 2815 mm The plane 3

3 1.5-inch metal
target ball

D = 2766 mm Three points 3

4 1.5-inch glass
target ball

D = 3730 mm The plane 3

5 1.5-inch glass
target ball

D = 2815 mm The plane 3

6 1.5-inch glass
target ball

D = 2766 mm Three points 3

7 0.5-inch glass
target ball

D = 2727 mm Three points 1

28.5.1 1.5-Inch Metal Target Ball Test

The 1.5-inch metal target ball has the advantage of preventing it from falling and is
commonly used in the measurement process. It is necessary to carry out its measure-
ment accuracy. For the 1.5-inch metal target ball, the plane base measurement results
are used at the positionD= 3730 mm andD= 2815 mm, respectively, and the three-
point support base measurement results are used at the position 2766 mm. It can be
seen from the three tables that the maximum measurement error of the metal target
ball at D = 3730 mm is 15.5 µm, that of the metal target ball at D = 2815 mm is
14.4 µm, and that of the metal target ball at D = 2766 mm is 14.2 µm. According
to the data, the closer the target ball is to the laser tracker system, the smaller the
error value is. The datum of the triangular-supported base is a slight improvement
over that of the flat-supported base.

The positioning error of the laser tracker measuring system is 15 µm+ 6 µm/m,
which is about 37, 32 and 31 µm, respectively, when D = 3730 mm, D = 2815 mm
and D = 2766 mm. After removing the influence of the positioning error and the
base of the target ball, the accuracy error of the target ball in the three places meets
the use requirements (Table 28.2).

Figure 28.2 shows the comparison of the three measurement results at D =
2815 mm for a 1.5-inch metal target ball. The image clearly shows the measure-
ment error curve. By comparing the figures, it is found that the error curves of the
metal target ball in the laser axis, vertical axis 1 and vertical axis 2 are consistent,
and the data fluctuate to some extent. The maximummeasurement error of the metal
target ball at D = 2815 mm is 14.4 µm, and the correction point appears in the laser
axis of the second measurement (Tables 28.3 and 28.4).
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Table 28.2 Measurement results of 1.5-inch metal target ball D = 3730 mm (plane support)

The serial
number

Rotation
axis

Rotation
angle/(°)

X/mm Y /mm Z/mm Distance/µm

1 Laser axis 0 1377.6101 3462.2266 −167.1943 15.5

2 180 1377.6245 3462.2245 −67.1890

3 90 1377.6125 3462.2243 −167.1908 12.4

4 270 1377.6126 3462.2266 −167.1786

5 Vertical
axis 1

40 377.6111 3462.2257 −167.1972 10.5

6 −40 1377.6105 3462.2245 −167.1868

7 Vertical
axis 2

40 1377.6127 3462.2280 −167.1910 6.1

8 −40 1377.6116 3462.2234 −167.1872

Fig. 28.2 Three
measurement results when
1.5 in metal target ball D =
2815 mm (plane support)
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Table 28.3 Measurement results of 1.5-inch metal target ball D = 2815 mm (plane support)

The serial
number

Rotation
axis

Rotation
angle/(°)

X/mm Y /mm Z/mm Distance/µm

1 Laser axis 0 2070.9713 1898.9193 −173.8509 12.9

2 180 2070.9634 1898.9183 −173.8610

3 90 2070.9723 1898.9162 −173.8628 14.4

4 270 2070.9634 1898.9207 −173.8525

5 Vertical
axis 1

40 2070.9711 1898.9210 −173.8511 3.8

6 −40 2070.9713 1898.9172 −173.8515

7 Vertical
axis 2

40 2070.9731 1898.9170 −173.8494 10.1

8 −40 2070.9667 1898.9248 −173.8497
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Table 28.4 Measurement results of 1.5-inch metal target ball D = 2766 mm (three-point support)

The serial
number

Rotation
axis

Rotation
angle/(°)

X/mm Y /mm Z/mm Distance/µm

1 Laser axis 0 2061.2728 1835.5138 −174.5207 13.3

2 180 2061.2677 1835.5102 −174.5326

3 90 2061.2770 1835.5066 −174.5307 14.2

4 270 2061.2662 1835.5144 −174.5257

5 Vertical
axis 1

40 2061.2750 1835.5126 −174.5207 3.4

6 −40 2061.2740 1835.5093 −174.5209

7 Vertical
axis 2

40 2061.2735 1835.5107 −174.5211 3.3

8 −40 2061.2758 1835.5127 −174.5224

28.5.2 1.5-Inch Glass Target Ball Experiment

The advantage of 1.5-inch glass target ball compared with metal target ball is its low
price, and it is more commonly used in the measurement process. It is necessary
to carry out the measurement accuracy. For the 1.5-inch glass target ball, the plane
base measurement results are used at the position D= 3730 mm and D= 2815 mm,
respectively, and the three-point support base measurement results are used at the
position 2766 mm. According to the three tables, the maximum measurement error
of the metal target ball at D= 3730 mm is 11.1 µm, that of the metal target ball at D
= 2815 mm is 7.0 µm, and that of the metal target ball at D = 2766 mm is 5.8 µm.
According to the data, the closer the target ball is to the laser tracker system, the
smaller the error value is. Compared with the plane-supported base, the data of the
triangular-supported base are significantly improved.

The positioning error of the laser tracker measuring system is 15 µm+ 6 µm/m,
which is about 37 µm, 32 µm and 31 µm, respectively, when D = 3730 mm, D =
2815 mm and D = 2766 mm. After removing the influence of the positioning error
and the base of the target ball, the accuracy error of the target ball in the three places
also meets the use requirements (Tables 28.5 and 28.6).

28.5.3 0.5” Glass Target Ball Experiment

At a measuring distance of D= 2727 mm, the 0.5-inch glass target ball is supported
by three points, and the data shown in Table 28.7 show a measurement error of
9.3 µm. A 0.5-inch glass target ball is more difficult to measure than a 1.5-inch
target ball due to its relatively small diameter. Through the data, it is found that the
measuring accuracy of 0.5-inch glass target ball meets the requirements of use (Table
28.8).
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Table 28.5 Measurement results of 1.5-inch glass target ball D = 3730 mm (plane support)

The serial
number

Rotation
axis

Rotation
angle/(°)

X/mm Y /mm Z/mm Distance/µm

1 Laser axis 0 1377.6641 3462.2335 −167.2129 3.6

2 180 1377.6664 3462.2321 −167.2153

3 90 1377.6671 3462.2323 −167.2125 3.3

4 270 1377.6695 3462.2338 −167.2141

5 Vertical
axis 1

40 377.6674 3462.2328 −167.2113 1.8

6 −40 1377.6658 3462.2321 −167.2106

7 Vertical
axis 2

40 1377.6567 3462.2320 −167.2002 11.1

8 −40 1377.6605 3462.2325 −167.2107

Table 28.6 Measurement results when 1.5-inch glass target ball D = 2815 mm (plane support)

The serial
number

Rotation
axis

Rotation
angle/(°)

X/mm Y /mm Z/mm Distance/µm

1 Laser axis 0 2070.9710 1898.9328 −173.8431 1.1

2 180 2070.9713 1898.9321 −173.8439

3 90 2070.9775 1898.9290 −173.8462 7.0

4 270 2070.9723 1898.9326 −173.8431

5 Vertical
axis 1

40 2070.9709 1898.9318 −173.8462 6.6

6 −40 2070.9714 1898.9322 −173.8397

7 Vertical
axis 2

40 2070.9698 1898.9323 −173.8405 5.0

8 −40 2070.9669 1898.9339 −173.8443

Table 28.7 Measurement results when 1.5-inch glass target ball D = 2766 mm (Three-point
support)

The serial
number

Rotation
axis

Rotation
angle/(°)

X/mm Y /mm Z/mm Distance/µm

1 Laser axis 0 2061.2783 1835.5165 −174.5187 5.8

2 180 2061.2752 1835.5164 −174.5237

3 90 2061.2794 1835.5156 −174.5221 1.6

4 270 2061.2792 1835.5167 −174.5210

5 Vertical
axis 1

40 2061.2785 1835.5159 −174.5188 1.6

6 −40 2061.2772 1835.5160 −174.5179

7 Vertical
axis 2

40 2061.2775 1835.5165 −174.5210 1.3

8 −40 2061.2768 1835.5169 −174.5200
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Table 28.8 Measurement results of 0.5-inch glass target ball D = 2727 mm (three-point support)

The serial
number

Rotation
axis

Rotation
angle/(°)

X/mm Y /mm Z/mm Distance/µm

1 Laser axis 0 2048.0392 1792.1104 −187.7215 9.3

2 180 2048.0307 1792.1142 −187.7221

3 90 2048.0329 1792.1125 −187.7230 6.0

4 270 2048.0302 1792.1120 −187.7176

5 Vertical
axis 1

40 2048.0289 1792.1128 −187.7205 3.5

6 −40 2048.0296 1792.1135 −187.7238

7 Vertical
axis 2

40 2048.0338 1792.1121 −187.7204 7.5

8 −40 2048.0227 1792.1156 −187.7231

As can be seen from the table, with the change of the attitude of the ball prism,
the maximum error of the reflection center of the metal target ball can reach 14.2µm
when the three-point support base is used at the close distance D = 2766 mm, and
the maximum error of the reflection center of the 1.5-inch glass target ball can reach
5.8µmwhen the three-point support base is used at the close distanceD= 2727mm.
The maximum error caused by the reflection center of the 0.5-inch glass target ball
can be 9.3 µm. According to the data, the closer the target ball is to the laser tracker
system, the smaller the error value is. Compared with the base supported by plane,
the measurement accuracy of the target ball is improved to some extent when the
base supported by triangle is used.

28.6 Conclusions

There are many kinds of influence on measurement error of laser tracker system, and
the measurement target ball is also a part of the influence on measurement accuracy.
The precision of three kinds of commonly used target balls, 1.5-inch metal target
ball, 1.5-inch glass target ball and 0.5-inch glass target ball, is analyzed. With the
change of the attitude of the ball prism, the maximum error of the reflection center
of the 1.5-inch metal target ball is 14.2 µm, and the maximum error of the reflection
center of the 1.5-inch glass target ball is 5.8 µm, using the three-point support base
at the position of D = 2766 mm. The maximum error of the reflection center of the
0.5-inch glass target ball is 9.3 µm when the three-point support base is used at D
= 2727 mm. In the case of removing the positioning error and the base error of the
target ball, the three target balls all meet the requirements of use. The closer the target
ball is to the laser tracker system, the smaller the error value is. Compared with the
base supported by plane, the measurement accuracy of the target ball is improved to
some extent when the base supported by triangle is used. The next step is to develop
a tool to further shorten the measurement distance and reduce the impact of the
measurement distance on the precision of the target ball.
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Chapter 29
Drowning Person Target Intelligent
Recognition Method Based on Fusion
of Visible Light and Infrared Thermal
Imaging

Jianan Luo, Chunxu Li, and Jie Wen

Abstract Inlandwaterway, especiallymountainouswaterway channel, has the char-
acteristics of rapid current, different width of river and large change of water level,
which brings great risks to the navigation of ships. Once the persons fall into the
water, it is difficult to search and rescue. This study aimed at developing a rapid
drowning person recognition method, which establishes a deep learning architecture
for infrared and visible image fusion. Compared with the traditional convolution
network, the coding network is combined with convolution layer, fusion layer and
dense block, in which the outputs of each layer are connected with each other, which
can be used to obtain more useful features from the source image in the coding
process. The target detection experiment of drowning personnel is carried out in
the Lancang River. The results show that the method can accurately identify the
target under the conditions of insufficient illumination and fast-moving speed, and
the recognition rate is 90%.

29.1 Introduction

Every year, people drown all over the world. Tens of thousands of people die of
drowning every year due to the accidental drowning of crew, tourists, capsizing and
sinking of ships and so on. The main reason is that the current is turbulent and the
water area is large, so it is difficult to find and locate the person falling into the
water. With the upgrading of computing hardware and the optimization of artificial
intelligence algorithms, image processing and detection have been applied to solve
all kinds of problems, but the problem of drowning person detection still needs to be
solved urgently.

Image fusion is an enhancement technology. Its purpose is to combine the images
obtained by different types of sensors to generate images with stronger robustness or
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richer information, so as to facilitate subsequent processing or help decision-making.
Infrared and visible image fusion has advantages in many aspects.

First, their signals come from different forms, which provide different aspects of
scene information, that is, the visible image captures the reflected light, while the
infrared image captures the thermal radiation [1]. Therefore, this combination ismore
informative than the single-mode signal. Second, infrared and visible images show
the inherent characteristics of almost all objects, which can be obtained by relatively
simple equipment [2]. Finally, infrared image and visible image have complementary
characteristics, so as to produce robust and informative fusion image. Visible images
usually have high spatial resolution and considerable detail and light–dark contrast.
Therefore, they are in line with human visual perception. However, these images
are easily affected by bad conditions, such as insufficient lighting, fog and other
bad weather. Infrared images describing the thermal radiation of objects can resist
these interferences but usually have low resolution and poor texture. Due to the
universality and complementarity of the images used, visible and infrared image
fusion technology has a wider application field than other fusion technologies.

The fusion of visible and infrared images is of great significance for personnel
detection, especially for people falling into the water. First of all, if only visible light
images are used for detection, people are in the fast flowing and unclear river. In
addition, the proportion of people exposed to the water when falling is very small,
and the people falling into the river are almost integrated with the river, which is
difficult to distinguish between the naked eye and the camera [3]. Even excellent
detection algorithms are difficult to detect accurately, and the light conditions are
good and fashionable, it cannot be detected at night or in heavy fog [4]. The infrared
image can distinguish people from the backgroundwell. Because the human body has
a higher temperature than the river water, the brightness of the human body reflected
in the infrared image will be higher than the river water, so it is more prominent [5].
However, due to the low resolution and lack of texture features, the infrared image
can only obtain rough contour information [6].

If there are high-temperature objects similar to the shape of the drowning person
in the picture, it is easy to cause misjudgment and missing judgment, as shown in
Fig. 29.1. If the visible and infrared images are fused, the image not only highlights
the human body but also contains certain texture features, which will greatly improve
the detection accuracy and recall.

29.2 Image Acquisition and Registration

29.2.1 Image Acquisition

The study uses a dual light camera that can obtain visible and infrared images at the
same time. One side is an optical camera and the other is an infrared thermal imaging
camera.
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Fig. 29.1 Missing judgment of drowning personnel

29.2.2 Image Registration

Because infrared andvisible images are obtained bydifferent sensors, they are usually
different in size, perspective and field of view [7]. The above dual light camera will
also bring different viewing angles. However, successful image fusion requires strict
geometric alignment of the fused image, so it is necessary to register the visible and
infrared images before fusion. The registration of infrared image and visible image
is a multi-mode registration problem.

For the registration problem here, the feature-based registration method is used.
The feature-based method first extracts two groups of salient structures, then
determines the correct correspondence between them, and estimates the spatial
transformation accordingly, which is then used to align a given image pair.

Thefirst step of feature-basedmethod is to extract robust common features that can
represent the original image. Edge information is one of the most commonly used
choices in infrared and visible image registration, as shown in Fig. 29.2, because
different registration methods can well preserve the size and direction of edge infor-
mation. Edge mapping can be discretized into point sets. A popular strategy to solve
the point matching problem includes two steps: calculating a set of assumed corre-
spondences and then removing outliers through geometric constraints. By calculating
feature descriptors at points, the matching between points with too large descriptor

Fig. 29.2 Edge information features and image registration process
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difference is eliminated, random sample consistency (RANSAC) is used to remove
false matching from the assumed set, and the hypothesis verification method is used
to obtain theminimumpossible outlier without subset through resampling to estimate
the given parameter model.

29.3 Image Fusion

29.3.1 Converged Network

A deep learning architecture for infrared and visible image fusion is adopted.
Compared with the traditional convolution network, the coding network is combined
with convolution layer, fusion layer and dense block, in which the output of each
layer is connected with each other. Using this architecture, we can obtain more useful
features from the source image in the coding process, select the appropriate fusion
strategy to fuse the features, and finally reconstruct the fused image through the
decoder.

As shown in Fig. 29.3, before fusion, the depth features of visible and infrared
images are extracted, the first convolution layer extracts rough features, and then three
convolution layers (the output of each layer is cascaded into the input of subsequent
layers) form dense blocks. Such an architecture has two advantages. First, the size
of the filter and the step of convolution operation are 3 respectively ×3 and 1. Using
this strategy, the input image can be any size; Second, dense blocks can retain depth
features as much as possible in the coding network, and this operation can ensure
that all salient features are used in the fusion strategy.

As shown in Fig. 29.4, L1 norm and soft-max operations are applied in the fusion
layer. The fusion layer includes a plurality of convolution layers (3 × 3), the output
of the fusion layer will be the input of the convolution layer. This simple and effective
architecture is used to reconstruct the final fused image.

Fig. 29.3 Fusion network structure



29 Drowning Person Target Intelligent Recognition Method … 307

Fig. 29.4 L1 norm and softmax operation are applied in the fusion layer

29.3.2 Loss Function

The loss function of fusion network is composed of pixel loss function LP and
structural similarity loss function Lssim weighting results in:

L p = ‖O − I‖2 (29.1)

Lssim = 1 − SSI M(O, I ) (29.2)

L f us = λLssim + L p (29.3)

where O and I represent an output image and an input image, respectively. Lp is
the Euclidean distance between output O and input I. Lssim represents the structural
similarity, which represents the structural similarity of two images. This index is
mainly composed of three parts: correlation, brightness loss and contrast distortion.
The product of the three components is the evaluation result of the fused image.
Since there are three orders of magnitude differences between pixel loss and Lssim

loss, in the training phase, the λ set to 1000.

29.4 Detection of Personnel Falling into the Water

29.4.1 Detection Network

The convolutional neural networkCNN is used to recognize the target of the drowning
person. The central idea of the detection network is to divide the picture into S × S
areas. If the center of an object falls on a cell, the cell is responsible for predicting the
object. Each cell needs to predict multiple bounding box values, predict a confidence
level for each bounding box, and then conduct prediction analysis in units of each
cell.



308 J. Luo et al.

Fig. 29.5 Darknet-53 backbone network

The backbone network adopts the modified darknet-53, as shown in Fig. 29.5.
This network has high classification accuracy, fast calculation speed and few network
layers. The full connection layer is removed. The network here is a full convolution
network, which uses a large number of residual layer hopping connections. In order to
reduce the negative gradient effect caused by pooling, the pooling layer is abandoned
and the step size of the convolution layer is used to realize downsampling. In this
network structure, the convolution with step size of 2 is used for down sampling.

The network outputs three feature maps of different scales, draws lessons from
FPN, and uses multi-scale to detect targets of different sizes. The finer the unit, the
finer the object can be detected.

Before model training, it is first necessary to make a dataset of fusion images,
capture visible and infrared images with a dual light camera, obtain the fusion images
through the above registration and fusion process, label the drowning personnel,
make a dataset in the format required for training, and select the pretraining model
for training, The algorithmmodel that can identify the drowning person in the visible
and infrared fusion image is obtained. Then evaluate the accuracy of the model and
optimize it from the aspects of data set and algorithm, so that it can achieve a better
recognition effect.

29.4.2 Loss Function

The loss function of the detection model is divided into three parts, Lbox brought by
bounding box, Lobj caused by confidence, error Lcls brought by category:

Lbox = λcoord

S2∑

i=0

B∑

j=0

1obji, j (2 − wi × hi )
[(
xi − x̂i

)2 + (
yi − ŷi

)2

+(
wi − ŵi

)2 +
(
hi − ĥi

)2
] (29.4)

Lcls = λclass

S2∑

i=0

B∑

j=0

1obji, j

∑

c∈classes
pi (c)log

(
p̂i (c)

)
(29.5)
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Lobj = λnobj

S2∑

i=0

B∑

j=0

1nobji, j

(
ci − ĉi

)2 + λobj

S2∑

i=0

B∑

j=0

1obji, j

(
ci − ĉi

)2
(29.6)

The detection loss function is the sum of the above three errors:

Ldec = Lbox + Lcls + Lobj (29.7)

L = L f us + Ldec (29.8)

29.5 Detection Fusion Reverse Guidance

The purpose of common visible infrared image fusion technology is to make the
fused image contain as much information of two kinds of images as possible, neither
lose the contrast information in the infrared image nor the texture information in the
visible image, or make the fused image more in line with the human visual system,
Therefore, the loss function of the initial fusion process is defined as the weighted
sum of the pixel loss function and the structural similarity loss function.

The focus of this system is to accurately detect the person falling into the water.
The result of image fusion is only an intermediate process.Whether it is image fusion
or detection process, its optimization should take accurate detection as the ultimate
goal. In order to achieve this ultimate goal, the training of image fusion should be
modified so that the loss function in the detection process can guide the fusion, and
the final detection results will be optimized in the fusion stage.

As shown in Fig. 29.6, first mark the person falling into the water on the registered
visible or infrared image. Since the image has been registered and aligned, and
the target position after fusion remains unchanged, the mark can be copied to the
fusion image as the ground truth. After the fusion image passes through the detection
network, the predicted boundary box, classification and confidence are obtained, and
the detection error is calculated by comparison with the mark, i.e. Ldec, this loss

Fig. 29.6 Dual registration image fusion detection
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function is used not only to evaluate and optimize the detection network but also to
evaluate and optimize the fusion network. It is equivalent to the loss function of the
fusion network, and the following corrections are made:

L = L f us + Ldec (29.9)

Furthermore, we developed a waterway operational monitoring system based on
this study and demonstrated its application in China’s inland waterway, as shown in
the figure below. The test shows that the recognition accuracy of the system at night
is more than 95% (Figs. 29.7, 29.8, 29.9 and 29.10).

Fig. 29.7 Dynamic identification effect of crew in daytime

Fig. 29.8 Identification effect of crew at night
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Fig. 29.9 Detection results of people falling into thewater under thermal imagingmode (depression
angle 9°)

Fig. 29.10 Detection results of people falling into the water under thermal imaging mode
(depression angle 8°)

29.6 Conclusion

In this study, a drowning person detection method based on visible light and thermal
imaging data fusion is proposed. The method includes image acquisition, image
registration, image fusion and target detection. It is a complete, feasible and practical
system, which can be used to detect drowning persons for subsequent positioning
and rescue.

Acknowledgements This work was supported by China Waterborne Transport Research Institute
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Chapter 30
Integrated Laser In Situ Auxiliary Device

Hongda Li, Guangfeng Shi, Jiyu Gao, Youliang Li, Mingbo Liang,
and Siwei Meng

Abstract Hard and brittle materials (germanium, silicon, ceramics, etc.) have the
characteristics of good chemical stability, high temperature resistance, corrosion
resistance, oxidation resistance, high strength, and hardness. It is widely used in
all walks of life. However, due to shortcomings such as high brittleness and low
fracture properties, it brings many difficulties to processing. There are mainly brittle
fracture zones on the surface of the workpiece and a lowmaterial removal rate, which
leads to long processing completion time and severe tool wear during processing. In
response to the above problems, laser-assisted machining (LAM) is introduced. The
surface of the workpiece to be processed by laser radiation is converted from light
energy into heat energy to achieve the purpose of softening the material, combined
with traditional processing. Laser-assisted machining (LAM) greatly reduces the
cutting force, reduces the generation ofmicro-cracks on the surface of the workpiece,
improves the surface finish, and reduces tool wear. In this paper, an integrated laser
auxiliary device is designed for laser-assisted technology to realize the integration
of “in situ” and “off-site”. The device adopts a modular design, which can adjust the
laser incident angle and the size of the laser spot radius according to factors such
as cutting tools and processing requirements, which not only improves the energy
utilization rate of the laser but also facilitates adjustment and installation.

30.1 Introduction

Laser-assisted machining (LAM) is a combination of laser and traditional metal
processing technology. The processing area on the workpiece is softened by high-
energy laser beam heating to reach the optimal cutting temperature of the material.
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Cutting at this temperature can make the deformation of the material easier, the
cutting force, cutting specific energy, surface roughness, surface damage, and tool
wear are reduced, and the processing efficiency and material removal rate are also
improved. Tian [1] carried out an experimental study of laser-assisted polishing
(Lab) mp35n, annealing, and hardening of AISI 4140. The experimental results
show that, comparedwith the traditional polishing, the workpiece after lab can obtain
higher compressive residual stress, improve surface finish, and reduce tool wear. In
2000, Rozzi [2, 3] of Purdue University established the temperature field model of
laser-assisted turning Si3N4 ceramic cutting domain for the first time. The finite
volume method was used to establish the model, and the three-dimensional transient
temperature field of the workpiece was well described. Rozzi successfully predicted
the surface temperature of the workpiece, compared it with the actual measured
temperature, and verified the effectiveness of the model. In addition, some scholars
carried out in-depth research on the composite process test. Dandekar [4] has carried
out a laser-assisted cutting test on titanium alloy and tested the surface finish and
hardness of the workpiece after the test. The test results show that the hardness of
the workpiece after laser-assisted cutting has not changed, and the microstructure
of the material is observed under the metallographic microscope, and the grain has
no obvious change, but the surface roughness of the workpiece has been improved.
Rashid [5] carried out a Lam experiment on ti-10v-2fe-3al alloy material and found
that Lam technology can effectively improve the machinability of alloy material.
Anderson [6, 7] used Lam technology to process stainless steel P550, Inconel 718,
and other materials. From the perspective of cutting specific energy, the effects of
cutting parameters on cutting force, tool life, and workpiece surface quality were
studied. There is also a research institute that has developed a laser auxiliary device
for laser-assisted technology. The laser in situ auxiliary processing device is shown
in Fig. 30.1 [8, 9]. The laser is coupled with the tool head of transparent material and
acts on the processing area of the processed material.

As shown in Fig. 30.2, the laser off-set-assisted machining device uses the laser
to soften the material before the tool processes the workpiece. The existing laser-
assisted devices are mono-functional and cannot adjust the laser incidence position
flexibly. The laser is susceptible to the effects of cutting fluids and chips during
machining, and themachined surface can be affected as a result. Some devices hollow
out the inside of the tool holder to ensure beam transmission, which can easily cause
instability during machining, and the small welding area between the tool holder

Fig. 30.1 Laser in situ
auxiliary processing device
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Fig. 30.2 The scheme of
laser off-position auxiliary
processing device

a. Laser coaxial off-position auxiliary processing device 

b. Laser non-coaxial off-position auxiliary processing device 

and tool can lead to insufficient stiffness. From the above, it can be seen that laser-
assisted technology plays a vital role in processing difficult-to-machine materials,
and a large number of scholars have conducted many in-depth studies. In response to
the above phenomena and problems, the research of this paper was carried out. The
existing laser-assisted device was optimized and an integrated laser-assisted device
was developed.

30.2 The Overall Program

30.2.1 Overall Program Design

In this paper, the integrated laser in situ assist device is designed in three aspects,
which are tool holder structure design, laser transmission structure design, and laser
optical path design. The tool holder structure adopts amodular design, including three
parts: tool holder mounting base plate, tool holder mounting cover plate, and sleeve.
The main advantages of this tool holder are flexible installation, easy movement, and
the ability to integrate with different types of machine tools. The laser transmission
structure consists of threemain parts: the convex lens adjustmentmodule, the reflector
adjustment module, and the laser adjustment module. The structure of the laser
transmission is designed with the advantage of easy adjustment and adjustable laser
spot radius size. The laser optical path design includes the optical path design for



316 H. Li et al.

Fig. 30.3 Assembly diagram of laser assist device

two forms of laser incidence. Two types of “in-situ” and one type of “out-of-situ”
incidence integration have been achieved. The advantage of laser light path design
is high laser utilization. The overall scheme is shown in Fig. 30.3.

30.2.2 Tool Holder Structure Design

The structure design of the base plate for tool holder installation

The tool holder mounting base plate is the foundation of the unit and is connected to
the mounting cover to support the overall unit and mount the main components. As
shown in Fig. 30.4, the bottom plate of the tool holder is installed with an L-shaped
plate, and the cut surface of a certain angle is connected with the closed plate.

Fig. 30.4 Base plate for tool
holder mounting
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Positioning groove of focus lens 1

Installation bottom plate connection hole position  

Sleeve connection hole position  

Tool positioning groove  

Adjusting hole position of focus lens 1

Connecting hole position of closing plate  

Fig. 30.5 Tool holder mounting cover plate

Tool holder mounting cover plate structure design

The tool holder mounting cover plate should ensure the positioning and clamping of
the tool and the positioning and adjustment of the focusing mirror 1. The structure
of the tool holder mounting cover is shown in Fig. 30.5, which is machined from
an L-shaped plate and cut using the same angle as the tool holder mounting base
plate. The mounting holes include the connection holes to the sleeve (M4 bolts), the
connection holes to themounting base plate, the height adjustment holes for the focus
mirror 1 and the connection holes for the closure plate. The connection of the sleeve
to the mounting cover enables the positioning of the tool for clamping. The distance
from the focusing lens to the tool is adjusted by the focusing lens 1 positioning slot.

Sleeve structure design

The function of the sleeve is to position the tool for clamping, to realize the clamping
and adjustment of the focusing mirror 1, and to protect the transmission of the laser
beam. A diagram of the sleeve structure as shown in Fig. 30.6, with tool positioning
slots in the sleeve, connected to the tool holder mounting cover byM4 bolts to enable
tool clamping. There is a positioning slot for the focusing mirror 1 inside the sleeve,
and the mounting bracket is adjusted in height and horizontal direction by bolts to

Fig. 30.6 Sleeve structure
diagram

Tool positioning groove

Connecting hole position of cover plate

Positioning groove of focus lens 
1

Focus lens 1 horizontal adjustment
Focus lens 1 height adjustment
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Fig. 30.7 Structural
drawing of the closure plate Installation cover plate connection hole 

realize the size and position adjustment of the focusing spot, and the positioning slot
of the mounting bracket is marked with a scale for easy adjustment. There is a laser
beam channel inside the sleeve, the width of which is smaller than the width of the
tool positioning slot. The laser beam can be applied to the workpiece through the
tool in situ coaxially, or off situ coaxially.

Closed plate structure design

The closure plate ensures that the cutting fluid and chips do not affect the laser energy
during the machining process, achieving high efficiency and quality machining. The
closure plate connects the mounting cover and the mounting base plate, as shown in
Fig. 30.7.

30.2.3 Laser Transmission Structure Design

Laser adjustment module

Two forms of incidence of the laser beamduring laser-assisted processing, depending
on the processing requirements, requiring the laser beam to be capable of a wide
range of height adjustments. When the laser beam passes through the tool in situ,
the change in the position of the incident point affects the laser beam exit position
and direction, thus affecting the machining quality. Therefore, the position of the
laser beam needs to be precisely adjusted before processing to ensure that the laser
energy acts efficiently on the workpiece position required for processing. A specific
structure diagram is shown in Fig. 30.8.

Focus mirror adjustment module

When processing with different tools and parameters, the required laser spot size
is different, which requires a certain adjustable range for the focusing lens to meet
the processing requirements. In this device, the focus mirror 1 is mounted on the
focus mirror 1 mounting bracket, as shown in Fig. 30.9, using bolts for fastening
(M3). Focus mirror 1 mounting bracket is located in the positioning slot of the tool
holder mounting cover and sleeve, and the height position and horizontal position of
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XY axis displacement platform

Z-axis displacement platform

Laser mounting plate

Mounting plate connecting rod

Fig. 30.8 Laser tuning module

Fig. 30.9 Focus lens 1
adjustment module Fastening bolt

Mounting frame of focus lens 1

Focus lens 1

the focusing mirror are adjusted by the adjustment bolts on the mounting cover and
sleeve.

The laser beam passing through the focusing mirror 2 is reflected by the reflector
and then incident from the bottom of the tool holder at a certain angle. The focusing
mirror 2 needs to be angularly adjusted according to the angle of the incident laser
beam and also spatially positioned according to the different incident points. The
focusing mirror 2 adjustment module is shown in Fig. 30.10.

Displacement platform

Connecting plate

Rotating platform

Focus lens 2 mounting bracket

Fig. 30.10 Focusing lens 2 adjustment module
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Fig. 30.11 Structure
diagram of the reflection
adjustment module

reflector
Swing platform

Connecting plate

Displacement platform

Reflector adjustment module

For different parameters tool, different processing requirements, the laser beam inci-
dence angle, incidence position is different, which need to reflect the adjustment
module to ensure that the angle and position of the reflector can be easily and flexibly
adjusted. The structure of the reflection adjustment module is shown in Fig. 30.11.
The reflector has a cooling system to prevent thermal distortion. The device uses
air cooling to quickly transfer a large amount of heat brought by the laser beam
irradiation to ensure that the reflector can continue to work properly.

30.3 Laser Optical Path Design

Optical path system design, as shown in Fig. 30.12, is a schematic diagram of the
beam transmission of the two laser incidence forms of the device optical path system,
after the laser beam 1 departs from the laser and is focused by the focusing mirror 1,
coaxially and in situ through the tool. After laser beam 2 is emitted by the laser, it is
reflected by the reflector, focused by the focusing mirror 2, and then passes through
the tool at an angle required by the processing, from the bottom of the tool in situ at
an angle.

As shown in Fig. 30.13, the integration of “in situ” and “out-of-situ” is achieved,
with two forms of incidence and four modes of action. Compared to existing laser-
assisted equipment, it makes up for the shortcomings of homogenization while
achieving high utilization of laser energy, and has easy mobility and is suitable
for the integration of basically all CNC machine tools.

Fig. 30.12 Schematic
diagram of laser beam
transmission of optical path
system

Focus lens 1Tool

reflector

Focus lens 2

Laser

Laser
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laser beams Focus lens 1

Coaxial in-situ ac�on on 
tool �p

The coaxial off posi�on acts 
on the tool �p

laser beams reflector Focus lens 2

Oblique incidence in situ 
ac�ng on the tool �p

Oblique incidence off 
posi�on ac�ng on the tool 

�p

Fig. 30.13 Laser incidence mode

30.4 Conclusion

In this paper, based on the existing laser-assisted device, an integrated laser-assisted
turning system is designed and developed to meet the processing requirements of
hard and brittle materials. The 3D modeling of the tool holder structure and optical
transmission structure in the integrated device is completed by using Soidworks. At
the same time, the device has been built and applied to the laboratory test. The device
has the following advantages:

(1) The device solves the single defect of the existing laser auxiliary device, and
realizes the integration of out of position and in situ auxiliary.

(2) Compared with the laser in situ auxiliary device of a company, the stiffness of
the device has been significantly improved.

(3) The laser in situ oblique incidence is realized to avoid the influence of cutting
fluid and chips on the optical path.

Acknowledgements This work was supported by the Jilin Province Science Development Fund
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Chapter 31
An In-Motion Alignment Method
for Laser Doppler Velocimeter-Aided
Strapdown Inertial Navigation System

Zhiyi Xiang and Jian Zhou

Abstract With ultra-high velocity measurement accuracy, laser Doppler
velocimeter (LDV) is promising to replace the odometer to provide vehicle velocity
information in the process of land integrated navigation. This paper investigates the
in-motion initial alignment for the LDV-aided strapdown inertial navigation system
(SINS). Aiming at the problem that the uncertainty noise in the in-motion alignment
process will slow down the alignment speed, a robust square-root unscented quater-
nion estimator (RSRUSQUE) method is proposed in this paper. The RSRUSQUE
method improves the defects of the traditional unscented quaternion estimator
(USQUE)method, such as poor noise resistance, slow convergence speed under large
misalignment angle and easy to lead to the non-positive definite covariance matrix.
This will help to estimate and compensate attitude errors while estimating attitude
so as to improve the accuracy of the process model and measurement model, and
finally improve the accuracy of attitude estimation. The performance of the proposed
scheme is verified by a vehicle field test. The results show that the proposed method
has higher alignment accuracy, faster convergence speed and stronger robustness
than other compared methods.

31.1 Introduction

Strapdown inertial navigation system (SINS) has beenwidely used in aerospace,mili-
tary, industrial and consumer fields because of its self-containment, anti-jamming
capability, high sampling rate and good concealment [1]. In recent years, the appli-
cation of SINS in vehicles has attracted increasing attention. The initial alignment of
the SINS is one of the key technologies that affect the accuracy of vehicle navigation,
and the accuracy and speed of the initial alignment directly affect the accuracy of
the SINS, so the initial alignment of SINS has been a hot research topic.
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To implement the in-motion initial alignment procedure efficiently, much effort
has been devoted to investigating the novel alignment methods. An optimization-
based alignment (OBA) method was proposed for GPS-aided high-accuracy SINS
[2]. In theOBAmethod, the attitudematrix is decomposed into two time-varying atti-
tude matrices and a constant attitude matrix. The two time-varying attitude matrices
are calculated by the body angular rate and the navigation angular rate, respectively.
Finally, the constant attitude matrix is obtained based on the constructed vector
observations using Davenport’s q-method [3]. However, most of the existing OBA
methods do not take the IMU bias into account, which will affect the accuracy of
the constructed vector observations. Therefore, the OBAmethod is not applicable to
low-cost SINS.For large initial alignment errors, the unscented-transformation-based
unscented Kalman filter (UKF) is used for in-motion initial alignment because of
its easy implementation, moderate computational cost and appropriate performance
[4]. The UKF in its quaternion application form is proposed to avoid the singularity
problem and the norm constraint of the quaternion in practical applications called the
unscented quaternion estimator (USQUE) [5]. The USQUE is approved as a method
that can replace the OBAmethod due to its capability of estimating other parameters
other than the attitude and handing the noise in the model. USQUE converges slowly
with large unknown initial attitude error. As a variant of UKF, it lacks the adaptive
ability to system noise and easily leads to a non-positive definite covariance matrix.

Considering that the velocity measurement accuracy of the odometer and DVL
is not high enough, our research group has proposed a variety of laser Doppler
velocimetry (LDV) structures for vehicle velocity measurement in integrated navi-
gation [6, 7]. As a new type of velocity sensor, LDV has the advantages of high
accuracy, rapid dynamic response, non-contact measurement, good directional sensi-
tivity, complete autonomy and good spatial resolution [8]. At present, there are few
reports about the application of LDV in the field of navigation. In this paper, a new
robust in-motion alignment method, named robust square-root unscented quaternion
estimator (RSRUSQUE), is proposed to improve the alignment accuracy and speed.

31.2 In-Motion Alignment for SINS/LDV

In this paper, the local-level navigation frame is denoted as the n frame, the vehicle
body frame is denoted as the b frame, the inertial nonrotating frame is denoted as
the i frame and the earth frame is denoted as the e frame.

The velocity kinematic equation in the n frame is given by

υ̇n = Cn
b f

b − (
2ωn

ie + ωn
en

) × υn + gn (31.1)
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where υn = [
υn
E υn

N υn
U

]T
is the ground velocity in n frame, f b is the specific force

in b frame, gn is the gravity vector in n frame, (·)× means to solve the antisym-
metric matrix, ωn

ie is the earth rotation rate with respect to the i frame and ωn
en is the

navigational rotating rate in n frame relative to e frame.
According to the coordinate transformation method, it has

υ̇n = (
Cn

bυ
b
)′ = Cn

b

(
υ̇b + ωb

nb × υb
)

(31.2)

where ωb
nb is body angular rate with respect to the n frame.

Substituting (31.4) into (31.1) yields

Cn
b

(
υ̇b + (

ωb
ib + ωb

ie

) × υb − f b
) = gn (31.3)

31.2.1 Process Model

Considering the velocity provided by LDV is accurate, it is necessary to incorporate
it into the process model and measurement model. In order to achieve this, denote
the initial b frame as an inertial frame. The attitude matrix Cn

b(t) and attitude update
equations can be written as

Cn
b(t) = Cn(t)

i C i
b(t) (31.4)

Ċ
i
b(t) = C i

b(t)

(
ωb
ib×

)
(31.5)

Ċ
i
n(t) = C i

n(t)

(
ωn
in×

)
(31.6)

where

ωn
in = ωn

ie + ωn
en (31.7)

Equation (31.6) is the process model of the proposed method.

31.2.2 Measurement Model

Substituting (31.4) into (31.3) and multiplying C i
n(t) on both sides, we get

C i
b(t)

(
υ̇b + (

ωb
ie + ωb

ib

) × υb − f b
) = C i

n(t)g
n (31.8)
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Integrating by the time interval of interest on both sides of (31.8), the following
can be obtained:

C i
b(t)υ

b(t) − υb(0) +
∫ t

0
C i

b(τ )

(
ωb
ie × υb

)
dτ −

∫ t

0
C i

b(τ ) f
bdτ

= C i
n(t)C

n(t)
n(0)

∫ t

0
Cn(0)

n(τ )g
ndτ

(31.9)

Define two vectors as

⎧
⎪⎪⎨

⎪⎪⎩

α(t) = C i
b(t)υ

b(t) − υb(0) +
∫ t

0
C i

b(τ )

(
ωb
ie × υb

)
dτ −

∫ t

0
C i

b(τ ) f
bdτ

β(t) = Cn(t)
n(0)

∫ t

0
Cn(0)

n(τ )g
ndτ

(31.10)

The measurement model can be given by

α(t) = C i
n(t)β(t) (31.11)

31.3 Proposed Robust Square-Root Unscented Quaternion
Estimator Algorithm

In this section, an RSRUSQUE algorithm based on the square-root form of an
unscented quaternion estimator with adaptive measurement noise covariance matrix
is proposed for vehicle in-motion initial alignment.

The direct implementation of a UKFwith a quaternions-based state is not suitable
because the quaternion estimate is determined using the weighted quaternions aver-
aging operation. Thus, no guarantees can be made that the quaternion will have a unit
norm.To represent an attitude error quaternionpreserving the constraint of quaternion
propagation, the quaternion is used for attitude propagation, and the unconstrained
three-component vectors of generalized Rodrigues parameters are used for filtering
and local attitude error representation.

Denote the error of the attitude error quaternion by δq = [
δq0, δqT

1:3
]T =

[
δq0, δρT

]T
, and the corresponding GRP representation δ� is given by

δ� = f
δρ

a + δq0
(31.12)

where a is a parameter from 0 to 1 and f is a scale factor. The GRP is used to place
the singularity of the attitude representation in a certain angle range, and different
combinations of a and f have different physical meanings. For example, when a = 0
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and f = 1, (31.12) gives the Gibbs vector, and when a = f = 1, (31.12) gives the
standard vector of modified Rodrigues parameters.

The inverse transformation from δ� to δq is given by

⎧
⎪⎨

⎪⎩

δq0 = −a‖δ�‖2 + f
√

f 2 + (1 − a)2‖δ�‖2
f 2 + ‖δ�‖2

δρ = f −1(a + δq0)δ�
(31.13)

In RSRUSQUE, the filtering state is defined as

X̂k =
[
δ�T

k X̂
eT
k

]T
(31.14)

where X̂
e
k are the components of the state besides the quaternion. In this paper,

considering the high precision SINS and LDV adopted and the short alignment time,
the other parameters are not estimated to reduce the calculation amount.

Write the measurement model (31.13) as follows:

yk = α(k) − C i
n(k)β(k) = h(Xk) + vk (31.15)

where Xk is the ideal value of the filtering state at time instant k, and vk is the
measurement noise.

The state estimation at time instant k is (31.14), and the corresponding covariance
is P x,k . The RSRUSQUE algorithm for initial alignment is described as follows.

31.3.1 Time Update

The generated sigma points and the weights corresponding to the expectation and
covariance matrix are given by

χ k(i) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

X̂k, i = 0

X̂k +
[√

(n + λ)Sx,k

]

i
, i = 1, 2, . . . , n

X̂k −
[√

(n + λ)Sx,k

]

i
, i = n + 1, n + 2, . . . , 2n

(31.16)

Wm(i) =

⎧
⎪⎪⎨

⎪⎪⎩

λ

n + λ
, i = 0

1

2(n + λ)
, i = 1, . . . , 2n

(31.17)
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Wc(i) =

⎧
⎪⎪⎨

⎪⎪⎩

λ

n + λ
+ 1 − σ 2 + ς, i = 0

1

2(n + λ)
, i = 1, . . . , 2n

(31.18)

where Sx,k is the lower triangularmatrix obtained by using theCholesky factorization
of P x,k . n is the dimension of the state X̂k , λ = σ 2(n + κ) − n. σ is a scale factor,
usually a small quantity greater than zero, κ is a tuning parameter which is usually
set to 0 and 3 − n to capture some higher-order information of the distribution, ς

is used to incorporate prior information on the probability density function of the
states.

χ k(i) can be divided as follows:

χ k(i) = [
χ δ�
k (i)T χ e

k(i)
T

]T
(31.19)

The quaternion error corresponding to χ δ�
k (i) is given by

χ
δq
k (i) = [

δqk,0(i) δρk(i)
T

]T
(31.20)

which can be calculated by (31.13).
Denote the quaternion-based sigma points by multiplying the error quaternion by

the current attitude quaternion

χ
q
k (i) = χ

δq
k (i) ⊗ qk (31.21)

The sigma points obtained by (31.21) propagate forward through process model
(31.6), and the propagated quaternion error is calculated by the following equation:

χ
δq
k+1|k (i) = χ

q
k+1|k (i) ⊗ [

χ
q
k+1|k

]−1
(31.22)

The predicted GRP sigma points χ δ�
k+1|k (i) corresponding to χ

δq
k+1|k(i) can be

calculated by (31.12). The propagated sigma points of the state can be determined
as

χ k+1|k(i) =
[
χ δ�
k+1|k(i)

T χ e
k+1|k(i)

T
]T

(31.23)

The corresponding state prediction and covariance matrix can be calculated,
respectively, as

X̂k+1|k =
2n∑

i=0

Wm(i)χ k+1|k (i) (31.24)
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Sx,k+1|k = qr

{[√
Wc(1 : 2n)

(
χ k+1|k (1 : 2n) − X̂k+1|k

) √
Qk

]T}
(31.25)

Sx,k+1|k = cholupdate
{
Sx,k+1|k,

√|Wc(0)|
(
χ k+1|k (0) − X̂k+1|k

)
,

sgn
(
Wc(0)

)} (31.26)

31.3.2 Measurement Update

Similar to (31.16) and (31.19)–(31.21), the new quaternion-based sigma points
χ

∗q
k+1|k (i) can be obtained, and define a new set of sigma points as

γ ∗
k+1|k (i) =

[
χ

∗q
k+1|k (i)T χ∗e

k+1|k(i)
T

]T
(31.27)

The sigma points in (31.27) are propagated directly through the measurement
model (31.15), and the predicted sigma points are denoted as Zk+1|k (i).

The predicted mean of measurement, the covariance matrix of measurement and
the cross-covariancematrix of the state andmeasurement are calculated, respectively,
as

Ŷ k+1 =
2n∑

i=0

Wm(i)Zk+1|k (i) (31.28)

Sy,k+1 = qr

{[√
Wc(1 : 2n)

(
Zk+1|k (1 : 2n) − Ŷ k+1

) √
Rk

]T}
(31.29)

Sy,k+1 = cholupdate
{
Sz,k+1,

√|Wc(0)|
(
Zk+1|k(0) − Ŷ k+1

)
,

sgn
(
Wc(0)

)} (31.30)

P xy,k+1 =
2n∑

i=0

Wc(i)
{(

χ∗
k+1|k (i) − X̂k+1|k

)
×

(
Zk+1|k (i) − Ŷ k+1

)T
}

(31.31)

The innovation vector is

ek+1 = yk+1 − Ŷ k+1 (31.32)

The measurement noise covariance matrix Rk+1 can be expressed as

Rk+1 = (1 − ηk+1)Rk + ηk+1
(
ek+1eTk+1 − Sz,k+1ST

z,k+1 + Rk
)

(31.33)
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ηk+1 = ηk

ηk + c
(31.34)

where η0 = 1, and 0 < c < 1 is called a fading factor, which is usually c =
0.9 − 0.999.

Using (31.29)–(31.31), the update equations of the state vector and covariance
matrix are determined by

X̂k+1 = X̂k+1|k + P xy,k+1
(
Sy,k+1ST

y,k+1

)−1
ek+1 (31.35)

U k+1 = P xy,k+1
(
Sy,k+1ST

y,k+1

)−1
Sy,k+1 (31.36)

Sx,k+1 = cholupdate
(
Sx,k+1|k,U k+1,−1

)
(31.37)

31.3.3 Attitude Update

The updated status vector is expressed as

X̂k+1 = [
δ�T

k+1 XeT
k+1

]T
(31.38)

The quaternion error corresponding to δ�k+1 is given by

δqk+1 = [
δqk+1,0 δρT

k+1

]T
(31.39)

which can be calculated according to Formula (31.13).
The attitude quaternion is updated through

qk+1 = δqk+1 ⊗ χ
∗q
k+1|k (31.40)

Reset δ�k+1 to zeros and go to the next filtering cycle.

31.4 Vehicle-Mounted Field Test

To verify the performance of the proposed RSRUSQUE, the vehicle tests were
carried out in Changsha. Figure 31.1 shows the test equipment, which includes a
self-developed inertial measurement unit (IMU), a dual-antenna GPS receiver, a
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Fig. 31.1 Installation diagram of the experimental system

navigation computer and a self-made LDV. The movement trajectories of vehicles
and the outputs of LDV are shown in Figs. 31.2 and 31.3, respectively.

In the vehicle test, the initial value of attitude quaternion is all set as [1 0 0 0]T.
For RSRUSQUE, the initial covariance matrix of attitude error is set as diag([3° 3°
12°]T)2. The attitude errors are shown in Figs. 31.4, 31.5 and 31.6.

Fig. 31.2 Trajectory of the vehicle in the field test
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Fig. 31.3 Velocity curve of LDV output

Fig. 31.4 Pitch angle error

As canbe seen fromFigs. 31.4, 31.5 and31.6, at thefirst 60 s of alignment, the pitch
error of the two schemes does not converge, but the RSRUSQUE scheme fluctuates
less. At 61–180 s of alignment, the pitch error convergence of RSRUSQUE is more
gentle than OBA. Different from the pitch error, the roll error of the two schemes has
close convergence speed and accuracy. As for heading error, it can be clearly seen
from Fig. 31.6 that RSRUSQUE has a faster convergence speed, higher accuracy and
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Fig. 31.5 Roll angle error

Fig. 31.6 Heading angle error

smaller fluctuation than OBA. In conclusion, compared with the mainstream OBA
method, RSRUSQUE has stronger robustness, faster convergence rate and higher
alignment accuracy.
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31.5 Conclusion

This paper proposes a new fast in-motion initial alignment method for LDV-aided
SINS. First, the process model and measurement model for LDV-aided SINS in-
motion alignment is derived through skillfully attitude matrix decomposition and
velocity kinematic equation reconstruction. In order to improve the robustness of the
in-motion alignment process and pursue faster alignment speed and accuracy, the
RSRUSQUE is proposed. One group of vehicle field test was carried out to evaluate
the performance of RSRUSQUE. Experimental results show that RSRUSQUE has
higher alignment accuracy, faster convergence speed and stronger robustness than
OBA.
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Chapter 32
Imaging and Focusing Through
Scattering Medium Based on Reflection
Matrix Optical Coherence Tomography

Jing Cao and Pinghe Wang

Abstract Multiple scattering inside the randommedium limits the imaging depth of
optical coherence tomography (OCT) to 1–2mm, as well as the degree of focus at the
deep imaging depth. In this paper, by combining the concept of matrix measurement
with a wide-field optical coherence tomography, we have done two aspects of work.
The first one is for deeper imaging depth. By reconstructing the huge reflectionmatrix
of the sample and then applying a time-reversal operation to it, we successfully filter
out the single scattered light for imaging at the depth of 15 times of the scattering
mean free path (SMFP). Since the imaging depth of conventional OCT is 6–7 times of
the SMFP, our proposed reflection matrix optical coherence tomography (RMOCT)
is about one time deeper than the conventional OCT. The second part of the work
is a high-speed wavefront shaping (WFS) method based on a one-time in-and-out
complex light field analysis. With the help of a phase-only spatial light modulator,
we realize the light focusing through a random medium is ~113 ms. It is about three
times faster than the iterative feedback wavefront shaping method. We believe that
our work might pave the way to apply WFS to optical imaging methods and open
new methods toward deeper imaging through a scattering medium.

32.1 Introduction

Because of multiple scattering, the propagation of light in random media poses
a fundamental problem in optical imaging technologies. The challenge becomes
much more difficult when considering obtaining mesoscopic-level resolution in a
scattering media. Most of the optical imaging methods still rely on the collection of
ballistic light to construct the sample information, such as conventional microscopy
imaging. They provide diffraction-limited resolution but image penetration is limited
to a superficial level. This is because the amount of ballistic (or single scattering)
light decreases exponentially with the penetration depth. At present, one method to
overcome this is to take advantage of diffuse light reflected back from the layers
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deep inside the tissue, such as diffuse optical tomography, acousto-optic imaging,
and photoacoustic imaging. But their resolutions are severely degraded because they
rely on diffused light to form an image. In modern optical society, there are two
techniques to discriminate single scattering light from the multiple scattering light
for high-resolution imaging capacity. The first option is confocal grating technology,
such as confocal microscopy [1] or two-photon microscopy [2–4], which spatially
rejects unwanted multiple scattering light based on the spatial filter. Another option
is the coherence grating method, such as optical coherence tomography [5, 6], which
extracts single scattering light based on the path length they travel in tissue. The
combining of these two gates together, optical coherence microscopy [7, 8], can
be stronger than either gate individually, achieving greater image penetration in
scattering medium without compromising the imaging resolution.

Either for optical imaging or focusing purpose, a lot of remarkable works have
been done to break through the limitation caused by multiple scattering. The light
manipulation method was proposed [9], known as wavefront shaping, to focus light
through a highly scattering medium with the help of a spatial light modulator [10–
12]. There have been many remarkable signs of progress such as the investigation of
transmission matrix to describe the light propagation in a complex medium [13–16]
and the presence of reflection matrix method to imaging through highly scattering
tissue [17–20].

In this paper, we have demonstrated a reflection matrix OCT, which has the
imaging ability of 15 times of the SMFP. At the same time, by using the lock-in
detection instead of the four-step phase-shift method, the acquisition speed of each
scanning point has been accelerated to 0.37 s. It is about ten times faster than the
previous four-step phase-shift method (4.15 s for each scanning point). Then, we
configured the sample arm to a transmitted mode for light focusing purposes. Based
on a high-speed and high-sensitivity complex light field reconstruction technology,
we realize the light focusing through the sample at the speed of ~113 ms.

32.2 Methods

32.2.1 Experimental Setup

The experimental setup to record the sample’s reflection matrix is depicted in
Fig. 32.1. A femtosecond laser with center wavelength λ0 = 790 nm and spec-
trum bandwidth �λ = 90 nm is first collimated and expanded by a pair of lenses.
After passing through a beam splitter (BS1), the beam splits into the sample arm and
reference arm.

In the reference arm, optical frequency is shifted to f 0 + f r , where f 0 is the center
frequency of the laser and f r is the frequency difference of the two acousto-optic
modulators (AOM). In our case, f r is 40 kHz. After passing through another pair
of lenses and pinhole, BS2, PBS2, and a mirror, the reference light is then reflected
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Fig. 32.1 Experimental setup for the measurement of RM

back at BS3. In the sample arm, the phase of the beam is shaped by a spatial light
modulator (PLUTO-2, HOLOEYE) operating at phase-only mode, and subsequently
transmitted through theBS1 again.After passing through aPBS1 and aQWPoriented
at 45°, it focuses onto the sample through a microscope objective (MO). In order
to detect the phase of the sample, a piece of compensation glass has been used to
match the dispersion introduced by the two AOMs in the reference arm. Finally,
the interference signal will be detected by the lock-in camera. The benefit of using
this type of camera is that it can directly output two components, in-phase (I) and
quadrature (Q), to form the complex light field.

32.2.2 Time-Reversal Operation for Imaging Through
Scattering Medium

In this setup, we apply a point-to-point scanning strategy to collect the sample infor-
mation. For each scanning point, there will be a 2D matrix filled with complex light
field information. Then, we reshape it into a 1D vector and fill it into one column
of the RM. After finishing all the scanning and repeating this filling process, we
achieve a huge matrix, the so-called reflection matrix. By using the singular value
decomposition and time-reversal operation [21, 22], it is able to restore the imaging
of the target beneath the scattering layer.
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32.2.3 Wavefront Shaping for Focusing Light Through
Scattering Medium

For light focusing purposes, we have changed the configuration of the sample arm
into a transmitted mode, as shown in Fig. 32.2. Light from the first microscopy (M1)
focused onto the front of the sample and the transmitted light would be collected by
the second microscopy (M2).

As shown inFig. 32.3, it is the basis of our proposed high-speedwavefrontmethod.
In Fig. 32.3a, a planewave incidents onto a scatteringmedium, the output beam forms
a speckle pattern. Based on the fact that there always exists an optimal wavefront,
by shaping the incident light to this wavefront, the transmitted light will become all
in phase again. Equation (32.1) shows how to calculate this optimal wavefront:

Oin = Ein ∗ E−1
out ∗ Ein (32.1)

Fig. 32.2 Experimental setup for focusing light

Fig. 32.3 Principle of high-speed wavefront shaping
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Fig. 32.4 Imaging at the single scattering region

32.3 Results and Discussion

32.3.1 Imaging at the Single Scattering Region

At this step, the imaging target is two beads attached to cover glass and there is
no scattering layer (as shown in Fig. 32.4a). Figure 32.4b shows the distribution of
singular values.We can see the singular values that have the first two corresponding to
the imaging targets. Figure 32.4c is themicroscopy image of the target for comparison
purposes. Figure 32.4d–f shows the recovered images by using the first singular
vector, second singular vector, and the first two singular vectors, respectively.

32.3.2 Imaging at Multiple Scattering Regions

This time, we have inserted a high scattering layer, a piece of A4 paper sheet, between
the microscopy and the cover glass (as shown in Fig. 32.5a). The thickness of the
sheet is 97 µm and the SMFP is 6.4 µm, which means the optical thickness of the
scattering layer is 15.2 SMFP. Figure 32.5b shows the distribution of singular values.
We can see the singular values that have the first two corresponding to the imaging
targets. Figure 32.5c–e shows the recovered images by using the first singular vector,
second singular vector, and the first two singular vectors, respectively. Based on the
above results, the RMOCT presents its ability to imaging ability through 15.2 SMFP.
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Fig. 32.5 Imaging at multiple scattering regions

32.3.3 Imaging Through a Thick Biological Sample

Wehave home-made a highly scattering layer (0.8mm thickness phantom) by adding
20 g titanium dioxide into a 100 g silicone rubber base. The imaging target this time
is a polydimethylsiloxane (PDMS) material, which is soft and flexible. Figure 32.6a
is the sample setup. We use a water immersion objective with a bigger numerical
aperture this time. Figure 32.6b shows the distribution of singular values in decreasing
order. Figure 32.6c is the microscopy imaging of the PDMS material. Figure 32.6d
and e shows the recovered images by using the first 38 singular vectors at the situation
without and with scattering later, respectively.

In order to show the power imaging ability of RMOCT, we use a commercial
1.3µm swept-source OCT from Thorlabs Inc. to image the same sample. The results
are shown in Fig. 32.7. Figure 32.7a is the imaging result of PDMS material without
the scattering layer. We can see the boundaries are very clear. Figure 32.7b is the en-
face imaging of the upper layer. Figure 32.7c is the imaging result of PDMSmaterial
beneath the scattering layer, and we can see the boundaries are blurry. Figure 32.7d is
the en-face imaging of the upper layer of PDMSmaterial. This time, the commercial
OCT system lost the ability to recover the image.
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Fig. 32.6 Imaging through a thick biological sample

32.3.4 High-Speed Wavefront Shaping

As for the light focusing experiment, the phase and amplitude before wavefront are
all made of chaos. However, the phase and amplitude after wavefront have been
shaped to a Gaussian-like distribution. The whole process only needs 133 ms.

32.4 Conclusions

In this paper, we have demonstrated a new type of OCT combined with reflection
matrix measurement. The huge reflection matrix of the sample contains abundant
information which describes the light propagation process within the sample. We
have presented its amazing imaging power at deeper penetration depth, which is
15 times MSFP and two times the conventional OCT’s imaging depth. At the same
time, we have shown a high-speed WFS method to focus light through a sample in
~133 ms. As a next step, we are now trying to apply WFS technology to OCT to
realize deeper imaging depth.
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Fig. 32.7 Imaging results of a commercial 1.3 µm swept-source OCT
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Chapter 33
Application of Terahertz Spectroscopy
in the Detection of Carbohydrate Isomers

Tonghua Liu, Fang Yan, Junlin Zhang, and Boyang Jin

Abstract In this paper, two isomers of sugars (D-(+)-glucose and D-(−)-fructose)
were used as the research object, and the absorption spectra of them in the 0.4–
1.9 THz frequency band were obtained by the terahertz time-domain spectroscopy
(THz-TDS) system. The results showed that they could be qualitatively identified
by two terahertz absorption peaks of 1.43 and 1.64 THz. In order to further explore
the formation mechanism of the terahertz absorption peak, the absorption peak of
D-(+)-glucose at 1.43 THz was taken as an example to conduct PED analysis on
the glucose unit cell. The results showed that the absorption peak of D-(+)-glucose
at 1.43 THz was mainly caused by the interaction between molecules. Multiwfn
software was used to calculate the RDG of D-(+)-glucose unit cell, and then VMD
softwarewas used to visualize the types, positions and intensities of theweak interac-
tions between molecules in D-(+)-glucose unit cell. Terahertz absorption peaks were
due to the torsion mode caused by intermolecular hydrogen bonding in the glucose
cell. The comparison between the experimental and theoretical results shows that
the far-infrared absorption features are highly sensitive to the structure and spatial
arrangement of molecules. The research work in this paper provides valuable experi-
mental and theoretical references for the effective detection and identification of sugar
isomers and the formation mechanism of D-(+)-glucose terahertz spectral absorption
peaks.

33.1 Introduction

Since most of the vibrational and rotational energy levels of macromolecules are in
the terahertz band, and macromolecules, especially biological and chemical macro-
molecules, have their own physical properties, it is possible to analyze and identify
the structure and physical properties of substances through characteristic frequen-
cies. The energy of terahertz photon is only a few millielectron volts, so it is not easy
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to destroy the detected material, so the terahertz spectrum has a broad application
prospect in non-destructive testing technology [1]. O. P. Cherkasova et al. found
that when the blood sugared concentration of the human body changes, it will cause
the change of skin complex refractive index. Therefore, the terahertz wave can be
used to predict human blood glucose concentration so as to achieve non-invasive
detection of human blood glucose [2]. Zhuanping Zheng et al. studied the spectral
characteristics of monohydrous and anhydrous glucose and believed that the spectral
characteristics of anhydrous glucose mainly came from the molecular interaction of
glucose molecules [3]. Diding Suhandy et al. measured the absorption spectrum and
refractive index spectrum of D-(+)-glucose at different concentrations and found that
there was a fingerprint spectrum of glucose molecules in the terahertz band, and they
could identify glucose molecules and their solutions [4].

In this paper, the terahertz absorption spectra ofD-(+)-glucose andD-(−)-fructose
were measured by experiments. In order to further explore the formation mechanism
of the absorption peak, the absorption peak ofD-(+)-glucose at 1.43THzwas taken as
an example. Multiwfn and VMD software were used to visually analyze the type and
intensity of intermolecular interaction, and the identification of the intermolecular
vibration mode at 1.43 THz was completed.

33.2 Experiments and Theory

In this paper, the transmission terahertz time-domain spectroscopy (THz-TDS)
system is used to complete the detection of samples to be tested [5].D-(+)-glucose,D-
(−)-fructose and polyethylene (PE) were all purchased from SIGMA-ALDRIDGE.
The above samples were all white solid powder. Before determining the sample
information, determine that the mass fraction of glucose in the sample is 20%. The
terahertz absorption spectra of the three samples were selected to sum and take the
average value, that is, the terahertz absorption spectra of the sample. Table 33.1
shows the matching information of sample preparation.

This paper is based on the optical parameter extractionmodel proposed byDorney
andDuvillarent [6, 7]. Obtain the reference signal Eref (t) and sample signal Esam(t) of
the sample in the terahertz optical path, and then the corresponding frequency domain

Table 33.1 Sample mixing information

Sample Weight (mg) Thickness (mm) Proportion (%)

D-(+)-Glucose Glu1 169.0 1.55 20

Glu2 170.3 1.57 20

Glu3 170.5 1.52 20

D-(−)-Fructose Fru1 168.6 1.55 20

Fru2 168.4 1.52 20

Fru3 168.4 1.52 20
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signals Eref (ω) and Esam(ω) were obtained by Fourier transform. The refractive index
ns(ω) and absorption coefficient α(ω) were calculated by formulas (33.1) and (33.2).

ns(ω) = 1+ c

ωd
φ(ω) (33.1)

α(ω) = − 2

d
ln

{
|Esam(ω)|[ns(ω) + 1]2∣∣Eref (ω)

∣∣4ns(ω)

}
(33.2)

33.3 Results and Discussions

The terahertz time-domain spectroscopy (THz-TDS) systemwas used tomeasure the
samples of D-(+)-glucose and D-(−)-fructose, respectively. Figure 33.1 shows the
characteristic absorption spectra of the two isomers in the band of 0.4–1.9 THz after
data processing. As shown in Fig. 33.1, D-(+)-glucose has a characteristic absorption
peak at 1.43 THz, and D-(−)-fructose has a characteristic absorption peak at 1.64
THz. The terahertz absorption peaks of the two are significantly different, so it is
easy to identify them by the absorption peak position.

Compared with the monomolecular configuration, the intermolecular hydrogen
bonds and van der Waals forces can be considered more comprehensively in the
crystal cell configuration. The molecular interactions of D-(+)-glucose was studied
using Materials Studio 2017 software. The crystal cells were taken from Cambridge
Crystallography Data Center (CCDC). As shown in Fig. 33.2, each cell contains four
glucose molecules.

Fig. 33.1 Terahertz
absorption spectra of
D-(+)-glucose and
D-(−)-fructose
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Fig. 33.2 Crystal structure
of glucose. The upper left
corner is the formula for a
single molecule of glucose.
The blue spheres are carbon
atoms, the red spheres are
oxygen atoms and the white
spheres are hydrogen atoms

Then, the CASTEP module was used to perform geometric optimization on the
glucose cell. The calculated cell simulated spectrum was compared with the exper-
imental spectrum, as shown in Fig. 33.3. The absorption peak of the cell simulated
spectrum at 1.48 THz was basically consistent with the absorption peak at 1.43 THz
obtained from the experiment, which also verified the feasibility of the CASTEP
module in the study of terahertz spectral characteristics of D-(+)-glucose.

In order to further identify the attribution of D-(+)-glucose cell vibration mode,
VEDA4 software was used to conduct PED analysis of its absorption spectrum, and
the results are shown inTable 33.2. The vibrationalmodes at 1.48THzwere identified
as bond angle bending (58C/83O/31H) and contributed 11% to the vibrationalmodes,
which were mainly caused by the torsion of two glucose molecules connected by
hydrogen bond 31H···83O-58C. In order to more clearly and visually represent the
rotational vibrationof each atom in theD-(+)-glucose crystal cell,Gaussian andVMD
software were combined to calculate the molecular vibration vector. In Fig. 33.4,
arrows were used to indicate the rotational vibration mode of the molecule at 1.44
THz, which clearly gave the vibration direction and intensity of each atom. The
identification results showed that there was almost no vibration of No. 1 glucose
in this frequency band, and the wiggle amplitude of (–HO) bond of No. 2, 3 and 4
glucose molecules was the largest.
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Fig. 33.3 Comparison of
D-(+)-glucose experimental
spectrum and crystal
structure theoretical
calculation absorption
spectrum

Table 33.2 PED analysis

Sample Experiment (THz) Calculation (THz) PED analysis

D-(+)-Glucose 1.43 1.48 BEND:58C/83O/31H(11)

Fig. 33.4 The vibration
mode of D-(+)-glucose at
1.48 THz. The yellow arrows
show the direction in which
the atoms move
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Fig. 33.5 Coloring the
scatter plot of RDG for
D-(+)-glucose cell

The RDG method can intuitively understand the specific position and type of the
interaction in D-(+)-glucose cell. In this paper, the interaction of D-(+)-glucose cell
configuration was analyzed based on Multiwfn and VMD [8]. The strength and type
of the weak interaction can be clearly shown. Figure 33.5 shows coloring the scatter
plot of RDG for D-(+)-glucose cells, in which multiple spikes appear. The spikes in
the graph can be divided into three types according to the value of sin(λ2)ρ(r). In
Fig. 33.5, the blue region is the hydrogen bonding region. The green region is the
van der Waals force action region. Strong steric hindrance of ring or cage molecules
is common in the red region. Figure 33.6 is the coloring RDG isosurface of D-
(+)-glucose cell, which visually shows the specific location and type of the weak
interaction.

According to the comprehensive analysis of Figs. 33.5 and 33.6, the glucose RDG
scatter plot has three blue peaks from −0.06 to −0.025, corresponding to the three
blue RDG isosurface maps in Fig. 33.6, indicating the strong hydrogen bond inter-
action between molecules in the cell. Half blue, half red and green spikes at −0.025
to 0. 015 correspond to the RDG isosurface map, indicating weak hydrogen bonds or
van der Waals forces. There is a red spike between 0.015 and 0.06, corresponding to
the four red RDG isosurface maps in Fig. 33.6, indicating strong repulsion. Through
Fig. 33.6, we can also further explain the reason for the torsion of glucose molecules.
In Fig. 33.4. No. 1 glucose molecule almost does not torsion, because No. 1 glucose
molecule does not form hydrogen bonds. The torsional vibrations of No. 2, 3 and
4 glucose molecules are caused by hydrogen bonds. Table 33.3 shows the specific
location of the isosurface of the weak interaction.

33.4 Conclusion

In this paper, the terahertz absorption spectra of sugar D-(+)-glucose and D-(−)-
fructose were obtained by the THz-TDS technique. The experimental results show
that the absorption peaks of the two samples are significantly different in the band
of 0.4–1.9 THz. The theoretical terahertz absorption spectra of D-(+)-glucose cells
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Fig. 33.6 Coloring RDG isosurface of D-(+)-glucose cell

Table 33.3 The specific location of the weak interaction isosurface

Sign(λ2)p(r) Color Location of RDG isosurface

−0.06 to −0.025 Blue 82O/30H, 89O/37H, 91O/23H

0.015 to 0.06 Red 94O/68C/69C/70C/66C/67C,
85O/62C/63C/64C/65C/61C,
82O/57C/56C/55C/54C/58C,
73O/49C/50C/51C/52C/53C

−0.025 to 0.015 Half red, half green 1H/74O, 9H/13H, 16H/84O,
16H/61C, 25H/86O, 37H/62C,
23H/87O, 31H/21H, 31H/91O,
46H/93O
59C/62C59C/90O, 59C/66C,
22H/81O, 62C/91O
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were calculated using the CASTEP module in Materials Studio software. Combined
with PED analysis and Gaussian View software, the vibration mode identification of
the absorption peak at 1.43 THz of the glucose cell was completed. The absorption
peak was due to the torsion mode caused by intermolecular hydrogen bonding in the
glucose cell. Through RDG analysis, combined with Multiwfn and VMD software,
the strong, neutral and weak intermolecular forces in glucose cells were visualized.
The research work in this paper provides valuable experimental and theoretical refer-
ences for the effective identification of carbohydrate isomers and the analysis of the
formation mechanism of the terahertz spectral absorption peak of D-(+)-glucose.
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Chapter 34
Detection of Gas Raman Spectra Based
on Double-Cladding Fiber Laser

Chun Feng and Shu-Bo Jiang

Abstract To improve the Raman scattering cross-section of trace gases, a Raman
spectrum detection method based on the double-clad fiber laser is designed in this
paper. The influence of double-cladding fiber laser as a light source on gas Raman
detection is investigated. The higher the output power of the double-clad fiber laser,
the larger the gas scattering cross-section and the stronger the Raman effect. There-
fore, this paper first conducts a numerical analysis of the factors affecting the output
power of the double-clad fiber laser and uses MATLAB to simulate and explore
the influence of different pumping modes, pumping power, and rare earth doping
concentration on the output power of the fiber laser. Then the gas detection system
with ytterbium-doped fiber laser as the light source was used to analyze the mate-
rial qualitatively and quantitatively. Fiber laser as a Raman detection source has the
advantages of high linearity and good stability.

34.1 Introduction

Raman spectrum is a kind of scattering spectrum, which can obtain the information
of molecular vibration and rotation through the analysis of the scattering spectrum
different from the incident light frequency, and is applied to the study of molecular
structure [1]. It can realize the qualitative and quantitative analysis of substances.
At the same time, it is a non-contact detection method that can carry on the nonde-
structive detection to the material. However, Raman scattering is a weak effect. With
the development of laser technology, the incident light intensity is improved. The
Raman effect is enhanced and the application of Raman spectroscopy is promoted.
Therefore, the laser can be used as the Raman detection light source [2].

Since the birth of the first laser, a series of lasers, such as solid-state laser, gas laser,
and semiconductor laser, have been developed rapidly. The optical fiber laser instru-
ment has been widely used in optical communication, spectroscopy, aerospace, and
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laser weapons because of its good beam quality, high conversion efficiency, conve-
nient thermal control andmanagement, large tunable range, and compact structure [3,
4]. In order to further improve the conversion efficiency and output power of conven-
tional fiber laser, double-clad fiber lasers began to appear. It is a kind of optical fiber
with a special structure; it has an inner cladding than the conventional optical fiber.
The transverse size and numerical aperture of the inner cladding are far larger than
that of the fiber core. When rare earth elements are doped in the core, the pump light
is reflected in the inner cladding and is absorbed by the doped ions through the core
many times, thus being converted into a single-mode laser efficiently. The conversion
efficiency of traditional fiber lasers is greatly improved [5].

Based on the principle of double-clad fiber laser, this paper analyzes the fiber laser
as a Raman detection source, selects high-power diode-pumped laser, ytterbium-
doped double-clad fiber, adopts forward pumping mode and traditional detection
optical path, and sets up an oxygen-based Raman gas detection system.

34.2 Basic Theory and Simulation of Double-Clad Fiber
Laser

34.2.1 Theoretical Model of Double-Clad Fiber Laser

The theoretical model construction of fiber laser is shown in Fig. 34.1. The fiber laser
is composed of fiber combiner, fiber grating, pump source, and double-cladding gain
fiber. Instead of discrete optical devices, the optical fiber combiner can effectively
make the pump light coupling into the double-clad fiber, reduce the loss and improve
the coupling efficiency. At the same time, the output ofmultiple semiconductor lasers
can be connected at the input end of the double-clad fiber to improve the injectable
pump power. Fiber Bragg grating FBG1 and FBG2 can be used to achieve fixed
wavelength reflection and absorption. The pump source uses semiconductor diodes,
double-clad optical fibers [6], and is several meters to dozens of meters in length.
The pump light is coupled to the optical fiber through the optical fiber combiner,
and the doped rare earth ions in the optical fiber absorb the pump energy, and the
energy-level transition occurs, which makes the particles accumulate continuously
and form the particle inversion [7]. Then the transition to the lower energy level of
the laser produces photons, which are oscillated and amplified in the resonator and

Fig. 34.1 Theoretical model of fiber laser
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form the laser output from the grating. The formation of the laser is related to its rate
equation. Next, the rate equation of fiber laser is analyzed.

34.2.2 Rate Equation of Double-Clad Fiber Laser

The laser rate equation is used to characterize the differential equations of the number
of atoms at each energy level and the number of photons in the cavity changing with
time. It is used to describe the interaction between the radiation field and parti-
cles. When only pumping light and laser output line width are considered, the rate
equations of double-clad fiber lasers can be simplified as follows [7]:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

dP+
P (z)
dz = −�P [σapN − (σap + σep)N2(z)]P+

p (z) − ap P
+
P (z)

dP−
P (z)
dz = −�P [σapN − (σap + σep)N2(z)]P−

p (z) + ap P
−
P (z)

dP+
s (z)
dz = −�s[(σes + σas)N2(z) − σas]P+

s (z) − �sσes N2(z)P0 − as P−
s (z)

dP−
s (z)
dz = −�s[(σes + σas)N2(z) − σas]P−

s (z) − �sσes N2(z)P0 − as P−
s (z)

(34.1)

Formula 34.1 describes the relationship between the concentration of upper-level
particles in the gain medium at different positions and the pumping power of the
forward and backward light, where N2(z) is the concentration of particles at the
upper level. P+

P (z) and P−
p (z) are, respectively, the power of pumping light forward

and backward; P+
s (z) and P−

s (z) refer to the forward and backward transmission
power, where N is the concentration of doping medium in the fiber core, Ac is the
cross-sectional area of the fiber core, and �P and �s are the power filling factors of
double-clad fiber for pumping light and fiber laser, respectively. σap and σep are the
absorption cross-section and emission cross-section of pumped light, respectively,
σas and σes are the absorption cross-section and emission cross-section of laser, h is
Planck constant, vs and vp are the frequency of laser and pumped light, respectively.
τ is the average lifetime of the upper energy level of a particle, where P0 = 2hvs�vs
is the contribution of spontaneous radiation to the laser within the gain bandwidth,
and its value is relatively small. This can be ignored later in the derivation, where
�vs is gain bandwidth. Under steady-state conditions, the boundary conditions of
the linear resonator laser are as follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

P+
p (0) = Pl

p

P−
p (L) = Pr

p

P+
s (0) = R1P−

s (0)
P+
s (0) = R2P+

s (L)

(34.2)

where Pl
p and P

r
p inject the pumping optical power of the inner cladding of the double-

clad fiber from the left and right end faces, respectively. Therefore, the output power
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of the fiber laser is

Pout = (1 − R2)
√
R1.Ps,sat

(1 − R1)
√
R2 + (1 − R2)

√
R1

.

[
vs

vp
.(1 − exp(−�)) · P

+
p (0) + P−

p (L)

Ps,sat

− (N�sσas + as)L − ln

(
1√
R1R2

)

(34.3)

Ps,sat = hvs Ac/[τ�s(σes + σas)] is the output power of the saturated laser and
Pp,sat = hvp Ac/[τ�p(σep + σap)] is the pumping power of the saturated laser.

34.2.3 Numerical Simulation of a Double-Clad Fiber Laser

In view of the above analysis process, this section mainly introduces the results of
numerical simulation. The dopedfiber selected in this paper isYb3+ particles, because
the energy-level structure of Yb3+ is simple, and only twomultistate expanded energy
levels 2F5/2 and 2F7/2 are related to the wavelength of all light. For Yb3+-doped fiber
laser, the central wavelength of pumped LD is generally 915 nm or 975 nm, and the
absorption cross-section of 975 nm is about three times that of 915 nm. The quantum
efficiency of the laser is also relatively high, so 975 nm LD is used as the pumping
source. The basic parameters of the double-clad fiber laser used in the above analysis
and simulation are shown in Table 34.1.

Table 34.1 Basic parameters of fiber laser

Symbol Physical parameters Numerical value Unit

λp Pump light center wavelength 975 nm

λs The central wavelength of a fiber laser 1064 nm

τ Yb3+ upper energy level life of a particle 0.8 ms

σap The absorption cross-section of pumped light 2.6 × 10–20 cm2

σep The emission cross-section of pumped light 2.6 × 10–20 cm2

σas The absorption cross-section of a fiber laser 1 × 10–23 cm2

σes Emission cross-section of optical fiber laser 1.6 × 10–21 cm2

Ac The cross-sectional area of the fiber core 3.1416 × 10–6 cm2

ap The loss of fiber to the pumped light 2 × 10−5 cm−1

as Loss of optical fiber to the laser 4 × 10−5 cm−1

L Length of optical fiber 20 m

�p Fill factor for pumping light 0.0024 No unit

�s Laser power filling factor 0.82 No unit

R1 The reflectivity of the anterior cavity mirror 0.99 No unit

R2 Reflectivity of the posterior cavity mirror 0.04 No unit



34 Detection of Gas Raman Spectra Based on Double-Cladding … 357

Pump power under different pumping modes

This section mainly introduces the experimental simulation results under different
pumping modes, which simulate the output power of the laser resonator system in
three directions: forward pumping, backward pumping, and two-way pumping.

As can be seen from Fig. 34.2, the output power of the laser resonator is not signif-
icantly different under the three pumping modes. However, the laser heat dissipation
performance will be affected to some extent due to the backward pumping and bidi-
rectional pumping methods. Therefore, these two pumping methods are generally
not considered. It can be seen from Fig. 34.2a that the output power of the optical
resonator system will increase with the increase of the length of the gain fiber, but it
does not increase all the time. The growth rate will become slower and slower with
the increase of the gain fiber. When the length of the gain fiber reaches a certain
degree, the output power of the laser resonator system reaches a basically stable
state. However, when the length of the gain fiber is increased, the output power will
decrease. The length of the gain fiber is called the optimal fiber length. As for the
output power, the reason is that the excessively long gain fiber will make the pump

Fig. 34.2 The influence of different pumping modes on the output power of laser resonator system
a forward pumping mode, b backward pumping mode, c two-way pumping mode
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Fig. 34.3 Output power of a ytterbium-doped double-clad fiber laser with different pump power
on fiber laser performance, b pump power

light source be completely absorbed before reaching the end of the fiber, and there
is no inversion of particle number, but at this time, the signal light is still in very
strong signal power so that the signal light is stimulated and absorbed, resulting in
the decrease of the output power of the laser resonator system.

Effect of pump power on laser output

When the pumping power was 50, 100, 200, and 300 W, the doping concentration
was 5.535 × 1019 cm−3, and the fiber length was L = 20 m, the laser distribution in
the fiber under the condition of forward pumping was simulated numerically. As can
be seen from Fig. 34.3a, with the increase of the pump light power, the laser output
power also increases. At the same time, the higher the pump power is, the longer the
optimal gain fiber length is required to reach the stationary state. It can be seen from
Fig. 34.3b that the higher the pump power is, the faster the attenuation rate of the
pump is, and the longer the fiber length is required to reach the steady-state.

Influence of core doping concentration on output power

The doped concentration of the fiber core will affect the refractive index, which
directly affects the amplification ability of the fiber. Therefore, under the premise
that the pump power is 100 W and L = 20 m, change the doping concentration N to
obtain the change curve of the output signal optical power and doping concentration.
From Fig. 34.4a, it can be seen that the higher the doping concentration is, the faster
the output power of the fiber laser grows, and the smaller the fiber length is required
to obtain themaximum output power. At the same time, it is observed fromFig. 34.4b
that the higher the doping concentration is, the faster the attenuation of the pump
power is, and the shorter the transmission distance in the optical fiber is. The higher
the doping concentration is, the higher the absorption degree of the fiber to the pump
light is, so the maximum signal light output power can be achieved soon. In the
remaining length of the fiber, the loss of the fiber will be accelerated, so the output
power will be reduced.
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Fig. 34.4 Pump power changes of output power and pump power of ytterbium-doped double-clad
fiber laser at different doping concentrations. a Output power of ytterbium-doped double-clad fiber
laser. b Pump power

34.3 Experiment and Result Analysis of Fiber Laser

34.3.1 Experimental Setup

According to the basic structure composition of the double-clad fiber laser intro-
duced in the previous section, it mainly includes pump source, fiber beam combiner,
ytterbium-doped double-clad fiber, and fiber grating. So in order to get high power
laser output, the pumping efficiency must be very high. The higher the pump power,
the higher the output power of the laser. Therefore, the pump source is the diode-
pumped laser (DPSSL). It can be seen from the previous Sect. 34.2.3 that forward
pumping is the best under three kinds of pumping. The concentration of the doped
fiber will affect the output power. Therefore, under the existing conditions, the gain
fiber with the doping concentration of 4.0 × 1023 cm−3 is selected.

Based on the above analysis and the traditional gas detection system, a double-
clad fiber laser gas detection system was built, as shown in Fig. 34.5. The emitted
laser passes through a custom connector through KTP (frequency multiplexer) and
becomes a central wavelength of 532 nm into a photonic crystal fiber. At the same
time, the upper end of the T-interface is used to pass the gas into the photonic crystal
optical fiber (HC-580-02, with 580 nm as the central wavelength) with high pressure
so that the light interacts with themolecules of the sample to bemeasured and Raman
scattering is generated. At the same time, the light waves without full effect continue
to transmit in the photonic crystal fiber, and the FBG4 at one end of the fiber (with
a reflectivity of 96% to 580 nm) is reflected back to FBG3 (with a reflectivity of
99% to 580 nm). It keeps oscillating in the optical resonator composed of FBG3 and
FBG4, which increases the number of molecules involved in Raman scattering and
improves the Raman intensity, finally through the photoelectric acquisition system,
and then the data processing.
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Fig. 34.5 The basic system of Raman gas detection for fiber laser

34.3.2 Test and Analysis of Experimental Equipment

Feasibility test of the experimental device

In optical detection, the laser diode is commonly used as the pump source. Therefore,
the light source in Fig. 34.5 is replaced by the laser diode with an output power
of 100 MW, forming a common optical detection system. In order to prevent the
influence of the air in the optical path on the test results, nitrogen is first supplied for
a period of time, and then 5% oxygen is aerated at 3 bar atmospheric pressure. As
shown in Fig. 34.6a, it can be clearly seen that the oxygen Raman frequency shift
occurs at 1556 cm−1, which is consistent with the standard oxygen Raman frequency
shift, proving that this optical detection system is feasible.

In order to explore the detection performance of the double-clad fiber laser as a
light source, the above-mentioned laser diode was replaced with a double-clad laser

Fig. 34.6 Raman scattering diagram of oxygen molecules under different light sources. aOrdinary
LD light source as detection light source b Ytterbium-doped double-clad fiber laser as detection
light source
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light source with an output power of 100 MW. As shown in Fig. 34.6b, it can also be
seen that there is an oxygen Raman frequency shift at 1556 cm−1, which indicates
that neither the use of laser diode source as a Raman light source nor the double-clad
fiber laser designed to detect the Raman light source will have any influence on the
Raman frequency shift. But when laser diode and double-clad fiber laser are used as
the Raman light source, the signal fluctuation is larger and the Raman intensity is
smaller. Therefore, a double-clad fiber laser as a Raman detection source has better
stability and sensitivity. Therefore, the linearity and stability of the experimental
apparatus for the double-clad fiber laser as the light source are then tested.

Linearity test of the experimental device

Linearity is an important index ofmeasuring the precision of ameasuring instrument.
In order to verify the sensitivity of the system, oxygen calibration experiments were
carried out. Using EN4000 distribution device configuration range from 5 to 25%
oxygen gas volume, respectively, to test the different concentrations of oxygen gas,
oxygen concentration and intensity ofRaman scattering is obtained by the experiment
shown in Fig. 34.7a. The results of fitting, as shown in Fig. 34.7b, the result of oxygen
concentration, and intensity of Raman scattering get an approximately linear rela-
tionship. The linear relationship between the two is f (x) = 36.66591x − 1.85227,
and the linearity reaches 99.94%, indicating good linearity of the system.

Stability test of the experimental device

In order to verify the stability of the system, 10 portions of oxygen with concen-
trations of 5, 10, 15, 20 and 25% were configured for testing, and the experimental
device was rinsed with nitrogen after each concentration of oxygen was tested to
ensure the standard of oxygen concentration. The Raman test was carried out with
oxygen at a concentration of 5% as an example, and the results were shown in the
experimental test figure shown in Fig. 34.8a. The experimental results show that the
oxygen concentration obtained fromeach experiment does not varymuch. In the same

Fig. 34.7 Sensitivity test results of the experimental device. a Detection results under different gas
concentrations. b Raman scattering intensity fitting of the gas under different concentrations
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Fig. 34.8 Stability test results of the experimental setup. a Gas with 5% concentration measured
multiple times Raman test diagram. b Gas repeatability test diagram at different concentrations

way, other oxygen concentrations were measured. In order to verify the stability of
the experimental device, the obtained results are summarized to obtain the resulting
figure as shown in Fig. 34.8b. The dot represents themeasured results and the straight
line represents the theoretical concentration. As can be seen from Fig. 34.8b, the
experimental results are basically consistent with the standard concentration, and the
average repetition rate is 99%, indicating good stability of the system.

34.4 Conclusions

It is found that the double-clad doped laser has good stability and high linearity as the
detection light source. Moreover, when the output power of the double-clad laser is
large, the scattering cross-section can be effectively changed to enhance the Raman
effect and the detection accuracy of low-concentration materials can be improved.
Part from the first part of the theoretical study shows different ways of pumping, fiber
doping concentration, pump power on the performance of the double-clad fiber laser
have influence, therefore can change the way double-clad fiber laser pumping, pump
input power, doping concentration, etc. to increase the output power of double-clad
fiber laser, in order to enhance Raman optical input power, enhance the Raman effect,
and achieve the low concentration gas detection.
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Chapter 35
All-Fiber-Based Miniaturized
Transportable Ultra-stable Laser
at 1550 nm

Yafeng Huang, Lingke Wang, Yifei Duan, Yanli Li, Meifeng Ye, Qiuzhi Qu,
Liang Liu, and Tang Li

Abstract We demonstrate an ultra-stable miniaturized transportable laser system at
1550 nm by locking it to an optical fiber-delay-line (FDL). To achieve better perfor-
mance of ultra-stable laser system, a series of necessary measures are designed
and implemented which are to restrain the temperature drift of FDL and the excess
frequency noise induced by mechanical vibration. The fractional frequency insta-
bility of ultra-stable laser system is 3 × 10−15 at 1 s averaging time and below
5 × 10−15 at 1–128 s averaging time, which is the best medium-term frequency
stability of a miniaturized transportable FDL-stabilized laser observed to date.
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35.1 Introduction

Ultra-stable lasers with high-frequency stability and phase coherence are indispens-
able as fundamental tools in the field of precision spectroscopymeasurement science,
optical atomic clocks, gravitational wave detection, ultralow phase noise optical or
microwave synthesis and fundamental physics tests [1–8]. In the last two decades, the
development of ultra-stable lasers with high-frequency stability and phase coherence
has never been suspended. State-of-the-art ultra-stable lasers are usually realized by
stabilizing laser frequency to an ultra-high-finesse Fabry–Pérot (FP) cavity using the
Pound–Drever–Hall (PDH) method. Although this approach can achieve a level of
frequency stability below 1×10−16 [9, 10], it requires precise mode matching, align-
ment of free-space-optical elements, precise temperature control or even cryocooler,
and thus the system is bulky and complex. Therefore, it is difficult tomeet the require-
ments in the transportable applications, such as optical atomic clock for geodesy [6]
and gravitational wave detection in space [11–13]. In this letter, as a simple and
compact alternative, fiber-delay-line (FDL) stabilized lasers are reported.

35.2 Material and Methods

In Fig. 35.1a, an arm-unbalanced optical fiber interferometer is used as a frequency
discriminator to convert the frequency fluctuation (�ν) of the laser into the phase
fluctuation (�ϕ). The phase fluctuation is then detected and fed to the laser for
frequency stabilization. The transfer function of the interferometer can be defined
by

Γ ( f ) = �ϕ( f )

�ν( f )
= 1 − e−2π i f τ

i f
(35.1)

where f is the Fourier frequency, τ is the unbalanced time delay of the interferometer
which can be written as τ = 2nL/c, n is the effective refractive index of optical
fiber, L is the length difference between the two arms of the interferometer, and c is
the speed of light in vacuum. At low frequencies ( f � 1/τ), the transfer function
can be approximately equal to the follows

Γ ( f ) = 1 − e−2π i f τ

i f
≈ 2πτ (35.2)

The transfer function is plotted in magnitude in Fig. 35.1b. The transfer function
has a series of zeros at the frequencies of n/τ (n = 1, 2, 3 . . . ) and the first one
limits the bandwidth of the control loop of the laser frequency stabilization. At
low frequencies ( f � 1/τ ), the transfer function is approximately equal to 2πτ ,
which means a longer fiber increases the gain of the discriminator while reduces the
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Fig. 35.1 a Principle of FDL laser stabilization and b transfer function of the interferometer

bandwidth of the control loop. In general, a compromise is required between the
bandwidth of the control loop and the gain of the discriminator.

Recently, the FDL laser frequency stabilization has been demonstrated to achieve a
sub-hertz linewidth ultra-stable laser [14–16].Compared to theFP cavitymethod, this
approach can provide not only agile frequency tunability, but also compactness, high
reliability, small volume, and light weight [17]. These advantages make it possible
to develop a miniaturized transportable ultra-stable laser. However, this approach
is sensitive to temperature fluctuation. To migrate this problem, a delicate thermal
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shield system is required. Besides, an ultralow vibration sensitivity optical fiber spool
is used to reduce the excess frequency noise induced by mechanical vibration.

The scheme of the laser frequency stabilization is shown in Fig. 35.2. A 1550 nm
DFB fiber laser (NKT photonics) is used as the laser source. The laser beam
passes through an acousto-optic modulator (AOM1) before going to an unbalanced
Michelson interferometer, and then is split into two parts by an optical coupler
with a coupling ratio of 99:1. The small part is sent to the interferometer for laser
frequency stabilization while the large one is used as the laser output. In the inter-
ferometer, another acousto-optic modulator (AOM2) is inserted into the long arm
to produce a radio frequency (RF) shift for heterodyne detection. The output of
interferometer is connected to a photodiode, yielding a RF beat note signal. This
signal is then demodulated by a tunable synthesizer to produce the error signal. A
proportional-integral servo circuit converts the demodulated error signal into the
correction signal which simultaneously acts on a piezo-electric transducer (PZT)
stretcher and a voltage-controlled oscillator driving the AOM1.

In this scheme, the optical fiber is sensitive to the temperature fluctuation that can
cause a long-term frequency instability. Therefore, the temperature stabilization of
the optical fiber is of importance. The temperature fluctuations mainly come from (1)
cabinet environmental temperature fluctuation; (2) optical power fluctuation; (3) RF
signal power fluctuation. To migrate these problems, we adopt several modifications
on the system described in our previous work [18]. First, a four-layer thermal shields
are used (shown as Fig. 35.3). Each layer of the shields is treated by polishing and
gold-plating to reduce their emissivity. The solar absorptivity of the shield surface
is about 0.3 while the emissivity is about 0.03. Using a finite-element-method anal-
ysis, the calculated thermal time constant is about 20 days. Second, a two-stage
active temperature stabilization is employed in this experiment and the temperature

Fig. 35.2 The scheme of the laser frequency stabilization system. PZT: piezo-electric transducer;
AOM: acousto-optic modulator; VCO: voltage-controlled oscillator; RF: radio frequency
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Fig. 35.3 a Schematic of the vacuum chamber and b its practicality picture

fluctuation of the outer shield is small than 0.5mK over a time of 24 h. Third, both
the optical power injecting into the interferometer and the RF power driving the
AOM1 are stabilized. Last but not least, to reduce the size of the laser stabilization
system, a miniature optical fiber spool with low vibration sensitivity is designed and
its volume is small than 1.7L . The measured vibration sensitivity on the radial and
axial direction is about 3 × 10−11/g and 8 × 10−11/g, respectively, for a frequency
range of 20–200 Hz [19]. The whole volume of the assembled laser stabilization
system is about 5.0L .

35.3 Results and Discussion

We construct two identical laser systems to evaluate the performance of the ultra-
stable laser. Each laser is constructed using a separate fiber laser source, a separate
fiber interferometer, a separate temperature control system, and separate electronics.
Furthermore, both systems are identical and their contributions to the measurements
can be considered as the same. The experimental setup used to measure the laser
frequency stability is shown in Fig. 35.4. The light beams of the two stabilized
lasers are combined by an optical fiber coupler and a heterodyne beat-note signal
of approximate 160 MHz is detected by a photodiode. The frequency drift of the
beat-note signal is compensated to less than 0.1 Hz/s by applying a small frequency
offset to the tunable RF synthesizer [16].

The beat-note signal is then sent to a time interval analyzer (Symmetricom5125A)
for frequency comparison against a reference signal from an active hydrogen maser
(iMaser3000, T4Science). The recorded phase data from the time interval analyzer
are then used to calculate the frequency stability of the two lasers. For one laser,
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Fig. 35.4 Simplified diagram of the experimental setup. Optical paths are in solid, electrical in
dotted line of dark. LPF: Low Pass Filter

the calculated frequency stability should be divided by
√
2. The measured frequency

stability for a single system is shown in Fig. 35.5. In the time scale of 1–128 s,
the frequency stability is better than 5 × 10−15. The ascending trend at long-term

Fig. 35.5 Fractional frequency stability of all-fiber-based ultra-stable laser systems
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time scale is mainly due to the residual temperature fluctuations or laser intensity
fluctuations.

35.4 Conclusions

In conclusion, we demonstrate an all-fiber-based miniaturized transportable ultra-
stable laser with a medium-term frequency stabilization of below 5 × 10−15 in the
time scale of 1–128 s. In future work, a more stable temperature control system
should be further investigated to improve the long-term frequency stability.

Acknowledgements This work was supported by the National Natural Science Foundation of
China (NSFC) (Nos. 11604353, 11274324, and 11704391) and the Key Research Program of the
Chinese Academy of Sciences (No. KJZD-EWW02).

References

1. A.D. Ludlow,M.M. Boyd, J. Ye, E. Peik, P.O. Schmidt, Optical atomic clocks. Rev.Mod. Phys.
87, 637–701 (2015)

2. I. Ushijima, M. Takamoto, M. Das, T. Ohkubo, H. Katori, Cryogenic optical lattice clocks.
Nat. Photonics 9, 185–189 (2015)

3. N. Huntemann, C. Sanner, B. Lipphardt, C. Tamm, E. Peik, Single-ion atomic clock with 3 ×
10−18 systematic uncertainty. Phys. Rev. Lett. 116(063001), 1–1 (2016)

4. S.L. Campbell, R.B. Hutson, G.E. Marti, A. Goban, N.D. Oppong, R.L. McNally, L. Sonder-
house, J.M. Robinson, W. Zhang, B.J. Bloom, J. Ye, A Fermi-degenerate three-dimensional
optical lattice clock. Science 358, 90–94 (2017)

5. Y.Yao,Y.Y. Jiang, L.F.Wu,H.F.Yu, Z.Y.Bi, L.S.Ma,A lownoise optical frequency synthesizer
at 700–990 nm. Appl. Phys. Lett. 109(131102), 1–1 (2016)

6. J. Grotti, S. Koller, S. Vogt, S. Häfner, U. Sterr, Ch. Lisdat, H. Denker, C. Voigt, L. Timmen, A.
Rolland, F.N. Baynes, H.S. Margolis, M. Zampaolo, P. Thoumany, M. Pizzocaro, B. Rauf, F.
Bregolin, A. Tampellini, P. Barbieri, M. Zucco, G.A. Costanzo, C. Clivati, F. Levi, D. Calonico,
Geodesy and metrology with a transportable optical clock. Nat. Phys. 14, 437–441 (2018)

7. W.H. Oskay, W.M. Itano, J.C. Bergquist, Measurement of the 199Hg+ 5d96s2 2D5/2 electric
quadrupole moment and a constraint on the quadrupole shift. Phys. Rev. Lett. 94(163001), 1–1
(2005)

8. C. Eisele, A.Y.Nevsky, S.Y. Schiller, Laboratory test of the isotropy of light propagation at the
10–17 level. Phys. Rev. Lett. 103(090401), 1–1 (2009)

9. S. Häfner, S. Falke, C. Grebing, S. Vogt, T. Legero, M. Merimaa, C. Lisdat, U. Sterr, 8×
10−17 fractional laser frequency instability with a long room-temperature cavity. Opt. Lett.
40(002112), 1–1 (2015)

10. D.G. Matei, T.Legero, S. Hfner, C. Grebing, R. Weyrich, W. Zhang, L. Sonderhouse, J.M.
Robinson, J. Ye, F. Riehle, U. Sterr, 1.5 µm Lasers with Sub-10 mHz Linewidth. Phys. Rev.
Lett. 118(263202), 1–1 (2017)

11. B.S. Sheard, G. Heinzel, K. Danzmann, D.A. Shaddock, W.M. Klipstein, W.M. Folkner, Inter-
satellite laser ranging instrument for the GRACE follow-onmission. J. Geodesy 86, 1083–1095
(2012)



372 Y. Huang et al.

12. R.X. Adhikari, Gravitational radiation detection with laser interferometry. Rev. Mod. Phys. 86,
121–151 (2014)

13. J. Luo, L.S. Chen, H.Z. Duan, Y.G. Gong, S. Hu, J. Ji, Q. Liu, J. Mei, V. Milyukov, M.
Sazhin, C.G. Shao, V.T. Toth, H.-B. Tu, Y.M. Wang, Y. Wang, H.C. Yeh, M.S. Zhan, Y. Zhang,
Y. Zhang, V. Zharov, Z.B. Zhou, TianQin: a space-borne gravitational wave detector. Class.
Quantum Gravity 33(035010), 1–1 (2016)

14. F. Kéfélian, H.F. Jiang, P. Lemonde, G. Santarelli, Ultralow-frequency-noise stabilization of a
laser by locking to an optical fiber-delay line. Opt. Lett. 34, 914–916 (2009)

15. H.F. Jiang, F. Kéfélian, P. Lemonde, A. Clairon, G. Santarelli, An agile laser with ultra-low
frequency noise and high sweep linearity. Opt. Express 18, 3284–3297 (2010)

16. J. Dong, Y.Q. Hu, J.C. Huang, M.F. Ye, Q.Z. Qu, T. Li, L. Liu, Subhertz linewidth laser by
locking to a fiber delay line. Appl Opt. 54, 1152–1156 (2015)

17. J.C. Huang, L.K. Wang, Y.F. Duan, Y.F. Huang, M.F. Ye, L. Liu, T. Li, All-fiber-based laser
with 200 mHz linewidth. Chin. Opt. Lett. 17(071407), 1–1 (2019)

18. J.C. Huang, L.K. Wang, Y.F. Duan, Y.F. Huang, M.F. Ye, L. Li, L. Liu, T. Li, Vibration-
insensitive fiber spool for laser stabilization. Chin. Opt. Lett. 17(081403), 1–1 (2019)

19. Y.Q. Hu, J. Dong, J.C. Huang, T. Li, L. Liu, An optical fiber spool for laser stabilization with
reduced acceleration sensitivity to 10–12/g. Chin. Phys. 24(104213), 1–1 (2015)



Chapter 36
Research on Dynamic Condition Test
of Power Battery Simulation Based
on Principal Component Analysis

Hong Pei Li and Guixiong Liu

Abstract In this paper, the vehicle driving conditions used to measure gas emis-
sions and the test conditions of power battery in simulated electric vehicle driving are
divided into segments and feature extraction. Through the principal component anal-
ysis method, the principal components in the two working conditions are compared
and analysed. Select the test condition data US06 of the power battery corresponding
to the vehicle driving condition data, compare the characteristic parameters of the two
conditions, and analyse the influence of the characteristic parameters of the working
conditions on the power battery model. A voltage simulation model is established
to detect the key parameters of the test battery. Finally, it is concluded that the state
transition frequency is positively correlated with the simulation voltage accuracy of
the power battery model in the test condition of the simulated electric vehicle.

36.1 Introduction

At the same time, electric vehicles are driven in ambient temperature changes, power
demand changes in a wide range and high frequency of operating conditions, which
brings greater difficulties for power batterymodel construction, parameter estimation
and testing. The working condition method is the first experimental method to eval-
uate the emission status and economy of traditional vehicles [1], and distinguish the
test of light vehicles and heavy vehicles. GB/T 38146.1-2019 China Vehicle Driving
Conditions Part 1: Light Duty Vehicles [2] and GB/T 38146.2-2019 China Vehicle
Driving Conditions Part 2: Heavy Duty Commercial Vehicles [3] provide the latest
standards to suit the driving conditions of domestic vehicles.

GB/T 31467.2-2015 Lithium-ion Power Battery Packs and Systems for Electric
Vehicles Part 2 Test Procedure for High Energy Applications [4] provides for the
simulation of working conditions discharge and charging constant charge/discharge
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test methods for power batteries. The test method is to test the power battery cells
for cyclic constant current conditions.

However, in the course of road driving, electric vehicles are affected by the envi-
ronment and work under the transition of starting, accelerating, braking, maintaining
relatively constant speed and idling conditions. The battery modules and cells in the
power battery system are regulated by electrical excitation and battery balancing
management, and work under cyclic transformations of randomly varying currents
for discharge and energy recovery [5]. The model construction and evaluation of key
parameters of the power battery under dynamic operating conditions requires the use
of simulated operating conditions for relevant tests [6, 7].

Depending on the road conditions and driver habits of each country [8], different
driving conditions are constructed, and the variability of the discharge and energy
recovery characteristics of the battery cells, modules and systems are also different
after transformation by the EV simulation software [9, 10].

36.2 Battery Simulation Data Selection and Segmentation

36.2.1 Battery Simulation Data Selection

The power battery simulated working condition discharge and energy recovery
power-time schedule mainly consists of two types: (1) vehicle simulation software,
input vehicle driving working condition speed-time schedule, output battery system
power-time schedule, such as New Europe Driving Cycle (NEDC), The Federal
Urban Driving (FUDS) (2) cycle-shifted multiplier discharge and charging processes
at various operating currents, such as Dynamic Stress Test (DST), Beijing Dynamic
Stress Test (BJDST). In this paper, we use the working condition test data at different
temperatures from the University of Maryland battery test dataset.

Figure 36.1 shows the speed-time diagram for the driving conditions of the elec-
tric vehicle and Fig. 36.2 shows the power-time diagram for the power cell under
simulated driving conditions of the electric vehicle.

36.2.2 Segmentation

In this paper, we first segment multiple sets of vehicle driving condition speed-time-
table data (US06, NEDC, Highway, FTP75), and also segment battery power-time
under simulated dynamic conditions (FUDS, US06, DST, BJDST) of the power
battery. The condition segmentation transforms the condition engineering into a
process of inter-transfer between states and analyses the effect of the frequency of
state changes on the battery simulation condition testing. In this regard, the length of
time and division of the velocity–time data time segments are given by the following
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Fig. 36.1 Electric vehicle
driving conditions US06
speed-time diagram

Fig. 36.2 Power battery unit
power-time diagram under
EV driving simulation

equations.

T = tend − tstart (36.1)

where T is the single state time length, tstart is the start time of that state and tend is
the end time of that state.
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36.2.3 Feature Parameter Construction

The characteristic parameters of the analysed segments were constructed, and the
segmented segments were statistically and analytically divided. Table 36.1 shows the
selected driving conditions’ feature parameters, which are mainly divided into the
total time share of the fragment, the fragment speed and state transition frequency
acceleration amount and the state transition frequency feature parameters.

Where the total segment time share includes uniform speed Travel time T 1, Accel-
eration travel time T 2, Braking time T 3, Idling time T 4 and start time T 5. Slice speed
versus Amount of acceleration includes average speed Vaverage, Maximum velocity
Vmax, maximum acceleration amax and maximum deceleration abreak . State transi-
tions Frequency includes Start to accelerate, acceleration to constant speed, uniform
to braking, acceleration to braking, brake to idle, braking to standstill. Frequency to
time ratio of state transitions includes Start to accelerate f 1, Acceleration to constant
speed f 2, Uniform to braking f 3, Acceleration to braking f 4, Brake to idle f 5, Braking
to standstill f 6, Frequency to time ratio of state transitions r.

The total time share of selected simulated electric vehicle driving condition
segments and state transition frequencies are calculated by (36.2) and (36.3) as
follows.

fi = ni
∑6

j=1 n j

(i = 1, 2, ..., 6) (36.2)

Ti =
∑m

k=1 Tk,i
∑5

j=1

∑m
k=1 Tk, j

(i = 1, 2, ..., n) (36.3)

Table 36.1 Calculation of battery discharge and energy recovery operating conditions

US06 BJDST DST FUDS

t1 0.06 0.08 0.12 0.15

t2 0.91 0.90 0.68 0.62

t3 0.02 0.01 0.10 0.12

t4 0.00 0.00 0.10 0.11

Paverage 0.92 0.68 0.88 0.80

Pmax 14.32 6.34 14.54 14.50

Pcmax 11.07 4.18 12.59 15.19

Pdmax −16.38 −5.19 −13.16 −15.19

F1 0.33 0.33 0.33 0.32

F2 0.37 0.36 0.35 0.40

F3 0.00 0.00 0.00 0.00

F4 0.31 0.30 0.32 0.28

R 0.00 0.00 0.01 0.00
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where f i is the frequency of state transitions in the driving condition of the electric
vehicle, ni is the number of 6 state shifts in the driving condition process;Ti is the total
time share of the electric vehicle driving condition state fragment; Tk,j indicates the
time length of the single state of the kth time slice in state j; m indicates the number
of times state j appears. The selected simulated electric vehicle driving condition
fragment speed and acceleration quantity calculation formula (36.4) is as follows.

Vaverage = 1

m total

mtotal∑

i=1

⎛

⎝ 1

Ti

ti,end∫

ti,start

Vi (t)dt

⎞

⎠ (36.4)

whereVaverage is the total average speed of the segments of the electric vehicle driving
condition;mtotal is the total number of time segments; Ti is the time length of a single
state of segment i in the condition; tstart is the start time of the segment state and tend
is the end time of the segment state; Vi is the amount of time variation within the
segment.

r = mtotal

Ttotal
× 100% (36.5)

where r is the state transition frequency as a percentage of total time; mtotal is the
total number of time segments; Ttotal is the total length of the driving condition time
state end time; Vi is the amount of time change within the segment.

The power battery power state change in the process of simulated power
battery discharge and energy recovery is divided and the characteristic quantity is
extracted, and the power battery discharge and energy recovery conditions aremainly
divided into continuous discharge segment, continuous energy recovery segment and
stationary segment.

Where the total segment time share includes Uniform discharge time t1, Acceler-
ated, Discharge time t2, energy recovery time t3 and resting time t4. Slice power
variables include Average output power Paverage, Maximum output Power Pmax,
Maximum power climb rate Pcmax and Maximum power drop rate Pdmax. State
transitions Frequency includes Standstill to acceleration F1, Acceleration to energy
recovery F2, Uniform discharge to energy recovery F3, Accelerated discharge to
standstill F4, Frequency to time ratio of state transitions R.

The total time share of the selected simulated power cell discharge and energy
recovery segments and the state transition frequency are calculated in (36.5) and
(36.6) as follows.

Fi = Ni
∑3

j=1 N j

(i = 1, 2, 3) (36.6)

ti =
∑m

k=1 tk,i
∑5

j=1

∑m
k=1 tk, j

(i = 1, 2, ..., n) (36.7)
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where Fi is the power battery state transition frequency, Ni is the power battery
working condition power 5 state transfer times; ti is the power battery working
condition power state fragment total time share; tk,j indicates the state j in the kth
time piece to maintain a state time length; m indicates the state j appear times. The
average output power Paverage in the simulated power condition of the power cell is
calculated as follows.

Paverage = 1

m total

mtotal∑

i=1

⎛

⎝ 1

Ti

ti,end∫

ti,start

Pi (t)dt

⎞

⎠ (36.8)

36.3 Principal Component Analysis and Battery
Equivalent Circuit Model Construction

Let there be K working conditions, each with p characteristic parameters, denoted
as X = (x1, x2, …, xp). Let the mean value of the random variable X be μ and the
covariance matrix

∑
. After normalising the data in the working conditions by (x1

− μ)/σ and normalising X, the covariance matrix
∑

of x is equal to its correlation
coefficient matrix. The principal component is the problem of linearly combining p
characteristic parameters. A linear transformation of X generates a new composite
indicator, the principal component, denoted y1, y2, …, yp. The covariance matrix is
used to find the eigenvalues λ1, λ2,…, λp (λ1 ≥ λ2 ≥ … ≥ λp) and the corresponding
eigenvectors A as in (36.9).

A =

⎡

⎢
⎢
⎣

a1,1 a1,2 ... a1,p
a2,1 a2,2 ... a2,p
... ... ... ...

ap,1 ap,1 ... ap,p

⎤

⎥
⎥
⎦ (36.9)

Then each principal component of the characteristic parameters x1, x2,…, xp after
the orthogonal transformation can be expressed as (36.10)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

y1 = a1,1x1 + a1,2x2 + ... + a1,pxp
y2 = a2,1x1 + a2,2x2 + ... + a2,pxp
...

yp = ap,1x1 + ap,2x2 + ... + ap,pxp

(36.10)

where y1, y2, …, yp are called the principal components, respectively.
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Fig. 36.3 Thevenin
equivalent circuit model of
the power cell

Et

C1

R1

C2

R2

R0

Ud

U1 U2

i(t)

An equivalent circuit model is constructed [11], with the equivalent power cell
unit as a second-order equivalent circuit. Figure 36.3 shows the power cell Thevenin
second-order equivalent circuit model. R0 is the internal resistance of the power cell;
Et is the open-circuit voltage potential;R1 is the electrochemical polarisation internal
resistance, R2 is the concentration polarisation internal resistance; C1 is the electro-
chemical polarisation capacitance, C2 is the concentration polarisation capacitance;
Ud is the measurable terminal voltage; U1, U2 are the battery polarisation internal
resistance voltages and i(t) is the real-time battery operating current.

The power cell unit model is built by Simulink. Figure 36.4 shows a schematic
diagram of the Simulink equivalent circuit model of the power cell unit.

The HPPC test is carried out on the power cell, and the OCV-SOC curve and R0,
R1,R2,C1 andC2 equivalent circuitmodel parameters of the battery cell are identified
by the HPPC condition. Finally, the current in various battery discharging and energy
recovery conditions is used asmodel input to observe the error between the simulated
voltage output and the actual observed voltage in the power cell simulation model,

Fig. 36.4 Simulink equivalent circuit model of power battery unit



380 H. P. Li and G. Liu

and the characteristic quantities with high contribution to the battery are compared
with the error values.

36.4 Discussion

Multiple sets of vehicle speed-timeline data (US06, NEDC, Highway, FTP75) were
segmented and the results of the selected driving condition segmentation feature
parameters were calculated. Table 36.1 shows calculation of battery discharge and
energy recovery operating conditions. Table 36.2 shows variation of response error
of the simulated cell model under different operating conditions. Table 36.3 shows
battery discharging and energy recovery working condition principal component
score table.

Table 36.2 Variation of response error of the simulated cell model under different operating
conditions

Simulated working
conditions

Average absolute error of
voltage simulation %

Voltage simulation
maximum absolute
error %

Root mean square
error of voltage
simulation %

US06 2.41 18.20 3.16

BJDST 2.26 7.06 8.71

DST 1.48 19.48 2.79

FUDS 3.21 19.91 4.70

Table 36.3 Battery discharging and energy recovery working condition principal component score
table

Principal component number Eigenvalue Contribution Cumulative contribution

1 6.63 0.51 0.51

2 4.29 0.33 0.84

3 2.08 0.16 1

4 3.87 × 10–16 2.98 × 10–17 1

5 3.30 × 10–16 2.54 × 10–17 1

6 2.10 × 10–16 1.63 × 10–17 1

7 1.06 × 10–16 8.19 × 10–17 1

8 −7.47 × 10–17 −5.74 × 10–17 1

9 −1.38 × 10–16 −1.06 × 10–17 1

10 −2.24 × 10–16 −1.73 × 10–17 1

11 −2.45 × 10–16 −1.89 × 10–17 1

12 −4.94 × 10–16 −3.80 × 10–17 1

13 −1.15 × 10–16 −8.87 × 10–17 1
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The analysis of the battery discharge and energy recovery working condition prin-
cipal component score table, with the battery simulation model under this discharge
and energy recovery working condition, shows that the prediction error of the power
battery model is positively correlated with the high contribution of the characteristic
parameters in the principal component analysis of the battery discharge and energy
recovery working condition that it is subjected to.

36.5 Conclusion

In this paper,we select and segment the data of various types of electric vehicle driving
conditions and the simulated working condition data used to simulate the power
battery, extract the relevant characteristic parameters in the working condition data,
and analyse the simulatedworking condition data of the power battery and the electric
vehicle driving condition data by using the principal component analysis method.
The typical working conditions of the simulated power battery working condition
data and the electric vehicle driving working condition US06 are selected to analyse
and compare the principal components of the two types of working conditions and
to analyse the influence of the working conditions on the construction of the power
battery model.
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Chapter 37
Research on the Application of UAV
Remote Sensing Technology in Surveying
and Mapping Engineering Survey

Jiabin Yan

Abstract This papermainly studies the low-altitudeUAV (unmanned aerial vehicle)
remote sensing digital processing system. The system ismainly a set of digital remote
sensing image processing systemdeveloped for the data acquired by the system. First,
it describes the basic principles of photogrammetry onwhich the system is based, and
mainly explains the advantages of the beam method area network adjustment. This
article briefly describes the common methods of surveying technology for power
transmission and transformation lines. UAV aerial survey technology and GIS plat-
form are applied to electric power surveys; the UAV aerial survey data are used as
the data source to establish a GIS database, and the detailed system design of the
structure, interface, and database of the electric power survey geographic informa-
tion system is carried out. The secondary development realizes the main functions
of the system such as data management, spatial query, surface analysis, and spatial
analysis, facilitating scientific informationmanagement and comprehensive analysis,
providing auxiliary decision-making, and bringing new methods to electric power
surveys. Secondly, this article points out that the system uses an ordinary digital
camera with small image size and large distortion. This article is based on the basic
principles of photogrammetry, and it is worthwhile to use navigation GPS. Thirdly,
the accuracy of the aerial triangulation results of the system and the accuracy of the
digital orthophoto were analyzed through a large amount of data.

37.1 Introduction

With the rapid development of the country’s economic construction, most regions
already have satellite remote sensing images and traditional aerial image data, and
there is a demand for local area real-time, mobility, high-resolution, and high-
precision remote sensing image data [1]. Its control method can be divided into
remote control, semi-autonomous, program control, or both. It is the future aviation
aircraft [2]. UAV has simple structure and low cost. It can not only complete the task
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of manned aircraft, but is more suitable for tasks that are not suitable for manned
aircraft, such as reconnaissance and remote sensing monitoring of dangerous areas,
and tasks that require long endurance and regular remote sensing monitoring. With
the rapid development of the country’s economy and society, the demand for new
survey technology is becoming more and more urgent. The emergence of new tech-
nologies such as drone aerial survey and satellite remote sensing survey provide new
technical support for electric power surveys [3].

Since the development and utilization of GPS technology, it has been widely used
in engineering applications. In the process of image registration using the method
based on the transform domain, a certain transformation of the image is first required,
and then a certain area is used as a template for image stitching [4]. Yan [5] proposed
to transform the image information into the frequency domain through Fourier trans-
form, and then use the cross power spectrum to calculate the amount of translation
between images. The method of extended phase correlation was proposed by Wu
[6]. They found that the Fourier transform can be applied to the matching of rota-
tion and translation changes between images. The feature points of the image can
be obtained by the wavelet transformation technology, the rotation transformation
between the images can be obtained by the iterative method, and the polar coordi-
nate transformation can be used to achieve more accurate and stable matching. It
has a smaller workload, faster calculation speed, and can still maintain its perfor-
mance under the perturbation of multiple parameters such as noise and distortion.
Harris corner detection operator is proposed by Zongjian [7]. Some areas of the
image have rich texture information. This method can extract a sufficient number of
usable feature points. The limitations of this method are also obvious. The feature
points that can be extracted from regions with relatively scarce information are very
limited. The image stitching model based on the L-Ms algorithm was proposed by
Hu [8]. It has a very good effect when stitching a series of images with multiple
transformations, and the convergence speed is also very fast. Tziavou et al. [9] used
two-dimensional Gaussian fuzzy filtering to obtain the corner model, edge model,
and vertex model. The method of extracting corner points by scanning along the
arc curve greatly improves the detection accuracy of feature points. Wenquan et al.
[10] proposed a method of multi-feature image registration using feature points and
straight line segments. The idea is to solve the problem of image matching by finding
the most similar parts of the two curves. Once the point with the largest gradient by
column can be determined, the position of the image matching can be determined.

This article first introduces the low-altitude UAV remote sensing system that the
author has participated in and successfully developed. Figure 37.1 shows a schematic
diagram of the hierarchical distribution based on UAV remote sensing technology.
First, the composition of the UAV flight platform system, GPS navigation system,
flight control system, remote sensing photography system, ground control system,
and signal transmission system of the low-altitude UAV remote sensing system is
explained. At the same time, it points out that the low-altitude UAV remote sensing
system has the characteristics of lightness, flexibility, safety, and easy operation. It
does not require complicated application approval procedures like traditional aerial
photography, does not require dedicated take-off and landing airports, and does not
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Fig. 37.1 Schematic diagram of hierarchical distribution based onUAV remote sensing technology

need to be expensive. The various navigation and communication equipment can
greatly reduce the cost of aerial photography field. In small-scale aerial photography
operations, its rapid response capability and economic benefits compared with tradi-
tional aerial photography have obvious advantages, and the production process is
introduced. Finally, it is pointed out that the system also has its own limitations, and
whether it can meet the requirements of the aerial photography field, this article uses
a large amount of experimental data to clarify that the image data obtained by the
low-altitude UAV remote sensing system meets the requirements of the aerial field
industry. Taking a bauxite mining area as the research object to analyze the applica-
tion of low-altitude drone remote sensing technology in the mining area surveying
and mapping, including the acquisition of drone image data, the deployment of field
image control points, and the key technology of indoor aerial triangulation. The
remote sensing results of low-altitude drones are applied to the land reclamation of
mining areas, and the digital orthophotos obtained by the low-altitude drones are
used as the basic data for the planning and design of land reclamation, which greatly
improves the efficiency of reclamation.

37.2 Construction of Surveying and Mapping Engineering
Survey Model Based on UAV Remote Sensing
Technology

37.2.1 UAV Remote Sensing Image Acquisition

TheUAV is a non-manned aircraft. It is controlled by radio remote control equipment
or by its own program. Unmanned Aerial Vehicle Remote Sensing is a combination
of unmanned aerial vehicle and remote sensing technology and applied to practical
engineering. It can be obtained in a short time.
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x(1) + x(2) = 0, 0 < x(1) < 1, 0 < x(2) < 1 (37.1)

In accordance with the specifications and operational tasks of UAV low-altitude
remote sensing images, aerial photography technical parameters such as altitude,
photo overlap, and route parameters of the operational area are set in the ground
monitoring software. According to the size of the survey area, we determine the
number of routes in the entire area, the length of each route, and the direction of the
route.

y(x) =
√

x(1) + x(2) + · · · + x(i)

x(1) + 2 ∗ x(2) + · · · + i ∗ x(i)
(37.2)

It uses a high-resolution digital camera carried on the body to collect images
of the measured area, so that it can quickly and efficiently obtain relatively high-
resolution remote sensing images, and use corresponding internal processing soft-
ware to quickly process digital image data to produce geographic information prod-
ucts, and related thematic maps that meet the accuracy of the internal industry
specifications.

{
u(x) = a(1) ∗ x(1) + a(2) ∗ x(2) + ...a(i) ∗ x(i)

v(x) =
∑

a(i)∗x(i)∑
a(i)∗u(x)

(37.3)

When the drone is operating in the survey area, due to its own and external
factors, the photo cannot be kept strictly horizontal during photography, and the
uneven terrain will also cause the projection center point to shift. The creation of
an accurate one-to-one correspondence between the photo point and the actual point
in space is the geometric correction of the image, and two coordinate systems, the
image side and the object side, are often used in the process. The image coordinate
system represents the plane coordinates and space coordinates of the image point,
including image plane coordinate system, image space coordinate system, and image
space auxiliary coordinate system.

f (x, y) = (1 − | x

x + 1
− 1/2|) ∗ (1 − | y

y + 1
− 1/2|) (37.4)

Both high-resolution remote sensing image data for positioning can be obtained
through theUAV low-altitude remote sensingmeasurement system.At the same time,
UAV can obtain multi-spectral, multi-temporal, and multi-resolution remote sensing
data by carrying different types of sensors. The high-resolution digital imaging equip-
ment mounted on the UAV platform can not only take upright images, but also have
the ability to acquire images in a tilted or even vertical state, covering a wide area,
and remote sensing images are obtained in the process of acquiring image data.
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37.2.2 Design of Surveying and Mapping Engineering
Survey Model

The parameters of several images acquired in the same scene at different times
and different lights are determined according to the degree of coincidence of the
overlapping parts. The process of obtaining the best matching effect is called image
registration, which is the core step of image stitching. There are several methods for
image stitching, which can be selected according to the actual situation. (1) Similarity
measure: the degree ofmatching between two images can be expressed by a similarity
measure. Selecting appropriate metrics can effectively reduce noise interference,
make image registration accurate to a high level, and have stronger anti-interference.
The choice of similarity measure should be based on the actual registration situation.
(2) Feature space: feature space is mainly based on the collection of some unique
features (grayscale and contour, etc.) of the image itself.Whether the selected feature
space is suitable is closely related to the accuracy of the image information.

⎡
⎣u(x)
u(y)
u(z)

⎤
⎦ =

⎡
⎣ 1 0 0
0 1 0
0 0 1

⎤
⎦ ∗ [

dx dy dz
]

(37.5)

There are two types of transformation methods: linear and non-linear, and the
transformation scope includes three types: global, local, and displacement fields.
In order to find the most suitable transformation model, the search strategy adopted
needs to be based on spatial search, and the similaritymeasure is taken as the standard.
Using the most suitable algorithm can effectively reduce the workload and greatly
improve the speed and accuracy of registration.

Figure 37.2 shows the flow chart of the surveying andmapping engineering survey
model based on UAV remote sensing technology. We choose a specific point on the
target image as the target matching point, and use the selected target matching point
as the center to select a grayscale matrix of pixels as the target area. According to the
power spectrum, the position movement, size change, and angular deflection of the
two images can be calculated, and then they can be stitched together. In the image
matching method based on image features, the image matching speed is fast, the
workload is small, and the anti-interference of the gray features is strong. Feature
matching refers to matching the retrieval questions that express information needs
with the information identifiers stored in the retrieval system, and selecting the same
information between the two for output. The overall transformation between images
with overlapping regions can be derived from the feature matching relationship,
and the model parameters can be further derived. After the geometric model and its
parameters are determined, the image can be resampled to unify it in the reference
coordinate system to achieve the final matching.
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Fig. 37.2 Flow chart of surveying and mapping engineering survey model based on UAV remote
sensing technology

37.3 Application and Analysis of Surveying and Mapping
Engineering Survey Model Based on UAV Remote
Sensing Technology

37.3.1 UAV Remote Sensing Image Classification Data
Processing

In order to verify the calculation method, this paper uses two methods of UAV low-
altitude remote sensing measurement and GNSS-RTK field measurement to collect
data in the same survey area, obtain experimental data, and use CASS9.0 mapping
software to process the data. The image point coordinates of each image are the
original observations, and the unknowns are the external orientation elements of each
image and the ground coordinates of the points to be determined. The error equation
directly lists the original observations, which canmost conveniently take into account
the effects of imaging system errors, and it is most convenient to introduce additional
observations, such as navigation data and ground measurement observations. The
number of elevation points collected by GNSS-RTK is 372, the sampling interval is
50, and the manual time is 8 h. The amount of point cloud data obtained by using
drones is 49013, the sampling interval is 20, and the required time is 2.5 h. Figure 37.3
shows the statistical distribution of remote sensing measurement errors at different
sampling points.
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Fig. 37.3 The statistical
distribution of remote
sensing measurement errors
at different sampling points
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Through the analysis of the experimental comparison results, it can be seen that
for the larger the earthwork calculation area, the advantages of UAV point cloud
data are more obvious, the measurement speed is fast, and the accuracy is high.
The error of the object coordinate is inversely proportional to the size of the base
height ratio (intersection angle) and directly proportional to the measurement error
of the image point coordinate. It can be seen that when the error level of the image
point coordinates is equivalent, it is mainly related to the proportion of the baseline
elevation of the system. Therefore, to further improve the elevation accuracy, the
image size must be increased to ensure that the altitude is constant and the existing
overlap is maintained. The plane error accuracy of the sparsely distributed control
points in the surrounding area is higher than that of the densely distributed points in
the surrounding area. The side overlap degree of the system during aerial shooting is
generally 60%, which is larger than the traditional side overlap degree of 30–40%.
Because of the sparse dots, the theoretical accuracy of the area network will decrease
with the increase of the area.

37.3.2 Example Application and Analysis of Surveying
and Mapping Engineering Survey Model

In this experiment, the nine-point method, five-point method, and four-point method
were used to set up control points for comparative experiments. The low-altitude
remote sensing image of UAV is used as the experimental data. The low-altitude
remote sensing image data are selected, the aerial camera is Canon IXUS 220 HS,
the relative altitude is 165 m, and the ground resolution is 0.05 m/pixel. The set
heading overlap rate is 75%, and the side overlap rate is 70%. Before field operations,
the route and heading plan must be planned first, and hand-throwing is used in field
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operations to make the UAV rise to the predetermined aerial height. The control
point coordinates are obtained through field measurements using a total station, and
the average value of several measurements is used as the experimental data of the
control point coordinates. Figure 37.4 shows the three-dimensional histogram of
remote sensing measurement data at different control points. A total of 3 control
points were set up in this experiment. The beam method area network adjustment
method is used to check the data accuracy of the detection points.

Through the comparative analysis of the experimental data, the following conclu-
sions can be obtained: the comparison of the error data in the X-, Y-, and Z-directions
of different methods is shown in paper. The error in the X- and Y-coordinates of the
check point gradually increases with the decrease in the number of control points,
but the overall change is not obvious, and the accuracy of the elevation data gradually
decreases with the decrease in the number of control points. The common point of
the experimental methods is that the plane accuracy of the check points is higher
than the elevation accuracy, especially when the four-point method is used to lay out
the photo control points, the elevation accuracy is significantly reduced. Figure 37.5
shows the line graph of the measurement accuracy deviation of UAV remote sensing
data.

From the analysis of experimental data and the results, it is known that when
arranging control points in the aerial survey area, not only a small number of level
points need to be laid around the area network, but also some elevation points need
to be added inside it. Using this method for deployment and control can not only
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Fig. 37.4 Three-dimensional histogram of remote sensing measurement data at different control
points
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Fig. 37.5 Line graph of
measurement accuracy
deviation of UAV remote
sensing data
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obtain higher data accuracy, but also reduce the workload on the site, so as to achieve
the purpose of accelerating and controlling the cost.

37.4 Conclusion

This paper studies the influence of different layouts of photo control points on the
accuracy of UAV low-altitude remote sensing measurement results. Aiming at the
problem of misalignment and color inconsistency caused by image splicing, the
splicing and color uniformity of low-altitude remote sensing images of drones have
been studied in detail, and amulti-resolution fusionmethodbasedon the best stitching
line has been proposed, and the feasibility and accuracy of this method are veri-
fied through specific experiments. Combining the actual requirements of the survey
engineering, we verify that the UAV low-altitude remote sensing technology can
be applied to the specific earthwork calculation in the engineering, and the UAV
measurement results are applied to the actual earthwork calculation. The calcula-
tion speed and calculation results of the earthwork obtained by this method are
compared and analyzed with the results, which verifies the feasibility of the UAV
in the earthwork calculation and the accuracy of the results. This paper successfully
applied the low-altitude UAV remote sensing technology to a bauxite mine survey,
and combined it with the actual characteristics of the project to achieve good results.
Compared with traditional surveying technology, low-altitude drone remote sensing
technology is used for surveying and mapping.
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Chapter 38
Analysis of Influence Factors on Image
Quality of Lensless Fourier Transform
Hologram Reconstruction

Tong Xiao, Changhui Tian, and Zhiqiang Gao

Abstract In order to get the accurate mathematical description of lensless Fourier
transform hologram and the influencing factors of reconstructed image quality, based
on the kind of lensless Fourier transform hologram recording optical path designed,
combining with the mathematical expression of lensless Fourier transform hologram
recording and reproducing, this paper studied the influence factors of reconstructed
image quality of lensless Fourier transform hologram by means of scalar diffraction
theory in Fourier optics. The results show that the reconstructed image quality of
lensless Fourier transformhologram is related to the ratio of object light and reference
light intensity, the position relationship between object and reference light source,
and the size of hologram stored in computer. The experimental results prove the
correctness of the theoretical analysis.

38.1 Introduction

With the development of computer technology and photoelectric imaging technology,
digital holography technology is changing with each day driven by both. Digital
holography can record all the information of objects, which has a huge advantage
compared with traditional imaging [1]. In addition, it has been widely used in digital
holographic interferometry [2–4], digital holographic storage technology [5], three-
dimensional topography measurement [5], micro-deformation measurement [6–8],
and other aspects. However, digital holography also has some disadvantages, such
as small field of view, low resolution, difficulty in filtering speckle noise, and poor
quality of reconstructed image.

Compared with off-axis Fresnel holography, image holography and other holo-
grams, lensless Fourier transform holography [9] has the advantages of simple
recording optical path, avoiding interference of phase factor brought by lens, and
only one Fourier transform is needed to obtain reconstructed image. In recent years,
fewer and fewer studies have been conducted on the optimization of imaging quality
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by using optical methods, and many previous studies by scholars on the analysis of
the factors affecting image quality of lensless Fourier transform imaging are partial
and not systematic enough. For example, only the effect of recording distance on the
reconstructed image quality was studied in literature [10], and only the expression
of focal depth in lensless Fourier transform imaging system was studied in literature
[11]. In this paper, the scalar diffraction theory is used to systematically analyze the
principle of lensless Fourier transform hologram, find out the factors affecting the
imaging quality, and verify it through experiments [12].

38.2 Model

38.2.1 Lensless Fourier Transform Hologram Recording
Optical Path

As shown in Fig. 38.1, the coherent laser reflected by the semi-translucent and
semi-reflective mirror BL1 shines on the measured object and reflects on the semi-
translucent and semi-reflective mirror BL2 under the effect of beam expansion of
the microscopic objective. After a primary reflection, the light passing through the
semi-permeable and semi-reflective mirror BL1 expands the beam under the action
of the microscopic objective lens and passes through the semi-permeable and semi-
reflective mirror BL2. Finally, the two beams of light interferometric imaging on the
CCD.

Fig. 38.1 Lensless Fourier transform optical path
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38.2.2 Influence of Object Light and Reference Light
Intensity Ratio on Imaging Quality

The complex amplitude distribution of the reflected light at the point (x0, y0) on the
object is g(x0, y0), the distance between the object and CCD is do, the reference light
R(x, y), the distance between R(x, y) and the object is dr , the distance between
the reference light source and the origin of the coordinate on the object in the x-
direction is a, and the distance between the reference light source and the object in
the y-direction is b. The coordinates of the reference light source are indicated in
Fig. 38.2.

The field distribution of object light wave on CCD is

O(x, y) = 1

jλdo
exp(jkdo) exp

[
jπ

λdo
(x2 + y2)

] ∞∫
−∞

∞∫
−∞

g(x0, y0) exp

[
jk

2do

(
x20 + y20

)]

× exp

[
− j

2π

λdo

(
x ′x + y′y

)]
dx0dy0 (38.1)

Assume that

g′(x0, y0) = g(x0, y0) exp

[
jk

2do

(
x20 + y20

)]
(38.2)

G ′( fx , fy
) = F

{
g′(x0, y0)

}
(38.3)

The object light wave can be abbreviated as

O(x, y) = 1

jλdo
exp(jkdo) exp

[
jπ

λdo
(x2 + y2)

]
G ′( fx , fy

)
(38.4)

Fig. 38.2 Recording of lensless Fourier transform holograms
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Assume that

Ao = exp(jkdo)

jλdo
(38.5)

When the optical path is defined with the laser used, Ao is a constant, representing
the amplitude of the object light. The field distribution of the reference light wave
on CCD is

R(x, y) = a0
dr

exp( jkdr ) exp

[
jπ

λdr
(x2 + y2)

]
exp

(
j2π

xa

λdr

)
exp

(
j2π

yb

λdr

)

(38.6)

a0 is the amplitude per unit distance from the point source. Assume that

Ar = a0 exp(jkdr )

dr
(38.7)

Ar is also a constant.
O(x, y) and R(x, y) are obtained from the same beam of light through the ampli-

tude division method, satisfying the coherent conditions of the same frequency,
constant phase difference, and the same direction of vibration. If the intensity of
the reference light is too high, it will drown out the object light. In order to obtain
better image quality, the intensity of reference light needs to be controlled. Assume
that

γ = |R(x, y)|2
|O(x, y)|2 = (a0doλ)2

d2
r

(38.8)

γ depends on the size of the a0, do, dr , λ. Under the given light path, γ value
adjustment can be done through a0 regulation.

38.2.3 Influence of the Position Relationship Between
the Object and the Point Light Source on the Imaging
Quality

The light intensity distribution recorded on CCD is

I (x, y) = |O(x, y) + R(x, y)|2
= |O(x, y)|2 + |R(x, y)|2 + O(x, y)R∗(x, y) + O∗(x, y)R(x, y) (38.9)

Expand (38.9) to obtain
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I (x, y) = |O(x, y)|2 + |R(x, y)|2 + O(x, y)R∗(x, y) + O∗(x, y)R(x, y)
(38.10)

Observe the above formula, the third item contains object light information, and
expand it

I3(x, y) = AoAr exp

[
jπ(dr − do)

λdodr
(x2 + y2)

]
G ′

(
x

λdo
,

y

λdo

)

× exp

(
− j2π

xa

λdr

)
exp

(
− j2π

yb

λdr

)
(38.11)

Since do and dr are not equal, in order to obtain the image of the object through
only one inverse Fourier transform during image processing, when designing the
optical path, let

dr = do = d (38.12)

Then I3(x, y) can be written as

I3(x, y) = AoArG
′
( x

λd
,
y

λd

)
exp

(
− j2π

xa

λd

)
exp

(
− j2π

yb

λd

)
(38.13)

Inverse Fourier transform of I3(x, y) is carried out to achieve the optical path as
shown in Fig. 38.3, which is obtained

Fig. 38.3 Experimental light path diagram
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U3
(
x ′, y′) = F−1{I3(x, y)} = AoAr

∞∫
−∞

∞∫
−∞

G ′
( x

λd
,
y

λd

)

× exp
(
− j2π

xa

λd

)
exp

(
− j2π

yb

λd

)
exp

[
j
2π

λ f

(
x ′x + y′y

)]
dxdy

= AoAr (λd)2g′
(
d

f
x ′ − a,

d

f
y′ − b

)
(38.14)

And similarly, we can solve for the fourth term

U4
(
x ′, y′) = F−1{I4(x, y)} = AoAr (λd)2g′∗

(
− d

f
x ′ − a,− d

f
y′ − b

)
(38.15)

At this time, the centres of the two real images are, respectively, located at
(
a f
d ,

b f
d

)

and
(
− a f

d ,− b f
d

)
, and the magnification is f

d .

When dr �= do

I3(x, y) = AoAr exp

[
jπ(dr − do)

λdodr
(x2 + y2)

]
G ′

(
x

λdo
,

y

λdo

)

× exp

(
− j2π

xa

λdo

do
dr

)
exp

(
− j2π

yb

λdo

do
dr

)
(38.16)

With the inverse Fourier transform of I3(x, y), without considering the phase

factor exp
[
jπ(dr−do)

λdodr
(x2 + y2)

]
, we get

U ∗
3

(
x ′, y′) = F−1

{
I ∗
3 (x, y)

} = AoAr

∞∫
−∞

∞∫
−∞

G ′
(

x

λdo
,

y

λdo

)
exp

(
− j2π

xa

λdo

do
dr

)

× exp

(
− j2π

yb

λdo

do
dr

)
exp

[
j
2π

λ f

(
x ′x + y′y

)]
dxdy

= AoAr (λdo)
2g′

(
do
f
x ′ − do

dr
a,

do
f
y′ − do

dr
b

)
(38.17)

Without considering the phase delay of lens constant, the effect of phase factor

exp
[
jπ(dr−do)

λdodr
(x2 + y2)

]
is equivalent to adding a lens with focal length do−dr

dodr
after

I ∗
3 (x, y), then the frequency spectrum of I ∗

3 (x, y) at the back focus of the lens is

U3
(
x ′, y′) = dodr

jλ(do − dr )
exp

[
j

dodr
2(do − dr )

(
x ′2 + y′2

)]

× AoAr (λdo)
2g′

(
−do

f
x ′ − do

dr
a,−do

f
y′ − do

dr
b

)
(38.18)
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By the same token

U4
(
x ′, y′) = dodr

jλ(do − dr )
exp

[
j

dodr
2(do − dr )

(
x ′2 + y′2

)]

× AoAr (λdo)
2g′

(
do
f
x ′ − do

dr
a,

do
f
y′ − do

dr
b

)
(38.19)

At this point, the central positions of the object and its conjugate image is(
− a f

dr
,− b f

dr

)
and

(
a f
dr

,
b f
dr

)
, and magnification is f

do
. In this paper, the intensity distri-

bution on the observation plane is recorded and measured, and this phase bending
has no effect on it. So

I3
(
x ′, y′) =

∣∣∣∣ AoArd3
odrλ

j(do − dr )

∣∣∣∣
2∣∣∣∣g′

(
−do

f
x ′ − do

dr
a,−do

f
y′ − do

dr
b

)∣∣∣∣
2

(38.20)

I4
(
x ′, y′) =

∣∣∣∣ AoArd3
odrλ

j(do − dr )

∣∣∣∣
2∣∣∣∣g′

(
do
f
x ′ − do

dr
a,

do
f
y′ − do

dr
b

)∣∣∣∣
2

(38.21)

It is obvious that the intensity distribution of objects and their conjugates on the
rear focal plane is their power spectrum.

38.2.4 Influence of Hologram Size on Imaging Quality

After getting the hologram, use a computer to discrete Fourier transform hologram to
replace the lens effect; for the size of theM×N hologram, discrete Fourier transform
expression is

F(u, v) =
M−1∑
x=0

N−1∑
y=0

f (x, y) exp[− j2π(ux/M + vy/N )] (38.22)

And the Fourier transform of the lens can be expressed as

F
(
x ′, y′) =

∞∫
−∞

∞∫
−∞

f (x, y) exp

[
j
2π

λ fx
x ′x + j

2π

λ fy
y′y

]
dxdy (38.23)

By comparing (38.22) with (38.23), it can be concluded that

M = λ fx (38.24)

N = λ fy (38.25)
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The lensless Fourier transformhologramcan reproduce the real imageof the object
and its conjugate. According to the expressions ofU3

(
x ′, y′) andU4

(
x ′, y′), it can be

obtained that the two real image centres are located at
(
aM
λd , bN

λd

)
and

(− aM
λd ,− bN

λd

)
,

respectively, with horizontal transverse magnification of M
λd and vertical longitudinal

magnification of N
λd [13–17].

38.3 Experiment and Discussion

38.3.1 Experiment

The light path diagram used in the experiment is shown in Fig. 38.3. He−Ne laser
is used and the working wavelength is 632.8 nm. The object height is 15 mm, the
CCD resolution is 2448 × 2048, and the pixel size is 3.45 × 3.45µm.

The theoretical analysis of influencing factors of lensless Fourier transform holo-
gram reconstruction is verified experimentally by using the optical path diagram. In
the experiment, the influence of the ratio of object light to reference light intensity
on the imaging quality was verified by changing the intensity of reference light by
rotating the attenuator. Change the distance between the object and the camera and
adjust the tilt Angle of BL2, so as to change the position relationship between the
object and the reference light source, and then verify its influence on the reconstruc-
tion image quality. CCD is used to obtain holograms of different sizes to verify the
effect of the size of holograms on the image quality.

38.3.2 Analysis and Discussion

Figure 38.4a–d are four typical images selected during the process of slowly rotating
the attenuator to reduce the reference light intensity. With the weakening of the
reference light, the image of the object changes from non-existent to existent, from
dark to bright, and then from bright to dark. In Fig. 38.4a, the reference light is too
bright to completely drown the object light, and the reconstructed image is only the
reference light. In Fig. 38.4b, the image of the object appears, but it can be seen that
its brightness is not high and the display effect is not good. In Fig. 38.4c, at this
time, the brightness of the object image is high and the imaging effect is good, which
is the best among the four images. In Fig. 38.4d, the image quality of the object
deteriorates. Thus, it can be concluded that when the intensity of object light is close
to that of reference light, the imaging quality will be better. This is consistent with
the theoretical analysis.

Figure 38.5a, b, and c are the reconstructed image of the object when dr = do,
the two-dimensional intensity map, and the one-dimensional pixel intensity value in
the y-direction when x = 150; Fig. 38.5d, e, and f is the image when dr �= do. By
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Fig. 38.4 Hologram reconstruction under different ratios of object light and reference light
intensity. a Point-source of light; b, c, d image of objects

Fig. 38.5 The images when the distance between object, light source, and camera is equal or
unequal. a, d Reconstructed image; b, e two-dimensional intensity map; c, f One-dimensional
intensity diagram

comparing the three graphs in the two cases, it can be concluded that the intensity
distribution diagram of the objects in the two cases is approximately the same, which
is consistent with the theoretical analysis.



404 T. Xiao et al.

Fig. 38.6 The influence of position relation on reconstructed image. a–c The actual position
relationship between object and light source; d–f reconstruction image under different position
relations

Figure 38.6a–c show the positional relationship between the object and the refer-
ence light source, and Fig. 38.6d–f show the reconstructed image. When the position
relationship between the object and the reference light is oblique, horizontal and
longitudinal, the position of the object in the reconstructed image is also consistent
with the point light source. This shows that the theoretical analysis is correct.

The hologramsizes (height andwidth) in Fig. 38.7a–f are 1000×500, 1000×1000,
1000 × 1500, 1000 × 2000, 500 × 1000 and 1500 × 1000, respectively.

The parameters (approximate range) of its reconstructed image can be obtained
through Fig. 38.7, as shown in Table 38.1.

The data in the table are consistent with the theoretical analysis, which verifies
the correctness of the theoretical analysis. It can also be found through observation
that the larger the hologram, the higher the resolution of the image and the clearer
the object [18, 19].

38.4 Conclusions

In this paper, by combining theoretical analysis with experimental verification, the
factors affecting the quality of reconstructed images are analyzed by using the math-
ematic description of the imaging process of lensless Fourier transform hologram.
The results show that the intensity ratio of object light and reference light, the posi-
tion relationship between object light and reference light source, and the size of
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Fig. 38.7 Reconstructed images of holograms of different sizes

Table 38.1 Parameters of different holograms

Size of hologram Position
coordinates of the
center of the object

Position
coordinates of
conjugate image
center

Horizontal actual
distance/µm

Vertical actual
distance/µm

1000 × 500 (800, 150) (200, 350) 345 1035

1000 × 1000 (800, 300) (200, 700) 690 1035

1000 × 1500 (800, 450) (200, 1050) 1035 1035

1000 × 2000 (800, 600) (200, 1400) 1380 1035

500 × 1000 (400, 300) (100, 700) 690 517.5

1500 × 1000 (1200, 300) (300, 700) 690 1552.5

recorded hologram all affect the quality of reconstructed image. In order to obtain
high quality holograms, attention should be paid to adjusting the above factors. The
results obtained in this paper have some guiding significance for optical path design,
experimental realization, and numerical reproduction of lensless Fourier transform
hologram.
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Chapter 39
Error Characteristic Analysis of Tri-axis
Rotating Optical Gyro Inertial
Navigation System Based on Inertial
Frame

Huiying Fan, Kaiwen Tian, Guangxin Cheng, Zhuangzhuang Dong,
and Xudong Yu

Abstract Most of the rotation modulation schemes of optical gyro inertial navi-
gation system (INS) are designed based on the navigation frame and implemented
in the body frame. However, the inertial sensors are sensitive to the motions in the
inertial space, so there are coupling errors between the earth’s rotation and the errors
of inertial sensors inevitably. In order to solve the problem of continuous deviations
of position errors caused by the above coupling errors in the case of long-time navi-
gation, a 16-sequence tri-axis rotation modulation scheme based on inertial frame
is proposed. According to the error propagation equations of INS, the characteris-
tics of each inertial sensor error during rotation modulation are analyzed. Simula-
tion and experiments results show that the 16-sequence tri-axis rotation scheme can
completely modulate all the drifts, scale-factor errors, andmisalignment errors of the
inertial sensors. The divergence of navigation position errors of the tri-axis scheme
is less than that of the dual-axis scheme, and the position accuracy is improved by
0.32 nm in 5 days, which proves that the proposed scheme can effectively isolate the
earth’s rotation, and the error modulation effects are better than those of the dual-axis
scheme.

39.1 Introduction

In order to offset the impacts of inertial measurement unit (IMU) errors on navigation
results, the rotation modulation technique is widely used in high precision inertial
navigation system (INS),which is also called system error averaging technique [1–4].
A reasonable rotation modulation scheme should not only avoid the introduction of
accumulated errors caused by rotation motions, but also reduce the navigation errors
caused by drifts, scale-factor errors, and misalignments of inertial sensors as much
as possible [5–7]. The rotating INS is divided into single-axial system, dual-axis
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system, and tri-axis system according to the number of rotating axes. Based on the
8-sequence dual-axis rotation scheme, a 16-sequence dual-axis rotation scheme was
proposed in [8]. It not only has the advantages of the 8-sequence rotation scheme, but
also solves the problems of scale-factor asymmetry, incomplete error elimination, and
the accumulation of calculation errors of the 8-sequence scheme. The 16-sequence
scheme is proved theoretically to be a reasonable and practical dual-axis rotation
scheme. An improved 16-sequence modulation scheme was proposed in [9], which
can not only modulate the constant drifts, misalignments, and scale-factor errors,
but also effectively reduce the oscillation amplitudes of velocity and position errors
caused by gyro misalignments and significantly improve the navigation accuracy.
A 64-sequence rotation scheme was proposed in [7], which divided the 64 rotation
sequences into four small cycles, and itsmodulation effects onmathematical platform
misalignment angle errors caused by the symmetry scale-factor errors are better than
those of the 16-sequence rotation scheme.

The dual-axis rotation modulation scheme is always implemented on the vehicle
carrier. Limited by the body frame, the dual-axis rotation modulation technique
cannot eliminate the coupling errors between the IMU errors and earth’s rotation. In
the case of long-time navigation, the navigation results will be constantly diverged
and the navigation accuracy will be affected. In order to solve this problem, a tri-
axis rotation modulation scheme based on inertial frame is proposed in this paper.
According to the error propagation equations of the INS, the error characteristics
of each inertial sensor during the tri-axis rotation modulation are analyzed, and the
modulation effects on IMU errors of the proposed scheme will be observed. The
navigation results of the proposed tri-axis scheme are compared with those of the
dual-axis rotation scheme through simulations and experiments, which proves the
effectiveness of the proposed scheme on isolating the earth’s rotation. Finally, the
conclusion is given.

39.2 Design of Tri-axis Rotation Modulation Scheme

39.2.1 Error Propagation Equations

The phi-angle error equations are used to describe the error propagation model of
rotating INS [10]:

φ̇ = −ωn
in × φ + δωn

in − Cn
pδω

p
ip

δv̇ = f n × φ + Cn
pδ f p

ip − (2ωn
ie + ωn

en) × δv − (2δωn
ie + δωn

en) × v + δg
(39.1)

The meanings of each symbol are shown in Table 39.1.
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Table 39.1 The meanings of
each symbol

Symbol Meaning Symbol Meaning

n Navigation frame p IMU frame

i Inertial frame e Earth frame

b Body frame δg Gravity error

ω Angular rate δω Angular rate error

f Specific force δ f Specific force error

v Velocity δv Velocity error

Cn
p Transformation matrix from p to n

φ Mathematical platform misalignment angle

The principle of rotation modulation is to change Cn
p periodically by rotation, so

that the integrals of the mathematical platform error terms Cn
pδω

p
ip and Cn

pδ f p
ip in

the error propagation model are equal to zero in one or more rotation periods, so
as to offset the influences of inertial sensor errors on navigation results. The output
error model of optical gyros and accelerometers is:

δω
p
ip = (�Sg + �Mg)ω

p
ip + ε

δ f p
ip = (�Sa + �Ma) f

p
ip + ∇ (39.2)

where ω
p
ip, ε, �Sg , and �Mg represent the gyro input, drift, scale-factor error, and

misalignment, respectively, and f p
ip,∇,�Sa , and�Ma are the accelerometer input,

drift, scale-factor error, and misalignment, respectively.
It is assumed that the carrier is in a fixed position, without linear or angular

motions, and the navigation frame n, the body frame b, and the IMU frame p are
coincident at the initial moment, that is Cn

p = Cn
b = Cb

p = I , and I is the unit
matrix. There is always ωen = 0 and ωnb = 0 during the rotation. Taking the errors
of optical gyros as an example, its integral in a rotation cycle is

T∫

0

Cn
pδω

p
ipdt =

T∫

0

Cn
p(Sg + �Cg)ω

p
ipdt +

T∫

0

Cn
pεdt

=
T∫

0

Cn
p(Sg + �Cg)C p

n (ω
n
ie + ωn

np)dt +
T∫

0

Cn
pεdt (39.3)

where ωn
ie is the projection of the earth’s rotation angular rate in the navigation

frame, and ωn
np is the rotation scheme angular rate in the navigation frame. When a

scheme isolates the rotation of the earth, that is, ωn
np = Cn

pω − ωn
ie, where ω is the

equivalent angular rate of the ideal rotation scheme in the inertial frame, (39.3) can
be transformed into
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T∫

0

Cn
pδω

p
ipdt =

T∫

0

Cn
p(Sg + �Cg)ωdt +

T∫

0

Cn
pεdt (39.4)

It can be seen that there is no ωn
ie in the equation anymore. A rotation angular

rate which is always equal to the earth’s rotation angular rate but in the opposite
direction should be added when the tri-axis rotation scheme is adopted. Therefore,
the navigation errors caused by the coupling errors between the earth’s rotation and
the errors of the optical gyros can be eliminated.

According to the above hypothesis, the carrier has no movements relative to the

navigation system. Then Cn
e =

⎛
⎝ − sin λ cos λ 0

− sin L cos λ − sin L sin λ cos L
cos L cos λ cos L sin λ sin L

⎞
⎠ is a constant

matrix only related to longitude λ and latitude L , which doesn’t depend on time t .
Then the misalignment angle errors generated by the scale-factor errors are

∫
Cn

pSgωdt = Cn
e •

∫
Ce

i C
i
pdt • Sgω

= Cn
e •

∫
Ce

i C
i
pdt •

⎛
⎝ S1 0 0

0 S2 0
0 0 S3

⎞
⎠

⎛
⎝ ω1

ω2

ω3

⎞
⎠

= Cn
e

∫ ⎛
⎝ cos[(ω + ωie)t] − sin[(ω + ωie)t] 0

sin[(ω + ωie)t] cos[(ω + ωie)t] 0
0 0 1

⎞
⎠dt •

⎛
⎝ S1ω1

S2ω2

S3ω3

⎞
⎠

(39.5)

When the IMU rotates around the z-axis of inertial frame, there isω = (
0 0 ω3

)T
,

and the (39.5) is transformed into

∫
Cn

pSgωdt

= Cn
e

∫ ⎛
⎝ cos[(ω + ωie)t] − sin[(ω + ωie)t] 0

sin[(ω + ωie)t] cos[(ω + ωie)t] 0
0 0 1

⎞
⎠dt •

⎛
⎝ 0

0
S3ω3

⎞
⎠

= Cn
e

∫ ⎛
⎝ 0

0
S3ω3

⎞
⎠dt (39.6)

Compared with the dual-axis rotation in the navigation frame, there is no product
of the scale-factor errors and the earth’s rotation angular rate in the integral formula.
When the IMUis rotated around the z-axis of inertial frame, the cumulative navigation
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errors caused by the scale-factor errors on the other two axes can be completely
eliminated.

39.2.2 Design of Tri-axis Rotation Scheme

Based on the above researches, a tri-axis rotation modulation scheme relative to
inertial frame is proposed. This scheme can not only completely modulate the drifts
and misalignments of the inertial sensors, but also eliminate the coupling errors
between the IMU scale-factor errors and the earth’s rotation. The scheme diagram is
shown in Fig. 39.1.

Where Zi and Xi are the z-axis and x-axis of the inertial frame, and A, B, C,
and D are four stagnation positions. The rotation sequences shown as 1–16 is the
same as the rotation sequences of the 16-sequence scheme in [9]. The improvement
is rotating based on different frame, that is, rotating the scheme in the inertial frame
rather than the navigation frame. The detailed rotation scheme is shown in Table
39.2:

Fig. 39.1 Diagram of 16-sequence tri-axis rotation scheme
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Table 39.2 The detailed rotation scheme

Sequence Rotation path Rotation angular rate in n frame Input of optical gyro

1 A → B
(
0 −ωN

ie +ω − ωU
ie

)T (
0 0 +ω

)T

2 B → C
(

+ω −ωN
ie −ωU

ie

)T (
+ω 0 0

)T

3 C → D
(
0 −ωN

ie −ω − ωU
ie

)T (
0 0 −ω

)T

4 D → A
(

−ω −ωN
ie −ωU

ie

)T (
−ω 0 0

)T

5 A → D
(

−ω −ωN
ie −ωU

ie

)T (
−ω 0 0

)T

6 D → C
(
0 −ωN

ie −ω − ωU
ie

)T (
0 0 −ω

)T

7 C → B
(

+ω −ωN
ie −ωU

ie

)T (
+ω 0 0

)T

8 B → A
(
0 −ωN

ie +ω − ωU
ie

)T (
0 0 +ω

)T

9 A → D
(

+ω −ωN
ie −ωU

ie

)T (
+ω 0 0

)T

10 D → C
(
0 −ωN

ie +ω − ωU
ie

)T (
0 0 +ω

)T

11 C → B
(

−ω −ωN
ie −ωU

ie

)T (
−ω 0 0

)T

12 B → A
(
0 −ωN

ie −ω − ωU
ie

)T (
0 0 −ω

)T

13 A → B
(
0 −ωN

ie −ω − ωU
ie

)T (
0 0 −ω

)T

14 B → C
(

−ω −ωN
ie −ωU

ie

)T (
−ω 0 0

)T

15 C → D
(
0 −ωN

ie +ω − ωU
ie

)T (
0 0 +ω

)T

16 D → A
(

+ω −ωN
ie −ωU

ie

)T (
+ω 0 0

)T

39.3 Analysis of Error Characteristics

In this section, according to the error propagation equations of the INS, the rotation
modulation model will be established to observe the misalignment angle errors of the
mathematical platform caused by the inertial sensor errors in the dual-axis scheme
and the tri-axis scheme, and the modulation effects of each rotation scheme on the
inertial sensor errors are analyzed.

According to the error propagation equations (39.1) of the INS, if themisalignment
angle error φ caused by a certain error can be periodically modulated to zero, the
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Fig. 39.2 Misalignment angle errors caused by gyro drifts in a the 16-sequence dual-axis rotation
scheme and in b the 16-sequence tri-axis rotation scheme

rotation scheme has a rotation modulation effect on this error. The characteristics of
each error in the rotation modulation process are analyzed below.

Figure 39.2 shows the misalignment angle errors caused by optical gyro drifts
(0.001◦/h) in dual-axis rotation scheme and tri-axis rotation scheme, respectively. It
can be seen that, the misalignment angle errors of the two schemes caused by optical
gyro drifts are both modulated to zero in a short time, and the average misalignment
angle errors of the two schemes is also zero, indicating that both the dual-axis scheme
and the tri-axis scheme have modulation effects on the constant drifts.

Figure 39.3 shows the misalignment angle errors caused by the scale-factor errors
(1 ppm) in the dual-axis scheme and the tri-axis scheme. It can be seen that the
misalignment angle errors caused by scale-factor errors in the dual-axis rotation
scheme cannot be modulated to zero, because there are always the coupling errors
between the scale-factor errors and the earth’s rotation in the dual-axis rotation
scheme, leading to the continuous divergence of the misalignment angle errors. In
the tri-axis rotation scheme, the misalignment angle errors are modulated to zero in
a short time, and does not diverge in a long time, and its average value is zero in
one day’s modulation cycle. It indicates that the tri-axis rotation can eliminate the
coupling errors caused by the scale-factor errors and the earth’s rotation, and can

Fig. 39.3 Misalignment angle errors caused by gyro scale-factor errors in a the 16-sequence dual-
axis rotation scheme and in b the 16-sequence tri-axis rotation scheme
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Fig. 39.4 Misalignment angle errors caused by gyro misalignments in a the 16-sequence dual-axis
rotation scheme and in b the 16-sequence tri-axis rotation scheme

restrain the divergence of the navigation errors and improve the navigation accuracy
in the case of long-time navigation.

Figure 39.4 shows the misalignment angle errors caused by the optical gyro
misalignments (5′′) in the dual-axis scheme and tri-axis scheme. It can be seen that
the misalignment angle errors in each axis caused by optical gyro misalignments
of the two rotation schemes are periodically modulated to zero. The mean errors
of the tri-axis scheme are less than those of the dual-axis scheme during one day’s
modulation cycle.

39.4 Verification of Simulations and Experiments

In this section, themodel of the rotationmodulation INSwill be established. Through
simulations and experiments, the navigation results of the dual-axis rotation scheme
will be compared with those of the tri-axis rotation scheme to prove the superiority
of the tri-axis rotation scheme.

39.4.1 Simulation Verification

The following two schemes are used for navigation simulation: (1) The 16-sequence
dual-axis rotation scheme based on the navigation frame; (2) The 16-sequence tri-
axis rotation scheme based on the inertial frame. The simulation lasts for 10 days
without random errors. Other conditions are shown in Table 39.3. The navigation
results are shown in Fig. 39.5.

It can be seen that the longitude error of the dual-axis rotation scheme continuously
increases within 10 days, which reaches 0.28′′ finally. The maximum value of the
longitude error of the tri-axis rotation scheme remains at around 0.1′′, proving that
the tri-axis rotation scheme can effectively isolate the earth’s rotation and restrain
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Table 39.3 Parameters used
for simulations

Parameter Value

Gyro Drift 0.001◦/h
Scale-factor error 1 ppm

Misalignment 5′′

Accelerometer Drift 10 µg

Scale-factor error 5 ppm

Misalignment 2′′

Second-order non-linearity error 5 µg/g2

Fig. 39.5 The simulation navigation position errors of the a dual-axis 16-sequence rotation scheme
and the b16-sequence tri-axis rotation scheme

the divergence of position errors. The advantages of tri-axis rotation scheme will be
even more obvious in the case of long-time navigation.

39.4.2 Experiment Verification

The experimental system is shown in Fig. 39.6, which consists of a certain type of
IMU, a tri-axis turntable, a turntable controller end, and a data acquisition computer.
The IMU consists of three optical gyros with bias stability of 0.003°/h and three
quartz accelerometers with bias stability of 10 µg.

The 16-sequence dual-axis rotation scheme and tri-axis rotation scheme are used
for navigation experiments. The inner and middle axes of the turntable are used
to perform the dual-axis scheme. The outer axis is used to isolate the earth’s rota-
tion when the tri-axis scheme is performed. The two groups of experiments used
the same calibration and initial alignment methods, and the experimental tempera-
ture is constant 25 °C, and the rotation angular rates, stagnation interval, and other
conditions are completely consistent. The navigation results are shown in Fig. 39.7.

In 5 days of navigation time, the longitude error of the dual-axis rotation scheme
keeps diverging and reaches 0.75 nm finally, while that of the tri-axis rotation scheme
is always around 0.4 nm and the maximum value is 0.43 nm. It is proved that the
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Fig. 39.6 Diagrams of the experimental system

Fig. 39.7 The experiment navigation position errors of the a16-sequence dual-axis rotation scheme
and the b16-sequence tri-axis rotation scheme

tri-axis scheme is effective and feasible to isolate the earth rotation, which can reduce
the position error by 0.32 nm in 5 days.

39.5 Conclusion

A 16-sequence tri-axis rotation scheme relative to the inertial frame is proposed in
this paper based on the error propagation equations of INS. The mathematical plat-
form misalignment angle errors caused by drifts, scale-factor errors, and misalign-
ments of inertial sensors are analyzed, respectively. Compared with the dual-axis
rotation scheme based on the navigation frame, the tri-axis scheme can restrain
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the continuous divergence of the misalignment angle errors caused by the scale-
factor errors, indicating that the tri-axis scheme has the effects of eliminating the
coupling errors between the scale-factor errors and the earth’s rotation. Through
simulations and experiments, the tri-axis scheme can reduce the position error by
0.32 nm within 5 days, and effectively restrain the divergence of the position error,
indicating that the tri-axis scheme can effectively isolate the earth rotation, which
has obvious advantages compared with the dual-axis scheme.
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Chapter 40
Calculation of the Photon Speed
and Photon Energy Discussions

Daocheng Yuan and Qian Liu

Abstract There is an inevitable connection between the wave behavior and the
particle behavior of light, which involves a wide range of optical engineering; there-
fore, in-depth understanding and exploration are required. Based on the hypothesis
of the strong interaction between electrons and protons to generate photons, the
source and energy of photons are discussed herein. By analyzing and calculating the
photon speed, the negative photon speed was found to be in excellent agreement with
the existing light speed constant. The Compton effect wavelength shift formula was
analyzed and deduced considering the interaction of positive photons and atoms, and
new conclusions are drawn, proposing the reason why X-rays are positive photons.
Based on existing data, the observed estimation value of the negative photon velocity
shift is 0.0295 ppm. Based on the effect of charged spin photons and the electromag-
netic potential field,we explain the reason for the simultaneous existence of reflection
and refraction. The relationship between the incident angle and the reflectivity was
analyzed, and refractive index formulas were derived to reasonably explain the char-
acteristics of the X-ray refractive index. As a result, edge diffraction is considered a
special case of refraction. By analyzing the fluctuation of the potential field inside
the atom, the diffraction phenomenon of charged particles is described, and a particle
explanation of the phenomenon of light waves and beat frequencies is provided. It is
believed that photon energy is kinetic energy and is derived from the potential energy
of electrons or protons.

40.1 Introduction

Photons (Solar) are the main source of energy available on Earth and provide hope of
clean energy in the future [1, 2]. Optical fiber communication and photolithography
have made today’s great information age [3, 4], and photons are still the most used
tools for human observation of nature [5]. The human body is an energy utilization
and information processing system, and photosynthesis is a key link in life activities.
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There is no doubt that photons will bring more human needs, and the propagation
of energy by photons at the speed of light is the basis of all photon applications;
therefore, a deep understanding of the characteristics of photon energy and its source,
aswell as photon behavior is important. Human exploration of light has never stopped
and will inevitably continue [6–11].

Photons and waves are important controversial topics. The quantum theory of
“wave-particle duality” is difficult to understand; it conflicts with common-sense
notions derived from observations of the everyday world. Waves are a form of matter
movement, and photons are matter (particles) that can travel through a vacuum.
Photons behave like particles, and like waves, but are they both? Though we know
what photons seem like, we want to know what they are. Therefore, understanding
the fluctuations of photons in terms of particle behavior will help to enhance the
understanding of photon properties. There are some important questions to consider,
for example, why do photons have such a high speed? Is this the limit? Why is the
speed of conduction the same as the speed of light? Where does the energy of the
electromagnetic waves emitted by electrons come from? How can we understand the
relationship between mass and energy?

Nearly 100% of the substances discovered so far comprise electrons and protons
(neutrons are a combination of electrons and protons). Hence, there is reason to
believe that they are unique and fundamental particles in the material world. There
is huge potential energy between electrons and protons (the calculated value of the
electron surface potential is greater than 500 kV, and that of the proton surface
potential is greater than 1,700 kV) that can result in serious consequences, i.e., an
electron–proton explosion, which has exhibited themaximum intensity–volume ratio
known to date. This follows the law of Coulomb, Newton’s law of motion, and the
law of conservation of energy.

It is empirically believed that this intense explosion will produce some smaller
broken particles, which are positively or negatively charged, and have the same
charge–mass ratio as the parent. Owing to the repelling effect of electricity, these
particles can obtain a high speed (kinetic energy). In fact, photons are very important
energy carriers. This study assumes that the particles producedby these explosions are
photons, including negatively charged negative photons and positively charged posi-
tive photons. Negative photons are fragments derived from electrons that are nega-
tively charged. Photons of different sizes have different masses and spin magnetic
moments, and the charge-to-mass ratio is the same as that of electrons. Positive
photons are fragments derived from protons that are positively charged. Photons of
different sizes have different masses and spin magnetic moments, and the charge-to-
mass ratio is the same as that of protons. Based on these assumptions, calculation of
the photon speed and photon energy are discussed herein.
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40.2 Photon Speed Calculation

The conversion between potential energy and kinetic energy is a common
phenomenon. A negative photon leaves the surface of an electron, which is a process
of converting potential energy into kinetic energy. Assuming that negative photons
are projected from the surface of the electron to the area where the potential is zero,
the speed of the negative photons can be calculated according to the conservation of
energy.

The potential energy of a system of charges, which is the total work required
to assemble the system [12], is given by Uext (40.1). The photon is a tiny part of
the charge system, and the assembly of photons and the projection of photons are
two reciprocal processes. The kinetic energy moc−2/2 of the photon obtained by
projection is equal to the potential energy required to assemble the photon, and can
be calculated using (40.2). c− is the speed at which negative photons leave the surface
of the electron to the zero-potential zone (equivalent to in vacuum), qo is the photon
charge, mo is the photon mass, e is the electron charge, me is the electron mass, re is
the electron radius, and qo/mo = e/me.

Uext = ε0

2

∞∫

R

(
Q

4πε0r2

)2

4πr2dr = Q2

8πε0
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R

dr

r2
= Q2

8πε0R
. (40.1)

1

2
moc−2 = eqo

8πε0re
(40.2)

In another photon velocity calculationmethod, the electric potential on the surface
of the electron isUe = e/4πε0re [12], and the internal force performs the same work
on the photon and the electron as the photon leaves the electron. The photon and
the electron each gain half of the potential energy Ueqo/2, and the negative photon
velocity calculation result is the same as (40.2); thus, the following is obtained (40.3).

c− =
(

eqo
4πε0remo

)1/2

=
(

ee

4πε0reme

)1/2

. (40.3)

Therefore, the fragmentation of charged particles produces new photons with a
certain mass mo (speed of light c), which increases the kinetic energy of the particle
system �Ek, �Ek = moc2. This is an understanding of the relationship between
mass and energy. Nuclear energy can be understood as part of the potential energy
of the particles converted into kinetic energy and released. The photoelectric effect
is another case in which the kinetic energy of photons is converted into potential
energy.



422 D. Yuan and Q. Liu

40.2.1 Negative Photon Velocity

Substituting e and me [13], respectively, then c− = 2.99792457973037E + 8.
Substituting e/me [13] into (40.3) as a whole, then c− = 2.99792458025253E + 8.

According to the CODATA recommended values of the fundamental constants
of physics and chemistry based on the 2014 adjustment [13], the relative standard
uncertainty values of e,me, and e/me are 6.1E−9, 1.2E−8, and 6.2E−9, respectively.
The speed of the negative photon was chosen as c− = 2.99792458025253E + 8,
and the relative error was 8.42E−11, compared with the constant of light speed
c = 2.99792458E + 8. Thus, the calculated negative photon speed has a very good
accuracy.

40.2.2 Positive Photon Velocity

The principle of a positive photon obtaining speed c+ is the same as that of negative
photons, (40.4), except that the radius of a proton rp is smaller, the mass of a proton
mp is larger, and the charge-to-mass ratio is much smaller, taking rp = 8.33E − 16
[14].

c+ =
(

ee

4πε0rpmp

)1/2

. (40.4)

Substituting e and mp into (40.4), respectively, then c+ = 1.286796E + 7.
Substituting e/mp into (40.4) as awhole, then c+ = 1.286796E+7, and c−/c+ ≈ 23.

It can be seen that the calculated speed of the positive photons is significantly
smaller than the light speed constant c. Because existing knowledge does not consider
photon charging, the speed of positive photons has not been verified, but X-rays
exhibit certain properties of positive photons.

The calculation of the speed of photons shows that the speed of light is a normal
phenomenon of the strong interaction of charged particles and is the result of the
conversion of potential energy into kinetic energy. The calculation model of light
speed is not perfect, but it shows that it is possible for photons to achieve such a huge
speed. The speed of light particles is related to the electric potential field and can be
larger or smaller, but remains fixed in the region where the potential is zero. At this
time, the negative photon speed is equal to the light speed constant c, and there is a
huge difference between the positive photon velocity and the light velocity constant.

As a charged particle, photons should theoretically participate in the macroscopic
conduction process, and responding to changes in the electric field is an inherent
property of photons. They silently contribute to the conduction of current, but have
not been found,which is consistentwith the conduction velocity constant. The photon
itself has energy and transfers energy at the speed of light, and hence functions as an
energy propagation medium.
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Electromagnetic waves also have a speed of light and can propagate in a vacuum.
Their electrical properties are remarkable and exhibit all the properties of light. It is
reasonable to consider electromagnetic waves as a group of smaller negative photons.
Because the photon volume, mass, electricity, and magnetic moment are very small,
they have not been detected by current measurement methods.

40.2.3 Compton Effect and Derivation of the Compton Shift

X-ray refraction exhibits positive photon properties (see Sect. 40.3.2 for detailed
analysis), so understanding the Compton effect regarding the interaction between
positive photons and atoms has certain significance. The Compton effect is the action
of X-rays (positive photons) in the electron gravitational field and the nuclear repul-
sion field. The scattered light can be divided into two parts: One is the scattering
(including reflection) of positive photons by the nucleus, with a wavelength shift; the
other part is that positive photons escape after accelerating in the gravitational field
of electrons, and there is no wavelength shift.

The scattering of positive photons by the nucleus has the samephysicalmechanism
as that of common light reflection. The kinetic energy of the photon enables it to
approach the center of the repulsive field very close, so the repulsive force is very
large; therefore, the repulsive work is also significant. Photons in the repulsive field
continue to lose kinetic energy owing to external work, resulting in a wavelength
shift (decline in kinetic energy). Because of the large mass of the nucleus, and the
nucleus is not a rigid body, the wavelength shift �λ = λ − λ0 is not significantly
affected by the change in the incident wavelength and atomic number, but is greatly
influenced by the scattering angle. This iswhy theCompton shift of anX-ray seems to
be independent of the target material. Positive photons escape from the gravitational
field of electrons and are regarded as scattered. In fact, they are irregular refractions
caused by scattered distribution electrons, and there is nowavelength shift. Compared
with scattered photons, the distance between the escaped photons and the center of the
gravitational field ismuch larger. Therefore, the gravitational work is small compared
to the repulsive work, and the kinetic energy of refracted (considered as scattered)
photons hardly changes.

The absorption, collision, and escape of positive photons coexist in the gravita-
tional field of the electrons. When the atomic number increases, more outer electrons
of the atom enhance absorption and refraction, reducing the probability of nuclear
scattering, and the intensity of the scattering (with wavelength shift) decreases.

According to the explanation of quantum mechanics, the relation between the
shift in wavelength �λ and the scattering angle θ is found to be [15]:

�λ = h

mec
(1 − cosθ) = λc(1 − cosθ), (40.5)
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(a)                                (b)

p , p
0, ν, ( , 0 )

, ν′( , ) = 0°

= 180°

Fig. 40.1 Explanation of theCompton effect. The influence ofLorenz force and angularmomentum
is not considered. a Incident X-ray (positive photons) with energy E = hν and momentum p =
2hν/c collides with a nucleus. In the collision, positive photons do work on atomic nuclei with
repulsive force and lose kinetic energy. b Elastic scattering of positive photons and nuclei in the
repulsive field

where me is electronic mass, c is the light speed constant, and λc = h/mec is the
Compton wavelength.

The derivation of the Compton shift is different from the perspective of posi-
tive photons. When positive photons hit the nucleus, they are scattered by repulsive
fields. Consider the Compton effect as an elastic collision between a photon hν

and an atomic nucleus mp, ignoring the influence of the Lorenz force and angular
momentum. In the collision, the photon transfers energy and momentum to the
nucleus; the scattered X-ray photon thus has a reduced energy hν ′ and a reduced
momentum 2hν ′/c (mc2/2 = hν ′, c should be c+, use c as usual) (see Fig. 40.1a).

Energy before and after the collision is conserved, so (40.6):

hν − hν
′ = 1

2
mpVp

2. (40.6)

For themomentum in the y-direction before and after the collision,we have (40.7):

2hν
′

c
sinθ − mpVpsinφ = 0. (40.7)

And for the momentum in the x-direction, we have (40.8):

2hν

c
= 2hν ′

c
cosθ + mpVpcosφ. (40.8)

Substituting sin2φ + cos2φ = 1, νν ′ = −c�ν/�λ, and solving (40.6), (40.7),
and (40.8) simultaneously, where �ν = ν − ν ′ and �λ = λ − λ0, we obtain (40.9):
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�λ = 4hc

mpc2 − 2h�ν
(1 − cosθ) ≈ 4h

mpc
(1 − cosθ). (40.9)

This is different from formula (40.5), λc = 4hc/
(
mpc2 − 2h�ν

)
, and requires

explanation.
h�ν is the kinetic energy loss of positive photon scattering, and its value is related

to the photon mass and θ , which is the inevitable result of scattering. Figure 40.1b
provides a more intuitive explanation. In the figure, the nonlinear trajectory of the
photon is simplified as a straight line. When θ = 0◦, h�ν = min = 0, and when
θ = 180◦, h�ν = max, hence, it is reasonable to obtain different values of h�ν with
different θ . When the photon mass changes, the same θ = 180◦, and h�ν = max
will have a different magnitude, so λc should not be a fixed wavelength shift. The
extreme case of elastic collision is the loss of all kinetic energies, which also shows
that the wavelength shift is not a fixed value.

The cause of the wavelength shift is the nucleus, which has a large mass, not an
electron.

mpc2 � 2h�ν, �λ ≈ 4h(1 − cosθ)/mpc, and λc = 4hc/(mpc2 − 2h�ν) is not
a constant, but it does not change much.

The kinetic energy of photons decreases due to scattering. Therefore, the essence
of the wavelength shift �λ = λ − λ0 is the shift of light speed �c = c0 − c, which
corresponds to a reduction in photon kinetic energy�E = E0 − E . By transforming
(40.9), we can obtain the formula of light speed shift (40.10), where m is the photon
mass.

�c = 2mc0(1 − cosθ) + m�c
(
c02 − c2

)
/c02

mp + 2m(1 − cosθ)
≈ 2mc0

mp
(1 − cosθ) (40.10)

When θ = 180◦, �c = 4mc0/mp, and the incident photon of 1,000 eV can be
calculated as

�E

E0
= c02 − c2

c02
= �c

c0

(
2 + �c

c0

)
= 9.29 eV

1000 eV
.

This result deviates significantly from the experimental results in [15]. In the
magnetic field outside the nucleus, the Lorenz force enhances the photon scattering
and reduces the photon repulsion work to the outside, resulting in a wavelength shift
of less than 2.9.

The scattering mass of the nucleus is taken as mp, because the repulsive force of
the photon and the nucleus directly acts on the proton, and it is difficult to determine
whether the entire nucleus can be regarded as a rigid body. When the scattering mass
of the nucleus is 2.32mp, then �E/E0 = 4eV/1,000 eV. This result is consistent
with the Compton experiment [15], and the value of 2.32mp is reasonable to a certain
extent.

When the incident photon energy is 1 meV, the calculated photon mass is greater
than the proton mass, which is difficult to explain and verify.
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Three points are added to the physical meaning of the Compton effect from the
perspective of photon charging:

(1) X-rays are positive photons, as they are significantly repulsed by the nucleus.
High-speed positive photons with a mass close to or greater than an electron
are impossible to be reflected at θ = 180◦ by the electron;

(2) The wavelength shift �λ is evidence that the photon loses kinetic energy and
the photon velocity changes. The speed shift of light is the result of photons
doing work externally, and the scattering angle significantly affects the speed
shift of light;

(3) λc (corresponding to the speed shift of light) is approximately constant and
exhibits a small change with the incident wavelength λ0.

Inertially confined fusion is an important physical experiment, and the role of
X-rays is an important link [16]. If calculated according to the actual wavelength,
the X-ray (positive photon) energy is only about 1/23 of the conventional calculation
value, and X-rays cannot easily get close to the nucleus. Further, the electrons around
the nucleus have an absorption effect onX-rays. These disadvantages clearly increase
the difficulty of laser-driven nuclear fusion.

The abilities of positive and negative photons to pass through the Earth’s atmo-
sphere are significantly different. The total amount of photon electricity that reaches
the earth is not zero, so sunlight may be an influencing factor on the Earth’s
electromagnetic environment.

40.2.4 Scattering and Speed Shift of Negative Photons

Negative photons also exhibit a similar repulsive field scattering (reflection). When a
negative photon moves to an electron, the photon continues to work externally with
a repulsive force, resulting in a shift in the speed of light. Equation (40.11) is thus
obtained, where m is the mass of the photon and me is the mass of the electron.

�c = 2mc0(1 − cosθ) + m�c
(
c02 − c2

)
/c02

me + 2m(1 − cosθ)
≈ 2mc0

me
(1 − cosθ). (40.11)

Comparing the speed shifts of negative and positive photons, taking λ+ = 0.1 nm
and λ− = 500 nm photons as an example, the relative speed shift of negative photons
is slightly smaller. Negative photons have greater speed, the electron magnetic
moment is greater, and the Lorenz force ismuch larger than for a positive photon. The
particularity of the Lorenz force is that it changes the photon momentum (direction)
but does not work, and the speed drift of negative photons is small. Equation (40.11)
is used only for discussion and comparison with positive photons and has no precise
meaning. However, the speed drift of negative photons should exist.

The light velocity shift of negative photons can also be observed, and the magni-
tude of the light velocity shift is estimated from the experimental data of the beat



40 Calculation of the Photon Speed and Photon Energy … 427

Table 40.1 Calculation of light velocity shift of negative photons

λ1/nm λ2/nm Calculated beat
frequency/MHz

Measured beat
frequency/MHz

632.991 212 57
(4.7361235361E +
14 Hz)

632.991 354
(4.7361224783E +
14 Hz)

106 (121.33 + 118.59)/2
= 119.96

(119.96–106)/473,612,248 = 0.0295 ppm

frequency given in [17]. The two stabilized lasers λ1 and λ2 participate in the beat
frequency, where λ1 = 632.99121257 nm (6.3E−11) and λ2 = 632.991354 nm
(approximately 1E−9); λ1 undergoes two 90° reflections, and λ2 undergoes three 90°
reflections. Owing to the shift in the speed of light, λ2 decreases further, resulting in
an increase in the beat frequency. Taking the difference between the measured beat
frequency and the calculated beat frequency between λ1 and λ2 as the contribution of
one (3 – 2 = 1) 90° reflection to the light velocity shift, the calculated relative value
of the light velocity shift is 0.0295 ppm (see Table 40.1). The extended uncertainty
is less than 0.02 ppm, according to the accuracy of the interferometer. 0.0295 ppm
is three orders of magnitude smaller than formula (40.11), so it is believed that the
Lorenz force considerably influences the reflection of negative photons.

40.3 Photon Reflection and Refraction

Under the effect of the gravitational and repulsive fields in an atom, the movement
direction of the photon changes.

Matter is composed of atoms. The potential distribution inside an atom is
extremely uneven, and the potential distributions on the surface and inside a substance
are extremely uneven at the subatomic scale. The reason why both reflection and
transmission coexist is precisely due to the uneven distribution of the electric poten-
tial of the material (subatomic scale), the area with gravitational field, and the area
with repulsive field, as shown in Fig. 40.3, U2 > 0 or U2 < 0. Negative photons are
transmitted (refracted) in the region of positive potential near the center of the atom
and reflected (scattered) in the region where the negative potential is large enough
around the electron.

The reflection and refraction of positive photons are different. The Compton effect
occurs when the angle of incidence is zero. Electrons can cause refraction of positive
photons. Because the potential field of electrons in atoms is scattered, the regular
refraction pattern is not strong. The nucleus can reflect positive photons, but it is
surrounded by electrons, and the reflection phenomenon is not significant.
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40.3.1 Photon Reflection

Whenanegative photon enters a regionof negative potential energy equal to its kinetic
energy, its velocity drops to zero, and then it is emitted back by the potential energy.
This is a negative photon reflection. Positive photons can be reflected by protons,
involving complex atomic structures, and electrons are located on the periphery of
the atoms, resulting in different reflections of positive photons.

The reflection behavior of the negative photons is the result of their interaction
with electrons. Regardless of the influences of magnetic force and Lorentz force, the
electric force does work and obeys the law of conservation of energy. Photons are
reflected by the conversion of kinetic energy, potential energy, and kinetic energy.
Figure 40.3 shows that due to the incident angle θi, the kinetic energy movement
to the surface of the medium (electrons) is only a component of the total kinetic
energy of the photon moc−2/2. This component moc−2cos2θi/2 reduces to make the
reflection easier, which is equivalent to the increase in the reflection cross-sectional
area of electrons. The coefficient corresponding to the increase in the radius R(θi)

of the reflecting circle is 1/cos2θi (40.13), the coefficient of increasing the reflection
area is 1/cos4θi, and the reflectivity r(θi) has a definite relationship with the incident
angle θi, which is derived as follows.

The speed of light c− in the zero-potential region is constant (40.12).

1

2
moc−2 = eqo

8πε0re
. (40.12)

The change in the incidence angle θi is related to the electron reflection radius
R(θi) (40.13).

1

2
moc−2cos2θi = eqo

8πε0R(θi)
. (40.13)

The photon’s magnetic attraction and kinetic energy (corresponding to the
potential-related refractive index) jointly affect the reflection. Let the magnetic
influence coefficient equivalent to cos2θi be Rm, R(θi) ∼ 1/(cos2θi + Rm), and
r(θi) ∼ 1/

(
cos2θi + Rm

)2
.

Substituting r(0) = (n2 − n1)
2/(n2 + n1)

2, we obtained:

r(θi) = (1 + Rm)2(n2 − n1)
2

(
cos2θi + Rm

)2
(n2 + n1)

2
. (40.14)

To compare with the existing physical laws, the two reflection coefficients related
to the refractive index and incidence angle are given inFig. 40.2, taking the experience
value Rm = 0.265 (according to the reflectivity of 632 nm laser at the air–water
interface).
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Fig. 40.2 Relationship between reflection coefficient and refractive index and incident angle

Figure 40.2 shows that the effects of the refractive index and incident angle on the
reflection coefficient are significantly different. Combinedwith the results of existing
physical experiments, it can be considered that the reflectance of S-light is mainly
affected by the incident angle and fixed refractive index, while the reflectance of P-
light is affected by the incident angle and changing refractive index.When the photon
in a medium of higher index of refraction approaches the other medium, the normal
velocity component of the refracted photon will decelerate. As the angle of incidence
increases, when the normal velocity tends to zero, the photon flies to the negative
potential area, resulting in total reflection. The refracted photon is transformed into a
reflected photon, and the photon trajectory has a particularity; total reflection occurs.

The reflection angle θr is determined by the ratio of the photon velocity compo-
nents in the two directions. When the photon enters the repulsive field and returns to
the original potential area, regardless of the light speed shift, the velocity component
amplitude in both directions remains almost unchanged. The reflection angle is equal
to the incident angle (40.15).

θr = θi. (40.15)

Negative photons use electrons as reflection targets, while positive photons use
atomic nuclei as reflection targets. The electron and nucleus have different peripheral
potential fields, motion modes, and spatial distributions. Therefore, the reflection
characteristics of the positive and negative photons are different.As a reflective target,
compared with electrons, atomic nuclei have smaller linear velocity and smaller
position change; thus, positive photon reflection optical imaging has advantages.
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40.3.2 Photon Refraction

When photons enter the electromagnetic gravitational field and escape, their direc-
tion of movement changes with strong consistency, that is, photon refraction. Edge
diffraction also occurs due to the change of photon direction, which is clearly affected
by the gravitational field, and can be regarded as a special refraction.

Refractive index convention:when a photon passes fromonemedium into another,
if θi is the angle of incidence of photons in vacuum and θt is the angle of refraction,
the refractive index n is defined as the ratio of the sine of the angle of incidence to the
sine of the angle of refraction, specifically, n = sin θi/sin θt . The refractive index is
also equal to the velocity v of a photon of a given wavelength in a substance divided
by its velocity c in empty space, n = v/c (not n = c/v, due to v > c), (40.16).

The forces that cause a change in the direction (momentum) of the photon include
the electric andmagnetic forces. After the photon enters the equipotential field before
the incident, although the overallwork of the electric force andmagnetic force is close
to zero, the flight trajectory of the photon changes. Because the photon wavelength
determines its magnetic moment, its refraction also changes with the wavelength.
The electric force contributes to refraction, without considering the influence of the
magnetic force, and the formula for the refractive index of the electric force can be
derived.

In the positive electric field near the nucleus,U2>0, photon refraction occurs, and
positive and negative photons behave differently. In Fig. 40.3, the relative refractive
index of the material is n, the corresponding negative photons and positive photons
are n− and n+, the negative photon incidence speed is c−, the transmission negative
photon speed is c−t , the positive photon incidence speed is c+, the velocity of the

Fig. 40.3 Coexistence of reflection and refraction: reflection of negative photons in repulsive field
(left), negative photon refraction in gravitational field, positive photon refraction (actually scattering)
in repulsion field (right)
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transmitted positive photon is c+t (it is not true refraction for positive photons, but
conventional understanding is still used here), the charge of the photon is qo, the
mass is mo, the electron mass is me, the proton mass is mp, and the positive potential
in the transmission area is U (U2 in Fig. 40.3); thus, c−t > c− and c+t < c+.

n = sinθi
sinθt

= v

c
, (40.16)

c−t = n−c−, c+t = n+c+. (40.17)

Upon entering the region of positive potential, the kinetic energy of the negative
photons increases (40.18).

1

2
mo

(
c−t

2 − c−2
) = Uqo. (40.18)

When entering the positive potential region, the positive photon kinetic energy
decreases (40.19).

1

2
mo

(
c+2 − c+t

2
)

= Uqo. (40.19)

The electrical refractive indexes of negative photons and positive photons can be
obtained as follows, respectively:

n−2 = 1 + 2Uqo
moc−2

= 1 + 2Ue

mec−2
, (40.20)

n+2 = 1 − 2Uqo
moc+2

= 1 − 2Ue

mpc+2
. (40.21)

The electrical refractive index curves of the positive and negative photons were
calculated using (40.20) and (40.21), and are shown in Fig. 40.4. Using 0–360 kV
as the hypothetical potential, which is lower than the proton surface potential, the
calculated value of the proton surface potential is 1,728.649 kV.

The refractive index of X-rays is slightly less than 1.0, due to c+t < c+. The
equation n = v/c in this case indicates that the velocity of X-rays is smaller than its
velocity in empty space.

The above calculation shows that the electrical refractive indexes of negative
and positive photons are very different, and the refractive index of positive photons
n+ < 1, which is consistent with the experimental results. This extreme refractive
index contrast of positive and negative photons indicates that the photon momentum
changes in the opposite direction; therefore, X-rays are positive photons. For the
same reason, the total reflection of positive and negative photons appears as distinct
external reflection and internal reflection, respectively.
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Fig. 40.4 Calculated
negative and positive photon
electrical refraction indexes
under the condition of
0–360 kV potential
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The refractive index of the positive photon and the negative photon will be
larger considering the influence of the photon magnetic moment (corresponding
to the polarization) force, and negatively relate to the wavelength. Besides refrac-
tion, photons can also orbit (photon absorption) in the gravitational field, negative
photons fly around the nucleus, and positive photons fly around electrons; the photon
orbital radius is positively related to the wavelength. Photon orbital flight is closely
related to blackbody radiation and atomic spectrum (Note: Related research content
omitted).

40.4 Photon Wave Phenomenon

A nucleus comprises protons and electrons. The density difference between them is
approximately 70,000 times. They are combined together, and the center of mass and
the center of the overall charge may not coincide. The nucleus has spin motion. In
theory, the spin axis passes through the center of mass. When the charge center and
spin axis are eccentric, the charge distribution center fluctuates sinusoidally with the
spin of the nucleus, resulting in periodic fluctuation of the potential field in the atom.

In addition to the nuclear rotation ωn, the electric field fluctuation of electrons
inside the atom also has a similar effect. Because the orbital electrons rotate rela-
tive to the atomic nucleus, as shown in Fig. 40.5, the electromagnetic field caused
by the electrons changes with the angular position of the electron rotation ωe, so
the electromagnetic field fluctuates periodically. In general, the periodic fluctuating
electromagnetic potential field inside the atom persists over a wide range, and the
superposition of various factors produces a fluctuating influence, which is the internal
reason for photon wave performance. The influence of the fluctuating electromag-
netic field on the reflection and refraction of photons is different, and it is related to
optical imaging, hence is worthy of in-depth study.

The wave electromagnetic potential field U inside the atom can be expressed as
(40.22), where ω is the angular velocity of the wave potential field.
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Fig. 40.5 a Wave electromagnetic field inside the atom; b calculated three-dimensional electric
equipotential line

U = sinωt. (40.22)

As a charged particle, the photon’s movement trajectory (refraction) will be
affected by this wave potential field U , resulting in a corresponding change in the
direction and position y(U ) = y(sinωt). To simplify the description, consider y(U )

as a simple linear relationship, y(U ) ∝ U = sinωt , which yields (40.23). The time
integral I (y) of y(U ) is the geometric distribution of a large number of photons,
as shown in Fig. 40.6. The light intensity I(y) is a simple fringe distribution that
represents the formation mechanism of the photon interference fringes.

I (y) ∝
∫
sinωtdωt = 2sin2

ωt

2
. (40.23)

The diffraction spot width is unrelated to the fluctuation period of the potential
field, but is affected by the fluctuation amplitude of the electromagnetic potential

photon Photon distribution density

Fig. 40.6 Time-integrated distribution of photons across the wave potential field forms diffraction
spot



434 D. Yuan and Q. Liu

field. If the orbiting electron is the main factor in the amplitude fluctuation of the
potential field, the diffraction spot of the photons near the electron orbit are wider.
For large-wavelength negative photons, the refractive index is lower and the electron
orbit is closer (farther from the nucleus), so the diffraction spot width is larger; for
the same reason, the short-wavelength photons have narrower diffraction spot.

The formation of the abovementioned particle diffraction spot is the result of the
merging time integral of the influence of the periodic wave potential field on the
trajectory of the photon flow. This constitutes the basis of all light diffraction. The
superposition of existing diffraction spots on each other to generate new diffraction
spot is a general phenomenon of light diffraction. Therefore, it is not surprising that
single-photon interference forms fringes, and there is no need for some nonexistent
agreement betweenphotons.The single-photon interferencephenomenonalso proves
that the photon wave originates from the electromagnetic field fluctuation in the
optical path. The photon is not a wave, but it shows the characteristics of a wave
under the influence of the wave potential field.

The photon (particle) behavior exhibits a wave phenomenon in a statistical sense,
which can produce interference fringes, or it can be manifested as wave propagation,
which is consistent with the existing wave theory. The photons arranged along the
flight direction are like waves propagating in space, exhibiting periodic fluctuations
in amplitude and specific wavelengths.

An explanation of the beating phenomenon of dual-frequency lasers is shown in
Fig. 40.7, where photons (particles) are represented by the round spots, and light
waves are represented by the harmonic curves. Photons are periodically arranged in
the flight direction, similar to the propagation of light waves. Different wavelengths
λ1 and λ2 are mixed together, causing the photon number distribution period (beat
frequency) to change. This beat frequency period is much larger than the period of
a single wavelength, so that photocells with insufficient time and space resolution
can detect it. The beat frequency travels at the speed of light and has a time period

Fig. 40.7 Comparison of light intensity distribution between two-wavelength photon flight and
dual-frequency light wave beat frequency
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and space period. This is the basis for the use of the Doppler effect in integrating the
movement speed to measure the change in length.

For two beams of photons with the same wavelength, the interference fringes are
easier to be observed, because their locations do not change over time.

40.5 Conclusion

Considering the widespread existence and interaction of electrons and protons, as
well as Coulomb’s law, Newton’s law of motion, and the law of conservation of
energy, the hypothesis that electrons and protons act strongly to generate photons is
proposed, and the following conclusions were drawn.

In the zero-potential (equivalent to in vacuum) region, the negative photon velocity
is equal to the optical constant c, and there is a huge difference between the positive
photon velocity and the light velocity constant. Photons have energy and are also
media that transfer energy at the speed of light. Charged photons participate in the
macroscopic conduction process, which is why the conduction speed is a constant of
the light speed. Electromagnetic waves have the same physical properties as photons
and are a group of negative photons with a smaller volume.

The effect of the charged spin photon and the uneven and fluctuating potential
field of the atom are the internal mechanisms of all optical phenomena. The main
factors affecting these macroscopic optical phenomena include

(1) Positive or negative photons. The behavior of positive and negative photons
varies greatly. X-ray is a positive photon;

(2) Gravitational field or repulsion field: scattering (reflection) occurs only in the
repulsion field, and refraction, collision, and absorption only occur in the
gravitational field. Scattering of the repulsion field causes the photon speed
shift;

(3) Nonuniform field and structural characteristics within the atom: electrons are
located at the periphery of the atom, with strong reflection laws for the nega-
tive photon. The central location of the nucleus increases the significance of
the refraction phenomena, and the mechanism of refraction for positive and
negative photons remains the same. The scattered electrons in the atoms make
the refraction of positive photons less obvious;

(4) Periodic fluctuation of the internal potential field of the atom, which is the
internal cause of various diffraction phenomena;

(5) Incident angle of the photons, which significantly affects the reflectivity and
photon speed shift.

Very different electrons and protons form atoms, and the microscopic potential
field of the material is not uniform at the subatomic scale, resulting in the coexistence
of photon reflection and refraction in transparent materials and the Compton effect.
The scattering or reflection in the repulsive field causes the loss of photon kinetic
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energy (light speed shift), and the reflection and refraction behaviors of negative and
positive photons are very different. Edge diffraction is a special case of refraction.

Photons are the key carrier and transmission tools of energy. They have kinetic
energy that originates from the potential energy of the electrons or protons. It is
believed that the charged spin of light particles conforms to the existing physical
laws. Understanding the nature of photons will help new developments in energy
utilization and measurement technologies.
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Chapter 41
Research on Simulation of Space-Based
Optical Space Debris Images

Yupeng Wang, Jian Huang, Yue Li, Pengyuan Li, and Zhaodong Niu

Abstract A method for imaging simulation of space-based debris based on visible
light is proposed. In response to the development needs of space-based space debris
detection systems, by analyzing the imaging principles of space-based visible light
space debris, the structure and flow of imaging simulation are designed, and the basic
simulation of space-based space debris visible light imaging is realized. According to
the imaging characteristics of CCD devices, the principle of the Smear tailing effect
of super-bright stars is analyzed, and the Smear tailing effect of super-bright stars
can be fully reflected in the image generated by the simulation. This method realized
the visible light imaging simulation of any orbital platform, any field of view, any
time, and any space debris.

41.1 Introduction

With the continuous exploration of space bymankind, increasing space activities have
brought hundreds ofmillions of spacedebris. Thehugenumber of spacedebris greatly
increases the probability of space collisions. In order to cope with the increasingly
severe problem of space debris, countries have developed space target surveillance
and detection technologies.

According to the classification of detection methods, space target monitoring
and detection technologies are mainly divided into photoelectric detection and radar
detection.Comparedwith radar detection, photoelectric detection has the characteris-
tics of long range and lower cost and has become an important method of space target
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monitoring and detection technology [1]. According to the location of the detection
platform, photoelectric detection is divided into ground-based detection and space-
based detection. Compared with ground-based detection, space-based detection has
incomparable advantages such as being unaffected by the atmosphere, all-time, all-
weather, and has become the preferred method of space target monitoring and detec-
tion technology. However, in the development process of the space-based space target
detection system, it is difficult to obtain the required image data for relevant veri-
fication in a short time due to the high cost of the actual installation experiment.
Therefore, it is of great significance to study the visible light imaging simulation
method of space-based space targets. While providing a large amount of data, it can
also verify the performance of the detection and tracking algorithm and reduce the
cost in the development process.

Therefore, domestic and foreign scholars have carried out related research on
the simulation of visible light imaging of space targets. Literature [2] discussed the
visibility of space targets based on geosynchronous orbital observation platforms
in combination with the geometrical positions of the sun, space-based observation
platforms, and space targets. Literature [3] established a quantitative method for
brightness simulation of space targets based on the scattering cross-sectional area
and the bidirectional reflectance function. Literature [4] took the development and
performance test requirements of real on-orbit optical cameras as the starting point,
and designed and realized the imaging simulation software of space-based optical
cameras. Literature [5] considered the target’s background radiation environment,
surface material properties, geometric structure size, orbital elements, etc., through
finite element analysis and vector coordinate transformation, using the bidirectional
reflection distribution function to establish a mathematical model of the target’s
optical scattering characteristics. Literature [6] designed a distributed simulation
system for space-based surveillance of space targets based on HLA and the extensive
application of HLA in the field of aerospace system simulation.

It can be seen from the existing literature that the analysis of the whole process
of the simulation of visible light imaging of space targets is relatively weak, and
the simulation of the Smear tail phenomenon of super-bright stars is not involved.
This paper studies the imaging simulation of space-based debris. The simulation
process is divided into three parts. By analyzing the formation mechanism of the
super-bright star Smear phenomenon, the super-bright star Smear phenomenon is
simulated, forming a complete high fidelity simulation image forming method. The
simulation imaging method has a great effect on the development of a space-based
space target detection system.

41.2 Simulation Structure and Process Design

The imaging simulation of space debris realized by this method is based on a CCD
optical sensor, so the imaging process can be represented by the following figure
(Fig. 41.1):



41 Research on Simulation of Space-Based Optical Space Debris Images 439

Fig. 41.1 Schematic diagram of space debris imaging process

Space debris is illuminated by space light sources such as sunlight, moonlight,
starlight, and diffuse reflected light from the earth. The light reflected on its surface
reaches the CCD sensor mounted on the observation platform, and the light from
the stars on the starry sky background also reaches the CCD sensor. Because the
space debris target and the star are far away from the observation platform, it can be
considered as a point light source. It performs photoelectric conversion through the
CCD photosensitive unit array and then forms the actual observation image on the
CCD imaging plane.

By analyzing the characteristics of the above imaging process, thismethod divides
the imaging process into three parts: space target motion modeling, space debris, and
background star optical modeling, and CCD device imaging modeling. The above
three parts are interdependent with each other. The overall structure of imaging
simulation is as follows (Fig. 41.2):

Fig. 41.2 The overall structure of imaging simulation
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41.2.1 Modeling of Spatial Target Motion Characteristics

The modeling of the motion characteristics of space targets is mainly based on
the relevant information to calculate the position and velocity information of space
debris, observation platforms, stellar targets, and solar and moon near-Earth objects
in the Earth’s inertial coordinate system at any time.

For the modeling of the motion characteristics of space debris, in order to make
the simulation results meet the imaging characteristics of space debris under real
conditions, this method uses the SGP4 model developed by the North American
Joint Air Defense Command (NORAD) to analyze TLE orbital elements issued by
it to calculate the position and velocity information of the space debris [7].

For the modeling of the motion characteristics of the observation platform, this
method assumes that its attitude is oriented to the ground, and the Kepler orbit
elements are used to calculate its position and velocity information.

For the modeling of the motion characteristics of the stellar target, the star catalog
selected in this method is the Tycho-2 catalog, which contains information such as
the star’s right ascension, declination, and right ascension, and the coordinate system
used is the earth inertial coordinate system [8]. Taking into account the influence of
the star proper motion, precession, and nutation, relevant corrections are made to the
star catalog data, and the position information is calculated.

For the modeling of the motion characteristics of the sun and moon celestial
bodies, this method uses the JPL DE430 ephemeris issued by the Jet Propulsion
Laboratory (JPL) to calculate [9].

41.2.2 Modeling of Optical Properties of Space Debris
and Background Stars

The optical property modeling of space debris and background stars is divided into
optical property modeling of space debris and optical property modeling of back-
ground stars. For background stars, the magnitude information can be obtained from
the star catalog.

For the modeling of the optical characteristics of space debris, the magnitude
of space debris is mainly affected by ranging (distance between space debris and
observation platform), phase angle (the angle between the sun, space debris, and
observation platform), and the geometric and material properties of space debris
targets. For the space observation platform, the light received by it is mainly diffuse
reflected light of space debris, so the magnitude of the space debris can be calculated
by the following formula [10]:

m = 1.4 − 2.5logγ − 5logD + 5logρ − 2.5lg[sinσ + (π − σ)cosσ)] (41.1)
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In the above formula, γ is the diffuse reflection coefficient of the debris surface,
D is the diameter of the space debris, ρ is the slant distance from the space debris to
the observation platform, and σ is the angle between the sun, space debris, and the
observation platform.

41.2.3 CCD Imaging Modeling

The imaging sensor simulated by this method is CCD, and its imaging mechanism
is that light is irradiated to the CCD pixel, and photons are injected into the photo-
sensitive unit array for photoelectric conversion to form an actual observation image
on the imaging plane. When the CCD performs photoelectric conversion, while
generating signal charges, noise signals are inevitably introduced. Therefore, CCD
imaging modeling is mainly divided into imaging projection modeling, constellation
and image gray conversion modeling, and imaging noise modeling.

For imaging projection modeling, it is mainly divided into space debris imaging
projection modeling and background star imaging projection modeling. Space debris
imaging projection modeling can be calculated according to the relative position
of the space debris and the observation platform and the conversion matrix of the
relevant coordinate system. Suppose the position vector of the observation platform
in the earth inertial coordinate system at a certain moment is RO , the position vector
of space debris in the earth inertial coordinate system is RT , and R∗

1 is the rotation
matrix from the satellite body coordinate system to the optical camera coordinate
system, R∗

2 is the rotation matrix from the satellite orbit coordinate system to the
satellite body coordinate system, R∗

3 is the rotation matrix from the earth inertial
coordinate system to the satellite orbit coordinate system, then the position vector
Pa of the space debris in the optical camera coordinate system is

Pa = R∗
1 · R∗

2 · R∗
3 · (RT − RO) (41.2)

For the background star imaging projection modeling, in the spatial target motion
characteristic modeling part, the rectangular coordinate vector I in the earth inertial
coordinate system is obtained, then the position vector Pb of the star in the optical
camera coordinate system is

Pb = R∗
1 · R∗

2 · R∗
3 · I (41.3)

Furthermore, according to the principle of small hole imaging, the position vector
of the space debris and the background star in the optical camera coordinate system is
projected into the imaging plane, and the imaging position in the image is calculated.

For the modeling of magnitude and image grayscale conversion, this method is
based on the imaging principle of the CCD optical system to estimate the number of
photons received by theCCD, thereby calculating the gray value of the corresponding
magnitude [11]. Then the gray value A of the space debris target is
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A = P/G (41.4)

In the above formula, P is the number of photons received by the CDD, and G is
the CDD gain parameter. Due to the non-ideal nature of CCD imaging, the imaging
point on the image plane will have a diffusion effect. Therefore, this method uses
a two-dimensional Gaussian distribution function as the point spread function to
process the imaging point for the diffusion effect.

For imaging noise modeling, there are many noise sources for scientific CCD
devices. Considering the actual simulation performance requirements, the following
three types of noise are mainly considered: photon noise, dark current noise, and
readout noise.

41.2.4 Smear Tailing Phenomenon

Through the analysis of the measured images, it is found that in addition to the
above-mentioned modeling process, the Smear tailing phenomenon as an inherent
characteristic of the CCD image sensor is often ignored. It refers to the phenomenon
that striped white bright lines are formed on the image when the CCD is shooting a
high-brightness point light source (Fig. 41.3).

For the stellar target, since its position on the imaging plane basically does not
change during the exposure time and the readout time, the Smear tail phenomenon
of the stellar target always presents the shape of a vertical bright band. Its impact
on imaging quality is relatively large, so it is easy to cause the inundation of space

Fig. 41.3 The Smear tail
phenomenon of the star in
the measured image
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debris, and increase the difficulty of detecting space debris, thus it is necessary to
simulate it.

The CCD sensor is generally composed of three parts: photosensitive area,
imaging area, and register [12]. Take a four-line CCD sensor as an example to analyze
the mechanism of the Smear tail phenomenon of stars. Assume that the third row of
the CCD sensor is illuminated by a star target. In Figure 41.4, the gray square in the
imaging area represents the pixel being imaged, t1–t5 is an integration period, and
t6-t10 is an integration period. At time t1, the third row of the CCD sensor generates
signal charges. From t2 to t5, the signal charge is transferred to the register. As the
photosensitive area is continuously exposed during the transfer process, additional
charges are continuously generated in the illuminated area. When these charges are
transferred to the register, the pixel positions in the first to third rows are occupied
by additional charges. At time t6, the third row of the CCD sensor generates signal
charges. After the integration period is over, the signal and the additional charge
generated by the charge readout time are transferred to the shift register in order to
wait for output and write the image. In this way, the stellar Smear tail phenomenon
occurs.

For the Smear tail phenomenon of stars, according to related research, the gray
value h is only related to the integration time t1, the read-out time t2, the total number
of imaging image rows m, and the sum of the gray values of all pixels in the current
column [13].

h = t2 · sum/m/(t1 + t2) (41.5)

The process of visible light imaging of space-based space debris has been
discussed above, and the simulation of visible light imaging of space-based space
debris has been realized.

Fig. 41.4 Smear tailing phenomenon generation process
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Fig. 41.5 Simulation
imaging diagram

41.3 Analysis of Simulation Results

Assuming that the observation platform passes through the ascending node at zero
time in the simulation, the space debris orbit is determined by TLE orbital elements.
Using a certain model of sensor-related parameters, the number of pixels is 1024 ×
1024, and the exposure time is 0.4 s. According to the survey results, the reflectivity
is taken as 0.3. For other parameters, suppose the diameter of the space debris is 1 m.
The simulation result of a certain frame is as shown in Fig. 41.5, and the space debris
track calculated in the following 30 frames is marked in this frame.

ObservingFig. 41.5,we canfind that the simulated image truly reflects the imaging
characteristics of space debris, and the imaging points of different gray values also
reflect the difference in imaging area size. The Smear tailing effect of super-bright
stars is naturally obvious. The space debris trajectory appears as a curvewith a certain
arc, which fits the actual situation. In summary, the simulated image of this method
conforms to the imaging characteristics of the real image and reaches the expected
simulation result.

41.4 Conclusion

This method divides the imaging process into three parts: modeling of the motion
characteristics of space targets,modeling of optical characteristics of space debris and
background stars, and modeling of CCD device imaging. Furthermore, the imaging
characteristics of the CCD device were analyzed, and the Smear tail phenomenon
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of super-bright stars was simulated, and the simulation image of space-based debris
was obtained. Using this method, an observation simulation image can be obtained
at any time, any observation platform, any direction of the visual axis, and any size
of the field of view. It is of great significance for the research of space-based space
target detection methods and the development of space-based space target detection
systems.

Acknowledgements This work was supported by the Youth Science Foundation of China
(No.61605243).
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Chapter 42
Study on Image Processing of Bridge
Cable Surface Defect Detection System

Jing Hu, Hongyu He, Guomin Liao, and Guichuan Hu

Abstract The cable-stayed bridge has been widely used because of its excellent
bearing capacity, beautiful structure and relatively low construction cost. As one of
the most important mechanical components in long-span cable-stayed bridges, the
safety of bridge cables is the focus of attention. In order to solve the problems of high
risk and low efficiency of traditional manual detection, robots and machine vision
equipments are used for automatic detection. This paper aimed at the special situa-
tion of strong solar rays and serious light pollution in cable detection environment
designed a machine vision inspection system to capture panoramic images of the
cable and then preprocessed the image by grayscale transformation and threshold
segmentation. Ultimately, the median filtering method is used to reduce the noise
and a basis for subsequent defect identification and prediction is provided.

42.1 Introduction

The cable-stayed bridge has been widely used because of its excellent bearing
capacity, beautiful structure and relatively low construction cost. As one of the most
important mechanical components in long-span cable-stayed bridges, the safety of
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bridge cables is the focus of attention. Due to the complex environment, the load of
the cable fluctuates, and there is alternating tensile stress in the live load environment
and the protective layer of its surface will harden, crack, peel and other phenomena
happen [1]. In addition, the cables have been subjected to wind load and rain erosion
in the external environment for a long time, and there are natural disasters such as
wind vibration and rain vibration, leading to the extrusion friction of the wires inside
the cables, which is prone to corrosion and broken wires.

In this paper, a machine vision system for bridge cable detection was designed,
and the image pretreatment of cable surface was carried out by using the methods
of gray conversion, threshold segmentation, median filtering and so on, to provide a
basis for subsequent defect identification and prediction.

42.2 The Hardware System of Detection

42.2.1 Image Sensor Configuration

Image sensor is a device that converts optical images into electronic signals, which is
the core component of the image detection system. Themost commonly used sensors
are CCD and CMOS, and the main advantage of CMOS sensor over CCD sensor
is the low power loss. Under the condition that the overall battery capacity of the
cable surface detection robot is certain, the small power consumption of the sensor
is particularly important [2]. Therefore, the surface scanning camera with CMOS
sensor was selected for this project, which can collect the whole image of the cable
surface at one time.

For cables with 150 mm od (outer diameter), the camera had a vertical field of
view (FOVVET) of up to 140 mm, and the defect identification accuracy (Robj) was
less than 0.5 mm [3]. Therefore, the minimum number of elements required to obtain
the image was as follows:

NEVET = FOVVET/Robj = 140/0.5 = 280 ( 42.1)

NEHOR = FOVHOR/Robj = 150/0.5 = 300 ( 42.2)

The distance between the lens and the cable in the section direction was 150 mm.
Through analysis and comparison, the system selected a CMOS camera with the
model of FIREFLY 6S. The performance parameters of this camera were shown in
Table 42.1.

The camera could be powered autonomously or connected to the robot control
system using DuPont wire, and the image was transmitted to the robot control system
in real time, which was transmitted back to the ground in real time through a wireless
adapter for real-time monitoring of the cable surface.
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Table 42.1 Camera
performance parameters

Index Parameters

Pixel resolution 720 × 576

AV output system PAL/NTSC

Compressed format H264

Aperture F/2.8, 7 Glass lens

Size 59 × 41 × 21 mm

Working voltage 5 V

Working current 800 mA

Weight 70 g

42.2.2 Data Transmission System

The ground PC transmitted a 2.4 GHz radio through a wireless adapter to transmit
signals to each other with the cable robot wireless module. Control the motion of the
robot on the cable, and receive the status parameters and video monitoring signals
of the cable detecting robot in the process of motion.

42.2.3 Defect Location System

The motor encoder was located at the tail of the motor and integrated with the motor
shaft. By automatically judging the rotation direction of themotor and counting it, the
motor parameters were transmitted to the slave computer, which fed back to the PC
terminal on the ground through its own integrated wireless module. By this method,
the motion distance of the cable detection robot on the cable was determined so that
the cable detection system could obtain the specific position of the cable surface
defect on the cable. The PC terminal on the ground could monitor the mooring time,
distance, direction and speed of the robot in real time. By recording the distance
and moving time of the robot, the specific position of the defect on the cable could
be accurately determined, which provided important guidance information for the
subsequent cable maintenance.

42.3 Defect Image Preprocessing

42.3.1 Image Mosaic Based on SIFT Algorithm

The cable detection robot in this paper has three cameras. It needed to splice each
frame photo of the three cameras together to unfold the overall picture of the cable
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surface so as to facilitate the identification and judgment of defects and start the visual
detection of cable defects. The SIFT algorithm is used to realize multi-image mosaic
fusion [4]. Combined with the actual working conditions, the bilinear interpolation
method is used to interpolate the acquired images, and the weighted average method
is used to fuse the images.

Bilinear interpolation has a moderate computational amount, and the results are
better than nearest-neighbor interpolation, and it does not occupy too much compu-
tational resources. The disadvantage is that after bilinear interpolation, the image
edge may be blurred due to the smoothing effect of the image edge.

The bilinear interpolation method is to superposition the gray values of the four
nearest coordinate points around the target point by weighting the pixel values of
the four nearest coordinate points. As shown in Fig. 42.1, points A, B, C and D are
the four points closest to the target point (x, y), and each coordinate values are (i, j),
(i, j + 1), (i + 1, j), (i + 1, j + 1), then the pixel values of E coordinates (i, y) and F
coordinates (i + 1, y) are as follows:

f (E) = (y − j)[ f (B) − f (A)] + f (A) (42.3)

f (F) = (y − j)[ f (D) − f (C)] + f (C) (42.4)

So the pixel value f (x, y) at the point (x, y) is as follows

f (x, y) = (x − i)[ f (F) − f (E)] + f (E) (42.5)

The weighted average method was used for image fusion, the overlapping regions
of the mosaic image f (x, y) and the reference image g(x, y) were given weights ωf

and ωg, respectively. The expression of the fused image I(x, y) was as follows:

I (x, y) =
⎧
⎨

⎩

f (x, y) (x, y) ∈ f
w f f (x, y) + wgg(x, y) (x, y) ∈ ( f ∩ g)
g(x, y) (x, y) ∈ g

⎫
⎬

⎭
(42.6)

The limiting conditions of weights ωf and ωg are as follows:

Fig. 42.1 Bilinear
interpolation
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(a) (b)

(c) (d)

Fig. 42.2 Image mosaic: a–c three camera images; d stitching process

{
w f + wg = 1

0 < w f < 1, 0 < wg < 1
(42.7)

In order tomake themosaic imagemore realistic, the weights ofωf andωg needed
to be reasonably valued to achieve seamless stitching and relatively smooth.

As shown in Fig. 42.2, the images taken by the three cameras have overlapping
regions, and the image stitchingwas carried out through the SIFT algorithm’s bilinear
interpolation and weighted average so that the defect system could obtain the 360°
panoramic display image of the cable, which was convenient for subsequent defect
processing and analysis.

42.3.2 Grayscale Transformation

Because the camera used in the defect detection system is a color camera, the cable
surface is taken as a color image. RGB color image is a common color space, inwhich
a large amount of color information is stored, the amount of data is large, occupies
more memory resources and reduces the system computing capacity. Therefore, in
order to solve the problem of a large amount of color image data and the occupation
of resources, the gray processing of the acquired color image is carried out [5].

From R, G, B three-channel into a single-channel value, accelerate the speed of
image processing and analysis. Grayscale usually refers to an 8-bit grayscale map
with 256 grayscale levels and the range of pixel values is [0, 255]. When the image
is converted from RGB color space to GRAY color space, the processing mode is as
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(a) (b)

Fig. 42.3 Grayscale conversion of the defect image a Original image; b Grayscale image

follows:

Gray = 0.299R + 0.587G + 0.114B (42.8)

This is the form of the standard conversion and the one used in Python-OpencV. At
the same time, the simplified form of the commonly used arithmetic average method
is used for grayscale image conversion:

Gray = (R + G + B)/3 (42.9)

In this way, when the image is converted fromRGBcolor space image to grayscale
image, thefinal value of all channels is the same. Python-OpencVstandard conversion
was used to transform the cable defect image into grayscale.

As shown in Fig. 42.3, after grayscale conversion, the image became a single-
channel image, and the image does not have color information, but the image
information was expressed by grayscale.

42.3.3 Threshold Segmentation

After the image was processed into grayscale by the cable surface defect system,
threshold processing was needed to display the cable surface image features. Then
the gray value of the image is unevenly distributed in light and dark, but because
the gray value of the cable surface has little deviation, it is very important to choose
the appropriate threshold value to process the cable surface defect image. Different
threshold values will result in different defect features.

The image of cable surface defect is processed by anti-binarization threshold [6]
(cv2.THRESH_BINARY_INV) and generates a binary image with only two values.
Anti-binarization rules for processing pixel values are different from binarization,
which are as follows:
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(a) (b)

Fig. 42.4 Threshold processing a Grayscale image; b Threshold segmentation

dst (x, y) =
{

0, src(x, y) > thresh
255, others

(42.10)

Thresh is the selected threshold value.
As shown in Fig. 42.4, due to the light color of hdPE on the cable surface,

the grayscale value was lower than the ambient disturbance. Through threshold
experiments, it was found that when thresh value is 150, anti-binarization threshold
processing could extract cable features from the image. Because the gray value of
cable image was low, the pixel value of cable image was uniformly converted to 255
after processing, which could clearly observe the features of the cable surface.

42.4 Noise Reduction Processing

42.4.1 Image Noise

When the image was collected, the gray value of the image will fluctuate within a
certain range due to the influence of external illumination and motion conditions,
which is called noise. According to the noise generated in the image according to the
probability density function (PDF), it can be divided into uniform distribution noise,
Gaussian noise, pepper and salt noise, and mixed noise [7]. The probability density
functions and their annotations for different types of noise are shown in Table 42.2.

Due to the defects and impurities on the cable surface, white noise often appears
after threshold treatment, which is regarded as salt and pepper noise. Therefore, it
is necessary to preprocess the image to reduce and eliminate the interference caused
by noise. After modifying the core parameters of several filtering methods, it is
found that median filtering has a better denoising ability for cable surface defects.
Therefore, the system uses median filtering to de-noise the cable surface image.
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Table 42.2 Three types of noise

Noise type Probability density function Annotation

Uniform distribution noise P(Z) =
{

1
b−a a ≤ z ≤ b

0 others
μ = a+b

2 , σ 2 = (b−a)2

12

Gaussian noise P(Z) = 1√
2πσ

e−σ 2(z−μ)/2 μ is expectancy value
σ 2 is standard deviation
σ is variance

Pepper and salt noise P(z) =

⎧
⎪⎪⎨

⎪⎪⎩

0 f (z) < a

255 a < f (z) < b

f (z) others

Noise in the image in the form of
a bright or dark point

42.4.2 Median Filtering

Median filtering is by sorting the pixel values in the window from large to small and
then taking the pixel values in the middle of the sorting position as the pixel values
of the central target point. As shown in Fig. 42.5, the pixel value of the window of 3
* 3 was (97, 95, 94, 93, 78, 90, 66, 91, 101). These values were sorted into (66, 78,
90, 91, 93, 94, 95, 97, 101), and the median value 93 was taken as the pixel value of
the window target point.

The window size of median filtering was usually 3 * 3, 5 * 5, 7 * 7 and 9 * 9 for
filtering. Generally, the window size was used to filter the image from small to large.
The choice of window size is very important to the result of image processing. If the
window size is too large, the image denoising ability will be stronger, and the edge
information of the image will be eliminated as noise. In contrast, if the window size
is too small, the image denoising ability is weaker and the denoising is not complete.
For the selection of median filtering window, the filtering effect of 3 * 3, 5 * 5, 7 *
7 and 9 * 9 window sizes on binarization image of defect was compared, as shown
in Fig. 42.6.

Fig. 42.5 Schematic diagram of median filtering principle
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Fig. 42.6 Comparison of median filtering effect

As shown in Fig. 42.7, through comparison, it was found that the window size of
5 * 5 has the best denoising effect on the cable surface defect image. Therefore, in
this paper, the window size of 5 * 5 was selected for median filtering of cable surface
images.

(a) Threshold processing (b) Median filtering 

Fig. 42.7 Comparison of median filtering effect
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42.5 Conclusion

This paper studies the surface defect detection of a bridge cable, mainly including
the following three aspects:

(1) Designing a machine vision inspection system, three cameras were used to
capture 360° panoramic images of the cable. In the meantime, the wireless
module was used to transmit images and locate the specific location of defects.

(2) Splicing each photo of three cameras together to unfold the overall picture of
the cable surface. Simultaneously, the image was preprocessed by grayscale
transformation and threshold segmentation.

(3) Analyzing the types of image noise, ultimately using the median filtering
method to reduce the noise and providing a basis for subsequent defect
identification and prediction.
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Chapter 43
Study on the Structural Performance
Degradation of Rigid Airfield Pavements
Using HWD

Kunyang Zhao and Panfei Zheng

Abstract At present, most of the airfield pavements are cement concrete pavements.
The structural performance of airfield pavement is an important factor affecting
operation safety. Under the coupling action of aircraft wheel load and environment,
the rigid airfield pavement is prone to structural damage such as void and insufficient
capacity. In this paper, based on the heavyweight deflectometer (HWD) deflection of
the capital airport runway pavement, we analyze the deterioration laws and structural
damage mechanism of three performance indexes, including the pavement structural
capacity, the voids beneath rigid pavement slab and the load transfer efficiency at
joint. The results indicate that these performance indexes are interrelated and they
could reflect the structural performance deterioration of the airfield pavements. The
impact load of aircraft has a compaction effect on the pavement foundation, which
would slow down the deterioration of pavement structure performance. Grouting
reinforcement can effectively improve the performance of pavement structures.

43.1 Introduction

In recent years, China’s civil aviation industry has developed rapidly. By 2018, there
were 235 transport airports in China [1]. According to the investigation, over 90%
of the pavement structure of civil airport is cement concrete pavement [2]. With the
increasing growth of air traffic volume and the proportion of largewide-body aircraft,
the safety of airfield pavement is seriously challenged. The performance of airfield
pavement is mainly divided into structural performance and functional performance
[3, 4], which is degraded and attenuated due to the comprehensive effects of aircraft
wheel load and environmental factors in the using process. The functional perfor-
mance degradation is mainly reflected in the decline of the functional indexes such as
roughness, friction coefficient and pavement condition index (PCI). The deterioration
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of structural performance is manifested in the reduction of the pavement structural
capacity and the load transfer efficiency of the joints, which may cause the voids
beneath rigid pavement slabs and other diseases. If the structural performance of
pavement fails, the pavement function would be unavailable accordingly. Therefore,
the structural performance of pavement is directly related to the safety of airport
operation.

In order to ensure the safety of airport operation, the regulations on the admin-
istration of safe operation of transport airports require that the airport management
authority should organize a comprehensive evaluation on the condition of runway,
taxiway and apron at least once every five years. At present, the pavement structural
performance tests of a civil airport are mainly carried out by the heavyweight deflec-
tometer (HWD) [5, 6]. Through the impact of the drop weight on the pavement, the
process of aircraft loading on the pavement is simulated, and the bending response of
the pavement under the load is recorded by the sensors so as to evaluate the strength
and structure condition of the pavement and the foundation. Then the load transfer
and void condition of the pavement can be calculated and analyzed so as to effec-
tively analyze the deterioration of the pavement structural performance. This paper
focuses on exploring the pavement structural performance degradation laws of the
runway of an airport by using theHWD.Wefirst study and analyze theHWD test data
of the runway over the years according to the current research and practical engi-
neering experience. We then discuss the mechanism of performance deterioration
and disease. Finally, we summarize the deterioration laws of the pavement structural
performance.

43.2 Background

This airport is one of the largest airports in the world with an annual passenger
throughput of over 100million, and its runway undertakes increasingly heavy aircraft
take-off and landing tasks. With the continuous growth of the aviation business, the
plate breakage diseases of the runway have appeared, and the diseases are getting
worse and worse. Since the runway was put into use in 2008, a total of four pavement
tests have been carried out up to now, namely in 2013, 2014, 2016 and 2019. The
results of the first three tests show that the runway has serious void disease, and the
disease is increasing year by year. In order to ensure the safe operation of the runway,
the foundation void diseases were treated by grouting from April to June, and then
the runway was comprehensively detected in September.

The structure of the runway is as listed below:

(1) At both ends of the runway (1000 m): 44 cm cement concrete, 20 cm cement
stabilized gravel and 25 cm cement stabilized gravel.

(2) In the middle of the runway (1000–2800 m): 40 cm cement concrete, 20 cm
cement stabilized gravel and 25 cm cement stabilized gravel.
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Table 43.1 The detection schemes of the runway

Detection
time (year)

The name of
the detection
line

Detection
position

Distance
between
measuring
points (m)

Detection
direction

The length of
the detection
line (m)

2013 2013R-F-W1 The first panel
that locates the
west side of
runway
centerline

40 South to
north

3800

2014 2014R-F-W1 20 2000

2016 2016R-F-W1 20 3800

2019 2019R-F-W1 20 3800

43.3 Detection Scheme and Evaluation Method

43.3.1 Detection Scheme

The four deflection detection schemes of the airport runway are shown in Table 43.1.

43.3.2 Detection Equipment

It is stipulated in Specifications for Pavement Evaluation and Management of Civil
Airports (MH/T 5024-2019) that the load capacity test of pavement structure should
be carried out by the fallingweight deflectometer. Therefore, the heavyweight deflec-
tometer (HWD) produced inDenmark (themodel ofDynatest 8081) is used as deflec-
tion detection equipment. As shown in Fig. 43.1, the maximum load weight of the
HWD can reach 24t, which is equivalent to the single wheel load weight of B747-400
aircraft under the maximum take-off full weight state. In addition, the load weight
of the HWD can be adjusted according to the pavement structure and the grade of
runway. The bearing plate with a diameter of 450 mm is selected for the HWD, and
the test load is 238.5 kN. The deflection detection position is the edge and the middle
of the pavement slab, as shown in Fig. 43.2.

Fig. 43.1 The heavyweight
deflectometer (HWD)
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Fig. 43.2 The detection position of the deflection

43.3.3 The Evaluation of Pavement Structural Performance

Based on the pavement deflection detection results, this paper selects the pavement
structural capacity, the load transfer efficiency of the joints and the voids beneath
rigid pavement slabs as the evaluation index of pavement structure performance [7].

(1) The pavement structural capacity

The capacity of pavement structure is an index to evaluate the comprehensive support
effect of pavement and foundation on aircraft operation, which is mainly character-
ized by impulse stiffness modulus (ISM). It is calculated by dividing the load weight
of the HWD by the deflection value measured by the sensor under the bearing plate.
The larger the ISM value in a certain area indicates the stronger the comprehensive
support of pavement and foundation. On the contrary, the smaller the ISM value, the
weaker is the comprehensive support of pavement and foundation.

(2) The load transfer capacity at joint

The load transfer efficiency at the joint (LTEδ) is an index to evaluate the load and
stress transfer capacity between pavement slabs, which is based on the deflection
ratio transfer coefficient.

In the detection, the deflection is measured by two sensors with the same distance
from the center of the HWD bearing plate but crossing different plates on both sides
of the joint. If the two deflection results are roughly the same, it indicates that the
load transfer capacity at the joint is relatively intact. On the contrary, if the deflection
results are quite different, it indicates that the load transfer capacity at the joint has
been reduced or failed.

(3) The voids beneath the rigid pavement slab

The void beneath the rigid pavement slab is an index to evaluate whether the void
exists between the pavement slab and the foundation, which is characterized by the
void coefficient (T ). Comparing the deflection results in the middle of the pavement
slab with the edge of the pavement slab, if the deflection results are roughly the
same, it shows that there is almost no void beneath the pavement slab. In contrast,
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there is void beneath the rigid pavement slab. According to engineering experience,
generally, there are the following four situations:

(1) T < 1.5 indicates that there is no void beneath the pavement slab.
(2) 1.5 < T < 2 indicates that there is a slight void beneath the pavement slab.
(3) 2 < T < 3 indicates that there is a moderate void beneath the pavement slab.
(4) T > 3 indicates that there is severe void beneath the pavement slab.

43.4 Detection Results and Discussion

43.4.1 The Evaluation of the Pavement Structural Capacity

The pavement structural capacity distribution of 0–2000 m section at the south end
of the runway (the first panel that locates the west side of the runway centerline)
is shown in Fig. 43.3, and the average values of ISM are shown in Table 43.2. The
800–2000 m section away from the south end of the runway has been foundation
grouted.

As illustrated in Fig. 43.3 and Table 43.2, the distributions of the pavement
structural capacity in different section tend to change similarly with the ISM. Due
to repeated action of aircraft wheel load and structural thickness, the capacity of
pavement structure fluctuates significantly.

Fig. 43.3 The distribution curve of the pavement structural capacity

Table 43.2 The average values of ISM

Section 2013 2014 2016 2019

0–1000 m 1671.56 1793.03 1770.36 1851.27

1000–2000 m 1477.05 1494.22 1364.50 1659.28
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Table 43.3 The load transfer efficiency at the joint (LTEδ)

Detection time
(year)

Good (>80%)
(%)

Average
(80–56%) (%)

Fair (56–31%)
(%)

Poor (<31%) (%)

2013 5.6 8.8 36.1 49.5

2014 15.7 17.6 33.3 33.4

2016 41.58 9.91 17.82 30.69

2019 74.0 8.0 12.0 6.0

In the section of 0–1000 m from the south end of the runway, the capacity of
pavement structure in 2013 was slightly lower than that of 2014 and 2016. The ISM
values of the 400–600 m section fluctuate significantly and the floating value is up
to 900 kN/mm. This section is the main takeoff and landing area of aircraft. Due to
the impact of the aircraft’s wheel load, the pavement foundation becomes denser and
this would lead to the increase of the ISM value. However, because of the uneven
impact, the ISM value fluctuates significantly. In the section of 1000–2000 m from
the south end of the runway, the average ISM in 2013 and 2014 are almost the same.

In 2016, the average ISM of this section decreased by about 8.7% compared with
2014.And the average ISM value of the 1400–1700m section decreased significantly,
whichmeans the pavement performance of this section has deteriorated significantly.

After grouting, the capacity of the pavement structure has been significantly
improved. The average value of ISM has increased by about 22.0%. That indicates
that the grouting has effectively increased the compactness of the foundation and
improved the capacity of the pavement structure. However, from 2013 to 2019,
the ISM value of pavement fluctuates obviously, which indicates that the pavement
structure and basic performance gradually deteriorate with the increase of pavement
service time.

43.4.2 The Evaluation of the Load Transfer Capacity at Joint

The load transfer efficiency at joint (LTEδ) of 0–2000 m section at the south end of
the runway (the first panel that locates the west side of runway centerline) is shown
in Fig. 43.4 and Table 43.3.

As shown in Fig. 43.4 and Table 43.3, the LTEδ in 2013 is less than 56%, which
indicates that the load transfer capacity at the joint id poor. From 2013 to 2016, the
load transfer capacity of pavement has gradually improved and regained. However,
the values of LTEδ fluctuate greatly, which reflects the serious failure of the load
transfer capacity in the partial area of the pavement. In the section of 400–600 m
from the south end of the runway (main aircraft grounding strap), the pavement load
transfer efficiency shows a trend of increasing first and then decreasing. It indicates
that the load transfer capacity of the pavement changes irregularly under the impact
of aircraft wheel load, but there is still a certain degree of degradation overall. After
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Fig. 43.4 The distribution curve of the load transfer efficiency at joint

grouting in 2019, the load transfer capacity of the road surface in the grouting area has
recovered to more than 80%. Therefore, the grouting reinforcement can effectively
improve the performance of pavement structures.

43.4.3 The Evaluation of the Voids Beneath Rigid Pavement
Slab

The void coefficient (T ) of the 0–2000 m section at the south end of the runway (the
first panel that locates the west side of the runway centerline) is shown in Fig. 43.5
and Table 43.4.

Fig. 43.5 The distribution curve of the voids beneath the rigid pavement slab
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Table 43.4 The void coefficient (0–2000 m)

Detection time (year) Serious void (%) Moderate void (%) Slight void (%) No void (%)

2013 0.0 63.2 33.7 3.1

2014 1 61.8 27.5 9.7

2016 1.98 34.65 46.54 16.83

2019 0 0 22.0 78.0

As illustrated in Fig. 43.5 and Table 43.4, in 2013 and 2014, 63.2 and 61.8% of
the detection result of the measuring points are located between the void coefficients
of 2.5–3.0. It shows that there is a moderate void beneath the rigid pavement slab.
By 2016, the number of detection points of moderate void dropped to 34.65% with
a decrease of nearly 30%. The number of detection points of slight and non-void
increased by 19% and 7%, respectively. The pavement surface of the 400–600 m
section away from the southern end of the runway changed from being moderate
void in 2013 to non-void. Under the impact of aircraft wheel load, the pavement
structure of this section was effectively compacted. The void basically disappeared,
and no obvious change was found in the void situation of the road surface in the
remaining areas. Especially, in the section of 400–600 m from the south end of
the runway, the voids beneath the rigid pavement slab changed from moderate void
to non-void. Due to the impact of aircraft wheel load, the pavement structure is
effectively compacted and the voids disappeared gradually.

In Fig. 43.5, we can find that the void coefficient (T ) of 1000–2000 m section
at the south end of the runway fluctuates significantly in 2014. The absolute values
of the void coefficient of some moderate void detection points have increased, but
most of them are below 3.0. It shows that the void condition beneath the pavement
slab continues to deteriorate, but the deterioration rate is relatively slow. In 2019, the
void coefficients of the grouting area were substantially less than 1.5. It indicates that
there is no void beneath the pavement slab and grouting reinforcement effectively
improves the performance of the pavement structure.

43.5 Conclusions

(1) The three indexes of the pavement structural capacity, the voids beneath rigid
pavement slab and the load transfer efficiency at the joint are interrelated and
they could effectively reflect the structural performance deterioration of the
airfield pavements.

(2) Due to the repeated action of the aircraft’s wheel load on the main landing
area of the runway, the capacity of the pavement structure increased slightly.
The load transfer capacity of the pavement surface increased first and then
decreased. Due to the impact of aircraft wheel load, the pavement structure is
effectively compacted and the voids disappeared gradually.
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(3) With the extension of the use time of the pavement, the fluctuation range of
the pavement structure performance index gradually increases. It indicates that
the various performance of the pavement deteriorates gradually.

(4) Grouting can effectively improve the capacity of the pavement structure and
slow down the performance degradation of the pavement.
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Chapter 44
Research on Integrated Navigation
and Positioning Technology of Inertial
Navigation System and Odometer Based
on Factor Graph

Wang Zhisheng, Wang Xingshu, Zhao Yingwei, and Chen Xiaolong

Abstract Research on autonomous navigation technology of vehicle plays a vital
role in ensuring vehicle safety and realizing intelligent driving. Integrated naviga-
tion technology takes inertial navigation system as the main body and makes full
use of other sensor information to improve the accuracy and reliability of naviga-
tion system. However, the different error characteristics and operating frequency of
different sensors increase the design complexity of navigation system. In order to
solve the above problems, this paper proposes the integrated navigation algorithm
of inertial navigation system and odometer based on factor graph and constructs
the information fusion model of factor graph. The simulation results show that this
method canobtainmore accurate position information, effectively guarantee the navi-
gation accuracy, and ensure the feasibility of the algorithm for unmanned vehicles.
Moreover, it shows the advantages of factor graph algorithm in integrated navigation
and information fusion.

44.1 Introduction

Navigation technology is an engineering application technology that provides real-
time attitude, speed, and position information for vehicles. With the development of
society and technology, navigation technology plays an indispensable role in many
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application fields. Inertial Navigation System (INS) is a typical autonomous naviga-
tion system. Its outstanding advantages are strong autonomy, good concealment, and
high short-term accuracy, and it is widely used in military, civil, and aerospace indus-
tries [1]. However, due to the influence of initial alignment error and inertial sensor
error, the system navigation error gradually diverges with time accumulation. There-
fore, in order to improve the navigation accuracy, it is necessary to introduce external
reference information to estimate the systemerror of the INS in real time, so as tomeet
the requirements of long-endurance and high-precision navigation and positioning.
Inertial navigation and odometer (OD) integrated navigation system design because
of its high accuracy and adaptability has become an important research direction of
land positioning and orientation system in many countries, especially in the military
field, land navigation system has formed a series of products in many countries.

At present, most INS/OD integrated navigation algorithms take Kalman filter as
the core, and many improvements have been made in order to improve the navigation
accuracy and stability. The Kalman filter can only be filtered after all the measured
information has arrived. The sensor information of different rates is fused by data
synchronization processing method, and the navigation solution is calculated in real
time. However, in order to keep the data synchronized, it is often necessary to discard
some of the measurement values, which leads to the waste of information. When the
measurement information is synchronized, the error is introduced into thefilter,which
increases the calculation amount [2, 3]. Therefore, Kalman filter has insufficient
ability in processing asynchronous information.

Factor graph is a kind of probability graph model. In 2001, Kschischang et al.
extracted the concept of factor graph and the sum-product algorithm for the first
time, providing a mathematical theoretical basis for future research [4]. The factor
graph encodes the probability relationship between the navigation state quantity and
the navigation system measurement value and defines the state quantity as variable
node and the measurement value of each sensor as factor node. Factor graph model
has strong flexibility and can realize the plug and play function of sensor from the
algorithm level, which has been widely concerned in the navigation field. Paper [5]
applies the factor graph to the attitude estimation of the satellite and obtains better
results than the Kalman filter. Paper [6] combined with factor graph to construct a
new co-positioning assisted single star positioningmethod, which improved the posi-
tioning accuracy. Paper [7] proposes an IMU/GPS information lag fusion algorithm
based on factor graph. By adding the lagging GPS observation information into the
factor graph structure, the bad effect of the lagging GPS observation information on
the navigation system can be avoided under the condition of ensuring the real-time
accuracy.

In this paper, the integrated navigation algorithm based on factor graph is applied
to the vehicle INS/OD system, and the factor graph model of the integrated navi-
gation system is constructed. The Gauss–Newton iterative method is used to solve
the maximum posteriori estimate of the state, and the reasoning of the factor graph
is realized. The real-time performance and positioning accuracy of the inertial inte-
grated navigation system are improved. Therefore, the navigation information can
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be compatible and the asynchronous problem in the presence of multiple sensors can
be avoided.

44.2 Basic Theory of Factor Graph Navigation

Factor graph is a bipartite graph model used to represent factorization. The char-
acteristic of a bipartite graph is that the vertices of the graph can be divided into
two non-intersecting nodes so that each edge is connected to two nodes in the non-
intersecting set, that is, the vertices in the graph can be divided into two different
types. Factor graph can be used to model all kinds of systems. The main purpose
of modeling based on factor graph is to factor the complex system. According to
the actual problem solved, using the corresponding factor graph model for modeling
can improve the efficiency of problem solving. When the nodes of the factor graph
represent random variables and probability distributions, the factor graph is also a
probability graph model, and most of its applications in navigation are probability
graphs.

The factor graph model G = (F, X, E) is composed of variable nodes (xi ∈ X),
factor nodes ( fi ∈ F), and lines

(
ei j ∈ E

)
. When variable nodes are related to factor

nodes, a line will be generated between them.
The factor graph G factorizes the function into

f (X) =
∏

i

fi (Xi ). (44.1)

In this equation, Xi is a subset of {x1, x2, . . . , xn} and fi is a local function.
Suppose f (X) is a function of five variables and can be expressed as follows:

f (x1, x2, x3, x4, x5) =
f1(x1, x2) f2(x2, x5) f3(x2, x3) f4(x4) f5(x1, x4, x5).

(44.2)

In this equation, X1 = {x1, x2}, X2 = {x2, x5}, X3 = {x2, x3}, X4 = {x4}, and
X5 = {x1, x4, x5}. Then, the factor graph structure that can be represented by (44.2)
is shown in Fig. 44.1.

In Fig. 44.1, the circle represents variable nodes, and the square represents factor
nodes. Each factor node generates relationships with different variable nodes, thus
forming different local functions.

The factor graph model can transform the solution of maximum posteriori esti-
mation of state variables in navigation system into reasoning of the factor graph. And
the reasoning of factor graph is to find the best estimation X̂ of X . Therefore, in the
factor graph model, the maximum posterior probability estimation algorithm is used
to estimate the navigation state.
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Fig. 44.1 Factor graph
example

1f 2f 3f 4f 5f

1x 2x 3x 4x 5x

44.3 IMU and OD Integrated Navigation Factor Graph
Modeling

In the application of integrated navigation based on factor graph, inertial navigation
is generally regarded as the reference source of integrated navigation system because
of its high data generation rate and anti-interference. However, as the errors of INER-
TIAL navigation will accumulate and diverge over time, it is necessary to introduce
other sensor systems for data fusion. Factor graphs therefore provide a very flexible
framework for fusing these complementary sources of information.

44.3.1 Integrated Navigation Framework Based on Factor
Graph

In order to realize autonomous navigation of vehicles, this paper constructs the inte-
grated navigation framework of factor graph as shown in Fig. 44.2. The system adopts
inertial navigation system as themain reference source and odometer as the auxiliary.

In Fig. 44.2, the circle represents the state variable node, the black square repre-
sents the factor node, xk represents the navigation state of the system, including

1x 2x 3x kx
priorf

ODfODf

IMUfIMUf IMUf

Fig. 44.2 INS/OD fusion framework based on factor graph
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attitude, position, velocity, etc., f I MU represents the measurement information from
the IMU, and fOD represents the measurement information from the OD.

The integrated navigation system based on factor graph architecture can effec-
tively realize the plug and play of navigation sensors. If themeasurement information
of other navigation sensors needs to be added to the navigation system, it is only
necessary to define the corresponding new factor nodes to expand the factor graph
and update the status of the variable edge according to the sensor observation equa-
tion and the corresponding cost function. Multi-sensor information fusion method
based on factor graph is an effective method to solve the problem of asynchronism
of multi-sensor observation data. After receiving the output data of the sensor, the
node of the factor graph is extended, and the state of the system is updated quickly
and effectively according to the state equation and measurement equation of the
system, so as to realize the comprehensive data processing of multiple sensors in the
navigation system.

44.3.2 IMU Factor Graph Model

In order to realize autonomous navigation of vehicles, this paper constructs the inte-
grated navigation framework of factor graph as shown in Fig. 44.2. The system adopts
inertial navigation system as themain reference source and odometer as the auxiliary.

The discrete form of the IMU equation of state can be abstractly expressed in the
following form:

xk+1 = h
(
xk, f bk , ωb

k

)
. (44.3)

In this equation,xk represents the navigational state quantity, f bk represents the
measured value of the accelerometer, and ωb

k represents the measured value of the
gyroscope.

In this case, the factor node can be expressed as follows:

f I N S = d
(
xk+1 − h

(
xk, f bk , ωb

k

))
. (44.4)

In this equation, d(·) is the cost function.
The initial value xk+1 is constantly solved by the measurement function

h
(
xk, f bk , ωb

k

)
, and then new factor nodes are added to the factor graph.

44.3.3 OD Factor Graph Model

The odometer provides a pulse signal by installing a speed encoder on the speed drive
structure. The speed of the wheel is recorded according to the pulse signal, and then
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the cumulative distance of the carrier is calculated according to the wheel diameter.
Finally, the real-time speed and mileage of the carrier are calculated through the
running time to complete the positioning.

The data of OD is expressed as odometer factor, and the measurement equation
is expressed as follows:

zOD
k = h(xk) + υOD. (44.5)

In this equation, υOD represents the OD measurement noise and h(·) represents
the corresponding measurement function. Therefore, the OD factor node can be
expressed as follows:

fOD = d
(
zOD
k − h(xk)

)
. (44.6)

44.3.4 Integrated Navigation Algorithm Based on Factor
Graph

The navigation state is defined as X , the measurement information is Z , and the
current time is t ; then the maximum posterior probability is estimated as follows:

X̂ = argmax
X

P(X |Z). (44.7)

According to the definition of factors, each factor is represented as an independent
term, so

P(X |Z) ∝
∏

i

fi (X). (44.8)

Each factor has a corresponding error function. Assuming that the error follows
a Gaussian distribution, it is defined as follows:

fi (xi ) = 1√
2π

exp

(
−1

2
‖zi − hi (xi )‖2

)
. (44.9)

To optimize the maximum posterior probability, the following equation needs to
be solved:

D(X) = min
N∑

i=1

(
(zi − h(X))T · R · (zi − h(X))

)
. (44.10)
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The above equation can be solved byGauss–Newton iterativemethod. The specific
process is as follows:

D(X + �X) � e(X) + J�X. (44.11)

In this equation, J is the Jacobi matrix near the initial value of the error function.
Further, the following formula can be obtained:

D(X + �X) = D(X + �X)T · R · D(X + �X)

=
(
D

(
X̂

)
+ J�X

)T
R−1

(
D

(
X̂

)
+ J�X

)
,

= c + 2bT�X + �XT M�X (44.12)

c = D(X)T R−1D(X), (44.13)

bT = D(X)T R−1 J, (44.14)

M = J T R−1 J. (44.15)

To minimize (44.12), the first derivative has to be 0, so

M�X∗ = −b. (44.16)

Then the solution of the state variable is

X∗ = X̂ + �X∗. (44.17)

Incremental �X is obtained by iterating �X∗ = 0. The above is the Gauss–
Newton iterative method [8].

44.4 Results and Discussion

In Matlab software, the simulation experiment is carried out. The simulation
parameters are set as follows (Table 44.1).

The position errors in the three directions are shown in Fig. 44.3. The errors can
be controlled in a small range, and the mean square errors of the three directions are
1.72m, 1.55m, and 2.21m respectively. Simulation results demonstrate the reliability
of the factor graph algorithm. Therefore, the integrated navigation algorithm based
on factor graph can provide better navigation accuracy for the carrier.
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Table 44.1 Simulation
parameter setting

Parameters Value

Basic parameters IMU frequency 100 Hz

OD frequency 1 Hz

Initial setup Attitude 0

Velocity 0

Position 28°N, 112°E, 20 m

Gyroscope Biases 0.03°/h

Noise 0.004°/h

Accelerometer Biases 20mGal

Noise 20mGal

Odometer Noise 0.1 m

Fig. 44.3 Error curves in three directions

44.5 Conclusions

In order to realize the autonomous and precise navigation of carrier, an INS/OD
integrated navigation algorithm based on factor graph is proposed in this paper,
and simulation experiments are carried out. The results show that the position of
the vehicle can be accurately estimated by the factor graph algorithm. Thus, the
feasibility of this algorithm for unmanned vehicle is ensured. In addition, the factor
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graph algorithmhas great advantages in integrated navigation and information fusion,
and it is of great significance to carry out relevant research to improve the accuracy
and robustness of the system, which is conducive to expanding more kinds of sensors
into the system.
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Chapter 45
Research on Influencing Factors
and Evaluation Accuracy of Diffuse
Reflector Deception Airspace

Jianlu Huang, Tao Shen, and Jing He

Abstract Aiming at the application of diffuse reflector in laser angle deception
interference, the influence of interference laser energy, meteorological conditions,
weapon threat angle, inclination, and relative azimuth angle of diffuse reflector on
the airspace of diffuse reflector interference are studied. It is concluded that when
the reflection angle is 0°, the interference laser energy increases to 10 times the
original, and the interference distance is 2.62 times the original; when the visibility
of the atmosphere is less than 7 km, the meteorological conditions have a greater
impact on the interference airspace; the smaller the difference between the angle
of diffuse reflector and the threat angle, the larger the interference airspace; when
the threat angle is unknown, the diffuse reflector’s attitude can be set between 45°
and 60° to ensure a better interference effect on weapons from any threat angle;
when the relative azimuth angle of the normal of the diffuse reflector is within 30°, a
better interference effect can be guaranteed. Considering theweapon threat angle, the
distance of the diffuse reflector, and the attitude parameters, an airspace evaluation
model for diffuse reflector is established, and the influence of the measurement error
of parameter on the interference distance calculation error is analyzed. The research
results have certain guiding significance for the layout of diffuse reflectors and the
evaluation of interference airspace.

45.1 Introduction

Laser angle deception interference is an effective means to deal with laser-guided
weapons. It is usually to place false targets around the protected target, and the false
targets reflect the jamming laser signals to deflect the enemy laser guided weapons
[1]. At present, diffuse reflectors are often used as false targets to implement angle
deception interference. The placement and attitude of the reflectors have a certain
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impact on the interference airspace, so the research on the deployment of diffuse
reflectors is of great significance.

Literature [2] gives the constraint conditions for the placement of false targets
on diffuse reflectors. Literature [3] proposed a method to determine the protection
angle of false targets through suppression coefficients. Literature [4] proposed a
false target placement method for diffuse reflectors without a ceiling area, but the
theoretical basis for the method of determining the protection angle by radiation
intensity is not rigorous. Literature [5] uses particle swarm algorithm to optimize
the layout of false targets with forbidden areas, but the influence of the orientation,
inclination, and threat angle of the diffuse reflector panel on the interference airspace
was not considered.

In this paper, the interference distance of the diffuse reflector is used as the evalua-
tion index, and the influence of interference laser energy, meteorological conditions,
and the posture of the diffuse reflector on the interference distance are studied. A
method for measuring the interference airspace of diffuse reflectors is proposed,
which can realize the real-time evaluation of the interference airspace of false targets
of diffuse reflectors, and finally, the accuracy of the evaluation of the interference
airspace is analyzed.

45.2 Laser Energy Transfer Model

Let the output energy of the jamming laser be Et , the transmittance of the laser
emitting systembe τt , the distance between the jamming laser and the diffuse reflector
be Ri , and the laser atmospheric transmittance over the distance from the jamming
laser to the diffuse reflector be Ti . Then the light energy of the spot on the diffuse
reflector is as follows:

Ei = Etτt Ti (45.1)

Assuming that the spot energy is all diffusely reflected into space through the
diffuse reflector, then the laser energy density Er received at the seeker is

Er = Eiρτr Tr cos θr

πR2
r

(45.2)

where τr is the transmittance of the seeker receiving system, ρ is the hemispheric
reflectance of the diffuse reflection false target, Tr is the transmittance of the laser
atmosphere on the distance between the diffuse reflection plate and the seeker, θr is
the reflection angle between the seeker and the normal of the diffuse reflection plate,
and Rr is the distance between the seeker and the diffuse reflector.

The atmospheric transmittance [6, 6] in (45.1) and (45.2) can be expressed as
follows:
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{
Ti = e−ua Ri

Tr = e−ua Rr
(45.3)

ua is the atmospheric attenuation coefficient. Its value can be referenced in the
literature [7]. Combined with (45.1), (45.2), and (45.3), the received energy density
expression at the seeker can be obtained as follows:

Er = Etρτtτr e−ua(Ri+Rr ) cos θr

πR2
r

(45.4)

In (45.4), when the energy density received by the seeker is just the lowest
threshold value of the energy density received by the seeker, the distance between
the seeker and the diffuse reflector is the interference distance of the diffuse reflector.
The expression [8] is as follows:

R =
√

Etρτtτr e−ua(Ri+Rr ) cos θr

πEr
(45.5)

45.3 Analysis of Influencing Factors in Interference
Airspace

45.3.1 Influence of Jamming Laser Energy on Interference
Airspace

Assume that τt = 0.9, τr = 0.8, ρ = 0.25, Er=1× 10−15 J/mm2, ua = 0.1081, Ri =
0.1 km, θr=0◦, 45◦, 60◦, and 0.1 J ≤ Et ≤ 1 J. The relationship between R and Et

is obtained through MATLAB simulation, as shown in Fig. 45.1.
In order to more intuitively analyze the relationship between R and Et , Table 45.1

is obtained according to the MATLAB simulation data.
According to the data in Fig. 45.1 and Table 45.1, when the energy of the jamming

laser is constant, the larger the reflection angle is, the smaller the jamming distance
is. At the same reflection angle, with the increase of the energy of the jamming laser,
the jamming distance gradually increases, and the increasing trend gradually slows
down with the increase of the energy of the jamming laser. While θr=0◦ and Et =
0.1 J, the interference distance R = 2.123 km. If Et = 1 J, then R = 5.571 km. The
energy of the jamming laser is increased by 10 times, and the jamming distance is
2.62 times。By calculating, while θr=45◦ and θr= 60◦, when the interference energy
is increased by 10 times, the interference distance R is 2.68 times and 2.73 times of
the original, respectively. Therefore, the interference distance can be increased by
increasing the laser energy appropriately.
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Fig. 45.1 The relationship
between R and Et

Table 45.1 The relationship between R and Et

R/km Et/J

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

θr = 0◦ 2.123 2.881 3.426 3.864 4.234 4.558 4.847 5.109 5.349 5.571

θr = 45◦ 1.815 2.477 2.956 3.342 3.671 3.959 4.217 4.452 4.667 4.867

θr = 60◦ 1.548 2.123 2.542 2.881 3.171 3.426 3.655 3.864 4.056 4.234

45.3.2 Influence of Meteorological Conditions
on Interference Airspace

In order to analyze the influence of meteorological conditions on the false target
interference space of diffuse reflector, assume that τt = 0.9, τr = 0.8, ρ = 0.25,
Er=1 × 10−15 J/mm2, ua = 0.1081, Ri = 0.1 km, θr=0◦, 45◦, 60◦, Et = 0.1 J, and
0 ≤ Vm ≤ 50km. The simulation results obtained are shown in Fig. 45.2.

In order to better analyze the influence of atmospheric visibility on the interference
airspace, Table 45.2 is obtained according to the Matlab simulation data.

According to the data in Fig. 45.2 and Table 45.2, at the same reflection angle, the
interference distance gradually increases with the increase of atmospheric visibility.
When the atmospheric visibility is within the range of 0–7 km, the interference
distance increases rapidly with the increase of atmospheric visibility. While Vm >

7km, the interference distance varies little with the increase of atmospheric visibility.
While θr = 0◦, Vm = 50km, the interference distance R = 2.3032 km. In this case, it
is only 1.21 times of the interference distancewhen Vm = 7km,while the interference
distancewhen Vm = 7km is 1.38 times that when Vm = 3km. It can be concluded that
the meteorological conditions have a certain influence on the interference distance,
and the worse the meteorological conditions are, the more obvious the influence
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Fig. 45.2 The impact of
atmospheric visibility on the
interference airspace

Table 45.2 The impact of atmospheric visibility on the interference airspace

R/km Et/J

1 3 5 7 9 15 25 35 45 50

θr =
0◦

0.7365 1.3764 1.671 1.9031 1.9876 2.1253 2.222 2.2674 2.2938 2.3032

θr =
45◦

0.6752 1.225 1.4651 1.6478 1.7128 1.8169 1.8885 1.9218 1.941 1.9478

θr =
60◦

0.6166 1.0854 1.2793 1.4219 1.4715 1.5498 1.6027 1.6269 1.6409 1.6459

on the interference distance is. When atmospheric visibility is greater than 7 km,
meteorological conditions have little effect on disturbance distance.

45.3.3 Influence of Inclination Angle of the Diffuse Reflector
on Interference Airspace

The inclination angle of the diffuse reflector referred is the angle between the diffuse
reflector plane and the ground normal ϕp. The curves of interference distance with
threat angle are analyzed when the inclination of diffuse reflector is 15°, 30°, 45°,
60°, and 75° respectively. For the convenience of analysis, normalization is carried
out here, and α represents the ratio of interference distance at different threat angles
to the maximum interference distance at the same inclination angle,

α= R

Rmax
(45.6)
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The simulation results are shown in Fig. 45.3. In order to more intuitively analyze
the influence of the inclination of the diffuse reflector on the interference distance,
Table 45.3 is obtained according to the simulation data.

It can be seen from the data in Fig. 45.3 and Table 45.3 that the interference
coefficient α is symmetric with respect to θ = ϕp, and the maximum value is 1 when
θ = ϕp.That is,when the threat angle is equal to the inclination of the diffuse reflector,
the interference distance is the maximum. The value of α depends on

∣∣θ − ϕp

∣∣. As∣∣θ − ϕp

∣∣ increases, α decreases. That is, the interference distance decreases with
the increase of the angle between the seeker’s attacking direction and the normal
of the diffuse reflector. When the inclination angle of the diffuse reflector is 45°
and 60°, its values at 15° threat angle and 90° threat angle are 0.9306, 0.8409 and
0.8409, 0.9306 respectively. Compared with other diffuse reflector, the variation of
interference distance is small at 45° and 60°. Therefore, when using the diffuse
reflector for protection, if the weapon threat angle is known, the inclination of the
diffuse reflector should be adjusted to be equal to the weapon threat angle. At this
time, the normal of the diffuse reflector is facing the attacking direction of the laser-
guided weapon, so as to maximize the interference airspace of the diffuse reflector. If
the threat angle information of the weapon is unknown, the inclination of the diffuse

Fig. 45.3 The relationship
between the interference
coefficient and the threat
angle

Table 45.3 The relationship between the interference coefficient and the threat angle

α θ/◦

15 30 45 60 75 90

ϕp = 15◦ 1 0.9828 0.9306 0.8409 0.7071 0.5087

ϕp = 30◦ 0.9828 1 0.9828 0.9306 0.8409 0.7071

ϕp = 45◦ 0.9306 0.9828 1 0.9828 0.9306 0.8409

ϕp = 60◦ 0.8409 0.9306 0.9828 1 0.9828 0.9306

ϕp = 75◦ 0.7071 0.8409 0.9306 0.9828 1 0.9828
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reflector can be set between 45° and 60°. Although the optimal jamming effect
cannot be guaranteed at this time, when the weapon is attacked at any threat angle,
the difference between the jamming distance and the maximum jamming distance
can be controlled within 16%, and a good jamming effect can also be obtained.

45.3.4 Influence of Relative Azimuth on Interference
Airspace

The horizontal component of the angle between the attack direction of the weapon
and the normal of the diffuse reflector is the relative azimuth θa . The range of the
relative azimuth is [−90◦, 90◦], and the relation between the interference coefficient
is obtained through Matlab simulation, as shown in Fig. 45.4.

In order to better analyze the influence of relative azimuth on interference
coefficient, Table 45.4 is obtained according to MATLAB simulation data.

As can be seen from Fig. 45.4 and the odd and even properties of cosine func-
tion, the relation curve between the interference coefficient and the relative azimuth
angle is symmetric about θa=0◦. Therefore, only the values of the interference coef-
ficient are listed in Table 45.4. According to the data in Fig. 45.4 and Table 45.4, the
maximum value of the jamming coefficient is 1 when θa = 0°, that is, the jamming
distance is the maximum when the angle between the attack direction of the weapon
and the horizontal direction of the normal direction of the diffuse reflector is 0°. As

Fig. 45.4 The relationship
between interference
coefficient and relative
azimuth

Table 45.4 The relationship between interference coefficient and relative azimuth

θa/
◦ 0 15 30 45 60 75 90

α 1 0.9828 0.9306 0.8409 0.7071 0.5087 0
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the absolute value of relative azimuth angle increases, the interference coefficient
decreases gradually. When |θa| is small, the interference coefficient decreases at a
slower rate.When |θa| ≤ 15◦, the interference coefficient has little change, and when
|θa| = 15◦, the interference distance is only 1.72% lower than the maximum interfer-
ence distance. When |θa| =30°, 45°, and 60°, the interference distance decreases by
6.94%, 15.91%, and 29.29%, respectively. When = 75°, the interference coefficient
decreases to 0.5087, and the interference distance at this time is about half of the
maximum interference distance in the normal direction. Therefore, there is no need
to adjust the relative azimuth of the diffuse reflector so that it is directly opposite to
the attacking weapon in the horizontal direction, and its relative azimuth deviation
has little effect on the size of the interference airspace.

45.4 Error Analysis of Diffuse Reflector Interference
Airspace

45.4.1 Interference Airspace Evaluation Model

Based on the reflection characteristics of the diffuse reflector, the interference
airspace assessment systemof the diffuse reflector is constructed. The systemconsists
of laser energy measurement subsystem, the distance and attitude measurement
subsystem, and the interference airspace assessment subsystem. The interference
space domain of the diffuse reflector can be evaluated only by measuring the laser
energy density scattered by the diffuse reflector, the distance and attitude parameters
of the diffuse reflector.

Assume that the transmittance of the receiving optical system of the jamming
airspace assessment system is the same as that of the seeker, and the measured
distance between the system equipment and the false target is L , the included angle
between the system equipment and the diffuse reflector is ϕ, and the receiving energy
density of system equipment is E ; then the expression of interference distance can
be obtained from (45.7),

R = L

√
Ee−μa R cos θr

Er e−μa L cosϕ
(45.7)

Reflection angle θr has azimuth component θra and pitch component θrp in space.
Assuming that the laser is incident parallel to the ground to the false target, then the
incident angle θi is equal to the inclination φp of the diffuse reflector. According to
the geometric relationship, θrp is as follows:

θrp =
{

θ − φp , θ ≥φp

φp − θ , θ <φp
(45.8)
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Combining (45.7) and (45.8) and properties of cosine function, we can get

R = L

√
Ee−μa R−L) cos θ − ϕp) cos θra

Er cosϕ
(45.9)

45.4.2 The Error Analysis

The influence of ranging error on interference distance error

The interference distance error	R caused by the ranging error	L can be expressed
as follows [9]:

	R=∂R

∂L
· 	L (45.10)

From (45.9), it is easy to know the relationship between R and L ,

R − L

√
Ee−μa R−L) cos θ − ϕp) cos θra

Er cosϕ
= 0 (45.11)

Differentiate L on both sides of the equation,

∂R

∂L
−

√
Ee−μa R−L) cos θ − ϕp) cos θra

Er cosϕ
− L

∂

√
Ee−μa R−L) cos θ−ϕp) cos θra

Er cosϕ

∂L
= 0

(45.12)

Then

	R

	L
= ∂R

∂L
=2A + μa AL

2 + μa AL
=

(2 + μa L)

√
Ee−μa R−L) cos θ−ϕp) cos θra

Er cosϕ

2 + μa L
√

Ee−μa R−L) cos θ−ϕp) cos θra
Er cosϕ

(45.13)

Assuming μa = 0.108, θ = 45◦, ϕp = ϕ = 20◦, Er = 1.0 × 10−15 J/mm2,
L ∈ [150m, 250m], and E ∈ [2.0 × 10−13 J/mm2, 3.0 × 10−13 J/mm2], Fig. 45.5
shows the variation curve of the influence of ranging error on interference distance.

As can be seen from Fig. 45.5, both the laser energy density received by the device
and the distance from the device to the diffuse reflector have an impact on 	R

	L . The
larger the laser energy density is, the larger 	R

	L is. The farther the device is from
the diffuse reflector, the smaller the 	R

	L is. The laser energy density received by the
equipment is also related to the emission energy of the interference laser. When the
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Fig. 45.5 The influence of
ranging error on interference
distance

relative position of the system equipment and the interference laser is determined, the
greater the interference laser energy, the greater the laser energy density received by
the equipment will be. Therefore, the greater the emission energy of the interference
laser and the closer the evaluation system equipment is to the diffuse reflector, the
greater the impact of ranging error on the interference spatial calculation.

The influence of attitude angle error on interference distance error

The interference distance error	R caused by the attitude angle calculation error	ϕ

can be expressed as follows:

	R = ∂R

∂ϕ
· 	ϕ (45.14)

The horizontal component of ϕ is assumed to be zero, then ϕ = ϕp, taking the
derivative of both sides of (45.11) with respect to ϕ, we can get

∂R

∂ϕ
− L

√
Eeua L cos θra

Er
·
∂

√
e−μa R cos θ−ϕ)

cosϕ

∂ϕ
= 0 (45.15)

	R

	ϕ
=

L sin θ

√
Ee−(ua R−L) cos θra

Er

cos2 ϕ(2 + uaL
√

Ee−(ua R−L) cos θra
Er

√
cos θ + sin θ tan ϕ)

√
cos θ + sin θ tan ϕ

(45.16)

Assuming μa = 0.1081, Er = 1.0 × 10−15 J/mm2, E = 2.0 × 10−13 J/mm2,
L = 200m, θ=30◦ 45◦ 60◦, and ϕ ∈[0◦, 60◦], the influence of calculation error of ϕ

on interference distance R is shown in Fig. 45.6.
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Fig. 45.6 The influence of
attitude angle error on
interference distance
measurement

It can be seen from Fig. 45.6 that the attitude angle calculation error has different
effects on the interference distance calculation error under different threat angles
of weapons. The larger the threat angle is, the greater the influence of attitude
angle calculation error on the interference distance calculation error is. Under the
same threat angle, the influence of attitude angle calculation error on interference
distance calculation error decreases first and then increases. When attitude angle
θ=30◦ 45◦ 60◦ reaches its minimum value of 0.5838 , 0.8914 , and 1.2220 m/◦ then
ϕ=10◦15◦, and 21◦. The maximum value of 	R

	ϕ
in the figure does not exceed 2.5

m/◦. The interference distance of the diffuse reflector is thousands of meters, so
the small attitude angle measurement error has little influence on the interference
distance error.

45.5 Conclusion

In this paper, the influence of different parameters on the interference airspace
of diffuse reflector in laser angle deception is analyzed by simulation, and the
conclusions are as follows:

(1) The interference space can be increased by appropriately increasing the laser
energy. However, considering the economic benefits, the laser energy cannot
be increasedwithout limit, and the effect of increasing the interference airspace
is not obvious when the energy is large.

(2) Meteorological conditions have a certain influence on the interference distance,
and the more severe the meteorological conditions, the more obvious the influ-
ence on the interference distance. When the atmospheric visibility is greater
than 7 km, meteorological conditions have little effect on the interference
distance.
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(3) When the diffuse reflector is used for protection, if the weapon threat angle
is known, the angle of the diffuse reflector should be adjusted to equal the
weapon threat angle. If the threat angle information of the weapon is unknown,
the inclination angle of the diffuse reflector can be set between 45° and 60°.
At this time, the interference airspace of the diffuse reflector of the weapon
attacked by any threat angle can be ensured to be large.

(4) It is not necessary to deliberately adjust the relative azimuth angle of the diffuse
reflector to make it directly facing the incoming weapon in the horizontal
direction, and the interference airspace within the deviation 30° range of its
relative azimuth angle is reduced by no more than 6.94%.

According to the false target jamming distance calculation formula, considering
the weapon threat angle, the inclination angle of the diffuse reflector, the relative
azimuth angle, and other factors, the false target interference airspace evaluation
modelwas established. Bymeasuring the distance and attitude of the diffuse reflector,
the measurement of the interference airspace of the diffuse reflector can be realized.
Finally, the influence of the distance error and the attitude angle error on the inter-
ference distance error was analyzed. It is concluded that small distance and attitude
angle measurement errors have little influence on interference airspace evaluation.
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Chapter 46
A Novel Type-Sensitive PageRank
Algorithm for Importance Ranking
of Heterogeneous Network Nodes

Hang Chen, Jiashun Duan, Yulong Dai, Xiangqian Xu, and Jun Yang

Abstract Systems in the real world are mostly made up of different types of inter-
acting entities. It is of great value to identify the key nodes in a system, which can
better grasp the key factors of the system. However, most current studies model
systems as homogenous networks without distinguishing the difference information
between nodes and edges. In this paper, firstly, the authors introduce the background,
challenges, and significance of the research. Secondly, the preliminary of themethods
is given. Thirdly, the authors purpose a novel Type-sensitive PageRank algorithm
and combine it with substitution rule to solve the importance ranking problem of
heterogeneous network nodes and successfully mine important nodes in the social
heterogeneous network. Finally, the authors take a social heterogeneous network as
an example and use this model to dig out the important nodes.

46.1 Introduction

Recently, information networks are ubiquitous in all aspects of life including citation
network [1], media network [2], business network [3], social network [4], and so on.
Nodes in networks are used to represent entities, and edges are used to represent
relationships between entities. Systems in real life are often complex, with many
entities of various types [5–7], and relations between entities are also various. Tradi-
tional networkmodel uses homogenous network tomodel real system, which ignores
the difference between entities, resulting in incomplete or missing information. In
contrast, heterogeneous network is a graph structure with multiple types of nodes
and edges, which can better represent a real system. Due to its universality, hetero-
geneous network model has been widely applied in deep learning [8], data fusion
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[9], military, and other fields. Therefore, the study of heterogeneous network is of
great significance.

Identifying the key nodes in heterogeneous networks can effectively understand
the operation mode and grasp the key factors of the system. This has importance
research value in many application scenarios, such as epidemic prevention and
network security. At present,most of the research on the node importance of networks
are based on the homogeneous network model. For example, degree centrality [10],
betweenness centrality [11], K-Shell method [12] based on network topology struc-
ture, PageRank, HITS method based on propagation dynamics, etc. Compared with
homogeneous networks, heterogeneous networks contain richer topological structure
and semantic information, which also poses new problems and challenges for the
identification of important nodes. Therefore, the objective of this study is to propose
a node importance ranking method suitable for heterogeneous networks.

In 2016, Zhan et al. [13] reconstructed the heterogeneous network into a multi-
relation network by extracting different information channels in the network and took
the importance of nodes in the multi-relation network as the measurement index of
their importance. In 2019, Mohammad MehdiKeikha et al. [14] used deep learning
to learn feature vectors of nodes in the network. In 2020, Soheila Molae et al. [15]
proposed a method based on entropy and meta-path to measure the importance of
nodes by integrating local and global information of the network.

In this study, an improved PageRank algorithmbased on node type (Type-sensitive
PageRank) is used to identify the important nodes in heterogeneous network. The
original PageRank algorithm is based on homogeneous network and ignores the
difference information between nodes. Based on this deficiency, to solve the problem
of richness and semantic complexity of heterogeneous network nodes, the authors
improve the original PageRank algorithm and divide the importance of nodes into
the importance of each node type. Finally, substitution rule is used to combine the
importance of each type into a comprehensive importance index.

The remainder of the paper is structured as follows: Sect. 46.2 is Prelimi-
naries of heterogeneous network model, PageRank algorithm, and substitution rule.
Section 46.3 builds the model and provide a detailed description of type-sensitive
algorithm. Finally, Sect. 46.4 gives the process of mining the key nodes in the musi-
cian influence network to verify the model. Section 46.5 concludes the study with a
summarizing discussion.

46.2 Preliminaries

46.2.1 Heterogeneous Network Model

Basic concepts and definitions of heterogeneous network have been illustrated by
Shi at el. [16] in 2016 and Yu at el. [17] in 2021.
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Fig. 46.1 An example of
heterogeneous network on
citation network

Definition 46.1 A heterogeneous network is defined as a graph G = (V, E, ϕ, ψ).
The specific definition is as follows:

V : A set of nodes,
E : A set of edges between nodes,
ϕ: A node type mapping function ϕ : V → TV ,

ψ : A edge type mapping function ψ : E → TE .

Each node v ∈ V or edge e ∈ E belongs to one particular type, that is,

ϕ(v) ∈ TV ,

ψ(e) ∈ TE .

In particular, |TV | ≥ 2.
Shown in Fig. 46.1, this is a typical heterogeneous network with three types of

nodes: paper, venue, and author. For a paper, it can be written by a set of authors and
be published in one venue, so a paper node can be connected to a set of author nodes
and a venue node.

46.2.2 PageRank Algorithm

PageRank algorithm [18] is used for link analysis and is one of the core algorithms
of Google search engine. It can evaluate the importance of each node in the network
according to its link relationship. Its idea can be reduced to two assumptions:
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(1) Quantity assumption: assume that node with larger indegree is more important.
(2) Quality assumption: assume that node pointed by important nodes is more

important.

The calculation process is an iterative process which make full use of the above
two assumptions.

(1) Giving a random initial value to each node.
(2) Distributing the value of each node equally to all the nodes it points to and

repeat this step until the values of all nodes are stable.
(3) Ranking the nodes by their values.

46.2.3 Substitution Rule

Substitution rule is a rule that combines multidimensional indicators. When eval-
uating an object, it tends to be considered from many aspects. For example, when
buying a car, the price, comfort, speed, and other factors will be considered. There-
fore, a way to combine multidimensional indicators into a comprehensive indicator
is significant. Substitution rules are one such way. It is defined as follows:

Definition 46.2 Assume that there are n evaluation criteria, the evaluation function
of each criterion is u1, u2, . . . , un , and their value interval is [0, 1]. The calculation
formula of the substitution rule is as follows:

W (u1, u2, . . . , un) = 1 −
n∏

i=1

(1 − ui ). (46.1)

From the above formula, it can be found that under the substitution rule, if
any index reaches the maximum value, the comprehensive index also reaches the
maximum value.

46.3 Model and Method

It is of great research value to identify the important nodes in complex heterogeneous
networks. However, previous studies are mostly based on homogeneous networks.
According to the characteristics of heterogeneous network, this study improves the
PageRank algorithm, proposed a type-sensitive PageRank algorithm, and combines
it with substitution rules to establish a model for identifying important nodes of
heterogeneous network.

This section describes the process and principle of the method in detail.

Definition 46.3 Let G = (V, E, ϕ, ψ) be a heterogeneous network. Then the
adjacent matrix A of G can be expressed as follows:
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ai j =
{
1, i f

(
vi , v j

) ∈ E
0, i f

(
vi , v j

)
/∈ E

. (46.2)

Definition 46.4 Let G = (V, E, ϕ, ψ) be a heterogeneous network and A be the
adjacent matrix of G. Then the state transition matrix P can be expressed as follows:

pi j = ai j∑
Vi∈V ai j

. (46.3)

Given a heterogeneous network, its adjacencies matrix and state transition matrix
are determined accordingly. In the original PageRank algorithm, P will be directly
used for the next calculation. But in the Type-sensitive PageRank algorithm, a set of
type state vectors s is introduced to distinguish the type of difference between nodes.

Definition 46.5 Let G = (V, E, ϕ, ψ) be a heterogeneous network. For node type
ti , type state vector si can be expressed as follows:

si j =
{
1, i f ϕ

(
v j

) = ti
0, i f ϕ

(
v j

) �= ti
. (46.4)

As mentioned above, in this model, the nodes importance will be first calculated
in each type separately, and then combined. For node type ti , the calculation process
is as follows:

Algorithm 1. Type-sensitive PageRank for node type ti

Input: heterogeneous network G, damping coefficient qi , convergence threshold εi
Output: importance value vector Ri
1: The state transition matrix P and type state vector si are calculated
2: Ri is randomly initialized
3: while True do

4: R
′
i ← qi × PRi + (1 − qi )si/|si |

5: if
∣∣∣R ′

i − Ri

∣∣∣ > εi , then

6: Ri ← R
′
i

7: else
8: return Ri

Through the above calculation, the importance of each node in node type ti can be
gotten, and then they should be normalized into the interval [0, 1] using Min–Max
scaling,

Ui j = Ri j − min(Ri )

max(Ri ) − min(Ri )
, (46.5)

where max(Ri ) and min(Ri ) are maximum and minimum values of Ri .
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Fig. 46.2 Node importance ranking model

After calculating all node types, the importance matrix U is gotten, where ui j
indicates the importance of node v j in node type ti .

Obviously, U has the same number of rows as the number of node types, and the
same number of columns as the number of nodes.

Then, substitution rule is used to calculate the comprehensive importance of node
v j as follows:

w j = 1 −
∏

ti∈TV

(
1 − ui j

)
. (46.6)

Finally, the nodes are ranked in descending order by w j .
Therefore, the steps of node importance ranking model can be described as in

Fig. 46.2.

46.4 Experimental Analysis

To further verify the effectiveness of the model, an experimental analysis of the
model algorithm is conducted on the musician influence data set.
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Table 46.1 Information of
the musician heterogeneous
network

Type Quantity

Nodes Vocal 162

Blues 101

Pop/Rock 2795

Classical 28

Comedy/Spoken 46

Country 403

R&B 676

Electronic 208

Folk 95

Jazz 405

Latin 229

Edges Influence 42,770

46.4.1 Data Declaration

This data set was scraped from AllMusic.com, which records the influence relation-
ship of over 5000 musicians since 1920. A musician can be influenced by more than
one other musician, andmusicians can be divided into 11 genres. Therefore, a hetero-
geneous network of musician influence is constructed by taking musicians as nodes,
differentiating genres as node types, and taking influence relationships among musi-
cians as edges ( f ollower → in f luencer). The information of the heterogeneous
network is as Table 46.1 .

46.4.2 Experiment Process

Firstly, the state transition matrix P is calculated. Due to space constraints, the
specific value of P is not shown. P is a sparse matrix, and it can be seen from P that
there is an obvious phenomenon of community division in this network.

Let ε1 = ε2 = · · · = ε11 = 1 × 10−3 and q1 = q2 = · · · = q11 = 0.2. Then,
importance matrix U can be calculated by algorithm 1 and formula (46.5). Part of
results are shown in Table 46.2.

Then, formula (46.6) is used to calculate comprehensive importance for each
node, e.g., In the importance matrix U , the column value of Michael Jackson is

[0, 0.32, 0.63, 0, 0.03, 0, 0.91, 0.14, 0, 0, 0.04]T .

So, the comprehensive importance for Michael Jackson is 0.973.
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Table 46.2 Top 3 musicians
in Pop/Rock, R&B and
Country

Genre Musician Importance

Pop/Rock The Beatles 1.00

Bob Dylan 0.84

The Rolling Stones 0.81

R&B Marvin Gaye 1.00

James Brown 0.93

Michael Jackson 0.91

Country Hank Williams 1.00

Johnny Cash 0.92

Merle Haggard 0.86

The result is shown in Table 46.3. The basic idea of PageRank algorithm is
reflected. In the network, The Beatles has the largest indegree and it is one of the
most influential musicians. There are more nodes that point to Michael Jackson
than Marvin Gaye, but musicians influenced by Marvin Gaye are more influen-
tial, so Marvin Gaye is more influential than Michael Jackson. Substitution rules
and comprehensiveness are also reflected in the result. Michael Jackson is not only
influential in R&B, but also in many other fields including Pop/Rock, Blues, etc.
Therefore, he is more influential than James Brown, who is more influential in R&B
than him.

The distribution of node importance values is shown in Fig. 46.3 below. As can
be seen from Fig. 46.3, there are few nodes with very high ([0.95, 1]) or very low ([0,
0.05]) importance, most of which are in the range of high ([0.6, 0.75]) or low ([0.1,

Table 46.3 Experimental result

Importance interval Nodes Description

1 The Beatles (Pop/Rock), Marvin
Gaye (R&B), Hank Williams
(Country), John Coltrane (Jazz)…
(11 in total)

The most influential musicians in a
particular field

[0.75, 1) The Rolling Stones (Pop/Rock),
Michael Jackson (R&B), Tito
Puente (Latin), Johnny Cash
(Country)… (623 in total)

Musicians with strong influence in a
particular field

[0.5, 0.75) Indigo Girls (Pop/Rock), Pat
Martino (Jazz)… (2192 in total)

Musicians with moderate influence
in a particular field

[0.25, 0.5) Melba Moore (R&B),
Kruder&Dorfmeister
(Electronic), (1521 in total)

Musicians with a week influence in a
particular field

[0, 0.25) King Krule (Pop/Rock),
Madeleine Peyroux (Vocal),
(1659 in total)

Musician with little influence
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Fig. 46.3 Distribution of node importance values

0.25]) importance, and the number of nodes with medium ([0.3, 0.55]) importance is
not many. Therefore, this experiment successfully distinguishes the important nodes
from the non-important nodes.

46.5 Conclusions

The importance ranking of heterogeneous network nodes has important research
value and practical application value. However, most of the researches are conducted
basedonhomogeneous networks,whichwill cause the loss of differential information
in the network and fail to achieve accurate calculation.

To deal with the problem described above, the authors purpose a novel Type-
sensitive PageRank algorithm and combine it with substitution rule, which makes
full use of differential information among nodes. It provides an efficient, accurate,
and concise solution to the problem. Through experiments, the model has achieved
good results in social heterogeneous networks.

The innovation of this study is firstly that Type-sensitive PageRank algorithm is
proposed to solve the problem of computing the importance of nodes in A single
node type in A heterogeneous network. Secondly, the comprehensive importance
index is obtained by substitution rules.

The shortcoming of this study is that the differential information of edges is not
fully utilized, and the model does not work as well in heterogeneous networks in
other domains as in social networks.

Therefore, in the future work, the model should be expanded and perfected by
adding the differential information of edges and using other merge rules to suit
different domains.
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Chapter 47
Trapping and Storing Photons
via a Dynamically-Formed Nanocavity

Jia-Hui Chen, Chao Li, and Jun-Fang Wu

Abstract In this paper, we demonstrate numerically that we can create a potential-
well-like ultrahigh-Q nanocavity to trap a traveling signal pulse with a long storing
time. This approach has potential application in photon memories and quantum
computing.

47.1 Introduction

At present, there are already many methods to constructing a high-Q microcavity,
which are basically achieved by partially modifying the mode gap or by constructing
a whispering gallery [1–8]. However, we cannot design our structure which need
to achieve light movement based on these traditional methods because the high-
Q microcavities formed by these methods are fixed in one place and cannot be
moved [9–13]. For this reason, we designed a method based on local refractive
index increasing on a photonic slab to form a high-Q nanocavity realized by local
mode gap modification. Our structure is based on the W1 line-defect waveguide in
a 2D triangular air-hole dielectric photonic crystal slab shown in Fig. 47.1a. We
increase the refractive index of the dielectric material in the rectangular shaded area
in Fig. 47.1b, while the refractive index of the air hole remains unchanged. Through
this process, the area refractive index increased forms a potential well, which can
confine the light so that a high-Q microcavity is formed. The high-Q nanocavity
formed by this method is reversible because we have not made any permanent change
on the structure like move the air holes or fill some air holes, and the refractive
index increasing which can be receive by fast optical nonlinear processes like Kerr
nonlinearity is reversible so that we can use this method of dynamic modulation to
make high-Q nanocavity very flexible and can be constructed at any time and at any
position on the waveguide.When we do not modulate, the whole structure is a simple
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Fig. 47.1 a 2D triangular-lattice PC slab with a W1 waveguide. b Calculated band structure for
the W1 waveguide in a

waveguide structure, the waveguide mode introduced by line defects can propagate
freely in the waveguide.

In this paper, we propose a simple method for realizing ultrahigh-Q nanocavities
which can be formed instantly at any time and at any position in a PC waveguide
and can be moved on demand. We also apply this method to light storage.

47.2 Model

We start by considering a triangular-lattice PC slab as shown in Fig. 47.1a. The
refractive index of this silicon slab is n0 = 3.4. The lattice constant a, the radii of air
holes r, and the thickness of the slab h are 420 nm, 110 nm, and 210 nm, respectively.
A W1 line-defect waveguide is formed by removing a row of air holes, as shown by
Fig. 47.1b. If we increase the refractive index of the waveguide region slightly, the
mode curve will descend a little, as shown by the dashed lines in Fig. 47.1b. Thus,
we can form a potential well to trap the photons through altering the refractive index
in waveguide local region. With the help of the mode gap, the walls of the formed
potential well can act as perfect mirrors to form an ultrahigh-Q nanocavity. When no
modulation, the whole system is a simple PCwaveguide structure, and thewaveguide
modes introduced by line defects can propagate freely along the waveguide.

To trap and store signal photons, we suppose in the beginning, a signal light pulse
is injected into a W1 PC waveguide from the input end. Since at present this simple
PC slab has no resonator, the injected signal pulse will travel down the waveguide
freely. When we want to trap this signal light, just swiftly increasing the refractive
index of the local region in the waveguide to form a potential-well-like cavity. In
this way, the signal photons will be trapped and stored by the dynamically-formed
nanocavity.
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47.3 Application

We perform finite-difference time-domain (FDTD) simulations [14] on the PC struc-
ture shown in Fig. 47.2a. The length of the PC waveguide is set to be 87a. When
a sudden index variation of �n/n0 = 0.8% is added to the dielectric material of
the modulation area, a potential-well-like nanocavity will be dynamically formed.
FDTD simulations show that the resonance wavelength of the formed cavity is λ0 =
1683.14 nm, and the Q factor is calculated to be ~12,000,000 by an exponential fit
of the electromagnetic energy decay. These results confirm that the mechanism for
dynamically generating an ultrahigh-Q nanocavity is feasible and efficiency, without
any spatial structure tuning.

This dynamically formed ultrahigh-Q nanocavity offers us a new opportunity to
make the manipulation on photons flexible. The signal light is a long light pulse with
a wavelength of 1668 nm which is close to the edge of the wavelength of the mode
induced by the line defect. The light pulse injects our structure from the left side
of the waveguide, which is shown as the red arrow in Fig. 47.2a, and propagates
along the waveguide to the right end. At t = 13 ps, the signal light pulse reaches the
center of the waveguide, and we begin to modulate the rectangular shaded area to
increase the refractive index of dielectric material to 1.008n. It can be seen from field
distribution snapshots in Fig. 47.2b–e that the signal light is captured by the region
increased refractive index, stays at the center of the waveguide, and the light density
can be well reserved even after a long time. The frequency of the captured light in
the refractive index modulated area is 1683.14 nm, which is exactly the resonant

Fig. 47.2 a A Gaussian
pulse with center wavelength
at 1668 nm is incident. b–e
Field distribution at different
moments during optical
trapping and storing process
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frequency of the microcavity, proving that the captured light intensity exists as the
resonant mode of the microcavity, so its energy decay rate is very small, and it can
stay in this region for a very long time. This can also be confirmed from Fig. 47.2,
which shows the magnetic field strength monitored in the center of the waveguide as
a function of time. When we start to increase the refractive index of the rectangular
shaded area at t = 13 ps, the magnetic field strength begins to fluctuate sharply,
and at a segment of time after this, a large part of the light intensity captured by the
refractive index increased region and finally exist as the resonant mode of the formed
high-Q nanocavity. It can be seen that the decay speed of the captured signal light
intensity is very slow, which make the captured light can be held for a long time.

Above we showed how to capture signal light through dynamic modulating the
refractive index on a rectangular area of a 2D triangular air-hole dielectric photonic
crystal slab with W1 line-defect waveguide. In the following, we will show how to
achieve controllable light movement through dynamic refractive index modulation
on our structure, using the flexibility of the high-Q microcavity we formed. After the
light capture process, the signal light has been fixed at the center of the structure,
where the rectangular shaded area is located. Then, at t = 50 ps, we start to move the
rectangular refractive index modulation region (the refractive index of the dielectric
material on area newly covered by the moving rectangular area increase to 1.008n,
and the refractive index on area no longer been covered return to n) with a constant
speed of 0.15c. The region finally reaches a place, which is 26a away from the starting
position.

We found the captured signal light originally stayed at the center of the whole
structure which is exactly the position the rectangular shaded region is located. Then,
when t = 50 ps, the refractive index modulation region begins to move, and the
captured signal light move along with the movement of the region, that is, toward
waveguide moves to the right, with a speed almost the same as the speed of the
movement of the region, and finally reaches and stays where the rectangular shaded
area stays. As a result, we realized the controllable light movement by using the
flexibility of the high-Q microcavity we formed, which used a dynamic refractive
index modulation method.

47.4 Conclusions

In summary, we have demonstrated numerically that we can create a potential-well-
like ultrahigh-Q nanocavity to trap a traveling signal pulse with a long storing time.
This approach has potential application in photonmemories and quantum computing.
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Chapter 48
Breaking the Delay-Bandwidth Limit
in a Dynamically Tuned Nanocavity

Shuang Liu, Jun-Fang Wu, and Chao Li

Abstract In this paper,wepresent a novel approach to trap, store, and release a signal
pulse and eventually break the delay-bandwidth limit, based on a dynamically tuned
nanocavity. Using this mechanism, we design a compact silicon photonic crystal
system with long storing time, and the trapped signal pulse can be released at will.

48.1 Introduction

Achieving high-quality (Q) factor nanocavities, which can enhance the interaction
of light and matter since the photons can be strongly confined in a tiny space, are a
promising fundamental component in physics and engineering, including integrated
photonics, nonlinear optics, cavity quantum electrodynamics, and quantum informa-
tion processing [1–4]. Unfortunately, ultrahigh-Q nanocavity resulting ultra-narrow
linewidth of resonance spectra dictates that the optical pulse cannot be effectively
coupled into/out of the cavity. It is not conductive for all optical signal processing in
high speed communication. Actually, the delay-bandwidth product, characterizing
the storage capacity of the any type of resonator system, is a fundamental limit in
physics and engineering [5]. However, if the dynamic tuning of the optical structure
can be used, it can theoretically demonstrate that breaking the fundamental limit can
be achieved [6–8].

This dynamic process has the following characteristics: trapping light with broad-
band of resonance from the input waveguide and storing light with ultra-narrow
linewidth of resonance in the resonator and releasing light with broadband of reso-
nance. So far, various methods have been proposed to realize dynamic tuning of
optical structure [9–12]. By constructing an analogue of EIT structure and modu-
lated the refractive index of the resonator, the photon bandwidth can be compressed
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to zero and it realizes a new mechanism for stopping light [13]. Breaking the delay-
bandwidth limit by controlling the coherent interference between two low-Q ring-
resonators is amethod to realize photonicmemory and release [3]. In order to increase
the storage time, it is necessary to continuously refresh the control pulses within the
carrier lifetime. In addition, dynamic release of photon can be realized in photonic-
crystal nanocavity with highly Q factor, through adiabatic frequency tuning5 which
makes a blue shift for the frequency of the cavity resonance and decreases the Q
factor. In fact, this technique allows to change the quality factor from high-Q to
low-Q, conversely it is not. For this reason, it can release the photon from a high-Q
cavity, but it is not conductive for the light to efficiently couple into the microcavity
before photonic memory. Therefore, finding a way to achieve broadband processing,
high efficiency trapping light, long storage time, and arbitrary timing of releasing
light is still a challenge. In this paper, we will propose a new method to realize
dynamic process that controls the arbitrary timing of storing light and releasing light
through photonic transition in photonic-crystal nanocavity and eventually break the
delay-bandwidth limit.

48.2 Theory

In order to demonstrate this photonic transition process, we consider a silicon cavity
coupling to a waveguide. Here, the cavity supports several defect modes which have
different modal profile. Assuming only one of the defect modes of this cavity is
excited (mode ω1), photonic transitions to another mode ω2 can be induced by a
modulated cavity with time dependent perturbation of permittivity (for simplicity,
assuming the presence of the photonic bandgap can isolate related two modes, even
though for several defect modes),

ε(r, t) = ε0 + �ε(r)cos(�t), (48.1)

where � is the modulation frequency such that � = ω2 − ω1. Here, ε0 is dielec-
tric distribution of cavity which is time-independent, and modulation amplitude
distribution is described by �ε(r).

By substituting (48.1) into Maxwell’s equation,

∇2E − μ
δ2ε

δt2
E − 2μ

δε

δt
· δE

δt
− με

δ2E

δt2
= 0, (48.2)

where μ is the magnetic permeability, under slowly varying envelope approxima-
tion and assuming � � ω1, ω2, and only two modes of perturbation need to be
considered, we obtain the period of two modes going through mutual conversion,
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T = 8π√
ω1ω2K1K2

. (48.3)

It means that a photon in defect mode at ω1 will make a complete transition to the
defect mode at ω2 at a time point where it is coherence time Lt = T

2 .
For cavity-waveguide system, it means the cavity is introduced a decay mecha-

nism. If the time-modulated system is not applied to cavity, the attenuation factors
between different modes do not interact with each other. However, in the modu-
lated cavity, this process, where photonic transitions happen between two defect
modes, is mode coupling and has a property of attenuation. From (48.2), we can
know that e− (υ2−υ1)t

2 e−υ1t = e
−(υ2+υ1)t

2 and e− (υ1−υ2)t
2 e−υ2t = e

−(υ2+υ1)t
2 are attenuation

factor of mode 1 and mode 2 in modulated system, respectively. It means that these
two modes have the same attenuation factor during mutual conversion process even
though they have the dramatically different attenuation factor when no modulation.

48.3 Application

We demonstrate the photonic transition between defect modes and manipulating
bandwidth concept as discussed above by using a finite-difference time-domain
method. The structure consisting of waveguides and cavity is a direct-coupled two-
dimensional photonic crystal which is triangular lattice of air hole with a radius r =
0.275 a (a is a lattice constant) (Fig. 48.1a). The cavity supports several defectmodes,
one of which exhibits a large quality factor Q and extremely small mode volume.
Importantly, the interval between frequencies of various modes is not the same so
that photonic transitions can eliminate cascaded processes. Here, photonic transitions
are induced between defect mode 1 at a frequency ω1 = 0.2704(2πc/a) with Q =

Fig. 48.1 a Sketch of a dynamically tuned nanocavity. b, c Field patterns for the high-Q mode and
low-Q mode, respectively
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Fig. 48.2 Photon transitions between an ultrahigh-Qmode and low-Qmode in time domain. a ε/ε0
= 7.2 × 10–3. b δε/ε0 = 3.6 × 10–3

17,821 and defect mode 2 at a frequency ω2 = 0.2608(2πc/a) with Q = 146,225,
by additional perturbation of permittivity �ε(r, t) = 7.194×10−3ε0cos(�t), where
� = ω2 − ω1. The modal profile of these two defect modes is shown in Fig. 48.1b,
c. For maximize the transition efficiency and considering K1 �= 0 (or K2 �= 0), the
modulated region covers only a part of this cavity, as shown in Fig. 48.1a.

In the simulation, when an incident signal light pulse centered at ω1 is launched
at the left end of the direct-coupled structure shown in Fig. 48.1a, a defect mode
with ω1 in the cavity will be excited. In the time-modulated system, the two defect
modes will go through a periodic process of mutual conversion, where they oscillated
periodically along the time. In Fig. 48.2a, when defect mode 1 reaches peak in the
cavity (as point a), modulation occurs and photons start to make a transition to defect
mode 2 until it reaches peak. In point b, defect mode 1 is completely converted to
defect mode 2 with ω2 except little part of the energy leak. When defect mode 2
reaches peak, it starts to convert to defect mode 1.

Figure 48.2a shows that there is excellent agreement between numerical simu-
lation and the theory. In the theory, through the analysis of the model structure, all
parameters can be determined accurately.

Next, we show dynamic stored light by photonic transition. Figure 48.3 shows
the temporal evolutions in three stages of storing and releasing light. Under the
requirements of high speed optical information processing, a defect mode ω1 =
0.2704(2πc/a) with Q = 17,821 in the cavity as an incident signal light with
relatively high bandwidth can high efficiently enter into cavity, comparing with
ω2 = 0.2608(2πc/a) with Q = 146,225. The incident light is a 45 ps gaussian
pulse. Figure 48.3a show that if no dynamic tuning of cavity happens, mode ω1

follows an exponential delay curve after energy of mode ω1 reaches peak in cavity.
The first tuning occurswhen energy of resonancemode 1 reaches peak in cavity, as

shown Fig. 48.2a. At this moment, the energy of resonance mode ω2 start to increase
from mode ω1. To store the light, it can stop to tune when energy of resonance mode
2 and mode 1 reaches peak and bottom respectively. Since the long photon lifetime
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Fig. 48.3 a Output optical power without dynamic tuning. b First turning and then stopping to
realize storing. c, d Releasing at t2 after a given delay

of high Q cavity is an efficient way to store energy, this state of the cavity is used as a
storing state. The time domain spectra of output of this state is shown in Fig. 48.3b,
where the timing of stopping tune is marked by an arrow. It shows that output optical
power (resonance mode ω1) drop to zero once the tune stops since the energy of
mode ω1 is completely converted to the mode ω2 except a bit of leaking, which is
stored in the cavity. Comparing with [3], where it is sensitive to the intensity of the
modulation and need to refresh the control pulse if a longer storage time is required,
here this method of storing is determined by mode ω2, which plays a key role in
storage time. The higher Q factor of the mode ω2, the longer storage time will be.

To release the energy from cavity, we can change the cavity from stored state to
releasing state by using time modulated system once again. In order to release light,
for example, we can choose t1 as second tuning time and then the energy of modeω2

start to convert to that of mode ω1, as shown Fig. 48.3c, where the timing of second
tuning is marked by a red arrow. When the optical power of mode ω2 reaches peak,
cavity can become releasing state by stopping the second modulation (the timing of
stopping is t2 which is marked by black arrow as shown Fig. 48.3c). Figure 48.3d
shows that output optical power of a released pulse appears after the second stopping
modulation occurs. It can be seen that the timing of released pulse is completely
determined by the timing of stopping modulation. The time interval, between the
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second tuning and second stopping modulation, is determined by the modulation
strength �ε(r)

ε0
. From (48.3), we can know that when the �ε(r)

ε0
double, the oscillation

period T will be cut down a half, as shown Fig. 48.2b. Note that in Fig. 48.3d, the
peak power of released light drops due to quality factor Q of the resonance mode ω2

is not large enough and decay factor of mutual conversion (e
−(υ2+υ1)

2 ). Note that these
losses can be overcome by optimizing the optical structure.

In fact, quality factor Q = ω0
�υ

, where ω0 is the system resonance and �υ is the
bandwidth of resonance, is inversely proportional to the bandwidth. It means that
the narrower the bandwidth of resonance, the longer the storage time. In (48.2), (6),
and (7), we can know that when the modulation stops, C1 and C2 will be a constant
since the amplitude does not change over time. It has been understood that, after
modulation, the bandwidth of the resonance is same as the corresponding original
bandwidth before modulation. In numerical calculation, the bandwidth of ω1 and ω2

is 0.068 THz and 0.008 THz without tuning, respectively. We find that, when the
cavity is stored state, the linewidth of light ω1 with 0.068 THz is compressed into
that of light ω2 with 0.008 THz. When the cavity is releasing state, the line width
of light ω2 with 0.008 THz is expanded into that of light ω1 with 0.068 THz. It
means the storage time can overcome the traditional delay-bandwidth product limit3

by photonic transition. In other word, it is a method of manipulating bandwidth that
linewidth of light can be compressed and expanded by photonic transitions.

In recent years, inducing photonic transitions is achieved between discrete modes
in a silicon cavity, by using ultrafast tuning of the refractive index in a time10. The
time is comparable to inverse of the frequency interval of adjacent modes. It is
an optical controlling method that free carriers are produced by illuminating the
top of the cavity with pump pulse. In addition, there is an electrically controlling
optical waveguide consisting of pn-junction, to realize nonreciprocal transmission
under temporal refractive-index modulation by applying sinusoidal voltage V. With
fabricating p-i-n junction integrated photonic crystal nanocavity and applying elec-
trical signal, refractive index modulation of nanocavity can be achieved [14–17].
Our theory can be realized in a similar system. Appropriately designing nanocavity
can meet the modulation frequency that can be achieved in electro-optic modulation
which is usually on the order of 10 GHz [18].

48.4 Conclusions

In summary,we have shown that inmodulated photonic crystal cavity,mutual conver-
sion occurs between defect mode1 with low Q and defect mode 2 with high Q, which
can be used to releasing state and stored state. It is an efficient way to realize stored
light dynamically. When the cavity is stored state, the storage time is determined
by the linewidth of light being compressed. The degree of being compressed is
determined by linewidth of defect mode 2. If the resonator can be designed appro-
priately, we can obtain ultrahigh-Q defect mode and low-Q defect mode as stored
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state and releasing state, respectively. It means that this structure can realize ultralong
storage time and ultrafast releasing, such that meeting high speed optical information
processing. For this work, it points to propose a new method to dynamically control
Q factor and manipulate the output spectrum from the nanocavity.
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Chapter 49
Investigation About Large Capacity
Optical Transmission System Based
on Wavelength Division Multiplexing
and Multiplexing Division Multiplexing

Zhuolun Song

Abstract With the rapid development of internet and the emergence of new internet
applications such as clouding computing, big data, and 5G, the network capacity
of optical fiber communication system is increasing exponentially. It is necessary
to study large optical transmission technology to satisfy the capacity requirements.
In this paper, the key technologies of large-capacity optical fiber communication
systems based on single-mode fiber (SMF) and few-mode fiber (FMF) are studied.
First, wavelength division multiplexing (WDM) transmission technology based on
the optical frequency comb in SMF is introduced, and four implementation schemes
of the optical frequency comb are discussed. Next, mode division multiplexing
(MDM) based on FMF is introduced to overcome the nonlinear Shannon limit
of SMF. The key technologies to realize mode multiplexing and demultiplexing
are introduced, including free-space optics scheme, the all-fiber mode multiplexing
scheme and the silicon-based integrated mode multiplexing scheme.

49.1 Introduction

With the emergence of new internet services such as enterprise networks, data centers,
cloud computing, high-definition video, virtual reality, mobile communications, and
the Internet of Things, the demand for optical fiber communication network capacity
continues to grow exponentially [1]. According to a research report [2] released by
Bell Labs in 2015, the actual growth rate of optical fiber capacity has been roughly
maintained at around 80% since the 1990s. After 2002, the capacity growth rate
has slowed down and stabilized at around 20%. At present, although the optical
communication systembased on singlemode fiber (SMF) can still provide bandwidth
far exceeding actual requirements, the bandwidthmargin provided by the SMF-based
transmission system gradually decreases, and the capacity crisis gradually appears
[1].

Z. Song (B)
Qingdao Foreign Language School, Qingdao 266012, Shandong, China
e-mail: jwwthu@163.com; 1901110384@pku.edu.cn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
G. Liu and F. Cen (eds.), Advances in Precision Instruments and Optical Engineering,
Springer Proceedings in Physics 270, https://doi.org/10.1007/978-981-16-7258-3_49

515

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7258-3_49&domain=pdf
mailto:jwwthu@163.com
mailto:1901110384@pku.edu.cn
https://doi.org/10.1007/978-981-16-7258-3_49


516 Z. Song

In the past 20 years, wavelength division multiplexing (WDM) technology, high-
order modulation formats, polarization division multiplexing, coherent detection,
and digital coherent receiving algorithms have been utilized to increase the capacity
of optical fiber communication systems [3, 4]. At present, the maximum capacity
of SMF has reached 100 Tb/s, and the spectral efficiency is as high as 11b/s/Hz
[5], approaching the nonlinear Shannon limit of SMF. For SMF, multiple degrees of
freedom such as wavelength, amplitude, and phase have been fully utilized in WDM
coherent optical communication systems, and it cannot satisfy the growing demand
for traffic. Therefore, it is necessary to explore other degrees of freedom to further
increase the communication capacity of a single optical fiber.

Space division multiplexing is a multiplexing technology with a new degree of
freedom (mode and core), to further increase transmission capacity [6, 7]. Space
division multiplexing has been discussed since the 1980s. However, due to the limi-
tations of early technology, the project has only gradually been paid attention in recent
years. Mode division multiplexing (MDM) is one of the main implementations of
space division multiplexing. The orthogonal modes in the few-mode fiber (FMF) or
multi-mode fiber (MMF) can be used as an independent transmission channel for
data transmission so that the transmission capacity of the fiber can be doubled.

In this paper, the key technologies of large-capacity optical fiber communica-
tion systems are studied. First, the WDM transmission system based on the optical
frequency comb is introduced, including the system architecture and the implemen-
tation scheme of the optical frequency comb. Next, the key technologies to realize
mode multiplexing and demultiplexing are discussed.

49.2 Optical Frequency Comb-Based WDM System

In optical fiber communication systems, WDM is a technology in which a group
of light waves of different wavelengths carrying data information are coupled into
the same optical fiber through a multiplexer so that the transmission capacity of a
single optical fiber can be increased. For commonWDM systems, many independent
lasers must be used to provide optical carriers. At the same time, a complete WDM
system must meet the following points: one is to ensure that the center frequency
and wavelength space of the system are stable; the other is to ensure that the number
of channels in the system can be expanded as the number of end users increases;
third is to ensure that the power flatness of all channel carriers is better to ensure the
sensitivity of the system receiver; fourth is to ensure that the channels of the system
can be dynamically adjusted as the state of mutual interference between channels
changes Interval.

In traditional WDM transmission systems, distributed feedback laser (DFB) laser
arrays are often used as laser carrier sources. However, the laser array will have
wavelength drift due to temperature, and wavelength management will be compli-
cated. The optical frequency comb is composed of a series of spectral lines with
constant mode spacing, ultra-low phase noise, and equidistant frequency space. A
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Fig. 49.1 Schematic diagram of WDM transmission system based on optical frequency comb

stable optical frequency comb can not only meet the requirements of frequency
stability betweenvarious optical carriers but alsominimize the required guard interval
between adjacent transmission opticalwavelengths, which cannot bemet by indepen-
dent lasers. Therefore, the optical frequency comb can be used as an ideal light source
for high-speed optical transmission systems. The schematic diagramofWDMsystem
with optical frequency comb is illustrated in Fig. 49.1. In the coherent communication
system, the optical frequency comb can be used not only as lasers at the transmitting
end but also as local oscillators at the receiving end for signal coherent detection.
Next, the typical methods to generate optical frequency comb are discussed.

49.2.1 Mode-Locked Laser Method

In mode-locked laser method, the optical frequency comb was originally produced
by a mode-locked laser. The phase relationship of the different modes is locked
in the laser resonant cavity. The result observed from the time axis is a periodic
pulse sequence [8], and the distance in the frequency domain can be obtained by
Fourier transform. The advantage of this scheme is that the structure is simple and
the number of generated carriers is large. However, the volume and cost of tradi-
tional femtosecond-level mode-locked lasers are very high. Moreover, it is difficult
to control the number of carriers, poor flatness and carrier spacing, which limits the
wide application in optical communication networks [9].

49.2.2 Microring Resonator Method

In this method, Kerr effect of the optical microring resonator is used to generate an
optical frequency comb [10]. Kerr effect is a third-order nonlinear effect in optical
media, which can change the transmission characteristics of light in the media. The
achievable bandwidth of the Kerr optical frequency comb depends on the dispersion
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characteristics of the microresonator, so it can be flexibly designed. It can be used to
generate an optical frequency comb with hundreds of frequency tones, covering the
S, C, L, and U telecommunication bands. In addition, due to the extremely small size
of the optical microring, if it can be successfully fabricated, its power consumption
will bemany times lower than the previousmethods. Themicroring resonatormethod
is currently considered as the most ideal solution. However, because of the stability,
manufacturing process, and noise characteristics of the Kerr optical frequency comb,
the Kerr optical frequency comb obtained in the current experiment is far from being
applied in practice [11].

49.2.3 Cyclic Frequency Shift Method

The basic principle of cyclic frequency shift method is to use a Recirculating
Frequency Shifter (RFS) to generate an optical frequency comb. The common
RFS includes single-sideband RFS and multiple-path RFS. In addition, RFS can
be combined with phase modulator (PM) to generate optical frequency combs. As
shown in Fig. 49.2, the RFS contains a closed optical fiber loop, a tunable optical
bandpass filter, an IQ modulator, and two optical amplifiers. The band pass filter is
used to control the number of sidebands generated, and the optical amplifier is used
to compensate for the loss of frequency conversion. Start by inputting an optical
sideband with a center frequency of f0. After N cycles, optical sidebands with center
frequencies of f1, f2, … fn are generated. Each cycle, the coupler divides the fi side-
band into two parts, one part outputs RFS, and the other part returns to the input of
the optical IQ modulator [12]. The advantage of using RFS to generate an optical
frequency comb is that the flatness is better, and the more the number of cycles, the
more spectral lines can be generated, but this method makes the optical frequency
comb have the disadvantages of insignificant carrier phase relationship and greater
noise.

Optical IQ modulator

Phase shifter

Band pass filter

I Q

Out

f0

f1  ~ fn

Input
EDFA

EDFA

Fig. 49.2 The schematic diagram of cyclic frequency shift method
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Fig. 49.3 The schematic
diagram of cascaded PM and
IM to generate optical
frequency comb

49.2.4 Electro-Optical Modulator Method

This method is relatively easy to implement and is currently a widely used optical
frequency comb generation scheme. Common schemes used for optical frequency
combs include an intensity modulator (IM), a PM, and a cascade scheme of them.
The advantage of using a phase modulator is that it can output a stable frequency
comb without controlling the modulation bias voltage. The advantage of using an
intensity modulator is that the bias voltage can be controlled to generate 2 or 3 flat
photonic carriers for the optical comb. The signal is further refined. By cascading
the two (shown in Fig. 49.3), multiple flat optical carriers can be generated.

49.2.5 Research Progress of WDM Transmission System
Based on Optical Frequency Comb

D. Hillerkuss et al. reported a mode-locked fiber laser to generate a frequency comb
with 325 combs, based onwhich, a 16QAM-OFDMsignal with a transmission rate of
26Tbit/s was transmitted 50 km in a SMF [13]. In the case of no dispersion compen-
sation, the 16QAMNyquist-WDM signal with a transmission rate of 32.5Tbit/s was
transmitted 227 km in a SMF, and the spectral efficiency reaches 6.4bit/s/Hz [14].
Yi et al. used an optical frequency comb generated by a conventional electro-optical
modulator to seamlessly transmit an OFDM 16QAM signal with an optical band-
width of 318 GHz and 1.008 Tb/s [15]. Puttnam et al. demonstrated the generation
of 2.15Pb/s PDM-64QAM signal utilizing the optical frequency comb generated by
the electro-optical modulator [16]. In terms of chip-level optical frequency combs,
Weimann et al. based on Silicon-organic hybrid (SOH) generated 9 optical frequency
combs with a channel spacing of 25 GHz, and transmitted 1.008 Tb/s Nyquist-WDM
signals for 300 km in optical fibers [17]. T. Shao et al. used Gain-switched laser to
generate 24 optical frequency tones with a channel spacing of 12.5 GHz, and trans-
mitted 1.876 Tb/s Nyquist-WDM signals over 300 km in optical fiber [18] (Vidak
et al.) The Quantum-dash Passively Mode-Locked Lasers method was used for the
first time to generate 80 optical frequency combswith a channel spacing of 22.7GHz,
and the 2.256 Tb/s 16-QAM OFDM signal was transmitted in the optical fiber for
3 km.
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49.3 Key Technologies of Mode Multiplexing
and Demultiplexing

In MDM system, the mode multiplexer/demultiplexer is the most critical part. The
mode multiplexer can convert the fundamental mode in the single-mode fiber and
couple it to a plurality of different high-order modes in the few-mode fiber to
realize mode multiplexing. The demultiplexer has a dual function and converts
different modes into the fundamental mode in a single-mode fiber. This article gives
a detailed introduction to the current mainstream mode multiplexer/demultiplexer
implementation schemes.

49.3.1 Free Space Optics Scheme

Free space optics mode multiplexer is a mode multiplexer based on space matching.
It is generally composed of lens group, optical splitter/combiner, andmode converter.
It has high mode isolation and good mode control, which is widely used in various
MDM experimental systems. According to the different key equipment for mode
conversion, free space optical multiplexers are mainly divided into spatial light
modulator (SLM)-based mode multiplexer and phase plate-based mode multiplexer
[19–21].

Figure 49.4 illustrates the schematic diagram of phase plate-based mode multi-
plexer. Spatial optical elements such as lenses, phase plates, and light splitting prisms
are adopted. Phase plates with different mask modes are used to convert the funda-
mental mode to different higher-order modes. These modes are combined together
by optical beam splitters. However, due to the transflective nature of the optical beam
splitter, a 3 dB loss will occur every time the beam passes through the beam splitter,
and the input light of port 0 and port 1 will lose 6 dB of optical power.

Fig. 49.4 Schematic setup
of the six-mode FMF mode
multiplexer based on phase
plates
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Themodemultiplexer and demultiplexer based on the SLMcan control the perfor-
mance of theLCOSelement through computer programming. It can produce different
phase modulations on the fundamental mode beam, thereby obtaining different high-
order mode fields. It can also be superimposed with blazed grating phase plate as a
diffraction device [21]. Different modes can be generated at the same time through
one LCOS, and the system recombination after LCOS greatly reduces the complexity
of the system and improves the crosstalk.

49.3.2 All-Fiber Scheme

All-fibermodemultiplexing and demultiplexing aremainly divided into fiber coupler
type and photon lantern [22, 23]. There are two main implementation schemes for
fiber coupler-type mode multiplexing and demultiplexing: one is few-mode coupler,
and the other is mode-selective coupler (MSC). Both of these couplers can be
prepared by the fusion taper process. The difference is that the few-mode coupler
cannot directly realize mode conversion and a mode converter, such as a long-period
fiber grating (LPFBG) is required to be added to the front. While the MSC can
directly perform mode conversion. Both couplers can multiplex multiple modes by
cascading. Ismaee et al. made MSC and used it in MDM system to achieve selective
excitation of high-order modes. The efficiency and purity of the mode conversion
are relatively high.

The photon lantern type multiplexer/demultiplexer has been extensively studied
because of its simple structure and high efficiency in realizing mode conversion and
mode coupling and can greatly improve the integration of the device. In real life,
the common photon lantern multiplexer is made of optical fiber fusion taper. The
structure of the photon lantern is shown in Fig. 49.5. The photon lantern can also
be used as a demultiplexer. After the multiplexed light in the few-mode fiber passes
through the photon lantern again, the different high-order modes are converted into
the fundamental mode and coupled to the different receivers.

49.3.3 Silicon-Based Integration Scheme

Common silicon-based integrated mode multiplexing schemes are divided into
mode multiplexers based on directional coupling, multimode interference coupling
mode multiplexers, Y-branch directional couplers, and mode multiplexers based on
microring resonator (MRR) [23–26]. The asymmetric directional coupler (ADC) and
MRR are mostly investigated in the experiment. ADC has asymmetric waveguide
structure. The two coupled waveguides of the coupler are required to meet the phase
matching condition. When the effective refractive index of the fundamental mode
in the single-mode waveguide and the higher-order mode in the multi-mode waveg-
uide are equal, the phase matching condition is satisfied, and the mode conversion
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Fig. 49.5 Schematic diagram of photon lantern

from the fundamental mode to the higher-order mode is realized. TheMRR structure
introduces a micro-ring structure in the asymmetric waveguide, which is equivalent
to adding a resonance mechanism. Such a change increases not only the flexibility
of the device but also because the MRR’s requirements for the coupling length are
not as accurate as the ADC, which improves the complexity of the process and is
more suitable for WDM systems.

49.3.4 Research Progress of MDM Transmission System

The optical frequency comb-based WDM transmission technology can also be
applied to MDM systems. Recently, there are also some reports about large capacity
MDM transmission experiment using optical frequency comb. G. Rademacher
combined MDM and PDM through the PDM-16QAM modulation format and real-
ized 3× 348× 24.5Gbandwidth signal transmission on 1045 kmof three-mode fiber,
with a maximum rate of 159Tbit/s [27]; Daiki Soma, Yuta Wakayama et al. achieved
a transmission rate of 10.16 Pb/s on 11.3 km of 6-mode 19-core few-mode fiber.
This amazing rate is also the highest transmission rate reported for a MDM system.
Rate [28]; Shibahara, Mizuno et al. conducted theoretical research and transmission
experiments on a 3-mode 12-core MC-FMF with a length of 2500 km and a 3-mode
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few-mode fiber with a length of 6300 km. The results show the loss between modes
(Mode-dependent loss,MDL) In theweakly coupled fiber that grows linearlywith the
fiber length, through the new transmission scheme and hierarchical MIMO design,
the transmission distance of themode divisionmultiplexing system based on the few-
mode fiber is sufficient to realize transoceanic transmission [29]; Rademacher et al.
achieved single-mode 93.34 Tb/s transmission on a 30 km three-mode graded few-
mode fiber, which further proved the huge expansion potential of mode multiplexing
technology [30].

49.4 Summary

In this paper, the key technologies of large-capacity optical fiber communication
systems are studied. First, the WDM transmission system based on the optical
frequency comb is introduced and four implementation schemes of the optical
frequency comb are discussed, including the mode-locked laser method, the micro-
ring resonatormethod, the cyclic frequency shiftmethod, and the electro-opticmodu-
lator method. The electro-optic modulator method is simple to implement and is
widely used in large-capacity WDM transmission systems. In the future, integrated
optical frequency combs are a promising development direction. Next, the mode
multiplexing and demultiplexing technology used to realize the mode division multi-
plexing is introduced, including free-space optics scheme, the all-fiber mode multi-
plexing scheme and the silicon-based integratedmodemultiplexing scheme. Both the
free-space optics scheme and the all-fiber mode multiplexing scheme can be applied
to the multiplexing system of multimode fiber, and also used in the multiplexing
system of few mode fiber. However, free-space optics scheme requires complex
optical platforms and high-precision optical equipment. Although free-space optical
multiplexers have advantages in mode selectivity, mode purity, and mode crosstalk,
they are difficult to use in non-laboratory environments.Due to themismatch between
the mode field in the silicon-based waveguide and the mode field in the optical fiber,
the silicon-based integrated mode multiplexing scheme has not yet been applied to
the optical fiber transmission system, and further research is needed.
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Chapter 50
Manipulating Photons with a Dynamic
Nanocavity

Yuan-Bao Zhang, Jia-Hui Chen, Chao Li, and Jun-Fang Wu

Abstract Wepresent a simple yet effective approach to realize amovable nanocavity
based on dynamically tuning the local refractive index of a photonic crystal (PC)
waveguide. Using this movable cavity, we demonstrate that it can trap, store,
and transfer signal photons. The approach proposed here provides a new way for
manipulating photons.

50.1 Introduction

At present, there are already many methods to form high-quality factor (Q) micro-
cavities which can strongly confine photons in a volume in optical wavelength scale,
and their implementation principles are basically achieved by partially modifying
the mode gap to achieve the purpose of light confinement. These traditional high-
Q microcavities are mostly realized by structure modifying like locally changing
the crystal lattice [1, 2] or moving some air holes to modify the width of the line
defects [3–7]. These irreversible realization methods determine that the position
of their microcavities are fixed. We proposed a new method for realizing high-Q
microcavities which can be formed instantly at any time and at any position in the
waveguide, have a high Q, and can be moved at will. We also applicate this method
to optical storage. Traditional optical storage structures based on high-Q microcav-
ities are passive that the process of light entering the microcavity requires complex
Q-switching technology (first enter when the structure is adjusted to low Q, and then
store when adjusted to highQ). In addition, when these structures try to release stored
signal light, the light will travel along the waveguide at both ends of the microcavity,
which is said that the direction cannot be controlled. The optical storage structure we
designed base on our newmethod of high-Q microcavity implementation is active. It
can grab any part of signal light at any time during the light travel process and achieve
efficient storage without Q-switching. At the same time, in the light release process,
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our structure can make the stored signal light transmit in the specified direction with
only a simple operation other that a complex Q-switching one. In addition, unlike
the traditional optical storage structure that light is trapped in a static microcavity,
we can move the captured signal light to any desired position by moving the high-Q
microcavity, and themoving speed can be arbitrary controlled, which is more flexible
than traditional slow light waveguides [8–11].

In order to realize light storage and light release, we designed a new structure.
Our structure is based on the W1 line-defect waveguide in a 2D triangular air-hole
dielectric photonic crystal slab (PCS) which is shown in Fig. 50.1a. We reduce the
refractive index of dielectric in the two rectangular shaded areas shown in Fig. 50.1b,
while the refractive index of the air hole remains unchanged. By this way, we formed
two potential barriers like what is shown in Fig. 50.1d through locally modify the
mode gap so that the waveguide segment clamped by these two tuned areas, due to
the presence of mirrors at both ends, forms an Fabry–Pérot (F–P) cavity. We can
further understand the realization principle of forming a microcavity through two
refractive index reduced regions through the calculated band structure plotted in
Fig. 50.1c. Light waves that can originally propagate in the waveguide will stay in
the waveguide segment clamped by the two refractive index reduced regions for the
reason that the local refractive index reducing locally modified the mode gap and
formed two potential barriers, therefore the light wave in the waveguide segment can
exist as the resonant mode of the formed FP cavity.

Fig. 50.1 a 2D triangular air-hole dielectric PC slab. b Refractive index tuning model structure. c
Calculated band structure. d Schematic diagram along the waveguide direction
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50.2 Model and Analysis

To calculate the Q and resonant wavelength of formed microcavity of our structure,
we use finite-difference time-domain (FDTD) [12] to simulate our structure. The
index of dielectric slab is 3.46, and the effective refractive index n used in our 2D-
FDTD is 2.8. Lattice constant a, air hole radius r, and thickness t of the slab are
420 nm, 110 nm, and 210 nm respectively. For the W1 line defect used, the central
distance of the nearest-neighbor air holes at both sides of line defect is

√
3a. The

refractive index of the dielectric material in two rectangular shaded areas is 0.98n,
the length and width are 6a and 4a respectively, and the central distance of the two
areas is 14a. From the numerical calculation, we get the Q of the microcavity is
8 × 105, and the resonant wavelength is 1.67014 µm.

Compared with other mentioned methods of forming high-Q microcavities, our
method does not change the structure, whichmeans that thismodulation is reversible,
suggesting that we can not only stick to a static modulation approach, a dynamic one
also can be used, that is, the refractive index of the dielectric material in the two
shaded areas changes as a function of time, rather than constantly decreasing. We
will show later that through such dynamic refractive index modulation, the structure
we designed will realize the storage, release, and movement of light, which are all
important parts of optical information processing.

We already know that by reducing the refractive index of dielectric material in
two areas to clamp a segment of waveguide, a high-Q nanocavity can be formed
between the two tuned areas. Now, we hope to make use of this, to capture light
waves through dynamic tuning, and to use the formed high-Q microcavity to achieve
optical storage. Figure 50.2a is the schematic diagram of our study in this section.
In order to clearly see the process of a light pulse propagating and storing in our
structure, we used a much longer structure in this study. The length of the structure
is 87a, and other parameters are exactly the same as the previous model structure
used in Q and resonant frequency calculation. A long light pulse with a wavelength
of 1.67014 µm, which is exactly the resonant frequency of the formed microcavity
measured before, injected from the left end of the waveguide and propagates toward
the right end. When t = 14 ps, the light pulse arrives the center of the waveguide,
also the center of the waveguide segment clamped by these two rectangular shaded
areas, the two shaded areas are modulated to decrease the refractive index of their
dielectric material by 2% steeply so that their refractive index becomes 0.98n. The
Hy distribution snapshot shown in Fig. 50.2b–h shows the complete process, which
begins with the injection of the light pulse and ends with storing of the light pulse.
After the two shaded areas are modulated to decrease the refractive index, most of
the light intensity is captured by the two modulation areas, staying at the center of
the waveguide. After a long time, we can still see the light staying here. It clearly
shows that we have achieved optical storage by dynamically reducing the refractive
index of the two regions to clamp a segment of waveguide.

We monitored the magnetic field intensity in the center of the waveguide and
plotted as in Fig. 50.3, where t = 14 ps is the moment we start to reduce the refractive
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Fig. 50.2 Snapshots of field
distribution in optical storage
process

Fig. 50.3 Magnetic field in
dynamic cavity as a function
of time
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index of the two shaded areas, which can be found in Fig. 50.3 as the moment the
magnetic field intensity fluctuates sharply. It can be seen that most of the intensity of
injected light is captured by the two regions and continually stay at the center of the
waveguide, and for the reason that the captured light intensity exists as the resonant
mode of the high-Q microcavity, its decay rate in the microcavity is very slow.

We have shown the optical storage process of our structure above. It is hard to
applicate a storage structure if what been stored have not a way to be controllably
released. So, in the following, we study the light release process of our structure.
Continuing the optical storage process above, which we have performed dynamic
modulation of the refractive index reduction on two rectangular regions at t = 14 ps,
so that the light intensity stays between the two regions. Next, at t = 60 ps, we remove
the refractive index modulation on the right shadow area, that is, make the refractive
index of the dielectric material in the right rectangular shadow area recovers from
0.98n to n. Meantime, refractive index of the dielectric material in the shaded area on
the left remains unrecovered and is still 0.98n. Fromwhat have been discussed above,
we already know that the light intensity can be confined between the two regions with
reduction of refractive index. Then, when one of the two regions (here is the right side
one) which have been reduced refractive index recover from tuning, the constraint
on the light wave that originally existed on the right side of the waveguide segment
will disappear so that the light wave will propagate toward the direction which the
constraint is disappeared, and finally leave structure from the end of waveguide.

From the field distribution snapshots in Fig. 50.4a–e, it can be seen that the light
wave that originally stored between the two tuned areas moves to the right along
the waveguide after the refractive index modulation in right side shadow area is
removed at t = 60 ps and finally leaves waveguide from the end of right side. We
also monitored the magnetic field intensity at the right end of the waveguide and plot
as in Fig. 50.5. It can be seen from Fig. 50.5 that there is an obvious peak at about

Fig. 50.4 Snapshots of field
distribution in optical release
process
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Fig. 50.5 Magnetic field at
the right end of waveguide as
a function of time

t= 61.8 ps,which is formedwhen the lightwave leaves the right end of thewaveguide
after removing the modulation on the right refractive index modulated area. So far,
we have realized the light release process by dynamically tuning the refractive index
to remove refractive index reduction on one of two rectangular shadow areas.

Above we showed how our model structure achieve optical storage and release
process through dynamical tuning. In this section, we are going to study the
controllable movement of light intensity through dynamical tuning on our struc-
ture. Figure 50.6a is a schematic diagram of our study. The two dark rectangular
shaded areas are the same as the previous optical storage process which will reduce
their refractive index to 0.98n at t = 14 ps to complete the storage process. After the
optical storage process, at a certain moment after the light intensity can stably stay
between the two modulation regions, we move.

the two modulation regions toward right side which is shown by the blue arrow
in Fig. 50.6a with same speed, that is, refractive index of the dielectric material in
the place covered by the rectangular shaded area becomes 0.98n, and the refractive
index of the place no longer be covered recovers n. The two modulation areas finally
reach and stay in the light shaded area shown in Fig. 50.6a. After the optical storage
process, when t = 40 ps, the two refractive index reduced regions start to move to
the right with a constant speed of 0.012c. The total time of movement is 3 ps, and
the final stay position for these two regions is 26a away from the starting position.

It can be clearly seen from the field distribution snapshots in Fig. 50.6b–f that the
light intensity captured by the two refractive index reduced regions move with the
movement of the two regions and finally stay between the two regions which reached
the final position. And it can be seen from Fig. 50.6g that after a long time, the light
intensity still stays between the two regions.
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Fig. 50.6 Snapshots of field
distribution in optical move
process

50.3 Conclusions

In this paper, we present a simple yet effective approach to realize a movable
nanocavity based on dynamically tuning the local refractive index of a photonic
crystal (PC) waveguide. Using this movable cavity, we demonstrate that it can trap,
store, and transfer signal photons. The approach proposed here provides a new way
formanipulating photons and is promising in the fields of advanced photonic circuits,
all-optical information processing, and optical communications.
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Chapter 51
Pig Pose Recognition Method Based
on Openpose

Guangchang Li, Qing Jv, Feifei Liu, and Zhibo Yao

Abstract Early detection and treatment of disease in pigs can increase pork produc-
tion. The changes of pig posture information have high diagnostic value, but these
subtle changes are not easy to be quantified and need to be observed and analyzed
for a long time, which is difficult to achieve in the process of large-scale breeding.
In this paper, a pig pose recognition method based on Openpose is proposed for pig
pose recognition. Firstly, the collected images were input into the OpenPose pose
estimation model to obtain the key point location information and key point connec-
tion information of pigs. The two groups of information were converted into joint
angle features and joint spacing features, which were input into the KNN algorithm
to classify pig poses. The experimental results show that the accuracy of the model
for pig attitude recognition is more than 93%, and the FPS is between 10 and 12,
which is a method with both accuracy and speed.

51.1 Introduction

In recent years, affected by African Swine fever and other infectious diseases of
pigs, the price of pork skyrocketed, seriously affecting people’s daily life. Therefore,
early detection of damage to the health of pigs and timely treatment can increase
pork production so as to improve people’s livelihood.
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As a kind of easily accessible biological information, pig posture information is
an important indicator to measure the health status of pigs. However, the changes of
posture information is not easy to be quantified and requires long-term observation
by staff, which is difficult to achieve in the process of large-scale breeding. There-
fore, the objective monitoring of the change of attitude information through sensors
has attracted wide attention [1]. Based on the analysis of pixel difference between
continuous images, a method of automatic detection of aggressive behavior between
pigs by image analysis was proposed [2]. The Kinect depth camera was used to
extract the behavior information of pigs, and the support vector machine was used
to detect attack behavior. This method was cost-effective and effective in terms of
accuracy [3].

In this paper, the OpenPose pose estimation algorithm [4] is used to identify the
key points of pigs, the position and connection information of the key points are
obtained, then the two groups of information are converted into the bone joint angle
and joint spacing of pigs, and then the KNN [5] algorithm was used classification
and recognition of pig posture.

51.2 Materials and Methods

51.2.1 Data Preparation

The experimental data came from a pig breeding base in Ganzhou city, Jiangxi
Province. Cameras were used to shoot the video at different angles and with different
degrees of occlusion. And 4000 images were selected as the training and testing
sample data. The image size was adjusted to 360 pixels × 520 pixels to improve the
training speed of the model.

Labelme image annotation tool was used to annotate the key points and pose
categories of pigs. Finally, Json files with information were used. Key points and
pose category comments are shown in Fig. 51.1.

See Fig. 51.2, the selected image is rotated, mirrored, and scaled to enhance and
expand the sample image.

51.2.2 Pig Pose Estimation

In actual breeding, multiple pigs are raised in a pig pen, so the OpenPose pose
estimation algorithm is adopted in this paper to carry out real-time pose estimation for
multiple pigs. The OpenPose algorithm adopts bottom-up approach and has achieved
good results in real-time pose estimation [4].
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OpenPose Network Architecture

The OpenPose network generates Part confidence maps (PCMs) and Part affinity
fields (PAFs) based on the input images. The former is used to predict the location
of key points, and the latter is used to group key points and finally obtain the attitude
skeleton. The network architecture of OpenPose is shown in Fig. 51.3.

The first 10 layers of VGG19 [6] network were used for feature extraction, and
the feature images were input to the subsequent Stage module for processing. The
Stage module contains two branches, S and L. The S branch is used to generate the
confidence diagram of the key point, and the L branch is used to generate the affinity
domain of the key point. L2 Loss is used to calculate the Loss of each branch, and
the Loss function of the branch is shown in the formula.

f iS =
J∑

j=1

∑

p

W(p) · ∥∥Sij (p) − S∗
j (p)

∥∥2

2
,

f iL =
C∑

c=1

∑

p

W(p) · ∥∥Li
c(p) − L∗

c(p)
∥∥2

2.

(51.1)

Among them, W (p) represents the weight of the key point. If the position is not
marked, 0; otherwise, 1;L∗

c(p) and S∗
j (p) represents the predicted value; Li

c(p) and
Sij (p) represents the true value. The total loss is the sum of the losses of each branch,
as shown in the formula (51.2),

f =
T∑

t=1

(
f iS + f iL

)
(51.2)
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Starting from the second Stage module, the input of the module consists of three
parts, the feature diagram F, the output of Si−1, and the output of Li−1, as shown in
the formula (51.3).

Si = ρi
(
F,Si−1,Li−1

)
,∀i ≥ 2,

Li = φi
(
F,Si−1,Li−1

)
,∀i ≥ 2.

(51.3)

OpenPose components

Part confidencemaps are used to represent the position of the key point. TheGaussian
function is used to create the confidence graph of the key point. The value of each
pixel in the confidence graph represents the confidence degree of the position, which
is calculated by the formula (51.4).

g(x, y) = 1

2πσ 2
e− ((x−x ′)2+(y−y′)2)

2σ2 . (51.4)

In this paper, the PCMs output contains 12 porcine key point location information
and one containing background information. The background information serves as
input to the next Stage, where better semantic information can be obtained. When σ

set to 0.008, the output looks like Fig. 51.4.

Channel 0: PCM of  Head Channel 1: PCM of Neck

Channel 2: PCM of Back

Fig. 51.4 PCMs output. There are two regions with high confidence in the channel 2, so it can be
judged that there are two pigs in the input image
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Fig. 51.5 Left front leg of pig

Part affinity fields are used to judge the affinity between different key points. Each
pixel in the PAF region holds a two-dimensional vector, which is used to represent
the directional information of the bone. Take the left front leg as an example, as
shown in Fig. 51.5. x j1,k and x j2,k respectively represent the position coordinates of
the left front elbow and the left front hoof.

For position p, its vector is expressed by the formula (51.5).

L∗
c,k(p) =

{
v, if p on limb c, k
0, otherwise

. (51.5)

c is the index of the limb, and v = (x j2,k−x j1,k)
‖x j2,k−x j1,k‖2

represents the pointing unit vector.

For different positions use formula (51.6) to determine whether it is on the limb.

0 ≤ v · (p − x j1,k) ≤ lc,k

and
∣∣v × (p − x j1,k)

∣∣σl ,
(51.6)

where lc,k = ∥∥x j2,k − x j1,k

∥∥
2 indicates the length of the limb, and σl indicates the

width of the limb. For any two key points d j1 and d j2 , the affinity between the key
points can be calculated using formula (51.7),

E =
∫ u=1

u=0
Lc(p(u)) · d j2 − d j1∥∥d j2 − d j1

∥∥
2

du. (51.7)

p(u) is obtained by position and interpolation, and the calculation is shown in the
formula (51.8)

p(u) = (1 − u)d j1 + ud j2 . (51.8)

11 limbs are defined in this paper, as shown in Fig. 51.6.
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Antedorsal

Neck

Right front upper leg

Right front lower leg

After back
Left rear upper leg
Right rear upper leg

Left rear lower leg
Right rear lower leg 

Left front upper leg

Left front lower leg

Fig. 51.6 Definition of pig limbs

In this paper, there are 22 PAFs output channels, including 11 limb direction
vectors. When σl set to 0.0015, the key affinity domains of 11 limbs are obtained, as
shown in Fig. 51.7.

PAF of left front upper leg

PAF of after back

PAF of Neck

PAF of antedorsal

Fig. 51.7 PAFs output. The arrow direction of the output of PAF of the limb represents the direction
of vectors in the affinity domain of key points



540 G. Li et al.

A set of discrete candidate positions of key points can be obtained
from the confidence graph of key points. All candidate key points consti-

tute a set DJ =
{
dm
j : for j ∈ {1 . . . J },m ∈ {

1 . . . N j
}}

, define variables

zmn
j1 j2

∈ {0, 1} to indicate candidate key points and whether dm
j1

and
dn
j2

can be joined to get the collection. Therefore, get the set Z ={
zmn
j1 j2

: for j1, j2 ∈ {1 . . . J },m ∈ {
1 . . . N j1

}
, n ∈ {

1 . . . N j2

}}
when only the limb

c is considered, the two key points corresponding to it are respectively represented
by j1 and j2, and the candidate set corresponding to the key point is respectively
represented by Dj1 and Dj2 , then the objective function is shown in the formula
(51.9),

max
Zc

Ec = max
Zc

∑

m∈Dj1

∑

n∈Dj2

Emn · zmn
j1 j2 ,

s.t. ∀m ∈ Dj1 ,
∑

n∈Dj2

zmn
j1 j2 ≤ 1,

∀n ∈ Dj2 ,
∑

m∈Dj1

zmn
j1 j2 ≤ 1.

(51.9)

Ec represents the sum of weights corresponding to the trunk c, Zc is the subset Z
corresponding to the trunk c, and Emn is the affinity of the key point dm

j1
and dn

j2
. For

all the torsos, the optimization objective function is transformed into the formula
(51.10),

max
Z

E =
C∑

c=1

max
Zc

Ec. (51.10)

51.2.3 Attitude Classification of Pigs

Typical posture of pigs

Four typical pig postures were defined, including crawling, lying on one’s side,
standing, and sitting. The four attitudes are shown in Table 51.1.

Attitude feature extraction

In this paper, a mixture of joint angles and joint spacing is used to describe the
posture of pigs. Take any two segments of bone in an individual pig as an example,
the coordinates of the corresponding key points are A(x1, y1), B(x2, y2), C(x3, y3),
D(x4, y4), then the joint angle θ can be calculated by formula (51.11), and the joint
spacing L can be calculated by formula (51.12),
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Table 51.1 Schematic diagram of four kinds of pigs

Type Schematic diagram

Prone position

Lateral position

Standing position

Sitting-dog position

cos θ =
−→
AB · −→

CD

(|−→AB| · |−→CD|)
, (51.11)

L = LMN

d

√
(x1 − x2)

2 + (y1 − y2)
2. (51.12)

LMN is the head height of the individual, and d is the standard head height.
In this paper, 10 groups of joint angle characteristics and 15 groups of joint spacing

characteristics were defined. The angle position of each joint was shown in Fig. 51.8,
and the distance position of each joint was shown in Fig. 51.9. 10 groups of joint
angles.

Pig attitude classification method based on KNN algorithm

When an unknown sample is input, among the K samples closest to the unknown
sample, the category that accounts for more determines the category of the unknown

Fig. 51.8 10 groups of joint
angles
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Fig. 51.9 15 groups of joint spacing

sample [5]. In this paper, the Euclidean distance is used to represent the distance
between the unknown sample and the sample in the feature space. The Euclidean
distance between two points x1(x11, x12 . . . , x1n) and x2(x21, x22 . . . , x2n) in the n
dimensional feature space can be calculated by the formula (51.13),

L2 =
√√√√

n∑

i=1

(x1i − x2i )
2. (51.13)

In the process of experiment, this paper adopts normalization treatment for the
values of all sample features and determines the value of K through cross validation.
The algorithm process is shown in Fig. 51.10.

51.2.4 Evaluation Indicators

In this paper, the Accuracy (Acc), the Precision (P), the Recall (R), the F1 score, and
Frames per second (FPS) were used as evaluation indexes of the model, which were
calculated by formula (51.14),
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End

Given a smaller value of K

Data normalization

KNN model  

Test set

Adjust the values of K

Whether the identification results of 
training set and test set meet the requirements

Start

No

Yes

Cross validation

Fig. 51.10 Pose recognition training and testing process based on KNN algorithm

Acc = T P+T N
T P+T N+FP+FN ,

P = T P
T P+FP ,

R = T P

T P + FN
,

F1 = 2 · P · R
P + R

,

FPS = frameNum

elapsedT ime
.

(51.14)

TP represents the true example, TN represents the true counter example, FP resents
the false positive example, FN represents the false counter example, frameNum
represents the image frame number, and elpsedTime represents the time interval.

51.3 Results and Discussion

Theexperimental platformGPUadoptsNVIDIAGTX1080TI, 11GBvideomemory,
16G installation memory, TensorFlow version 2.1.0, Python version 3.6 Related
experimental parameters are shown in Table 51.2.

The image data of the test set was input into the pose recognition model, and
the pose category of pigs was predicted. The recognition results were shown in
Table 51.3.
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Table 51.2 Experimental parameters

The parameter name The parameter value

Image size 360 × 520

Epoch 50

Batch size 10

Learning rate 0.001

σ 0.008

σl 0.0015

KNN algorithm initial K value 20

Table 51.3 Attitude recognition results

P R F1 Support

Prone position 0.94 0.92 0.93 912

Lateral position 0.92 0.94 0.93 875

Standing position 0.93 0.92 0.92 922

Sitting-dog position 0.93 0.92 0.92 875

Accuracy 0.93 0.93 0.93 0.93

Macro avg 0.93 0.93 0.93 3584

Weighted avg 0.93 0.93 0.93 3584

It can be seen from Table 51.3 that the average accuracy of pig attitude classifica-
tion algorithm based on KNN algorithm, which takes joint angle and joint spacing
as input features, is more than 93% for pig attitude recognition. Among them, the
recognition accuracy of prone position is the highest, reaching 94%, while the recog-
nition accuracy of lateral position is lower, reaching 92%. The reason for the low
recognition accuracy of lateral position may be that there are more key points on the
body of pigs when they are lying on their side, which leads to less characteristics
of input joint angle and joint spacing, and thus reduces the recognition accuracy of
posture.

During the experiment, the FPS of the model is stable between 10 and 12, and the
real-time performance is normal. It may be because the first ten layers of VGG19
network are used as the feature extractor, which makes the model a large amount of
computation and takes a long time. However, through the observation of the daily
behavior of pigs, it is found that the posture of pigs is relatively fixed within a period
of time. Themodel canmeet the requirements of real-time recognition of pig posture.
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51.4 Conclusions

In this paper, a pig pose recognition method based on deep learning is proposed
for pig pose recognition. Firstly, the collected images were input into the OpenPose
pose estimation model to obtain the coordinate information of the key points and
the connection information of the key points. The two groups of information were
converted into joint angle features and joint spacing features, which were input into
the KNN algorithm to classify the poses of the pigs. The experimental results show
that the accuracy of the model for pig attitude recognition is more than 93%, and the
FPS is between 10 and 12, which is a method with both accuracy and speed.

However, this method also has some limitations: (1) the data are collected in the
same breeding base and the scene is single; (2) the recognition speed is slow. In
view of the above problems, the following research will further expand the data set
and optimize the attitude estimation model and attitude classification algorithm to
improve the detection efficiency under the condition of ensuring the accuracy.

Acknowledgements Foundation items: National Natural Science Foundation of China
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Chapter 52
Research on Data Management
Technology of Construction Project
Planning Completion Survey

Lijun Wei

Abstract As the process of urban modernization is accelerating, the scale of the
urban construction industry is expanding. At the same time, rapid economic devel-
opment has promoted the increase in construction demand, which has led to a gradual
increase in construction planning projects. Planning completion measurement is
an important environment in a construction project, and the measurement level is
directly related to the construction quality of the construction project. In addition
to data measurement, data management also occupies an important proportion of
planned completion measurement. Therefore, it is very important to integrate data
management technology to optimize the planning of the completion measurement
process. To this end, this article analyzes the construction project planning comple-
tionmeasurement accuracy evaluationmethod, further explores the datamanagement
technology, and constructs the corresponding data model, aiming to provide some
useful references, improve the measurement process, and improve the measurement
accuracy.

52.1 Introduction

With the rapid social and economic development, the country is also paying more
and more attention to urban modernization and development. As an important part of
social development, cities are important carriers and signs of social modernization [1,
2]. Accelerating urban modernization is an effective way to promote the sustainable
development of the national economy and the harmonious development of society.
In this macro policy environment, local governments have increased their policy
support for construction projects and effectively promoted the innovative develop-
ment of the construction industry. As the scale of the construction industry expands,
the corresponding construction engineering planning projects also increase [3, 4]. As
part of the construction project, the planned completion measurement can effectively
speed up the measurement data processing efficiency by applying data management
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technology, ensure that the measurement process is more standardized and scientific,
and improve the accuracy of themeasurement data. Based on this, analysis and explo-
ration of construction project planning completion measurement data management
technology is an important content of this paper [5–7].

52.2 Completion Measurement and Model Construction
of Architectural Engineering Planning

52.2.1 Evaluation Method of Construction Project Planning
Completion Measurement Accuracy

In the process of construction project planning and completion measurement, CORS
technology and three-dimensional laser scanning technology, two surveying and
mapping technologies, have more in-depth applications. CORS is a new surveying
and mapping technology based on network technology. It has a variety of character-
istics. It can measure and plan completed project data in real time, and dynamically
track spatial attribute data, providing real and reliable data basis for relevant depart-
ments. The core of 3D laser scanning technology is different from the former. It
measures the horizontal and vertical angles of the laser beam and the distance from
the target to the center of the instrument, and then calculates the 3D coordinates of
the measuring point according to the measured distance, as follows:

⎡
⎣
x
y
z

⎤
⎦ =

⎡
⎣
r cos θ cosφ

r cos θ sin φ

r sin θ

⎤
⎦ ↔

⎡
⎣
r
θ

φ

⎤
⎦ =

⎡
⎢⎢⎣

√
x2 + y2 + z2

tan−1

(
z√

x2+y2

)

tan−1
( y
x

)

⎤
⎥⎥⎦ (52.1)

52.2.2 Construction of the Construction Project Planning
Completion Measurement Accuracy Evaluation Model

Accuracy evaluation model of planning completion measurement based on
CORS technology

In the actual measurement process, the planning and completion measurement accu-
racy assessment based on CORS technology can start from two perspectives, the
first perspective is internal measurement, and the second perspective is external
measurement.

The specific method of internal accuracy measurement is as follows: select the
measurement area, select a certain number of points in the area, and use the selected
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points as the measurement points. Use CORS technology to perform interval testing
on these points, and collect the coordinate information of the test points in turn. The
coordinate data and average value are compared with the test results, The internal
measurement accuracy can be judged by observing the error value between the two.
The specific calculation formula is as follows:

M = ±
√

vv

n − 1
(52.2)

In the calculation formula, M represents the internal measurement accuracy of
CORS technology in the three directions of x, y, and h, v represents the deviation of
each measurement result from the arithmetic average in the three directions, and n
represents the number of measurements. By observing the change of the M value,
you can clearly grasp whether the measurement result is stable. If the value of M is
smaller, it means that the measurement result is more stable, which means that the
degree of stability of the completion measurement data of the construction project
is also higher.

Different from the internal accuracy measurement method, the external accu-
racy measurement can introduce external data for testing. The specific process
is as follows: select a fixed area, which includes the CORS service area and the
surrounding area. In the selected area, select a certain number of known points and
use these known points as test points. Continuously observe the test points, record
the observation results, count the coordinate information of each test point in the
three directions x, y, and h, and calculate the final difference. The specific calculation
formula is as follows:

M = ±
√

��

n − 1
(52.3)

In the calculation formula, M represents the external measurement accuracy of
CORS technology in the three directions of x, y, and h, n represents the number of
measurements, and� represents the deviation between each measurement result and
the arithmetic average in three directions. By observing the change of the M value,
we can clearly grasp whether the measurement result is accurate. If the value of M
is smaller, it means that the measurement result is more accurate, which means that
the accuracy of the completion measurement data of construction project planning
is also higher.

Planning the completion measurement accuracy evaluation model based on 3D
laser scanning technology

In the process of construction project planning and completion measurement, the
geometric form of the tested building will affect the quality of the scanned point
cloud to a certain extent, and then affect the actual scanning effect. To this end, in
order to further explore the influence of different geometric conditions on the quality
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of the scanned point cloud, the next step will be an in-depth discussion from the
angle of incidence.

In a sense, the scanning geometric conditions of the 3D laser scanning technology
are usually determined by its own geometric erection position and the scanned object.
Here, the vector is expressed as

Pi = [xi , yi , zi ]i=1,··· ,n

In the vector, P represents the direction vector of the laser beam vector emitted
by the scanner to the surface of the scanned object, n represents the number of points
in the scanned point cloud, and x, y, and z represent three different dimensions,
respectively. On the basis of the vector, the incident angle is taken as the angle
between the direction vector of the laser beam and the normal vector of the scanned
object surface, and the following formula is obtained:

αi = cos−1

(
Pi ∗ N

|Pi‖N |
)

(52.4)

According to the incident angle formula, determine the specific range of the
incident angle

[
0 < αi < π

2

]
. Due to the divergent characteristics of the laser beam,

when it hits the surface of the object, a circular mark will appear. When the incident
angle is zero, the laser beam energy presents a circular state. At this time, if the
distance between the scanner and the object is farther, will be larger, indicating
that the signal reflection intensity of the three-dimensional scanner is also lower.
If the incident angle is not zero, the circular mark will transform into an elliptical
shape. At this time, if the distance between the scanner and the object is farther, the
elliptical mark will become longer, indicating the signal reflection intensity of the
three-dimensional scanner is also higher.

52.3 Construction Project Planning Completion
Measurement Data Management Technology
and Model Construction

In addition to data measurement, data processing is also very important in the
completionmeasurement process of construction engineering planning. In particular,
different building completion projects have different requirements for measurement
data types, scope, and accuracy, and higher standards are also set for data measure-
ment and processing technology. Therefore, in order to meet the requirements of
different projects, the staff tried to apply the data processing technique of scale
transformation to manage the measurement data and constructed the corresponding
model.
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The scaling conversion is to convert the corresponding parameter value into a
measured engineering quantity value that can directly display the dimension, that
is, to convert the standard parameter value into a value that people can intuitively
understand. In this way, it is convenient for the staff to be more clear about the size
of the measured parameters when carrying out the construction project planning and
completion measurement, so as to more accurately measure the data and improve the
quality of work. From a principle point of view, the scale conversion is to transfer the
parameter value from the sensor to the AD terminal through the amplifier, and then
from the AD terminal to the computer terminal, and translate the parameter value
into the value you want, and finally “translate” the value Send to the digital tube for
display.

52.3.1 Linear Scale Transformation Method

There are two types of scaling methods: linear and non-linear. Among them, linear
scaling is themost commonly usedmethod of scaling.When there is a linear relation-
ship between the sensor output signal of the measuring instrument and the measured
parameter, then the staff can use the linear scale transformation method to process
the data. The specific formula is

Ax = (Am + A0)
Nx − N0

Nm − N0
+ A0 (52.5)

In the linear scale conversion formula, Ax represents the actual measured value,
Am indicates the upper limit of a measuring instrument (the maximum value of
the measuring range), A0 indicates the lower limit (the minimum value of the
measuring range) of a measuring instrument at a time, Nx represents the digital
quantity corresponding to the actual measured value, Nm indicates the digital quan-
tity corresponding to the upper limit of the instrument, and N0 indicates the digital
quantity corresponding to the lower limit of the instrument.A0, Am , N0, and Nm are
all constants. In order to further simplify the procedure, the lower limit of many
measuring instruments A0 is usually set to 0; the simplified formula is

Ax = Am
Nx

Nm
(52.6)

From the simplified linear scale conversion formula, it can be found that when the
upper limit value of a measuring instrument and the digital quantity corresponding
to the upper limit of the meter are both constant values, the actual measured value
is directly related to the digital quantity corresponding to the actual measured value.
The larger the actualmeasurement value, the larger the digital quantity corresponding
to the actual measurement value. Therefore, the co-workers can directly observe
the actual measured values if they want to know the size relationship between the
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measured values when they perform the completion measurement of the construc-
tion project planning. Moreover, by comparing the actual measured value with the
required parameter value, the staff can also grasp the gap between the actual situation
of the construction project and the established goal in time, so as to take targeted
measures to optimize and improve the project implementation plan to ensure the
overall construction project quality of work.

52.3.2 Non-Linear Scaling Method

The prerequisite for the staff to use the non-linear scale transformation method for
the completion measurement of the construction project planning is that there is a
non-linear relationship between the sensor output signal of the measuring instrument
and themeasured parameter. Therefore, when the staff chooses the non-linear scaling
transformation method as the data processing technology, the differential pressure
method is used as an example to measure the flow rate. The relationship between the
flow rate and the differential pressure is shown in (52.7), whereQ represents the fluid
flow rate, and K represents the flow rate. Scale factor �P represents the differential
pressure before and after the throttling device.

Q = K
√

�P (52.7)

It can be seen from the relational formula that the fluid flow rate and the square
root of the pressure difference generated before and after the fluid to be measured
flows through the throttling device is a proportional functional relationship. The scale
conversion formula is

Qx = (Qm − Q0)

√
Nx − N0

Nm − N0
+ Q0 (52.8)

In the non-linear scale transformation formula,Qx represents the measured value
of the flow rate of the liquid being measured,Qm represents the upper limit of the
differential pressure flowmeter, Q0 represents the lower limit of the differential pres-
sure flow meter, Nx represents the digital quantity corresponding to the differential
pressure measured by the differential pressure flow meter, Nm represents the digital
quantity corresponding to the upper limit of the differential pressure flow meter, and
N0 represents the digital quantity corresponding to the lower limit of the differential
pressure flowmeter.When Q0 is set to 0, the non-linear scale transformation formula
can be simplified as

Qx = Qm

√
Nx

Nm
(52.9)
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From the simplified non-linear scaling conversion formula, it can be found that
there is a close relationship between the measured flow rate of the liquid being
measured and the digital quantity corresponding to the differential pressuremeasured
by the differential pressure flow meter. The differential pressure is measured by the
differential pressure flow meter. The larger the digital value corresponding to the
value, the larger the measured flow rate of the liquid being measured.

52.4 Conclusion

In the process of construction project planning and completion measurement,
measurement accuracy is easily affected by factors such as measurement range and
incident angle. In addition, data management is also closely related to data measure-
ment. For this reason, the staff should make full use of data processing techniques
whenmakingmeasurements, such as scale conversion, to transform parameter values
into their desired values, so as to more clearly define the measurement objectives,
standardize the measurement process, and improve the accuracy of the measure-
ment results. The study provides scientific data basis for subsequent construction
project planning and project decision-making. Due to the limitation of the length
of the article, the research on the completion measurement data management tech-
nology of construction engineering planning in this article is not in-depth and perfect
enough. In the future, we should continue to pay attention to the research trends of the
completion measurement data management technology of construction engineering
planning, enrich the research experience, and make up for the lack of research in this
article.

Completion survey is a surveying and mapping work. Compared with quality
management, the surveying and mapping engineering quality control system is more
institutionalized and systematic. Quality management is the basis for the establish-
ment of surveying andmapping engineering quality control systems. Due to the large
number of surveying andmapping enterprises in China, it is necessary to conduct on-
site investigation before capital investment, understand the details of each enterprise,
and formulate the distribution plan to ensure the quality of surveying and mapping
products, improve the level of science and technology, and ensure the integrity of
data. In the process of recruiting talents, it is necessary to conduct a comprehen-
sive and reasonable review of talents, improve the staff’s sense of teamwork while
ensuring the professional knowledge and scientific quality of talents, and establish
an all-round and high-quality talent team.
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Chapter 53
Research on Active Suspension System
of Heavy Commercial Vehicle Controlled
by PID Controller Based on Genetic
Algorithm

Yitong Wang, Ke Chen, and Mingming Dong

Abstract Heavy commercial vehicles have high requirements for ride smoothness
due to their objective requirements. In order to study the characteristics of their
suspension system, 1/4 passive suspension and 1/4 active suspension models were
established, respectively. Firstly, the front axle data and road excitation model of the
experimental sample vehicle are substituted into 1/4 passive suspension; the relia-
bility of the simulation parameters is verified by comparing the vertical acceleration
of the body with the data collected from the real vehicle vibration test. MATLAB
Simulink platform was used to compare and analyze the performance of the passive
suspension, traditional PID control active suspension, and genetic algorithm PID
control active suspension with the body vertical acceleration, suspension dynamic
travel, and suspension dynamic load as indexes. The simulation results show that the
genetic algorithm PID active suspension system can improve the ride smoothness of
heavy commercial vehicles, which lays a theoretical foundation for the subsequent
bench test of active suspension of the front axle of heavy commercial vehicles to a
certain extent.

53.1 Introduction

Suspension is a general term for all the power transmission connection devices
between the frame and the wheel (axle). Its performance directly affects the ride
smoothness, controllability, and road condition adaptability of the car. According to
different principles, suspension is currently mainly divided into passive suspension,
semi-active suspension, and active suspension [1, 2].
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Traditional passive suspension consists of a spring-damping structure, and its
stiffness and damping are fixed, so the adaptability to different road conditions is
poor. Based on the traditional suspension structure, active suspension can actively
adjust the stiffness and damping according to the motion state of the vehicle and
the size of road feedback excitation [3]. The essence of active suspension is to
continuously apply regulating force to improve ride smoothness, controllability, and
comfort of the vehicle.

If the active suspension is adopted, it is necessary to design the system control
strategy. At present, the relevant control strategies mainly include neural network
fuzzy control, immune control, PID control, and fuzzy PID control [4]. Traditional
PID has been widely used due to its high control accuracy and good robustness, but
its parameter determination has some blindness. Due to the popularization of genetic
algorithm in recent years, genetic algorithm has become an effective approach for
PID parameter tuning [5].

Heavy commercial vehicles have high requirements for ride smoothness due to
their objective requirements. This paper takes the vertical acceleration of the body,
suspension travel, and dynamic load as the research targets. The simulation param-
eters are determined by comparing the real vehicle test and the simulation test of
passive suspension. Finally, the performance index obtained by the active suspen-
sion simulation design is compared with the performance index after the passive
suspension simulation, which verifies that the ride smoothness of heavy commercial
vehicles is greatly improved after the genetic algorithm PID control.

53.2 Basic Model Building

53.2.1 Establish a ¼ Suspension Model

The two-degree-of-freedom suspension systemmodel has the basic characteristics of
solving practical problems, which can better express the mechanical characteristics
of the suspension, and the simple system structure greatly reduces the description
of the system parameters and makes calculation easier. Therefore, the ¼ suspension
system model is widely used to study the vertical vibration of vehicle body caused
by road roughness. The function of passive suspension is to highlight the control
effect of active suspension system, dynamic models of 1/4 passive suspension and
1/4 active suspension are established, respectively, based on Newton’s second law,
as shown in Figs. 53.1 and 53.2.

In Fig. 53.1, ma is the unsprung mass, mb is the sprung mass, Kt is the tire stiff-
ness, Ks is the suspension system stiffness, Cs is the suspension system damping
coefficient, xq is the road surface displacement function, xa is the vertical displace-
ment of the equivalent unsprung mass, and xb is the vertical displacement of the
suspension sprung mass. The dynamic equation is shown in (1):
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Fig. 53.1 1/4 passive
suspension model

Fig. 53.2 1/4 active
suspension model

mb
..
xb +Cs(

.
xb − .

x
a
) + Ks(xb − xa) = 0

ma
..
xa +Cs(

.
xa − .

xb) + Ks(xa − xb) + Kt (xa − xq) = 0
(53.1)

In Fig. 53.2,ma is the unsprungmass,mb is the sprungmass, Kt is the tire stiffness,
Ks is the suspension system stiffness, Cs is the suspension system damping coeffi-
cient, xq is the road surface displacement function, xa is the vertical displacement of
the equivalent unsprung mass, and xb is the vertical displacement of the suspension
sprung mass. The main principle of the active suspension control is to collect the
vertical acceleration information of the sprung mass and the unsprung mass by the
sensor, and transmit the acquired analog signal to the ECU. The control signal is
transmitted to the active suspension system through the analog-to-digital conversion
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and computational processing of the ECU to control the dynamic changes of its stiff-
ness and damping. For the convenience of research, this paper idealized it as a force
regulating device for active suspension, and transmitted the signal processed by ECU
to the actuator to generate the reverse regulating force adapted to the acceleration
direction of the wheel and body [6]. The output regulating force of the actuator is
Fs . On this basis, the kinetic equation can be established as shown in (53.2):

mb
..
xb +Cs(

.
xb − .

x
a
) + Ks(xb − xa) + Fs = 0

ma
..
xa +Cs(

.
xa − .

xb) + Ks(xa − xb) + Kt (xa − xq) − Fs = 0
(53.2)

53.2.2 Build the Road Excitation Model

The random road excitationmodel in this simulation is established by the white noise
filtering method; the mathematical model is shown in (53.3):

·
q(t) = W (t) − avq(t) (53.3)

In Eq. (53.3), q(t) is road excitation; W (t) is white noise; a is road roughness
coefficient; and v is the speed.On this basis, a random roadmodel is built inMATLAB
Simulink, as shown in Fig. 53.3.

Considering that the road surface spectrum of China is basically within the range
of B and C, the national standard B-class road surface is selected, where the road
power spectral density isGq(n)= 6.4× 10−5m2/m−1, the speed is selected as 20m/s,
and the reference space frequency is n = 0.1 m−1. The time domain curve and the
PSD of B-grade road roughness are obtained as shown in Figs. 53.4 and 53.5:

Fig. 53.3 White noise filtering random road model
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Fig. 53.4 Time domain curve of class B road roughness

Fig. 53.5 PSD of class B road surface

53.3 Establish the Genetic Algorithm PID Optimal Control
Model

For a different control system, the traditional PID setting parameters are often not
the most ideal control parameters, resulting in the performance of the process control
system not achieving the desired effect, and the control effect of the PID controller
cannot get into full play. Therefore, it has great practical application value to design a



560 Y. Wang et al.

Fig. 53.6 PID model

technology that can automatically adjust PID controller parameters [7, 8]. Establish
the PID controller Simulink model as shown in Fig. 53.6.

The input is the vertical acceleration of the body, the input reference value is
0 m/s, and the output is the actuator control force F. The formula is (53.4).

F = kpe(t) + ki

∫ T

0
e(t)dt + kd

de(t)

dt
(53.4)

In order to solve the above problems existing in traditional PID parameter tuning,
this paper adopts a genetic algorithm to optimize PID parameters. The design
flowchart of PID control based on genetic algorithm is shown in Fig. 53.7.

Firstly, the basic idea is to select Kp, Ki , and Kd as design variables and expect
the minimum vertical acceleration of the body. Therefore, the minimum root mean
square value of the vertical acceleration of the body is taken as the objective function.

min J =

√√√√�N
i=1(

..
z
b
(i)2)

N
(53.5)

In Eq. (53.5), N is the number of data points; and i= 1, 2,…,N ;
..
z
b
(i) is the vertical

acceleration of the car body.
The design process of the genetic algorithm is as follows:
The initial population is generated first: the Binary coding is used for the initial

population coding, and each chromosome is a real vector.

Assign values to K p, Ki , and Kd of the encoded chromosomes, and then substitute
them into the PID control model to solve the regulating force F, and run the whole
system model to get the fitness function value.

To calculate the population fitness function value, the optimization objective of
the fitness function value L of the genetic algorithm is set as follows:
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Fig. 53.7 Design process of the Genetic algorithm PID controller

L = 1

RMS [ ..
zb] (53.6)

In order to ensure the improvement of the vertical acceleration condition of the
body and improve the controllability of the car, this design restricts the dynamic
deflection of the suspension, and the limiting conditions are shown in (53.7) and
(53.8):

max(zb(i) − za(i)) ≤ 0.3 (53.7)
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√∑N
i=1 (zb(i) − za(i))2

N
≤ 0.1 (53.8)

Select, cross, and mutate to retain the best target and get a new population for
the next round of the genetic algorithm.

53.4 Establish System Model

53.4.1 Simulation Parameter Verification and Determination

By introducing the road spectrum generated above into the simulation road surface
generation software, the corresponding B-class random road surface excitation can
be generated in the American MTS 320 series road simulation hydraulic test bench.
Arrange the vertical acceleration sensors at 1/4 body and axle head of the test sample
vehicle, then compare the measured actual acceleration values with the simulated
acceleration information of the theoretical passive suspension to verify the correct-
ness and feasibility of the simulation parameters. The comparison of sample vehicle
test pictures and test results is shown in Figs. 53.8 and 53.9.

TheRMSvalue of vertical acceleration obtained by real vehicle test is 0.6571m/s2,
and the RMS value of vertical acceleration obtained by 1/4 passive suspension simu-
lation based on a real vehicle suspension system parameters is 0.6191m/s2. Consider
that in the actual test exist some complex engineering problems such as asynchrony of
data acquisition and differences between actual and theoretical parameters, combined
with acceleration curve fitting trend, and by comparing the root mean square value
of parameters, we found that the simulation results are close to the actual test results,
so these parameters can be used for the subsequent active suspension simulation

Fig. 53.8 Sample vehicle
test
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Fig. 53.9 Body vertical acceleration contrast curve

Table 53.1 The simulation
parameters

Parameter Numerical

ma/kg 150

mb/kg 2500

Ks/(N · m−1) 192,000

Kt/(N · m−1) 50,000

Cs/(N · s · m−1) 10,000

design. Table 53.1 shows some parameters of the front axle suspension based on the
test sample vehicle.

53.4.2 Build SIMULINK System Model

The GA-PID control model of the 1/4 passive suspension system and 1/4 active
suspension system of the vehicle was established in MATLAB/Simulink software,
as shown in Fig. 53.10. It is mainly composed of the ¼ active and passive suspension
model and genetic algorithmPIDmodel. The input signal is the road excitationmodel
mentioned above, and the output signal is the body vertical acceleration, suspension
dynamic travel, and suspension dynamic load of 1/4 active and passive suspension,
respectively.
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Fig. 53.10 System simulation model

53.5 Simulation Experiment and Result Analysis

The initial conditions for setting the genetic algorithm are as follows: the search
range of Kp, Ki , and Kd parameters is [1,2000], with the binary code, the population
number is 100, the maximum evolutionary algebra is 230 generations, the crossover
probability is 0.85, and the mutation probability is 0.1. The initial population is
randomly generated by the computer within the range of variables. The optimized
results are obtained by substituting them into the above model: Kp = 1001.2, Ki =
496.15, and Kd = 1.25. Figures 53.11, 53.12, and 53.13 are the curves of simulation
results of body vertical acceleration, suspension travel, and dynamic load before and
after PID control and genetic algorithm optimization. The root mean square values of
each performance are shown in Table 53.2. As you can see from the chart, the active
suspension under the PID control compared to the passive suspension in the body

Fig. 53.11 Body vertical acceleration curve
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Fig. 53.12 Suspension dynamic travel

Fig. 53.13 Dynamic load

Table 53.2 Comparison of suspension performance

Root mean square value of
evaluation index

Passive suspension PID control Genetic algorithm-PID
control

Vertical acceleration of the
body (m/s2)

0.6191 0.3686 0.2897

Dynamic load (N) 1.4225 × 103 825.7994 687.7302

Suspension dynamic travel
(m)

0.0068 0.0053 0.0046

vertical acceleration, suspension travel, and dynamic load has large improvement.
After a genetic algorithm to optimize PID controller, comparedwith the ordinary PID
control of active suspension in the body vertical acceleration comfort increased by
21.4%, the ride smoothness of suspension dynamic travel is improved by 16.72%, and
the ride smoothness of suspension dynamic load is improved by 13.21%. Therefore,
it can be concluded that the PID control optimized by a genetic algorithm plays a
great role in improving the ride smoothness of heavy commercial vehicles.
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53.6 Conclusion

Based on the front axle parameters of the test sample vehicle, this paper set up the
two degree-of-freedom quarter master model of passive suspension and the road
excitation model. 1/4 passive suspension was simulated with the help of MATLAB
Simulink platform, and the vertical acceleration data obtained by the simulation was
compared with the data collected from the real vehicle test, and the basic parameters
which can be used for the subsequent 1/4 active suspension simulation research
were determined. The traditional PID and genetic algorithm PID control are used for
further simulation, and the simulation results were compared with the three indexes
of passive suspension, which verifies its role in improving ride smoothness of heavy
commercial vehicles, and also proved the advantage of the active suspension system
optimized by genetic algorithm PID control. To a certain extent, it laid a theoretical
foundation for the subsequent bench test of the active suspension of the front axle of
heavy commercial vehicles.
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Chapter 54
Health Condition Assessment
of Hydraulic System Based on Cloud
Model and Dempster–Shafer Evidence
Theory

Shuaijie Mei, Mei Yuan, Jin Cui, Shaopeng Dong, and Juanru Zhao

Abstract Hydraulic transmission systems are widely used in industry because of
their high output power and compact structure. To cope with the ambiguity and
uncertainty in the process of hydraulic system health monitoring, this paper adopts
the combination of cloud model and Dempster–Shafer evidence theory for multi-
sensor data fusion from three levels: data layer, feature layer, and decision layer,
which effectively avoids the problemof high conflict of evidence inDempster–Shafer
theory and completes the assessment of health status of a complex hydraulic system.
Firstly, the cloud parameters are calculated to establish the expert knowledge base.
Secondly, the membership matrix is used to obtain the basic probability assignments
of the evidence. Then, the fusion decision of combining the same type of sensors with
evidence iterations is used to improve the efficiency of fusion, and finally, Dempster’s
rule is performed to obtain the hydraulic system health status assessment results. The
feasibility and effectiveness of this method are verified on a real data set.
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54.1 Introduction

Hydraulic systems have become indispensable transmission systems in many fields
under their high stability, high transmission ratio, and adaptability to complex oper-
ating conditions [1]. To ensure the reliability of hydraulic systems operating in harsh
environments, it is necessary to monitor the condition health of hydraulic system
components [2]. The first is a model-based approach based on the modeling of
the physical and structural information of the hydraulic system, which usually has
poor monitoring results due to the inability to obtain enough detailed information
about the complex structure. The second is a statistical approach based on histor-
ical measurement data and fault characteristic information [3], including the deep
learning approach [4], which has become popular in recent years, the shortcoming
of this approach is that it requires a large amount of historical data and has high
requirements for data completeness and certainty [5]. Therefore, considering the
problems of uncertainty and randomness in the operation of hydraulic systems, the
above methods are not better applicable. Dempster–Shafer (D–S) evidence theory
is a means of decision-making based on expert experience and has good advantages
in the problem of ambiguity [6]. However, in the process of multi-sensor fusion, the
evidence theory often suffers from the problem of conflicting or even contradictory
evidence frommultiple sources [7]. In this paper, we use the improved D-S evidence
theory combined with the cloud model, which organically combines the fuzziness
and randomness in the concept of uncertainty using cloud model [8], and calculates
the cloud parameters of each state parameter as well as the affiliation degree; then,
the basic probability assignment matrix of each evidence in D–S theory is obtained
from the affiliation degree of each state parameter; further, to solve the problem of
high conflict of evidence in D–S evidence theory, the isomorphic sensor evidence
is averaged and iterated, and finally, dempster rule evidence synthesis is performed
for heterogeneous sensors to obtain the evaluation results of hydraulic system health
status.

54.2 Materials and Methods

54.2.1 Cloud Model Characteristics

Let U be a quantitative domain of arbitrary dimension expressed through exact
numerical values, C be a qualitative concept within this domain, x be a quantitative
value, a random realization of C , x ∈ U , and x be a random number with a stable
tendency for the determinacy μ(x) ∈ [0, 1] of C .

μ : U → [0, 1]∀x ∈ Ux → μ(x) (54.1)
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Then the distribution of x over the theoretical domain U is called a cloud, and
each x is called a cloud drop. The normal cloud model expresses the numerical
characteristics of a qualitative concept in terms of a set of mutually independent
parameters that together reflect the uncertainty and wholeness of the concept, thus
enabling better quantitative analysis [9]. The numerical characteristics of a cloud
usually contain three parameters: expectation Ex , entropy En , and superb entropy
He. λ is a constant value determined according to the ambiguity and randomness of
specific different parameters.

Ex = x =
∑k

m=1 x

k
(54.2)

En = σx =
√
√
√
√1

k

k∑

m=1

(x − x)2 (54.3)

He = λ (54.3)

54.2.2 D–S Evidence Theory

D–S evidence theory is an imprecise inference theory approach that addresses uncer-
tainty due to lack of knowledge, and uses the “identification fram” � to represent
the set of data to be fused, and gives a function m : 2� → [0,1] if it satisfies

m(∅) = 0,
∑

A⊂�

m(A) = 1 (54.5)

Then m is called the set of basic credibility of such identification frame �, if A is
contained in the identification frame �, m(A) is called the basic credibility function
of A. The basic credibility functionm(A) represents the magnitude of the credibility
of A itself.

For an arbitrary set, D–S evidence inference gives a notion of credibility function

Bel(A) =
∑

B⊂A

m(B) (54.6)

Suppose there exists an A contained in this recognition framework �, then give
the following definition:

pl(A) = 1 − Bel
(
A
)
Dou(A) = Bel

(
A
)

(54.7)
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where pl is called Bel ′s likelihood function, and Dou is called Bel ′s doubt function.
Then according to this definition, we can call pl(A) the seeming truth of A, and
Dou(A) can be called the doubtfulness of A. According to the plausibility synthesis
lawproposed byDempster, thenwe give the synthesis law for two plausibility degrees

m(A) = m1 ⊕ m2 =
∑

Ai
⋂

Bj=A m1(Ai )m2
(
Bj

)

1 − ∑
Ai

⋂
Bj=� m1(Ai )m2

(
Bj

) (54.8)

Using m1,m2, . . . ,mn to represent the credibility distribution function of n data,
and these n data are independent of each other, then multiple credibilities can be
written in the following form after fusion:

m(A) = m1 ⊕ m2 ⊕ · · · ⊕ mn =
∑

∩Ai=A

∏m
i=1 mi (Ai )

1 − ∑
∩Ai=�

∏m
i=1 mi (Ai )

(54.9)

54.2.3 Improved D–S Evidence Theory Based on Cloud
Model

The flow chart of improved D–S evidence theory based on the cloud model for
hydraulic system health condition assessment is shown in Fig. 54.1. It mainly
includes the calculation of cloud model feature parameters, the establishment of
cloud model knowledge base, the calculation of membership function and basic
probability assignment, the fusion of D–S evidence, and the fusion result by fusion
decision.

Suppose that there are n classes of faults in the expert system knowledge base
of the system: F1, F2, F3, ...Fn , each class of faults has m characteristic parameters:
xi1, xi2, ..., xim , where xi j ( j = 1, 2, ..m) denotes the jth parameter of the ith class of
faults. In industry, there are two main types of parameters for industrial equipment,
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discrete and continuous parameters, so these two can be modeled separately. The
required a priori knowledge is obtained through historical information to construct
the fault knowledge base.

For the modeling of continuous parameters, since the values of variables are
different under different fault conditions, the cloud with the main action region as
the bilateral constraint region can be used to approximate the modeling. If the value
interval in the fault signal measured under the rth fault mode is [Cmin(r),Cmax(r)],
the median value of the constraint can be adopted as the expected value, and the
specific cloud model parameters are calculated as follows:

Exi j (r) = (Cmin(r) + Cmax(r))

2
(54.10)

Eni j (r) = (Cmin(r) + Cmax(r))

6
(54.11)

Hei j = λ (54.12)

For the modeling of discrete parameters, the cloud model of the expert system
fault knowledge base can be established directly by experimentally measuring the
mathematical expectation and standard deviation of the variable parameters (see
54.2–54.4). For the characteristic variables of discrete parameters, the membership
degree is calculated as follows, which is the same as continuous parameters.

μi j = e

−(x j−Exi j)
2

2(E ′
ni j)

2

(54.13)

where μi j (k) is the membership degree of the jth characteristic parameter of a fault
signal obtained by the measurement with respect to the jth characteristic pattern of
the i-th class of faults in the expert knowledge base, Exi j denotes the expectation
value previously obtained in the expert knowledge base, and E ′

ni j is a normal random
number generated with the entropy Eni j as the expectation and the superentropy Hei j

as the standard deviation and the normal random number generated. This leads to
the affiliation matrix

Rm×n =

⎡

⎢
⎢
⎢
⎣

μ11 μ12

μ12 μ22

· · · μn1

· · · μn2
...

...

μ1m μ2m

...
...

· · · μnm

⎤

⎥
⎥
⎥
⎦

(54.14)

To improve the credibility and accuracy of the fusion results, the membership
degree matrix Rm×n is normalized.
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γi j = μi j/

n∑

i=1

μi j , j = 1, 2, . . .m (54.15)

The uncertainty of the actual measurement signal due to the errors caused by the
circumstances such as the measurement environment and the measurement method
in the actual project is represented by the variable θ . Wheremax(μi1, μi2, . . . , μnm)

denotes the maximum value of each element in each row of the membership degree
matrix.

θ j = 1 − max(μi1, μi2, . . . , μnm), j = 1, 2, . . .m (54.16)

Thus, the basic probability assignment function can be computationally deter-
mined as

{
m

(
� j

) = θ j , j = 1, 2, . . .m
m

(
Fi j

) = (1 − θ j )γi j , i = 1, 2, . . . n
(54.17)

wherem
(
� j

)
denotes the basic probability assignment of the jth evidence uncertainty

in the test sample, and m
(
Fi j

)
denotes the basic probability assignment of the jth

characteristic parameter of the fault signal obtained from themeasurement compared
to the jth characteristic value of the ith fault in the expert knowledge base. The basic
probability assignment matrix Mm×(n+1) for m rows and n + 1 columns can be
obtained after considering both measurement data and uncertainty

Mm×(n+1) =

⎡

⎢
⎢
⎢
⎣

m(R11) · · ·
m(R12) · · ·

m(Rn1) θ1

m(Rn2) θ2
...

. . .

m(R1m) · · ·
...

...

m(Rnm) θm

⎤

⎥
⎥
⎥
⎦

(54.18)

In order to solve the problems of low sensitivity among fault features, high conflict
among fused evidence and large uncertainty, this study determines the weights of
fused evidence by two aspects and reallocates the weights by the uncertainty coeffi-
cient ωσ

j and the overall support coefficient ω
s
j of the evidence, respectively, so as to

mitigate the conflict problem among the evidence, and after that, use Dempster’s rule
for evidence fusion. Let ω j be the weight coefficient of the jth fault feature measured
after fusing the evidence, then ω j should satisfy the condition that

m∑

j=1

ω j = 1, ω j ≥ 0 (54.19)

ω j = 0.5ωσ
j + 0.5ωs

j , j = 1, 2, . . . ,m, 0 ≤ ω j ≤ 1 (54.20)
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In the actual industry, there will be errors when measuring and collecting data
due to the layout location of heterogeneous sensors, environmental conditions, and
other factors, and the weight coefficient determined by the uncertainty brought by the
sensor measurement and the fusion evidence is defined as the uncertainty coefficient.
Let the relative measurement error of the sensor be χ j , then

χ j =
√

σ 2
j /E

(
x j

)
, j = 1, 2, . . . ,m (54.21)

ωσ = 1

χ j + θ j
/

m∑

k=1

1

χ j + θ j
, j = 1, 2, . . . ,m (54.22)

where E
(
x j

)
, σ 2

j denote the mean and variance of the jth fault characteristic
parameter, respectively. The overall support coefficient indicates the mutual support
between the evidence and the evidence, and the overall support of the evidence is
determined by the distance between the evidence, assuming the existence of two
pieces of evidence m j and md , and defining the distance function as

d
(
m j ,md

) = ‖m j − md‖√
s

=
√
√
√
√1

s

s∑

i=1

(
m ji + mdi

)2
j, d = 1, 2, ..,m (54.23)

Then the overall support of the evidence is

η
(
m j

) =
m∑

d=1,d = j

(1 − d
(
m j ,md

)
) j = 1, 2, . . . ,m (54.24)

where the larger η
(
m j

)
indicates that the higher the support of the evidence in the

overall evidence, the less conflict with other evidence, and thus the greater the weight
of the evidence in the final fusion. The overall support coefficient of the evidence is
calculated as

ωs
j = η

(
m j

)
/

m∑

j=1

η
(
m j

)
j = 1, 2, . . . ,m (54.25)

In order to reduce the number of evidence in the final fusion, reduce the running
time and improve the fusion efficiency, after obtaining the basic probability assign-
ment matrix and the fusion weight coefficients, the combined evidence iterations
are performed on the homogeneous sensor information, and then the final fusion is
performed by the Dempster combination rule after the iterations to obtain the deci-
sion results. Let there be j pieces of evidence generated by the feature parameters
obtained from the homogeneous sensors, the average iterative evidence is calculated
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as

m(�) =
m∑

j=1

ω jθ j ,m(F) =
m∑

j=1

ω jm
(
Fi j

)
i = 1, 2, . . . , n (54.26)

54.3 Results and Discussion

This work uses a publicly available real dataset of complex hydraulic systems, which
has been publicly released by the UC Irvine Machine Learning Repository [2, 10].
The author has developed a hydraulic test bench to measure the state data of this
hydraulic system through multiple real and virtual sensors, from which the charac-
teristics of the hydraulic system under different faults are analyzed. This study is
illustrated with one of the cooling state health states, which are divided into three
operating states: Close to Total Failure (CTF), Reduced Efficiency (RE), and Full
Efficiency (FE). For each condition, 150 sets of data are selected for the calculation
to obtain a priori knowledge, and 60 sets of data are selected as tests to verify the
results.

54.3.1 Cloud Model Parameters Calculation

The actual industry faces the problem of inconsistent sensor sampling rate, to unify
the data length, this paper adopts the unified data length utilizing time–frequency
domain feature extraction, 24 common time–frequency domain features are selected
in this paper [11], and finally, the cloud model feature matrix data of the cooling
condition of the hydraulic system of 3*24 is obtained, and the value of super entropy
is taken as a constant value of 0.1, as shown in Table 54.1. Due to space limitation,
only the first five parameters of a set of test data are shown in all the following tables.

Table 54.1 Cloud characteristics of partial time–frequency features

Condition type Feature 1 Feature 2 Feature 3 Feature 4 Feature 5

Cloud expectation CTF 19.8686 0.2613 19.8678 19.8704 0.5098

RE 27.7732 0.2889 27.7724 27.7748 0.5411

FE 47.1203 0.2618 47.1199 47.1210 0.5123

Cloud entropy CTF 0.1921 0.0637 0.1920 0.1923 0.1151

RE 0.2339 0.0747 0.2339 0.2340 0.1222

FE 0.3311 0.0726 0.3311 0.3311 0.1167
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Table 54.2 Partial basic probability assignment matrix

Time and frequency characteristics CTF RE FE Uncertainty

1 0.0000 0.0000 0.8047 0.1953

2 0.3225 0.3301 0.3365 0.0109

3 0.0000 0.0000 0.7231 0.2769

4 0.0000 0.0000 0.7928 0.2075

5 0.3239 0.3288 0.3448 0.0025

Table 54.3 Partial final fusion evidence and results

Evidence CTF RE FE Uncertainty

1 0.0077 0.0093 0.0117 0.0031

2 0.0083 0.0071 0.0094 0.0062

3 0.0108 0.0060 0.0128 0.0015

4 0.0096 0.0108 0.0105 0.0010

5 0.0064 0.0065 0.0087 0.0183

� 0.1750 0.1441 0.6809 0.0000

54.3.2 Calculation of the Basic Probability Assignment
Matrix

According to the obtained cloud model parameters, calculate the membership degree
of each parameter relative to the corresponding parameter of the cooling state of the
hydraulic system, calculate the uncertainty of each piece of evidence, to obtain the
basic probability assignment matrix of the hydraulic system as shown in Table 54.2.

54.3.3 Iteration of Homogeneous Sensor Merging Evidence

The same sensors in this dataset are iterated to merge evidence, 8 heterogeneous
sensor evidence information are obtained, and finally, these 8 shreds of evidence are
fused by applying Dempster’s rule to obtain the cooling condition health assessment
of this hydraulic system, as shown in Table 54.3, and the final fusion result of this
test data is FE.

54.3.4 Experimental Results

The 60 sets of data of the cooling condition of each type of hydraulic system are
subjected to the above experimental calculation, and the final operating condition
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Fig. 54.2 Experimental
results
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classification results are shown in Fig. 54.2. It can be seen that the classification
accuracy of the three operating states of the cooling condition of this hydraulic
system reached 100%, and achieved quite good classification results, which proved
the feasibility and effectiveness of the improved D–S evidence theory based on the
cloud model.

54.4 Conclusions

In this paper, a hydraulic system health assessment method based on the cloud
model and D–S evidence theory is proposed to address the problem of ambiguity
and randomness of each assessment state quantity in hydraulic system health state
assessment. To cope with the problem of the inconsistent sampling rate of hydraulic
system acquisition sensors in the industry, a time–frequency domain feature analysis
is performed to unify the data length; then, a multi-source information uncertainty
fusion method for hydraulic system condition monitoring is constructed using the
cloudmodel fromquantitative to qualitativemodeling and usingD–S evidence theory
to obtain the assessment results of hydraulic system health status. The validity and
feasibility of the method are verified by real data sets to provide a basis for the
condition maintenance of the hydraulic system.
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Chapter 55
Design of CAN Communication Network
for Tandem Hybrid Tractor

Shao Fengbo and Xu Liyou

Abstract With the rapid development of tractors, traditional tractors are rapidly
changing to electrical structures. Traditional wiring methods cannot adapt to the
information exchange and sharing between the electronic control units of hybrid
tractors. In order to solve these problems, the advantages of four topological struc-
tures are analyzed and compared. The two-channel CAN communication network
is used to construct the whole machine CAN network architecture. Based on the
SAE J1939 protocol, the communication network node is designed, and the whole
machine CAN communication network protocol is developed in combination with
the tandem hybrid tractor structure and the characteristics of the working conditions.
The CANoe software is used to test the network and calculate the network load rate
for analysis, which verifies that the communication network system can meet the
requirements of real time, accuracy, and stability.

55.1 Introduction

As an indispensable tool for agricultural production, tractors are the main driving
force for field operations and play an important role in the development of modern
agriculture [1]. In order to cope with energy shortages and greenhouse gas emissions
worldwide, energy saving and environmental protection are important themes in
the field of industrial technology in the world today [2]. The energy crisis and the
increasing environmental pollution have forced traditional fuel tractors to transform
into hybrid tractors and pure electric tractors. The tandem hybrid tractor keeps the
engine in the bestworking condition, reduces engine emissions and fuel consumption,
and meets the needs of environmental protection and energy saving.

The rapid development of network technology and bus technology has laid a solid
foundation for the development of automotive electronic technology [3]. The tradi-
tional point-to-point communication method cannot meet the information sharing,
real time, and reliability among too many electronic control units [4]. Using CAN
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bus technology, each electronic control unit can be connected to a network, and data
and information can be transmitted in a shared manner to realize networked digital
communication and control functions.

CAN is a controller area network, and it is a field control bus with a two-layer
protocol serial communication structure at the physical layer and the data link layer
[5]. CAN bus data communication has outstanding reliability, real time, and flexi-
bility [6]. CAN network technology is widely used in the field of tractors, providing
effective solutions for real-time vehicle control and complicated wiring problems
[7].

55.2 Design of CAN Communication Network Structure

55.2.1 Node Definition

Each node controller of the series hybrid tractor is connected through the CAN bus
to form a vehicle control system, which controls the operation of each component
separately, so as to realize the function of tractor field operation and transportation
[8]. Its network nodes include: engine management system, battery management
system, motor control system, ISG motor control system, gearbox control system,
braking system, steering system, PTO control system, lighting system, instrument
display system, lifting system, farm tools Control system, and fault detection system.
As the work items of series hybrid tractors are changeable, corresponding nodes can
be reserved for later expansion.

55.2.2 Analysis and Selection of Network Topology

There are four common network topologies on vehicles, namely: bus, star, ring, and
mesh network topology. The characteristics of the four types of topology are:

• Bus Structure

The bus-type structure uses a line as the transmission medium, and all nodes in the
network are connected to the bus line through specific connection hardware.

In the bus-type topology, all information in the network is transmitted on the same
line, and all nodes can receive the information on the bus. The information sent by
any node is based on the node as the center and is sent to both ends along the bus.
This propagation mode determines the characteristics of the broadcast transmission
of the bus-type network topology. It has the advantages of strong sharing of resources,
simple node expansion and operation, simple and flexible structure, high network
response speed, low equipment price, and high reliability. Due to the ends of the bus
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will be a reflectionof the signal, need to be in the ends of the bus to terminal impedance
with the bus impedance matching, in order to reduce the end signal reflection.

• Star Structure

The gateway is the centralized processing center for the information of other nodes
in the network, and the information is transmitted to each node after passing through
the gateway. The star structure has the characteristics of simple structure and easy
construction andmanagement, but the existence of the central point makes each node
to pass through the central point before transmission, resulting in a lot of waste of
lines. Once the central point fails, the entire network will stop working, which places
high demands on the central point.

• Ring Structure

Different from the bus network, each node of the ring network is connected in series
on a ring medium, and the information is transmitted in sequence, and the informa-
tion is transmitted in a specific direction. After a week through the network, it returns
to the sending node, and the sending node completes the recovery and deletion of the
information. The advantages of the ring structure are simple structure, easier imple-
mentation, simple information transmission path, and definite time delay. However,
since the information must pass through each node in turn to reach the receiving
node, if there are too many nodes, the transmission of messages can be affected.
And once any node fails, the whole system will be paralyzed, which will cause the
problem of high network failure rate.

• Mesh Structure

Each node in the network is connected to each other, as long as there is a demand for
information transmission, it can be connected with the corresponding line, and the
line with the shortest path can be flexibly selected during the process of information
transmission. The mesh structure makes maximum use of the resources of the entire
network, which not only realizes the sharing of information, but also improves the
efficiency of information transmission. The prerequisite for the realization of the
function is to build a complex network, and only by adding a high-cost management
system, there can be good communication efficiency. If there is a problem with the
local area network, it will cause network failure and congestion of other nodes.

The requirements of the vehicle network topology are the characteristics of
high node modularization, good expansion performance, reliability, and real-time
requirements. Comprehensive comparison of various network topologies, the bus-
type topology is more suitable for serial hybrid tractor on-board communication
network [9].
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Fig. 55.1 Tandem hybrid tractor network topology

55.2.3 Communication Network Design

Because the bus-type network topology has the advantages of simple structure and
high scalability, this article is based on the use of the bus-type network topology,
as shown in Fig. 55.1. The communication rate of a single CAN bus is generally
125 kbit/s–1 Mbit/s. In order to ensure the real time and effectiveness of the signal
acquisition of the control nodes on each CAN line, comprehensive considerations
are adopted for each CAN bus rate to adopt 500 kbit/s [10]. The overall design of the
CAN network is mainly to determine the number of CAN nodes and the information
content that each node needs to receive and send [11]. The node engine manage-
ment system, battery management system, motor control system, ISG motor control
system, and gearbox The control system, braking system, and steering system are set
on CAN1 to meet high real-time requirements. Set the PTO control system, lighting
system, instrument display system, lifting system, farm tool control system, and
fault detection system on CAN2. In order to ensure the reliability of bus communi-
cation, it is necessary to design a 120� terminal resistance on the nearest and farthest
controller of the system to eliminate the reflection of the signal in the communication
circuit and reduce the risk of signal distortion [12].

55.3 Bus Network Communication Protocol

55.3.1 Message ID Design

Before defining the 29-bit identifier ID of each message, according to the rules of the
application layer protocol, the priority, node source address, parameter group code
definition is analyzed and formulated, and the communication matrix is designed.
There are 8 levels of priority, and the message priority can be set from the highest
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Table 55.1 Message ID

Nodes ID PGN P R DP PF PS SA

Engine management system 0 × FEDF1 00FEDF 0 0 0 FE 223 01

Battery management system 0 × FEB32 00FEB3 0 0 0 FE 199 02

Motor controller 0 × 4F11F3 00F11F 1 0 0 F1 31 03

ISG motor controller 0 × 4F18D4 00F18D 1 0 0 F1 31 04

Steering control system 0 × 4FEE85 00FEE8 1 0 0 FE 232 05

Transmission control system 0 × 4FEC76 00FEC7 1 0 0 FE 223 06

Braking system 0 × 4FEFA7 00FEFA 1 0 0 FE 250 07

PTO control system 0 × 8FEEF8 00FEEF 2 0 0 FE 240 08

Elevation control system 0 × CFEC39 00FEC3 3 0 0 FE 195 09

Tools control system 0 × CFEC5A 00FEC5 3 0 0 FE 197 10

Instrument display system 0 × 10FE6CB 00FE6C 4 0 0 FE 108 11

Fault detection system 0 × 18FEB1C 00FEB1 6 0 0 FE 177 12

Lighting control system 0 × 1CFE6ED 00FE6E 7 0 0 FE 110 13

0 to the lowest 7. In the SAE J1939 protocol, the default priority of all control
messages is 3, and the default priority of all other messages, dedicated, request,
and ACK messages are 6 [13]. Considering the safety, real time, and accuracy of
the series hybrid tractor, the engine management system and the battery manage-
ment system have the highest safety requirements, and the two nodes are set to
the highest priority 0. The motor controller, ISG motor controller, steering control
system, gearbox control system, and braking system nodes are set to priority 1. The
priority of PTO control system, lifting system, and farm tool control system is set
to 3. The priorities of the instrument display system, light control system, and fault
detection system are set to 4, 6, and 7 in sequence.

The source address can be assigned by arranging the numbers in sequence, regard-
less of the priority, update speed, or importance of the message [14]. Define engine
management system, battery management system, motor controller, ISG motor
controller, steering control system, gearbox control system, braking system, PTO
control system, lifting system, farm tool control system, instrument display system,
fault The source addresses of the detection system and the lighting control system
are 01, 02, 03, 04, 05, 06, 07, 08, 09, 10, 11, 12, and 13. The ID information of the
message is shown in Table 55.1.

55.3.2 Timing Design of Message

Due to the difference between the structure and electronic control unit of the tandem
hybrid tractor and the traditional tractor, the SAE J1939 protocol was referred to
when designing the node message, which was redefined according to the specific
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Table 55.2 Message timing

Send node Name Receive node Number Cycle (ms) Priority

Engine management
system

EI Correspond node 1 10 0

Battery management
system

BMSI Correspond node 1 50 0

Motor controller MCUI Correspond node 1 50 1

ISG motor controller ISGI Correspond node 1 50 1

Steering control system SCSI Correspond node 1 50 1

Transmission control
system

TCSI Correspond node 1 50 1

Braking system BCSI Correspond node 1 50 1

PTO control system PTOI Correspond node 1 100 2

Elevation control
system

ECSI Correspond node 1 100 3

Tools control system ATCSI Correspond node 1 100 3

Instrument display
system

IDSI Correspond node 1 100 4

Fault detection system MDSI All nodes 1 100 6

Lighting control
system

LCSI Correspond node 1 100 7

situation of the tractor. According to the message timing of the tractor, as shown in
Table 55.2.

55.4 CAN Bus Communication Network System Test

In order to verify the communication quality and reliability of the CAN bus commu-
nication network system, the CANoe network test tool developed by Vector is used
to test on this system.

55.4.1 Message Test

According to themessage IDandmessage sequence, a database is established through
the CANoe database tool CANdb++, and simulation nodes, messages, signals, and
environmental variables are added to the database [15]. Import the database into a
network project with twoCANbuses to test theCANbus network. The Tracewindow
of the CANoe software is a data tracking window, which can dynamically record all
the information of the CAN network in real time. The number of messages displayed
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in the window is 13, the time of the test, the selection of the bus channel, the ID of
the message, the data type, and the data content of each message collected. The test
shows that the message is sent and received normally.

55.4.2 Communication Quality Test

The CAN Statistics window of the CANoe software can perform statistics on the
messages and get the communication quality information of the network, showing
the bus load rate, message frame rate, total message frame, error frame frequency,
and total error frame information, as shown in Figs. 55.2 and 55.3. The test results
show that the maximum load factor of CAN1 is 6.43%, the average is 6.43%, and the
minimum is 6.23%. The maximum value of CAN2 load factor is 1.65%, the average
value is 1.64%, and the minimum value is 1.48%. The bus load rate of CAN1 and
CAN2 is lower than the standard safety threshold of 30%, no error frame occurred
during the test, and the system performance is stable.

Fig. 55.2 CAN1 network
load rate
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Fig. 55.3 CAN2 network
load rate

55.4.3 Calculation of Bus Load Rate

This system uses two CAN bus networks, the baud rate is 500 kbps, the total number
of binary transmissions within 1 s is 500,000 bit, the maximum number of bits
required for a frame of message is 128 bit, the maximum that CAN1 and CAN2 can
send within 1 s The number of messages is 500 000/128 = 3906. According to the
sending frequency of the messages, the number of messages sent within 1 s can be
calculated as.

CAN1: (1/10 + 1/50 × 7) × 1000 = 240
CAN2: 1/100 × 5 × 1000 = 50
CAN1 network load rate: 240/3906 × 100% = 6.14%
CAN2 network load rate: 50/3906 × 100% = 1.28%.
There is a certain error between the calculated bus network load rate and the

network load rate tested by the software, but the error is small. Considering that the
calculation is the result of an ideal state, there may be queuing and interference in the
transmission process when the actual message is sent. They have a good consistency.
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55.5 Conclusions

In view of the current situation in my country where there is little research on the
communication network of the hybrid tractor vehicle control system, tandem hybrid
tractors are taken as the research object, the network topology structure is analyzed,
and the CAN bus network structure design is carried out. According to the structure
and actual requirements of the series hybrid tractor, theCANnetwork communication
protocol was developed on the basis of the SAE J1939 protocol, and the specific
information of the messages and nodes was designed. Using CANoe software to test
the Controller Area Network system, it verifies the real-time and accuracy of the
communication system. It provides reference for the development of services hybrid
tractors in China.
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Chapter 56
Research on Testability Fault Diagnosis
Based on Deep Learning

Yufeng Long, Xianjun Shi, Yufeng Qin, and Jiapeng Lv

Abstract Research on data-driven testability fault diagnosis methods has attracted
much attention in recent years. Now more and more scholars use deep learning
method for fault diagnosis. Nevertheless, this approach suffers from two challenges,
one is that the detection accuracy of ordinary deep learning methods is not good
enough, the other is how to use deep learning for testability analysis. To address
these two challenges, we propose a multi-stage convolutional neural network for
testability fault diagnosis. The proposed method can learn features from raw data.
The validation results show that the proposed method maintains a good diagnosis
performance under different working conditions and gives higher testability analysis.

56.1 Introduction

Fault diagnosis has attracted continuous attention because of its great importance to
industrial engineering, which is one of the most essential procedures in a wide range
of machinery, such as helicopter, aeroengine, wind turbine, and high-speed train.
Especially when you detect a node, you can know the diagnosis of the current node
or the fault of the next node.

Traditional fault diagnosis methods mainly contain feature extraction using signal
processing methods [1], wavelet-based methods [2], and fault classification [3] using
machine learning approaches. However, facing heterogeneous massive data, feature
extraction methods and traditional machine learning could not be suitable for this
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situation. Thus, how to perform diagnosis more precisely and efficiently is still a
challenging problem.

Zhibin Zhao [4] performed a comprehensive evaluation of four models, including
multi-layer perception (MLP), autoencoder (AE), convolutional neural network
(CNN), and recurrent neural network (RNN). Hoang et al. [2] provided a comprehen-
sive review of three popular deep learning (DL) algorithms (AE, DBN, and CNN) for
bearing fault diagnosis. Zhang et al. [5] reviewed themachine learning andDL-based
algorithms for bearing fault diagnosis systematically and also provided a compar-
ison of the classification accuracy of CWRU with different DL-based methods.
Xu proposed a new intelligent diagnosis method based on an elaborately designed
deep neural network for failure detection of the wind turbine, which solved the
problem of unbalanced distribution with regard to SCADA data [6]. Combined a
CNN with a Naive Bayes data fusion proposal, Chen et al. applied DL theory to
nuclear power plant inspection [7]. Zhang et al. constructed a new unsupervised
learning method called general normalized sparse filtering, which was used for fault
diagnosis of rolling bearing and planetary gearbox [8]. Pei Cao [9] proposed transfer
learning architecture for Fault Diagnosis, also consists features extraction and a
fully-connected stage (Fig. 56.1).

Traditional Fault 
diagnosis

Deep learning 
Fault diagnosis

Data acquisition
Vibration signal

Temperature
Et al.

Signal Processing
Statistic analysis
Fourier transform

Wavelet 
transform

Et al.

Fault recognition
SVM 
ANN
HMM
K-NN
Et al

DNN
CNN
SAE
Et al.

Transformer

Data labeled

Fig. 56.1 Diagnosis method
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56.2 Testability Fault Diagnosis

Testability fault diagnosis state in the following terms. Given a set of measurements
taken at preselected test points, the target under test can properly be stimulated at
preselected injection points and isolate points [10]. General testability fault analysis
is a single fault diagnosis, while the actual testability analysis is multi-fault diag-
nosis. Deep learning fault analysis could detect multi faults, we use deep learning in
testability analysis in this part.

56.2.1 Testability Analysis

Diagnostic strategy is the focus of design for testability, which is the key to improve
the fault diagnosis ability, enhancing the diagnostic efficiency, and reduce the full life
cycle cost. Dependence matrix (D matrix) is the basis of realizing diagnosis strategy
and testability analysis, and it is also the “data bridge” for transforming testability
model into diagnosis strategy [11].

The optimal testability problem, known as the test planning problem, is to design
a testability strategy that clearly isolates the fault state to meet the requirements with
the minimum expected test cost. The OTP parameters are defined as the five-tuple
(S, P, T,C, D). S = {s0, s1, . . . , sm} is a set of statistically independent failure states
associated with the system. P = {p(s0), p(s1), . . . , p(sm)} is a priori probability
vector associated with the set of failure states S. T = {t1, t2, . . . , tn} is a finite
set of n reliable binary outcome tests, where each test t j checks a subset of S.
C = {c1, c2, . . . , cn} is a set of test costs measured in terms of time, manpower
requirements, or other economic factors. D = [

di j
]
is a binary matrix of dimension

(m + 1) × n called dependence matrix which represents the relationship between
the set of failure states S and the set of tests T, where di j = 1 if the test t j monitors
failure state si otherwise di j = 0. The OTP parameters of one small-scale system are
shown in Table 56.1 [12].

Table 56.1 OTP parameters for small scale example

S Accuracy P

S1 t1 t2 t3 t4 0.08

S2 1 0 0 0 0.14

S3 0 1 1 0 0.26

S4 0 0 1 1 0.22

costC 1.0 2.0 3.0 2.0



592 Y. Long et al.

56.2.2 Deep Residual Network Based on Fault Detection
and Diagnosis Model

Most deep learning techniques are capable of automatic non-linear feature extraction.
Compared to other deep learning methods, such as plain CNN, the advantage of the
ResNet includes a higher training speed, easier gradient transmission, and deeper
neural network with less gradient vanishing or explosion, and so on [13]. Therefore,
in this paper, the ResNet is explored as amulti-stage backbone (multi-stage backbone
has been used in many CV problems [14]) to detect and diagnose the normal status
and different faults. The architecture of the original ResNet of 34-layers is proposed
for the complex image classification, which is composed of some convolution layers,
pooling layers, and fully-connected layers (Fig. 56.2).

After the feature extraction and compression by the convolution layers, the linear
classifier is used to compute the classification results. In this paper, the linear classifier
is composed of a fully-connected (FC) layer and a Softmax function. Specifically,
the FC layer connects every neuron from one layer to another, which has the same
principle as a multi-layer perceptron. However, the output of the FC is a continuous
value that cannot directly represents the discrete classification results. To implement

Fig. 56.2 Multi-stage
ResNet backbone
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classification, the Softmax function is used to normalize the input vector into a vector
of the probability belonging to each class, and the classwith themaximumprobability
is chosen as the final prediction output.

Sof tmax(xi ) = exi
∑C0

k=1e
xk
, i = 1, 2, . . . ,C0) (1).

where the xi is one of the elements of the output layer and C0 is the dimension of
the output.

56.2.3 Deep Learning in Testability Analysis

Deep learning fault detection can detectmany kinds of fault justwith one detection. In
fact, many nodes detection include many fault types, not only one fault. We combine
the discriminant diagram of the fault diagnosis tree of the testable D matrix. The
Fig. 56.3 shows the discriminant diagram of the fault diagnosis tree of the testable
D matrix, which is a fault diagnosis tree constructed according to Table 56.1. The
original test nodes are t1 ~ t4. If the type of each node failure is Ny , and the result of
each type of failure is yi , using Softmax makes the probability of failure in a certain
type high, and the probability of not being in a certain type is low. Diagnose the fault
according to the fault diagnosis tree in turn (Table 56.2).

In the testable fault D matrix, the probability P = {p(s1), . . . , p(sm)} is a priori
probability vector associated with the set of fault states S. In deep learning, in testa-
bility analysis, P is a priori probability, while P contain Ny faults. We can use many

test nodes to get the P , for p(s1) =
∑

j=N p(s1) j
N , p(s1) is vector Ny . We can obtain the

empirical value P based on the value of multiple measurements.

Fig. 56.3 Deep learning in
testability analysis
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Table 56.2 Original data accuracy

The test process can be:

Require: The fault diagnosis tree of testability D matrix can generally determine the fault type
according to data and experience, and the output type of each node is yt j , Where t j is t1 ~ t4, yt j
include Ny fault types, TI is the detection threshold. When it is greater than the threshold, it is

considered as the fault. When it is less than the threshold, it is not considered as the fault, TI can
be selected as 0.7

t3 test if yt3i > TI , i ∈ 1, . . . , Ny , to {S2, S3, S4}
if yt2i > TI , i ∈ 1, . . . , Ny , to {S2, S4}
if yt4i > TI , i ∈ 1, . . . , Ny , to {S4}
else to {S2}
else to {S3}
else to {S1}

56.3 Experiments

56.3.1 Datasets

Southeast University (SEU) gearbox datasets were provided by Southeast University
[15, 16]. SEU datasets contained two sub-datasets, including a bearing dataset and
a gear dataset, which were both acquired on drivetrain dynamic simulator (DDS).
There were two kinds of working conditions with rotating speed-load configuration
(RS-LC) set to be 20 Hz–0 V and 30 Hz–2 V shown in Table 56.3. The total number
of classes was equal to twenty according to Table 56.3 under different working
conditions. Within each file, there were eight rows of vibration signals, and we used
the second row of vibration signals.

Table 56.3 Southeast
University (SEU) gearbox
datasets

Fault mode Table column Subhead Subhead

Health gear 20 Hz–0 V Health bearing 20 Hz–0 V

Health gear 30 Hz–2 V Health bearing 30 Hz–2 V

Chipped tooth 20 Hz–0 V Inner ring 20 Hz–0 V

Chipped tooth 30 Hz–2 V Inner ring 30 Hz–2 V

Missing tooth 20 Hz–0 V Outer ring 20 Hz–0 V

Missing ttooth 30 Hz–2 V Outer ring 30 Hz–2 V

Root fault 20 Hz–0 V Inner + outer ring 20 Hz-0 V

Root fault 30 Hz–2 V Inner + outer ring 30 Hz–2 V

Surface fault 20 Hz–0 V Rolling element 20 Hz–0 V

Surface fault 30 Hz–2 V Rolling element 30 Hz–2 V
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56.3.2 Deep Fault Detection

We use 1D data and 1 * 1024 dimensional input values, convert them into 64 * 512
matrix through up sampling and then send them into the convolution network in the
figure above. Finally, the output FC is 64 * 20 dimension, and the probability of
belonging to a certain type is obtained through softmax. So the deep learning fault
detection flow includes three parts: One part is data acquisition, data acquire from test
device’s node as the same as t1~t4. Two part is data or data transform, data transform
is the main wavelet transform [2]. Three is model train and model test. We test
the accuracy when the original data and wavelet transform enters into the network.
We compare the methods proposed by SAE (sparse autoencoder), AE(autoencoder),
LeNet, AlexNet, and ResNet (Fig. 56.4, Tables 56.4 and 56.5).

Compared with other networks, the accuracy of our proposed method is improved
by 1%–3%. When the accuracy reaches 99%, it is difficult to improve the accuracy.
As can be seen from Fig. 56.5, the distribution of data after wavelet transform is
obvious.

56.3.3 Deep Learning in Testability Analysis

Assuming we have detected each point t1~t4. The type of fault at each point is the
type of SEU fault. We can intuitively carry out testable diagnosis and analysis by
substituting the value of probability into D matrix. Figure 56.6 is Nyi fault type.
Assuming (a) is Ny2 fault type, (a) have not fault, because the numerical value less
than TI detection threshold. Assuming (b) is Ny10 fault type, so (b) have S2, S3, S4
fault, the fault type is Ny10.

When it is necessary to isolate a certain type of fault, we can intuitively judge
it through a histogram. Nyi is fault type. Form Fig. 56.7, when test point t2~t4, the
type of Nyi numerical value greater than TI detection threshold, So the fault type is
Nyi . The test method is shown in 56.2.

56.4 Conclusion

We propose a multi-stage convolutional neural network for testability fault diag-
nosis. The proposed method can learn features from raw data. The validation results
show that the proposed method maintains a good diagnosis performance under
different working conditions and gives higher testability analysis. Compared with
other networks, the accuracy of our proposed method is improved by 1%–3%.When
the accuracy reaches 99%, it is difficult to improve the accuracy. While in complex
occasions, the matrix D is not greatly established. How to use deep learning in
testability analysis is also a pivotal problem needed to be thought.
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Fig. 56.4 Fault datasets. a Is
original data, b is wavelet
transform. x-axis is the
number of data, y-axis is
amplitude

(b)

(a)

Table 56.4 Original data
accuracy

Architecture Accuracy

SAE(sparse autoencoder) [2] 0.5714

AE(autoencoder) [2] 0.5429

LeNet 0.6103

AlexNet 0.6801

ResNet 0.7002

Our 0.7306
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Table 56.5 Wavelet
transform accuracy

Architecture Accuracy

SAE(sparse autoencoder) 0.8356

AE(autoencoder) 0.8408

LeNet 0.8238

AlexNet 0.9210

ResNet 0.9802

Our 0.9905

Fig. 56.5 Nyi fault type.
Assuming a is Ny2 fault type
and b is Ny10 fault type

Fig. 56.6 Fault type
detection histogram
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