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Preface

The 11th International Symposium on Intelligent Manufacturing and Service
Systems (IMSS) that took place under the auspicious of Sakarya University, Faculty
of Engineering, Department of Industrial Engineering, Sakarya, Turkey, provided a
vivid scientific climate on the issues of conflicts between technology and humanity in
future society and mind during 3-day sessions during 27–29 May 2021. The sympo-
sium covered a wide range of currently interesting hot topics mostly inclusive of
artificial intelligence subjects among which the major items are robotics, simulation
machine learning, sustainability, logical modelling, nano-systems, smart cities, deci-
sion support systems, defense strategy, biomedical engineering, medical informatics
and related aspects. The symposium contributors were from different continents
mostly through online connections due to the COVID-19 pandemic.

There came about more than 100 scientific articles to the symposium, but the
preliminary elimination brought down the number of presentable articles down to
92. During the presentations, critical discussions and suggestions by the listeners
provided an extensive platform for further innovative view fermentation and the
session chairmen have provided the initial evaluation and provided their recommen-
dations to the symposium organizers. After the symposium, each one of the articles
was sent to some experts for their review assessments and finally, after a collective
work the inclusion of the paperswas decided on and this book includes all the relevant
topics related to the scope of the symposium.

The organizing committee members appreciate and thank each contributor for
their endurance andpatienceduring thepreparation, presentation and after the sympo-
sium revisions works according to the reviewers’ comments, and hence this book
took its present form in scientifically formatted material exposition. It is hoped that
the articles in this proceedings book will sprout out further innovative research and
technology directions in the future.

Sakarya, Turkey
July 2021

IMSS’21 Organizing Committee
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Visual Feeding of Magnetic Cores
for Winding Automation

Ayberk Çelik, Sinan Özen, and Barış Öz

Abstract The influence of robot integration into the production process is rapidly
increasing. Feeding systems of intermediate products are one of the most impor-
tant steps in ensuring full system automation towards the fourth industrial revo-
lution. Feeding systems generally consist of mechanical solutions. However, some
production components cannot be fed to production cells with knownmethods due to
mechanical restrictions such as fragility or sensitivity. In this paper, novel background
estimation and edge detectionmethods are proposed to provide reliablemagnetic core
feeding by visual inspection methods. Mechanical solutions were inadequate due to
the irregular shapes of magnetic cores. Also, the contortion of magnetic cores causes
additional drawbacks. To overcome this problem, a method is developed to deter-
mine which products can be caught by the gripper and to check the conformity of
their shapes to increase production yield. The proposed method provides a decisive
feeding process and ensures 100% accuracy.

Keywords Visual inspection · Computer vision · Background estimation · Shape
detection · Visual feeding
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1 Introduction

Feeding units are used in many automation machines to feed products to a machine.
If the product to be processed by the machine is fed smoothly, process failures can
be prevented. Feeding cycle time should be determined according to the needs of the
machine.

Mechanical feeders work well in some situations, but they can only work in
limited areas. In mechanical feeding units, vibration movement is generally used. A
vibratory feeder is loaded with random bulk products in the center of the bowl and
has an incline spiral track to transport products to the top of the feeder. Once parts
make it to the top of the spiral track, the remaining tooling of the feeder is installed on
a slightly downward angle to increase part separation. The vibration process allows
products to follow a path. On this path, there are structures designed according to
the shapes in which the products should be fed. Products pass through mechanical
or pneumatic structures that reject unsuitable ones. Rejected products are sent back
to stack and the process continues.

Wenbo Huang et al. [1] have proposed removing shadows based on illuminance
using HSV color space. It has been observed that HSV color space gives posi-
tive results in light-based operations in the background. Patricia Angela Abu et al.
[2] tested the performance of images in HSV color space and RGB color space
on Teknomo-Fernandez, an algorithm used for background prediction. In terms of
accuracy, it has been observed that HSV implementation produces a lower number
of errors compared to RGB implementation. Karaköse et al. [3] proposed a back-
ground prediction method based on Gaussian distribution industrial systems. After
background extraction was done, object recognition and counting are done effec-
tively on an industrial line. Moghimi et al. [4] proposed a method to detect and
remove shadows in HSV color space that cause changes and distortion of the shape
of objects in video surveillance systems. Na Li et al. [5] proposed a robust real-time
algorithm for video object segmentation from a static background in object detection.
The disadvantage of the proposed algorithm is its dependence on the determination
of some thresholds. This situation negatively affects the system.

Khan et al. [6] remove the shadow formed in the background in order to eliminate
the problems arising from the shadows of the data to be used in machine learning. To
detect shadow, the image is first converted to YCbCr format and then two-channel
binarization processes are applied. After the image is detected, the shadow edges are
found with the Canny edge detection algorithm and the main picture is cleared of
shadows with the matting technique.

Wang et al. [7] have proposed a method to solve shadowing and color issues
while reading the texts in the documents. This suggested an iterative neighboring
information-based approach for the shadows to be removed. First, a tonal reference
is determined from a general background color. After the shadows are detected due to
different hues, they are estimatedbasedon the global background color for recoloring.
A tone fine-tuning process is designed for the normalization of output values. It has
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been stated that more successful results are obtained in studies on datasets than other
algorithms.

In this study, a foreground estimation algorithm is developed to detect and derive
gripping points of magnetic cores on a tote box. In the second phase, the skewness
of the product is estimated using a novel curvature detection method. The traditional
vibratory feeding system is not suitable for magnetic cores. In general computer
feeding applications, the products are generally left in an external area as a stack,
but magnetic cores are generally packaged on a tote box. These products cannot be
poured into a vibratory feeder’s bowl. As magnetic cores are extremely sensitive
materials, fractures may occur in vibration phase. Therefore, magnetic cores should
be fed by a distinctive gripper and gripping points should be derived. One of the
main problems is deciding which products can be caught by the gripper. Magnetic
cores on the tote box should be in a unique orientation as holding by its cylindrical
surface may cause problems. Also, production defects such as fractures or skewness
should be detected.

2 Material and Method

In this section, two proposed methods such as foreground estimation and curvature
detection are detailed.

2.1 Foreground Estimation

Theproposedmethoddetermineswhethermagnetic cores can be gripped by a gripper.
It also detects fractures that may cause problems in machine operations. An example
of a magnetic core on the tote box is given in Fig. 1.

According to the designed gripper, the cylindrical part of magnetic cores is
reversed, and the flat part is determined as appropriate for the gripping operation. A
bright background creates problems in determining the correct products. The input
image is in RGB format. The input image is converted to HSV format and foreground
estimation was made by using a color difference of background. Figure 2 illustrates
an overview of the proposed method for foreground estimation.

The surface color ofmagnetic cores is similar to the color of the tote box. Illumina-
tion also causes nonhomogeneous irradiance distribution upon surfaces of magnetic
cores as well as the tote-box surface. Therefore, HSV color space is used in the fore-
ground estimation phase. As the HSV color space corresponds closely to the human
perception of color, a reliable estimation can be performed.

Segmentation limits are defined as
[
ρH
min, ρ

H
max

]
,
[
ρS
min, ρ

S
max

]
,
[
ρV
min, ρ

V
max

]
in

each HSV domain. As magnetic cores are grey and the saturation layer indicates the
range of grey in the color space, this layer is selected as an operational image matrix.
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Fig. 1 Magnetic cores orientation

Fig. 2 Process of the proposed method for foreground estimation

Median filter is applied to the saturation layer. After segmentation and bitwise oper-
ation, opening/closing morphologies are performed on binary images to eliminate
areas between magnetic cores.

Edge detection algorithm for tracking the edge points in the binary representation
according to their neighboring values has been used to find the center points of the
magnetic cores [8]. The edges are stored in a series and edge midpoints and moments
are estimated [9]. pix,y to denote the array of n points in binary notation andG(xi , yi )
to show the coordinates of the edge in binary notation, the following equations can
be defined [10].

pix,y = G(xi , yi ), i = 1 . . . n (1)

Spatial moments, m ji , are found as shown in Eq. (2).

m ji =
∑N

x,y
G(x, y)x j yi (2)



Visual Feeding of Magnetic Cores for Winding Automation 5

Fig. 3 Magnetic core

(x, y) to denote center of mass, mu ji , central moments can be expressed as follows.

mu ji =
∑N

x,y
G(x, y)(x − x) j (y − y)i (3)

x = m10

m00
, y = m01

m00
(4)

After defining minimum and maximum allowed areas of magnetic cores,[
ρcore
min , ρcore

max

]
, foreground estimation with suitable products and their center points

are achieved.

2.2 Curvature Detection

After the gripping process, the magnetic core is placed into a box that has backlight
module to determine the skewness of the product. The acquired image is shown in
Fig. 3.

Although the magnetic core is placed in different positions, even measurements
should be ensured with the image geometric transformations. Affine transformation
is used as a geometric transformation. The parts of the outer contour obtained by
morphological processes, which are called the bottom and top lines, are separated
from the contour vector. These decomposed points are assigned to two separate
vectors as underline and overline.

f (x) is a function in which points other than the vertices of the lines in the
horizontal line of the contour are taken. The valid equation is given in Eq. (5), where
lk denotes each line segment.

lk = f
(
pix,y

)
, k = 1 . . . t (5)

According to the length of the magnetic core, t is determined instinctively. After
the assignment process, the upper and lower lines enter the inclination control process
separately. For the curvature process, it is defined to form line segments between
consecutive points on the bottom and top lines.

αk = atan
lk+1

lk
, k = 1 . . . t − 1 (6)
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When the slope of any line segments between these consecutive points is obtained
more than a certain slope value, it is decided that the magnetic core is a defect.

3 Results

The results of the proposed method for foreground estimation are given in Fig. 4.
It is seen that products that are appropriate to grip can be estimated even if the

upper surface of the magnetic cores has similar colors with tote-box background.
Red boxes indicate that products cannot be grappled or have fractures. It has been
empirically proven that the correct product selection algorithm can be run by making
it independent from the background as seen in the picture, together with the hardware
to be selected, and by looking at the area of the cardboard in the desired dimensions.
These lens and lighting choices are suitable for the process.

The results of the proposed method about curvature detection are given in Fig. 5.
Red lines indicate line segments while red points are segmentation points. These

two parts, multiple underline and overline segments, have enough information to

Fig. 4 Foreground estimation results
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Fig. 5 Curvature detection results

classify a magnetic core if the skewness is appropriate for future processing of the
product. When the slopes are checked consecutively at a certain threshold value
between these points, the product determination is made in general terms of whether
the magnetic core is suitable for production in shape. Although the previous process
has already ensured that there is no break in the product or sieving in the desired
dimensions, shape control is provided in this process as well.

This developed system is planned as an important process in order to significantly
eliminate the defects in the final product, which consists of defects caused by the
manufacturer. Thanks to these controls, faulty products are not fed into the machine,
and the quality rate of the final product is increased, and any problems that may occur
in the machine are resolved before the process.

4 Conclusion

Image processing methods are used for decision-making or quality control in auto-
mated production cells. As defects reduce the yield rate and increase the production
costs, they need to be eliminated or fixed before the production process. In this
paper, it is shown that feeding of sensitive materials into automated production cells
is reliable by using specialized image processing methods. Experimental results
have demonstrated that decisive proposed methods yield accurate results within the
cycle time of the machine, which is roughly 2.2 s. Error analysis of the method is
summarized in the table below (Table 1).

It is seen that the proposed method can supply appropriate magnetic cores into
the robotic cell with 86,92%. Fracture and curvature detection methods indicate
Fractures and Skewness products. As a result, the proposed method operates with a
97,38% accuracy in total.

Table 1 Error analysis Number of Cores Percentage (%)

Appropriate 299 86,92

Fractures 12 3,49

Skewness 24 6,98

Error 9 2,62

Total 344
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Effect of Build Orientation
on Cross-Sectional Areas of Sliced Layers
and Geometrical Accuracy in Selective
Laser Melting

Ahmet Can Günaydın, Necmettin Kaya, and Ali Rıza Yıldız

Abstract Additivemanufacturing is amanufacturing process that allows the produc-
tion of complex parts and has many advantages over conventional production
methods. However, the pre-processing stage is still time-consuming and open to
failure. Build orientation is one of the pre-processing stages, which have a crucial
effect on support requirement, build cost, and accuracy of the produced part. In
recent years, a number of research have been made to optimize build orientation for
surface roughness, the requirement of support structures, build time, and cost. For
metallic additive manufacturing, a limited number of research has been carried out.
Selective laser melting is one of the powder bed fusion technologies that allows the
production of high-performance metallic parts. In the selective laser melting process,
some defects may occur due to residual stresses resulting from solidification during
the process. Build orientation is important in selective laser melting to ensure proper
heat flow throughout to entire structure during the process. After the build orientation
is selected, the part slices into layers. Each layer builds on the previous layer, and
production carries out. The cross-sectional areas of these sliced layers depend on the
build orientation. This study investigates the effect of cross-sectional areas on the
geometric accuracy of the part. The numerical evaluation shows that the distribution
of layers has a significant impact on geometrical accuracy. First, the effect of the
mean cross-sectional area on the thermal distortion was investigated. It is observed
that the geometric accuracy of the part decreases for the build orientation, which has
a higher mean cross-sectional area. In addition, it is revealed that the increase and
sudden change of the cross-sectional area in the build direction negatively affect the
geometric accuracy.
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1 Introduction

Additive Manufacturing (AM), also known few other names as three-dimensional
(3D) printing, rapid prototyping, etc., is defined “process of joiningmaterials tomake
parts from 3Dmodel data, usually layer upon layer” in ISO/ASTM standard [1]. AM
processes have many advantages like design flexibility and less waste material over
subtractive manufacturing techniques. In addition, complex parts like the final output
of a topology optimization can be manufactured using AM technologies. Therefore,
AM process is considered revolutionary in manufacturing industries. AM processes
have been divided into seven main categories according to ISO 17296–1 where
Powder Bed Fusion (PBF) is one of them.

Selective Laser Melting (SLM) is one of the PBF processes widely used for
producing high-quality functional metallic parts, especially in the aerospace and
medical industries. The working principle of SLM is melting and fusing metallic
powder layer by layer with high-power laser to build part according to 3D data
similar to other AM processes. The SLM process became one of the most exciting
AM technologies available today for rapid prototyping and mass production with
a range of high mechanical performance metallic alloy options. The SLM process
starts with slicing 3D data considering layer thickness to two-dimensional scanning
areas. For each manufacturing cycle, a recoater spreads metal powders with desired
layer thickness. Each layer is then melted and fused by the laser beam controlled in
the planned path to solidify the selected cross-section area.

However, besides all of these advantages, there are several problems, such as
shape distortions and residual stress due to the high thermal gradient in the SLM
process. The entire process may be disturbed after the collision between reacoater
and the distorted part caused by undesired cracks, warpage, and delamination during
the process. Another challenge is the geometric accuracy of the product after the
manufacturing process. Due to residual stress, large deformation occurs on the part
after removing it from the build plate. For these reasons, the SLM process differs
from other AMprocesses. Pre-process stages becomemuchmore essential to achieve
successful results in the SLM process.

The build orientation is very important for all additive manufacturing methods,
especially the SLM process, and dramatically impacts the printing time, support
structure volume, staircase effect, surface roughness, shrinkage, and distortion.
Overall, the part quality and production cost highly depend on build orientation.
In the literature, much research has been conducted to optimize the build orientation
for different AM processes. Wodziak et al. [2] presented a method using Genetic
Algorithms (GA) to determine the optimum arrangement of parts by considering
their maximum dimensions. This study aimed to utilize the production volume and
minimize the build time in the Stereolithography (SLA) process. Alexander et al.
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[3] proposed a cost estimation method to predict the best build orientation in Fused
Deposition Modeling (FDM) and SLA. Thrimurthulu et al. [4] presented a model to
evaluate the surface quality and the build time. They used these estimation models
and GA to obtain the optimum build orientation for the FDM process to enhance
surface roughness andminimize build time. Byun and Lee [5] aimed to determine the
optimum build orientation according to average weighted surface roughness, build
time, and cost using the multi-attribute decision-making method in FDM, SLA,
and Selective Laser Sintering (SLS) processes. Canellidis et al. [6] proposed GA
and multi-optimization methods to detect near optimum build orientation in SLA.
Build time, post-processing time, and surface roughness have been considered as the
objectives. Li et al. [7] selected build orientation with established models to opti-
mize support required area, surface quality, and build time using Particle Swarm
Optimization (PSO).

The number of studies on build orientation has increased rapidly in the past
decade. Most of these studies focused on minimizing support structure volume
[8–13], enhancing part quality [9–15], reducing build time [9–17] and build cost
[10, 15–19] in FDM, SLA, and SLS kind of non-metallic processes. GA, Non-
Dominated Sorting Genetic Algorithm (NSGA), PSO electromagnetism-like algo-
rithm, stretched simulated annealing algorithm, a grey incidence evaluation model,
zooming-Taguchi method, and NSGA-II used for these studies.

However, a few studies were carried out in PBF processes to optimize build
orientation. Calignano [20] investigated the trade-off between build orientation and
minimal support structure requirement. Das et al. [21] provided an approach to deter-
mine optimal build orientation considering minimizing the support structure volume
while meeting geometric accuracy in Direct Metal Laser Sintering (DMLS) process.
The approach they used has been based on a mathematical model between build
orientation and dimensional accuracy developed. Morgan et al. [22] presented a
gradient-based single objective optimization of build orientation to minimize the
volume of the support structure. Brika et al. [23] developed an approach to optimize
build orientation for the PBF processes considering the volume of the support struc-
ture, mechanical properties, surface quality, build time, and build cost. Cheng and
To [24] performed the multi-objective optimization considering residual stress and
volume of the support structure. After obtaining optimal build orientation, experi-
mental validation has been conducted on a complex part. Griffiths et al. [25] presented
a methodology for detecting an optimum build orientation and bin packaging in the
SLM process using an iterative tabu search procedure. The initial solution of the
proposed approach has been benchmarked against commercial software. Qin et al.
[26] proposed a method that contains two-step for PBF processes. In the first step,
the facet clustering-based approach has been applied to create the different build
orientations automatically [27]. And second, the weighted sum model has been used
to select optimal build orientation considering support volume, volumetric error,
surface roughness, build time, and cost.

In this study, the effect of the cross-sectional areas formed as a result of the
build orientation on the geometric accuracy is investigated considering the mean
value of cross-sectional area, the incrementation and decrementation behavior of
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cross-sectional area throughout build direction, and the sudden changes in the cross-
sectional area throughout build direction.

2 Residual Stress and Deformation in Selective Laser
Melting

One of the significant drawbacks of the SLM process, whose schematic diagram is
shown in Fig. 1 is the residual stresses that occur and accumulate in rapid heating
and cooling cycles. Residual stresses could lead to failure and have a bad influence
on the mechanical properties and geometrical accuracy of the manufactured part.
Therefore, unlike other AM processes, support structures are also used in the SLM
process to minimize the effect by ensuring a uniform distribution of temperature and
preventing errors that may occur due to residual stresses.

In the SLM process, the solidification process repeatedly occurs in a complex
phase transformation zone created by rapid heating and cooling. According to Fang
et al. [28], the residual stress source in the laser welding is very similar to the SLM
process considering the thermo-mechanical conditions. During the SLM process,
the high energy density laser melts the powder layer rapidly, and thermal expansion
occurs in the affected area, as shown in Fig. 2a. As the laser beam moves across the
selected area of the layer, the previously heated area starts to get cold and shrink
as shown in Fig. 2b. The previously fused powders constrain this shrinkage, and
therefore, residual stress arises in that region. The cycle of melting and solidification
of cross-sectional areas through layer by layer continuously accumulates residual
stress [28].

Residual stress in the SLM process can cause the failure of the performed part
due to crack, warpage, delamination. These errors can occur directly on the part,
between the part and the substrate, between the part and the support structure, and

Fig. 1 Schematic representation of selective laser melting process
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Fig. 2 a Thermal deformation from heat input, b thermal deformation from cooling

Fig. 3 Some failure examples of AM process: a cracking, b cracking, c cracking between support
and part, d warpage of structure without a support structure, e warpage between the part and
substrate, and f warping on test components [28]

between the support structure and the substrate, as shown in Fig. 3. Some studies
were carried out to estimate residual stress in the SLM process [29–35].

3 Build Orientation and Its Effect on Geometric Accuracy

The build orientation determines the number of sliced layers and the cross-sectional
area distribution of these layers. The cross-sectional areas affect the geometric accu-
racy of the part desired to be produced with AM due to thermal distortion generated
by the high thermal gradient in the SLM process. Thermal distortion may cause a
crash between recoater and the deformed part. Distortion of the manufactured part
can be minimized with appropriate build orientation and support structure in the
SLM process. This study showed that cross-sectional areas of layers affect distortion
of the geometry in three different ways.

Thermo-mechanical analyses were carried out in Altair Inspire 2020 with process
parameters that were given in Table 1.
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Table.1 Process parameters Parameter Value

Velocity 1.3 m/s

Laser power 370 W

Powder layer thickness 3e–05 m

Powder absorption 10.0%

Cooling time 150 s

Base temperature 303.15 K

3.1 Effect of Mean Value of Cross-Section Area Throughout
Build Direction

Thermo-mechanical analyses of the test specimen with a constant area, which is
planned to be produced with the SLM process, were performed for different build
orientations based on three different faces of the test specimen. The cross-sectional
area will be the same in all layers after slicing the test specimen in the particular
orientation shown in Fig. 4. Therefore, the mean value of the cross-sectional areas
will be the same as the surface on which it is placed on the substrate. The mean
value of the cross-sectional area, which is represented as Am can be calculated with
Eq. (1).

Fig. 4 Test specimen with constant area throughout build direction
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Am =
∑L

i=1 Ai

L
(1)

In this equation, Ai indicates the cross-sectional area in the relevant production
step, and L indicates the number of layers.

In the orientation shown in Fig. 4a, the mean value of the cross-sectional area
is calculated as 0.0084 m2 and represents the largest area for the relevant sample.
In this build orientation, the maximum displacement that occurred in the piece was
determined as 3.204× 10–3 m. For the mean value of cross-sectional area of 0.0028
m2 (Fig. 4b) and 0.0003 m2 (Fig. 4c), the maximum displacement that occurred in
the piece was measured 1.326 × 10–3 m and 8.408 × 10–4 m, respectively. Printing
times of given build orientations were determined as 5,233 s, 5,988 s, and 30,455 s,
respectively.

The analysis results showed that the increase in the mean value of the cross-
sectional area means that the distortion of the part also increases. However, the rise
in the dimension of the part in the build direction dramatically increases the SLM
process printing time. For this reason, the mean value of the cross-sectional area and
production time should evaluate together to optimize build orientation.

3.2 Effect of Incrementation and Decrementation Behavior
of Cross-Sectional Area Throughout Build Direction

A cone-shaped test specimen with the same mean value of the cross-sectional area
in two different build orientations was designed. However, despite having the same
mean value of the cross-sectional area in both build orientations, it is seen that the
maximum displacement in Fig. 5b is five times higher than in Fig. 5a. The reason for
this difference is due to the incrementation and decrementation behavior of the layer’s
cross-sectional areas throughout the build direction shown in Fig. 6. In the SLM
process, it is wanted to decrease the cross-sectional area monotonously throughout

Fig. 5 Cone-shaped test specimen
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Fig. 6 Area distribution of cone-shaped test specimen throughout build direction

the build direction. This can be considered one of the most important things to be
careful about optimizing build orientation in the SLM process. However, it is hard
to evaluate this effect on a relatively complex part.

3.3 Effect of Sudden Changes in Cross-Sectional Area
Throughout Build Direction

The part shown in Fig. 7 is a relatively more complex part compared to the previous
two specimens, and it is equally more difficult to evaluate. In this specimen, the
mean value of cross-sectional area, change behavior in cross-sectional areas, and
sudden cross-sectional area changes throughout the build direction were examined.

Fig. 7 Thermo-mechanical analysis result of the test specimen on different build orientations



Effect of Build Orientation on Cross-Sectional Areas … 17

Fig. 8 Area distribution of test specimen throughout build direction

The magnitude of the cross-sectional area change and the mean value of the cross-
sectional area in Orientation 1 seems less than Orientation 2 in Fig. 8. However,
unlike Orientation 2, an increased behavior of the cross-sectional area was observed
throughout the build direction in Orientation 1. For this reason, the maximum
displacement in Orientation 1 was measured at 1.356 × 10–2 m, which is higher
than Orientation 2.

Although the graphical behavior in Orientation 3 seems similar to Orientation
2, the mean value of the cross-sectional area and the magnitude of changes in the
cross-sectional areas are quite small. Therefore, themaximumdisplacement obtained
in this build orientation occurred at 4.546 × 10–3 m, and it was determined as the
best build orientation in terms of geometric accuracy. The magnitude of the overall
changes (S) in the cross-sectional areas can be evaluated with Eq. (2).

S =
√

∑L
i=1 (Ai − Am)

2

L
(2)

4 Conclusion and Future Work

In this research, the effect of the sliced layer’s cross-sectional areas which occurs as
a result of build orientation, on geometric accuracy has been investigated. First, the
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effect of the mean value of the cross-sectional areas was established by analyzing the
result of the thermo-mechanical analysis. Evaluation of the mean value of the cross-
sectional areas alone minimizes the maximum displacement that will occur on the
manufactured part. Still, it is clear that increasing the dimension of the manufactured
part in the build direction increases the printing time dramatically. Therefore, the
mean value of the cross-sectional areas and dimension of the part’s bounding box in
the build direction must evaluate together.

The thermo-mechanical analysis showed that it is wanted to decrease cross-
sectional area monotonous throughout the build direction in the SLM process. The
behavior of change in the cross-sectional areas throughout build direction can be
considered one of the most important things to be careful about optimizing build
orientation in the SLM process. However, it is hard to evaluate this effect on complex
parts. The magnitude of the cross-sectional area changes throughout build direction
also has an impact on geometric accuracy. Sudden changes have a bad influence on
geometric accuracy, especially impulsive incrementation behavior crucially affecting
the SLM process. This paper provides a perspective for determining optimal build
orientation in the SLM process.

As future work, we plan to integrate the knowledge of this paper into an optimiza-
tion algorithm as an objective function to obtain optimal build orientation considering
thermal distortion.
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Classification in Remanufacturing
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Abstract Remanufacturing within the automotive industry has become an impor-
tant part of environmental and reusability efforts. A crucial aspect of the remanufac-
turing process workflow is the correct identification and classification of defects on
the product. A comprehensive ontologywas developed based on a literature review to
define, distinguish, and prioritize various defects for the remanufacturing of cylinder
heads to show the relationships between them. Furthermore, the opinions of experts
who work with or within the remanufacturing industry were surveyed. Text-mining
methods and input from standards documents where applicable were used to confirm
and extend the ontology for defect classification in remanufacturing. Results from
these efforts show that these methods can provide sufficient supplemental knowl-
edge to validate critical or underdeveloped areas of ontology. Expert opinions are
extremely valuable in communicating information that is not discussed in scholarly
articles and in contributing to the process of validating information found in scholarly
articles.
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1 Introduction

Companies utilize remanufacturing within the automotive industry to reduce their
carbon emissions and to increase their sustainability. As automotive engines age,
they become more susceptible to propagating cracks, general wear, and other fatigue
defects within the engine block [1]. Remanufacturing efforts have been successful
in producing second-life engine components; however, improper classification of
defects has created excessive waste within the remanufacturing process. Often, a
productwill pass initial inspection; and, after repair efforts are conducted, the product
is determined to be defective. Information provided by an automotive remanufac-
turer suggests that nearly 85% of defects are identified after the disassembly and
inspection stage. Failure in the correct classification of components under evaluation
for remanufacturing as defective or not can be attributed to improper classification
methods and human error. Lin et al. [2] reported that improper classification might
be due to using the same term for different concepts (semantic problem) or using
different terms to represent the same entity (syntax problem).

As part of efforts to contribute to the development of standardized methods and
guidance for defect identification and classification in remanufacturing, a validated
collective presentation of information regarding the subject is needed. Current liter-
ature lacks cohesiveness in the presentation of remanufacturing defects information
and the associated evaluation of which and whether corrective actions can be taken
to cure the defects through subsequent remanufacturing processes. To illustrate this
paucity of collective information in the literature associated with automotive reman-
ufacturing applications, Lam et al. [1] discusses common defects found in automo-
tive applications without any depth of discussion around decision-making using that
information, and Carly [3] presents information on corrective measures for cracks in
cylinder heads without a significant discussion about defect morphology. However,
a collective ontology including both types of information will enable researchers and
remanufacturing operators to quickly access information from various sources in one
location. Moreover, the ontology can provide a structured framework around which
automated inspection, identification, and classification systems can be developed.

The advantage of using an ontology to present information is evident by the
features of an OWL (web ontology language). Kluska-Nawarecka describes the
purpose of an OWL as “creating a kind of shared formal language, ontologies allow
integrating a wide variety of distributed sources of knowledge in a given field” [4].
An OWL uses elements representing classes, individuals, and properties. Classes
define the different comparative variables, such as defect location and repair method
and the general storage of defects. Individuals are instances of classes, e.g., various
types of defects make up the individual elements of the defect class. Properties show
the relationships between individuals and classes. The visualization tools that show
properties are the most advantageous aspect of an ontology.

This paper aims to create an informative ontology of service life defects commonly
found in cylinder heads and with a specific focus on cast iron metallurgy. More
specifically, the proposed ontology defines defects observed in remanufacturing
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processes and establishes a taxonomy to reflect the differences among them. Further,
the ontology provides information about the corrective measures for the classified
defects. In this regard, we use text mining, expert opinions, relevant studies from
the literature, and existing standards to inform our development of the ontology. The
text mining approach is used to verify whether main concepts and their relation-
ships from scientific journals are accurately captured, while expert opinions, which
also include aspects of existing standards, are used to consider remanufacturing
application perspectives. By integrating these different resources, we can generate
a comprehensive ontology for different users. The users of this ontology will be
remanufacturing operators and researchers looking to gain an insight into the various
relationships and properties of defects found in the remanufacturing processes of
components for a second life. The methodology presented in Sect. 2 of this paper
discusses how the ontology is established. Findings are reported in Sect. 3, and salient
conclusions are drawn in Sect. 4.

2 Methodology

A standard search for scholarly literature yields promising articles to assist in
ontology formation. Articles such as Lam et al. [1] provide valuable information
on cylinder head defects in remanufacturing applications. However, the application
of conventional methodologies to evaluate the accuracy and information value of the
ontology would be time-consuming and involve significant uncertainty. Therefore,
supplementing initial ontology generation efforts with additional resources is neces-
sary to overcome these difficulties with the application of conventional methods. A
standard practice recommends three techniques to ensure clear and accurate infor-
mation is communicated through an ontology: iteration [5], text mining, and expert
opinions [6]. In general, all ontologies are developed through an iterative approach.
However, evaluation of the comprehensiveness of an ontology through text mining or
expert opinions occurs less frequently, and utilization of both methods for evaluation
is rarely observed. In this study, we first built an information foundation from the
scientific literature. Then, we employed text mining approaches to verify the built
information foundation, i.e., whether the terms and relationships were accurately
captured. Finally, we gathered experts’ feedback and existing standards to consider
the application side of remanufacturing in the construction of a comprehensive
ontology.

2.1 Building An Information Foundation

The general methodology for ontology generation begins with defining the purpose
of the ontology. The purpose of the ontology in this study is to describe defects
commonly found in the remanufacturing of cylinder heads, associate them with
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potential causes, describe corrective processes, and present the relationships among
them comprehensively and coherently. Next, to build a foundation of information
from general sources, a standard text search was conducted in Google Scholar
and Scopus search engines. Generally, the search structure can take many forms
depending on several factors such as audience, available information, and scope.
Considering the scope and the purpose of our study, we chose “fatigue defects”,
“crack”, “cylinder head”, “engine block”, “remanufacturing”, and “FMEA” as our
keywords to develop a consistent and logical structure for defect ontology. The search
was limited to journal articles in English. At the end of the search, 136 articles were
collected. Considering their relevance, we selected 24 of them as consistent with
the scope. Among the 24 articles, 5 were used as main resources due to their high
relevance to the objectives of the study. Then, an initial list of defects was struc-
tured based on the highly relevant articles. The application of the ontology dictates
the structure and scope [5]. In consideration of our specific audience, we included
classes to store general information and to communicate relationships and attributes.

The ontology information classes are the following:
Manufacturing_Defects- Defects that form during the manufacturing process and

before the part is used.
Service_Life__Defect- A defect that occurs during a part’s life cycle and that can

cause critical failure while the part is in use.
The purpose of this separation was to clearly observe the relationship between

defects that occur during manufacturing and defects that occur during the compo-
nent’s service life. Even though remanufacturers consider service life defects, their
attribution of causal relationships and associated corrective measures might be the
same formanufacturing and service life defects. In thisway, information collected for
one class could be used for the other when there are sufficient similarities. Building
the information base for the Manufacturing_Defects class was very straightforward
because there has been extensive documentation of cast metal defects in the Atlas
of Casting Defects [7]. The substructure of the Manufacturing_Defects class stems
from the Atlas of Casting Defects, with instances being divided into four subcate-
gories: Dented, Jagged, Rough, and Smooth. These subcategories separate the defect
instances by surface appearance and feel. By populating a class of manufacturing
defects, causal relationships can be shown for the Service_Life_Defect class. Addi-
tionally, definitions can be stored for defects that typically propagate before the
service life of the component begins. Formation of the Service_Life_Defect class
stemmed from a select few literature sources, which yielded 13 distinct defects that
form during an engine’s service life [1].

The ontology relational classes are the following:
Location- Allows the instances stored in the informative classes to be organized

by location. Subclasses for location include general locations, such as Top_of_Part
and Sharp_Corners, and component-specific Engine_Components locations such as
Valve_Seat and Water_Jacket.

Remanufacturing_Method- Allows a visual representation of the method used to
refurbish the engine components. Information such as cost and time can be stored
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in the instances of this class to aid in the formation of an FMEA analysis. However,
we leave it for potential future work.

To communicate between classes, object properties are necessary within the
ontology. Object properties represent the connections between instances and class
nodes. For example, the Crack node has an object property Located_on which
connects Crack to the instance Valve_Seat in the class Location. Other object prop-
erties are Caused_By, Defect_Type, Repaired_By, and Similar_To. As the ontology
is further developed, more object properties could be added such as Detected_By.
This property would communicate potential methods of detection such as visual, or
advanced automated methods.

For this paper, Protégé was used to demonstrate the ontology. Protégé [8] is a
free, easy-to-use OWL software. It offers multiple advantages, such as the Ontograf
feature (Fig. 1) showing classes, properties, and individuals simultaneously.

Although much information was acquired from scientific sources, a proper
ontology, much like a consensus standard, undergoes several iterations before it
can be considered complete. The iterative ontology development process endeavors
to converge on unbiased information and objectivity. As stated by Regulski et al. [5],
“ontologies should be developed through iterative processes”. To converge on an
objective presentation of information, formation through iteration becomes impor-
tant in the final development of an ontology. As in many applications, continuous
review reduces errors and biases and increases clarity and accuracy [9]. To maintain
utility, iteration should be conducted throughout the whole life cycle of the ontology
[10].

Fig. 1 Ontograf feature of
Protégé OWL



26 T. R. Lechtenberg et al.

2.2 Validation Through Text-Mining

Text mining is a trending approach to perform descriptive and predictive analysis on
unstructured textual data. Useful techniques of text mining include term frequency
analysis, correlation analysis, topic modelling (cluster analysis), sentiment anal-
ysis, text classification, etc. [11]. Several previous studies showed how text mining
can find relationships among words and concepts to build concept hierarchies or
ontology. For example, Chu et al. applied term frequency, correlation analysis, and
topic modelling to categorize global supply chain risks into a hierarchical classifi-
cation [12]; Rajpathak integrated text mining techniques, such as document anno-
tation, semantic extraction, and frequently co-occurring term-based clustering, to
assist in the development of an automotive diagnostic ontology [13]. These studies
demonstrated that text mining has the capability to perform quantitative analysis on
qualitative and unstructured textual data.

In this study, we employed mainly the term correlation analysis to verify the
information foundation built in the ontology. There are several steps in the text
mining phase of this research. First, initial screening started with a total of 136
research articles gathered as described in Sect. 2.1 that are related to defects and
fatigue in cylinder heads. Second, we extracted the abstracts of those articles, and
the bag-of-wordmethodwas used to create aword vector for each term in all abstracts.
Third, we removed numbers, punctuations, and stop words from the word vectors
to improve the clarity of the dataset. Fourth, the Pearson correlation coefficient was
calculated for each term. The correlations were calculated on the document level,
meaning that if one term has a high correlation with another, they appear frequently
in the same document (research article). By looking into the ontology classes and
their highly correlated terms, we verified and adjusted the information foundation,
ensuring that both subjective (ontology development) and objective (text mining
representation) perspectives were covered and cross-validated.

There are limitations to only using the abstracts of the scholarly articles. Limited
resources prevented an analysis of the full texts. An analysis of the full texts could
be done in the future to achieve better results.

2.3 Expert Opinions

We surveyed to receive experts’ opinions on the draft ontology created by a detailed
literature search. The goal of the expert evaluation was to contribute to the validation
of the initial ontology and expand it according to experts’ feedback. In this regard, a
survey including several scenarios was created to collect experts’ opinions. Survey
questions were asked not only to understand how accurate and comprehensive the
initial version of the ontology was in defining terms, relationships, and corrective
measures in remanufacturing, but also to discover new terms and relationships in the
field. Following Kitchenham & Pfleeger’s [14] directions on survey elaboration, the
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objective of the ontology and the target audience were described first. Afterward,
emphasis was put on the coherence between the used terms and relationships so that
the reason for narrowing down the remanufacturing concept with the defect types,
potential causes, and corrective processes could be rationalized.Moreover, the survey
questions were decided in such a way that an appropriate number of questions could
easily capture the correct terminology. Because the survey was unsupervised, utmost
attention was paid to stating the questions and the instructions clearly so that experts
were not left to misinterpret the questions.

Even though the ontology is extensive enough to cover full relationships between
the defects, causes, and repair methods, we created simple scenarios to avoid an
overloaded presentation of the complex relationships. An example scenario extracted
from the ontology was as follows: “Scenario 1 Service Life Defects Classification:
The Service Life Defects, the defects you observe in remanufacturing, are divided
into two subclasses to show the mechanical distinction between defects. “Surface
Defects” are defined as defects that propagate on the surface of the automotive parts.
“Part Failure” includes defects that cause a structural change in the geometry of a
part. The below figure shows the defect types under each subclass.” Figure 2 shows
the classification for the considered scenario. For a given scenario, expertswere asked
to evaluate the appropriateness of the terms (disassembly damage, fastener failure,

Fig. 2 An example scenario used in the expert survey
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etc.). Their feedback regarding removing the term, exchanging it with an alternative
name, or introducing new terms was collected. As the last step, they were asked to
rate their final agreement with the classification.

3 Results

Wecreated the list of defects based on the existing literature. Considering the purpose
of the study, we first categorized whether they were manufacturing or service-life
defects. Then, in an effort to add additional descriptive information, the defects were
split into two categories: Part Failure and Surface Defects based on the mechanical
distinction of each defect. “Part Failure” included defects that cause a structural
change in the geometry of a part: disassembly damage, fastener failure, design flaw,
bent, and handling damage. “Surface Defects” were defined as defects that propagate
on the surface of the automotive parts: burnt, holes, corrosion, machining damage,
fracture, crack, dent, and wear. Next, the location and cause information of those
defects were populated. Last, these defects were linked with possible repair methods.
The initial structure of this defect terminology was presented in Fig. 3.

Results from the text-mining validation approach yielded a correlation between
terms. Table 1 highlights the relevant terms and their respective correlation value.
The terms mostly contribute to the validation of defect modes such as shrinkage, pit,
corrosion, and cracks captured in the information foundation. The term “Failure”
identifies a few locations that appear relevant in the ontology. The term “Deck” likely
refers to the fire deck component of a cylinder head, which is often subject to cracks
and wear [15] (See Fig. 3). Additionally, the correlation between “Remanufacture”
and “clad” is of particular interest because clad (referring to laser cladding) can be
validated as a common and acceptable method of remanufacturing.

Fig. 3 Structure of the ontology
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Table 1 Results from text-mining

Term Correlated term Correlation Ontology Validation Location

Fatigue Microshrinkage 0.23 Service_Life_Defects

Defect Pit 0.53 Service_Life_Defects

Defect Scratch 0.53 Service_Life_Defects

Defect Microshrinkage 0.44 Manufacturing_Defects

Defect Shrinkage 0.39 Manufacturing_Defects

Defect Micropores 0.34 Manufacturing_Defects

Defect Corrosion 0.27 Service_Life_Defects

Failure Microstructure -0.25 Manufacturing_Defects

Failure Deck 0.23 Engine Components

Failure Piston 0.32 Engine Components

Surface Pore 0.33 Manufacturing_Defects

Surface Microcracks 0.28 Service_Life_Defects

Surface Bend 0.24 Service_Life_Defects

Surface Crack 0.21 Service_Life_Defects

Surface Wear 0.20 Service_Life_Defects

Engine Wear 0.26 Service_Life_Defects

Engine Valve 0.20 Engine Components

Remanufacture Clad 0.81 Remanufacturing_Method

Further analysis of the term correlation produced new relationships as well. Refer-
ring to Fig. 4, there is a correlation between deformation and (head) gasket which
indicates that deformation commonly occurs on the surface of the gasket component.

Fig. 4 Word cloud analysis of text mining approach
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Additionally, the large cluster of terms around Al and Si indicates that the primary
metals used for engine components are Aluminium and Silicon.

The information from experts contributes to a more comprehensive ontology. A
total of four experts who were knowledgeable and had substantial experience (10 +
years) in the remanufacturing field completed the survey. Received responses to the
surveywere very practical as the clarity of the terms and relationshipswere improved,
and new ones were offered to develop a more enhanced version of the ontology.
Combining the literature search with experts’ feedback allowed us to consider the
research and application sides of the field; consequently, a comprehensive termi-
nology relating to defect identification, causes, and possible corrective solutions
could be reached in a single place. Table 2 shows the initial version of the defect
classification and the corresponding changes with respect to the experts’ feedback.
The location information of these defects is tabulated in Table 3.

Additionally, expert opinions led to the addition of sealace as a remanufacturing
method and helped to identify a few specific locations within a cylinder head where
cracks occur. Table 4 shows an example of information for the crack instance. Text
mining contributes to this instance through the validation of causes–specifically
shrinkage. Through the correlation analysis (see Table 1), shrinkage can be deter-
mined as a cause of a crack. Conjoining expert opinions and text mining methods
provide clarity, improves accuracy, and helps to reduce bias within the ontology.
Many components of the ontology are critical for our audience yet they are not

Table 2 Revised ontology based on experts’ view

Initial version Action Final version after experts’ feedback

(1) Part Failure Remove

Design flaw Remove

Disassembly damage Remove

Fastener failure Exchange with → Stripped thread

Handling damage Remove

Bent Exchange with → Warped

(2) Surface Defects Remove

Burnt Remove

Corrosion Exchange with → Pitting

Crack Keep Crack

Dent Remove

Fracture Exchange with → Fracture (chipped off)

Holes Keep Holes (unwanted)

Machining damage Combined → Surface out of spec (Wear, Machining Damage)

Wear

Add new term Gouge/Dent

Add new term Broken Bolt
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Table 4 Information stored in the crack instance

Defect Description Location Remanufacturing
method

Cause

Crack A failure point of
material typically
caused by stress or a
pre-existing defect

• Sharp Corners
• Valve Seat
• Fire Deck
• Valve Bridge

• Pinning
• Welding
• Sealace

• Fracture
• Periodic Overload
• Porosity
• Holes
• Shrinkage

communicated in scholarly articles. In particular, contributions from expert opinions
strengthen the knowledge foundation and improve the validation efforts.

4 Conclusion

Storing information within an OWL format has many applications and audiences.
However, importance must be placed during the formation process of an ontology on
the evaluation of the correctness and comprehensiveness of the information collected.
Two appropriate evaluation approaches, text mining and expert opinion solicitation,
allowed us to consider the research and application sides of the ontology domain;
consequently, a comprehensive terminology on defect identification, defect causes,
and possible corrective solutions was integrated into a single tool. Expansion of
this ontology through the addition of other properties can provide a structured
framework around which automated inspection, identification, and classification
systems employing non-destructive testing, machine learning, and other applicable
methodologies can be developed.

Both methods also confirm the information provided by scientific journals. These
associated methods applied in an iterative manner for cross-validation reduce bias
and increase objectivity within the ontology. Further investigation of this topic could
include a deeper analysis of the text mining approach, including gathering a larger
data set and skimming complete articles as opposed to just abstracts. Regardless,
both validation techniques supply ample information to compensate for weaknesses
that emerge from the application of a single technique and to emphasize specified
areas of the ontology to help deliver a quality presentation of concepts to the desired
audience. Another extension of the ontology can support cost–benefit analysis for
defects reparability in the remanufacturing process through consideration of defect
location, severity, quantity, and causal relationships.
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MRI Image Analysis with Deep Learning
Methods in Brain Tumor Diagnosis

Yasin Kırelli, Seher Arslankaya, and Pelin Alcan

Abstract The use of Magnetic Resonance Images (MRI) is a frequently used tool
in disease detection. The use of healthcare professionals to examineMRI images and
to identify diseases are among traditional methods. Therefore, one way to improve
clinical health care is to present and analyze medical images more efficiently and
intelligently. Brain tumors can be of different types, and accordingly, they can cause
serious health problems in adults and children. Such bulks can occur anywhere in
the brain in different sizes and densities. This is not a standardized situation due to
its nature. The diagnoses are revealed by the experts by analyzing the tumor images
manually. In the proposed model, it is aimed at automating the process and reducing
human errors in the system. Themodel is based on the deep learning technique,which
is a probabilistic neural network to identify unwanted masses in the brain. In this
study, amodel has been createdwithVGGandCNN (ConvolutionalNeuralNetwork)
architectures,which are among the deep learning techniques. The performance values
of the model outputs, accuracy, error rates, and specificity separators are discussed
comparatively.

Keywords Machine learning · Image processing · Deep learning · CNN · VGG

1 Introduction

Healthcare professionals rely on medical images for disease detection and treat-
ment when visual inspection is not possible. For this reason, medical images should
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be examined more efficiently in order to develop this method, which is frequently
preferred in health services [1]. On the other hand, the devices and the created images
are developed to obtain better quality results. Thus, the analysis of images with smart
systems in order to facilitate their use in healthcare services has become a research
topic. Physicians and radiologists can obtain more effective results in image analysis
with computer-aided systems. Computing and data-based repetitive processes can
be automated with computers and have become an important reference source for
healthcare professionals [2].

In classical machine learning techniques, the feature extraction process is revealed
manually, unlike deep learning methods, and the obtained images can be defined
numerically. The manual feature extraction method is not an approach that can be
possible in every field and on the other hand the necessary competence in the medical
field may not be achieved. In addition, manually extracted features cannot produce
effective results in all cases and successful results cannot be obtained in complex
scenarios. One possible solution is to learn research-related features directly from
medical data. Such a data-driven approach can naturally learn domain information
from data without manual feature engineering. However, constraints such as opti-
mization difficulty and hardware limitation are encountered. Since such architectures
also lead to the use of shallow architectures, healthier results can be obtained with
deep learning models [3].

El Kaitoun et al. have used an improved Markov method and a U-net-based deep
learning method for brain tumor detection [4]. Ramirez et al. have presented a new
variational model for MRI image segmentation [5]. Sobhaninia et al. have obtained
more effective results by using multiple scales and the utilization of two cascade
networks as an image segmentation method [6]. Wu et al. have used a 3D U-net-
based deep learning model for tumor image segmentation [7]. Chetty et al. have
presented a new approach model for classifying brain MRI images based on the 3D
U-Net deep learning architecture [17].

The development of computer hardware and artificial learning techniques in recent
years has enabled deep learning models on problems. Thus, classification with deep
learning models, object perception, and computer vision problems became research
topics. In this context, calculations that have transformed from traditional machine
learning methods to deep learning methods have gained great momentum. Although
deep learning in medical fields has become widespread, there is still much field for
improvement. In this study, amodel has been developed for the classification problem
on brain tumor images with CNN andVGG deep learningmethods, which are among
the computer vision methods, is presented.

2 Materials and Methods

In this study, a classification model has been created using MR images frequently
used by healthcare professionals. With this model, brain tumor symptoms in patients
can be detected by computer vision methods. As a data source, publicly available
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Fig. 1 Dataset sample ımages

Fig. 2 Classification model

data on Kaggle has been used [8]. The dataset includes 155 tumor patients images
separated according to patient data and 98 healthy MR images. Figure 1 contains
sample data from the tumor and healthy brain images in the dataset.

Performance results of classificationmodels createdwithCNNandVGGarchitec-
tures, among deep learning techniques, have been compared. Images are rearranged
to a fixed pixel size of 224 × 224. The created model is designed with the steps as
in Fig. 2.

2.1 CNN and VGG Architecture

A convolutional neural network consists of layers in Fig. 3. The image is processed
with the Convolutional Layer, Pooling Layer, Fully Connected Layer, and Output
Layer steps, respectively, as indicated in Fig. 4 [9–16].

Each step in which the image is processed consists of the following processes.
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Fig. 3 CNN architecture

Fig. 4 VGG architecture

Convolutional Layer and Activation Function: It takes place to reveal the features
and the non-linearity is introduced to the model through the activation function.

Pooling Layer: This layer is added after convolutional layer and helps to reduce
the number of weights in the model. Thus, by reducing the number of parameters in
the network, it allows a reduction of computational complexity.

Flattening Layer: Prepares the classical neural network data bymaking thematrix
that consists of convolutional layer and pooling layer steps into one-dimensional
array.

Fully Connected Layer: The standard neural network method used in the clas-
sification process is applied to the one-dimensional array taken from the pooling
layer.

Relu Activation Function: This layer comes into effect after convolutional layers.
The main task of this layer is to convert negative values from input data to zero. The
model that comes from the operations before this layer has a linear structure and is
required to turn it into a nonlinear structure. Thus, the model learns more efficiently
[10, 11].

Softmax Activation Function: Softmax is mainly used in the output layer. Calcu-
lates the probability that the input belongs to a particular class. This is calculated by
generating values between 0 and 1 with a probabilistic interpretation. It is mathemat-
ically expressed as in Eq. (1). The input vector x is a real number and consequently,
a probability result p is produced [12, 13].
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p =

⎛
⎜⎜⎝

p1
...

pn

⎞
⎟⎟⎠, pi = exi∑n

j=1 e
x j

(1)

2.2 Model Implementation and Performance Analysis

The model has been implemented with the Python programming language version
3.7 and using the Keras deep learning library [15]. The dataset that used in the study
has been divided into two groups as train and test datasets. The rate is 75–25%. First
of all, the images are adjusted to a fixed size. Images have been rearranged in 224
× 224 size and thus it has aimed to achieve more effective results. Two different
models proposed that based on CNN and VGG architectures have been designed.
Layer information and the number of parameters for presented models have been
created as shown in Table 1–2.

Model performances have beenmeasured after trainingwith two differentmodels.
According to the performance results, since the success rate in model 2 is higher and
the loss function is closer to the value of zero, a better classification result has been
obtained compared tomodel 1. As a result, a classification performance result of 92%
in model 2 and 85% in model 1 has been obtained. It has been observed that model 2
with a result closer to 0 is more effective. As the performance values obtained from
these models, accuracy and loss function graphs have obtained for 50 epochs as in

Table 1 Model 1 Parameters Model 1: CNN-Based Classification

Layer (type) Output Shape Parameter Count

Conv2D (None, 222, 222, 32) 896

MaxPooling (None, 111, 111, 32) 0

Conv2D (None, 109, 109, 32) 9248

MaxPooling (None, 54, 54, 32) 0

Conv2D (None, 52, 52, 64) 18,496

MaxPooling (None, 26, 26, 64) 0

Conv2D (None, 24, 24, 128) 73,856

MaxPooling (None, 12, 12, 128) 0

Flatten (None, 18,432) 0

Dense (None, 128) 2,359,424

Dropout (None, 128) 0

Dense (None, 1) 129

Total Parameters 2,462,049
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Table 2 Model 2 Parameters Model 2: VGG Based Classification

Layer (type) Output Shape Parameter Count

Vgg16 (None, 7, 7, 512) 14,714,688

Flatten (None, 25,088) 0

Dense (None, 128) 3,211,392

Dropout (None, 128) 0

BatchNormalization (None, 128) 512

Dense (None, 1) 129

Total Parameters 17,926,721

Table 3. Only the accuracy criterion does not give sufficient results in cases where
there are unbalanced data sets [14], thus accuracy, precision, and recall values have
also been observed as other performance metrics in Table 4.

TP (True positive): Correct detection of the tumor image.
FP (False positive): Incorrect detection of the healthy image.
TN (True negative): Correct detection of the healthy image.

Table 3 Accuracy and loss rates

Model Accuracy rate Loss rate

Model 1 (CNN
Based
Architecture)

Model 2
(VGG16 Based
Architecture)

Table 4 Precision and Recall
Metrics

Model Precision Recall

Model 1 0.84 0.82

Model 2 0.91 0.91
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FN (False negative): False detection of the tumor image.
Precision rate (P) = TP / (TP + FP).
Recall rate (R) = TP / (TP + FN).

3 Conclusion

In this study, the performance performances of CNN- and VGG-based proposed
models for tumor detection throughMRI images, which are frequently used in health
care, in classification have been evaluated. The number of convolutional layers,
dataset quality, number of epochs can be among the main criteria that can affect the
success of the model during training. The number of patient samples may be limited
in the training set and thus this situation may lead to over-learning. It has been
observed that better results can be obtained with a limited number of images with the
VGG-based model, which has a pre-trained architecture for such cases. As a result,
it has been observed that pre-trained VGG-based models have high applicability in
the health field where data acquisition is limited even if they are trained with objects
with different characteristics. It has been observed that the learned features during
training can be transferred with high accuracy on different models and it makes such
models a viable option for classification problems in the healthcare field.
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Determining the Priority Criteria
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Dematel and Grey-Based Dematel
Approaches

Ayten Yılmaz Yalçıner and Sevim Şevval Zoroğlu

Abstract Although robots and other technologies replacemanpower in today’s busi-
ness world with digitalization, the human factor is still one of the most important
productivity and efficiency factors for many businesses. Managers have to consider
many factors and constraints while selecting the human resources to be employed in
their companies. In this study, the DEMATEL method was applied to determine the
important criteria for the personnel to be recruited into an enterprise. It was combined
as Fuzzy DEMATEL and Grey DEMATEL in order to remove the ambiguity in the
linguistic expressions of the decision-makers while indicating the degree of impor-
tance between the criteria.However, the linguistic expressions taken from experts
while conducting the research may be in a range other than being expressed in clear
numbers, the system becomes more reliable, and expert evaluations are obtained
with grey numbers instead of triangular fuzzy numbers used in fuzzy logic, and
this increases the reliability of the evaluations. Therefore, the problem applied the
Fuzzy DEMATEL method was solved with Grey DEMATEL, in other words, the
flexible structure of Grey DEMATELwas adapted to the problem. At the end of both
methods, the criteria were ranked according to their weights and the results were
compared.
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1 Introduction

The human factor is the most important factor of the organization with its dynamic
structure. If the personnel to be hired are selected as the most suitable person for the
business and the work, the performance of the enterprise can increase. The success
of an enterprise is also directly proportional to the success of the employees. There-
fore, choosing the most suitable candidate for the business is an important decision
for most businesses. Due to the developing competitive environment, the personnel
who employs for an enterprise is of great importance. Having the manpower at a
level and capability to meet the real needs of the enterprise and choosing the most
beneficial for the enterprise among these are considered as a standalone problem in
terms of human resources. Delays in personnel selection and selection cause delays
in the work and an increase in costs. For all these reasons, the selection process is
a difficult, careful and critical process that must be carried out with right decision.
Especially in institutionalized enterprises, the coexistence ofmany criteria and objec-
tives may cause the conflict of objectives and criteria to ignore the really important
decisions for the business. In the literature, there are many studies on this subject
using different methods. In the literature, there are many studies on this subject using
different methods. The DEMATEL method is a powerful tool, originated from the
Geneva research centre of battle memorial institute for capturing the cause and effect
relationship by Fontela [1] and Gabus [2] in 1972. Especially, it is useful for visual-
izing the complicated structure with matrices or digraphs. The classical DEMATEL
method only deals with crisp values {0, 1} to provide the correlations among factors.
In real-life situations, correlated factor analysis problems may involve the uncer-
tainty of fuzzy data. Thus, the fuzzy DEMATEL method was extended using fuzzy
numbers by Lin 3, 4]. In many practical decision problems, experts may provide
uncertain linguistic terms to express their opinion when they have no clear idea or
inadequate experience. The uncertain linguistic term is frequently used as a form
of inputs in decision analysis activities. Visioner researchers have focused on the
uncertain linguistic terms in group decision-making processes. Lin 2008, Lin 2004
proposed a Fuzzy extension of the DEMATEL method where uncertain linguistic
terms converted into triangular fuzzy numbers. Victor Devadoss and Felix [5] have
extended the DEMATELmethod by representing linguistic variables into hexagonal,
heptagonal, octagonal fuzzy numbers.

Also, there are multiple studies in the literature on personnel selection. Some
of the applications for literature review related to the topic of the study have been
examined and summarized below.

Samanlioglu et al. in a study for personnel selection, multi-criteria decision-
making was applied in the field of the IT department of the Turkish dairy company.
The aim of the paper is to choose the best employee in this field. For this solution,
Fuzzy AHP and Fuzzy TOPSIS were applied. Hierarchical level weights, reflecting
the importance of Decision-Makers’ linguistic evaluations, are utilized first, with
fuzzy AHP, the importance weights of thirty sub-criteria are determined, and then,
with fuzzy TOPSIS five IT personnel alternatives are ranked utilizing the weights
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obtained with fuzzy AHP [6]. Another study has been applied in the automotive
industry. Ozturk and Kaya aimed to contribute to personnel selection, especially in
the automotive supplier industry in their study. The study used VIKOR method to
make the right choice among the candidates based on conflicting criteria, and fuzzy
logic was used to make the results more reliable [7]. In another study on personnel
selection Ozdemir and Nalbant, the best staffing was found by combining the inte-
grated Consistent Fuzzy Preference Relationships (CFPR) and Fuzzy Analytical
Hierarchy Process (FAHP) methodology. CFPR is used to obtain the importance
weight of personnel selection criteria (22 sub-criteria are categorized under 5 main
criteria). Then, the importance weights of personnel selection criteria are integrated
with a Fuzzy AHP model to prioritize the personnel alternatives. The main contri-
bution in this study is the reduction of judgments for a preference matrix using the
proposed methodology. To the authors’, this study will be the first to integrate CFPR
and Fuzzy AHP methods for personnel selection [8]. Kazancıoğlu and Özkan aimed
to present a structural competence model in their studies, to obtain new criteria for
personnel selection within the scope of Industry 4.0, and to contribute to the oper-
ation management literature by focusing on human resources activities within the
scope of Industry 4.0. Using the Fuzzy Dematel method, they presented 11 personnel
selection criteria.Merdivenci and Oğuz used the Entropy-based Edaş method in the
logistics personnel selection problem in their study. With this method, five candi-
dates for a logistics company were evaluated with four criteria. First, the criteria
were weighted with the entropy method, and then the most suitable candidates were
determined by ranking the candidates with the EDAS method [9, 10].

2 Methods in the Study

2.1 Multi-Criteria Decision-Making

Multi-Attribute Decision-Making is the most well-known branch of decision-
making. It is a branch of a general class of Operations Research (or OR) models,
which deal with decision problems under the presence of a number of decision
criteria. This superclass of models is often called multi-criteria decision-making
(or MCDM). According to many authors, MCDM is divided into Multi-Objective
Decision-Making and Multi-Attribute Decision-Making [11]. It is necessary to take
into account many evaluation criteria in the selection of human resources, which
are vital for the business. Therefore, personnel selection problem is examined as a
multi-criteria decision-making problem. Multi-criteria decision-making techniques
are used to make healthy decisions by considering different criteria. There are many
proven and applicable models such as Analytical Hierarchy Process (AHP), Electre,
TOPSIS, Grey Theory.
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2.2 Fuzzy DEMATEL Method

The DEMATEL is a method used to determine the affected and affecting factors
that have a complex structure in developing events. Basically, this method aims to
drawmeaningful results by visualizing complex cause and effect relationships and to
determine the priority order of the criteria. However, it is very difficult to determine
the degree of interaction between factors in these relationships. This is because it
is very difficult to quantify the interaction between factors. Therefore, Lin and Wu
carried the DEMATEL method to the cloudy environment. As stated earlier, it is
important to investigate the amount of influence a given criterion practices over
another one and vice versa. Hence, the DEMATEL method could be suggested as an
appropriate approach capable of highlighting the most influencing risk factors.

Zimmermann [12] presents The Fuzzy DEMATEL method including the
following steps.

Step #1. Determination of problem criteria and fuzzy assessment scale. A decision
group consisting of expert employees in the company is formed in order to determine
the criteria according to the characteristics of the company and the industry where
the problem is addressed.

Step #2. Creation of fuzzy direct-relation matrix.
Each expert is asked to determine the degree to which i criterion affects criterion

j, in order to determine the level of relationship between criteria. At this stage, Fuzzy
diversity is used for this process. The interaction between factors in this diversity is
considered as a linguistic variable and is expressed in five linguistic terms defined
as “too much”, “much”, “normal”, “less”, and “a little”. These linguistic terms are
shown with triangular fuzzy numbers. In order to measure the relationship between
the C = {Ci | i = 1,2…., nn} criteria of decision-makers, a binary comparison
matrix is created by experts with linguistic terms. Considering that the decision
group consists of p experts, each expert’s matrix is formed from the fuzzy matrices
of p Z̃ (1), Z̃ (2) … Z̃ (P), each corresponding to an expert. It indicates the level of
influence of criterion on j. The short form of representation of the Fuzzy Language
Scale is (li j mi j ui j ).

Fuzzy evaluation consisting of fuzzy scale and triangular fuzzy number equiva-
lents proposed by Li in the study scale has been used. Table 1 includes these scale
values [13].

Table 1 Fuzzy linguistic
scale (li j ni j ui j )

Linguistic terms Influence scores Triangular fuzzy
numbers

No influence 0 (0, 0, 0,25)

Very low influence 1 (0, 0.25, 0.5)

Low influence 2 (0.25, 0.5, 0.75)

High influence 3 (0.5, 0.75, 1)

Very high influence 4 (0.75, 1, 1)
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Linguistic definitions are obtained from the decision-maker and a pairwise
comparison matrix is created. After the matrix is created; Eq. 1 is used if there
is more than one decision-maker. Shortly, the triangular fuzzy number equivalents
of the linguistic comments of decision-makers are averaged.

α̃ı j = 1

H

H∑

k=1

Xk̃
ı j (1)

Step 3. Equations and Fuzzy Direct Relationship Matrix is normalized.
Normalization is performed using Eqs. 2 and 3 in the following. In this step, u

values of each criterion are summed up. Based on the number of the available criteria,
there are so many u-values. Then the whole matrix is divided by the highest u-value.
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Step 4. Creating Fuzzy-Sum Relationship Matrix

M = X(1 − X)−1 (4)

The elements of these matrices are calculated using the following formulas to
calculate the elements of the total relation fuzzy matrix. Equations 4 and 5 are used.
The values of all criteria (l, m, u) are processed separately as in Eq. 5. For all (l, m,
u) values, first, the matrix is subtracted from the unit matrix and the inverse is taken.
Then the new matrix formed; multiplied by the matrix itself.

Matri x[l ′′
i j ] = Xl X (I − X L)−1

Matri x[l ′′
i j ] = Xl X (I − Xm)−1

Matri x[l ′′
i j ] = Xl X (I − Xu)

−1

(5)

Step 5. Identification of Affected and Affecting (Sender and Recipient) Groups:
Based on the matrix (F) in step 4, the sum of the ith row of this matrix Di indicates

the sum of direct and indirect effects sent to other criteria by i criterion. Column sum
Ri; whereas it shows the sum of the effects of the same criterion from other criteria.
For each criterion, the total effect value sent and received by the index (Dİ + Rİ) is
determined by row and column totals; (Dİ − Rİ) index value shows the net effect of
the i factor on the system. The fact that this value is positive indicates that the net i
criterion is “net affecting”; negative means “Net affected”. (Dİ + Rİ) value shows
the degree of criterion i in the total system. D and R values are found using Eqs. 7
and 8.
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It can be said as (Dİ + Rİ) central role degree and (Dİ − Rİ) influence degree.

M = [
mi j

]
, i,j = 1, 2, . . . , n (6)

D =
[ n∑

j=1
mi j

]

nx1

= [ti ]nx1

R =
[ n∑

i=1
mi j

]

1xn

= [ti ]1xn (7)

D + R = 1/4(l + 2m + u)

D − R = 1/4(l + 2m + u) (8)

Step 6: Finding the weights.
Equation 9 and 10 is used to find the weights of the criteria after (Dİ + Rİ) and

(Dİ − Rİ) values are found. After determining the criterion weights, they are listed
in ascending order and priority criteria are determined.

wi =
{(

D̃de f
i + R̃de f

i

)2 + (D̃de f
i −

(
R̃de f

i

)2
}1/2

. (9)

Wi = wi∑n
i=1 Wi

(10)

2.3 Grey System Theory

Grey System Theory is mainly used to analyze relationships between uncertain
systems, build models, and analyze future predictions and decisions in a healthy
way. Grey System Theory is generally recommended for the solution of problems
that do not need distribution with multivariate statistics, do not contain sufficient
data, and cannot be modeled due to uncertainty, where the criteria are to be assigned
importance level.

Grey system theory can be used to solve uncertainty problems in cases with
discrete data and incomplete information [14]. Its major advantage is the ability to
generate satisfactory outcomes using are a latively small amount of data orwhen there
is great variability in factors [15]. Grey system theory has been a popular analysis
technique used in many sectors and fields in the past two decades. grey production,
grey relationship analysis, grey modeling, grey prediction, grey decision-making,
and grey control can be examined under six main headings.
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2.4 Grey-Based DEMATEL

The application methodology in which the grey system theory and DEMATEL
methods will be used in an integrated way consists of 8 stages. These stages will be
explained sequentially.

Step 1. Determining the Rating Scale for Grey Relationships.
In the DEMATEL method, the effects of the elements that are compared in pairs

are determined as 0 = ineffective, 1 = low effect, 2 = medium effect, 3 = high
effect, 4= very high effect, respectively. At this stage, these effects, which decision-
makers express their evaluations verbally, are transformed into values consisting of
grey numbers according to the Grey Linguistic Expression Scale shown in Table 2
[16].

Step 2. Creating the Grey Direct-Relation Matrix (X).
At this stage, decision-makers who will be suitable for the purpose of the study

are asked to make binary evaluations in accordance with the scale in Table 2. As a
result of the evaluations, the grey direct-relation matrix is obtained.

Step 3. Clarifying the Grey Direct-Relation Matrix (Z).
At this stage, the numbers in the grey direct-relation matrix are converted into

clear numbers. The representation of the grey numbers is as in formula 11.

⊗Xk
i j =

[←∅ Xk
i j ,

�∅Xk
i j

]
(11)

In order to obtain clear numbers, the rinsing method developed by Opricovic and
Tzeng is used. The following equations will be used for the clarification process from
three sub-stages [17]. Equations 12, 13, 14 is used to calculate net values.

i. Normalization

←∅ Xk
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(←∅ Xk
i j − min

←∅ Xk
i j

)
/�max

min

→∅ Xk
i j =
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→∅ Xk
i j

)
/�max

min

Table 2 Grey linguistic
expression scale

Value Impact degree Grey numbers

4 very high effect 0,75–1

3 high effect 0,5–0,75

2 medium effect 0,25–0,5

1 low effect 0–0,25

0 ineffective 0–0
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�max
min = max
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ii. Obtaining Total Normalized Condition Values

Y k
İ J

=
←∅ x̃ k

i j

(
1 − ←∅ x̃ k

i j

)
+

(→∅ x̃ k
i j X

→∅ x̃ k
i j

)

1 − ←∅ x̃ k
i j + →∅ x̃ k

i j

(13)

iii. Obtaining Clear Values

Zk
i j = min

←∅ x̃ k
i j + Y k

i j X�max
min (14)

If there is only one decision-maker in the evaluation process, the fifth stage should
be passed with the matrix (Z) consisting of the clarified values obtained at this stage.
If there is more than one decision-maker, it is necessary to determine the weight of
the decision-makers in Stage 4.

Step 4. Determining the Weights of the Decision-Makers.
If there is more than one decision-maker in the evaluation process, the weights of

those decision-makers should be determined. If the evaluations of decision-makers
are handled with equal weight, the following Eq. 15 should be used. In this equation,
ij z values indicate the rinsed values obtained in the previous stage, and k indicates
the number of decision-makers.

zi j = 1

k

(
z1i j + z2i j + · · · + zk

i j

)
(15)

In case the evaluations of decision-makers are handled with different weights, the
following Eq. 16 should be used.

Zi j = w1Z1
i j + w1Z1

i j + · · · + wk Zk
i j (16)

Step 5. Normalizing the Total State Direct-Relation Matrix (N).
In the previous stages, a clear direct-relation matrix was obtained by transforming

grey values into clarified values. After this stage, the DEMATEL method will be
included in the application and the application steps of the method will be applied
[18, 19]. The pure direct-relationmatrix is normalized at this stage. The normalization
process is carried out by making use of Eqs. 17 and 18.

N = Z.s (17)
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s = 1

max
1 < i < n

∑n
j=1 Zi j

(18)

Step 6. Obtaining the Total Impact Matrix.
In this step, using the pure direct-relation matrix normalized in the previous step,

it is transformed into the total effect matrix in the following Eq. 19. First, the matrix
is subtracted from the unit matrix and the inverse is taken. Then the new matrix
formed; multiplied by the matrix itself.

T = N + N 2 + . . . + N h = N (I − N )(−1)

T =
⎡

⎢⎣
t11 · · · t1n
...

. . .
...

tn1 · · · tnn

⎤

⎥⎦ (19)

Step 7. Getting Row and Column Totals.
In this step, all the values in the row (D) in the interaction of each criterion with

the other criterion from the total relationship matrix and the values in the column
when each criterion interacts with the other criterion (R). Equations 20 and 21 are
shown.

di =
n∑

j=1

ti j → D =
⎡

⎣
d1
dl

dn

⎤

⎦

n×1

(20)

ri =
n∑

j=1

ti j → R = [r1 . . . ri . . . rn]1xn (21)

Using the equations above, di + rj and di - rj values will be calculated. According
to this,

The higher the dj + rj value means that the performance criterion is more related
to others. The performance criterion or criterions with a positive di - rj value affects
the others, while the performance criterion or criterions with a negative di - rj value
is influenced by the others.

Step 8: Finding the weights.
The weights of the criteria are found using the below Eq. 22 and 23.

wi =
{
(D̃de f

i +
(

R̃de f
i

)2 + (D̃de f
i −

(
R̃de f

i

)2
}1/2

(22)

Wi = Wi∑n
i=1 wi

(23)
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3 Application

3.1 Recommended Fuzzy DEMATEL Method

This study, theDEMATELmethod,whichdetermines the relationships and the effects
of the criteria on each other in order of importance, was used when determining the
relations and priorities between the criteria for personnel selection in an enterprise
that will recruit white-collar personnel.

A linguistic variable/term is a variable whose value is not a crisp number but a
word or sentence linguistic in a natural language [20]. Since it is difficult to express
the interaction between the criteria quantitatively, the Fuzzy DEMATELmethod was
used.Opinion of the decision-makers on the criteria and the fuzzy number of opinions
and comments were assigned according to Table 1. In the study, the opinions of the
department manager and the department leader were taken from the department to
be recruited and the criteria for the relevant department were determined. Six criteria
were determined as a result of the expert opinions. That is, there are 2 decision-
makers and 6 criteria in this study. Our criteria are Experience (C1), Grammar (C2),
Ability to work in teams and sociability (C3), Strategic thinking and innovativeness
(C4), Computer knowledge (C5), Educational Background (C6). The criteria are
numbered for convenience.

Experts may provide their judgment in the linguistic termwhen they have no clear
idea about it. This uncertain linguistic term is used as an input in decision analysis.
Linguistic values are represented as a fuzzy number. As mentioned earlier [14],
fuzzy evaluation consisting of fuzzy scale and triangular fuzzy number equivalents
proposed by Li in the study scale has been used and Table 1 includes these scale
values.

Step 1. The fuzzy number values were given according to the below scale by
obtaining the opinion (Tables 3 and 4).

Step 2. Equation 1 is used to obtain the normalization matrix (Table 5).
Step 3. Normalized Fuzzy Direct-Relation Matrix.
Equations 2 and 3 are used to obtain the normalization matrix (Table 6).
Step 4. Creating Fuzzy-Sum Relationship Matrix.
The following table is created by using Eqs. 4 and 5 (Table 7)
Step 5. Identification of Affected and Affecting (Sender and Recipient) Groups:
The following table is created by using Eqs. 7–8 (Table 8).
According to Table 9, the following table was created.
Also, the higher the (D + R) value, the higher the criterion is with other criteria.

D + R value shows the relationship between the criteria as a result of the calculated
values. It states that it is in interaction and its total effect value is high. In the table
above, it is understood that the C1 criterion has a high effect on other criteria. Then,
respectively, C6, C3, C4, C5, C2. If the D-R value is negative, it is the affected
criteria, if it is positive, it is the criteria that affect. It can be seen from the table that
all criteria are in the category of criteria that affect this situation.

Step 6. Determination of criterion weight.
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Table 8 Calculation of D + R and D − R values

d + r d-r

C1 4,58 5,09 6,61 4,03 3,52 2,00

C2 2,47 2,72 4,36 2,25 2,00 0,35

C3 3,85 4,53 6,79 3,09 2,40 0,15

C4 3,39 4,09 6,31 2,57 1,87 -0,34

C5 2,51 2,88 4,62 2,29 2,50 0,18

C6 4,47 4,62 6,05 4,47 4,33 2,90

Table 9 Clarified values of
D + R and D − R

D + R D-R

C1 5,342 3,266

C2 3,065 1,648

C3 4,925 2,011

C4 4,472 1,493

C5 3,223 1,867

C6 4,938 4,006

Fig. 1 Relationship diagram

0.000

10.000

c1 c2 c3 c4 c5 c6

D+R

D-R

Using Eqs. 9 and 10, the weight of each criterion is found (Table 10).
According to the table, C1 andC6 criteria have been determined as themost impor-

tant criteria in personnel selection since they have the highest normalized weight
value. Later, the C3, C4, C5, C2 criteria are also important criteria for personnel
selection with high weight values (Figs. 1 and 2).

Table 10 Determination of criterion weights

D + R D-R w Priority Order

C1 5,342 3,266 0,210 2

C2 3,065 1,648 0,117 6

C3 4,925 2,011 0,178 3

C4 4,472 1,493 0,158 4

C5 3,223 1,867 0,125 5

C6 4,938 4,006 0,213 1
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3.2 Recommended Grey-Based DEMATEL Method

Step 1–2. Determining the Rating Scale for Grey Relationship After determining
the criteria to be addressed is within the scope of the application. The relationships
between these criteria were determined as linguistic in accordance with the Grey
Linguistic Expression Scale as shown in the Table by the decision-makers (Tables 11,
12 and 13).

Step 3. Establishing the Grey Direct-Relation Matrix (Z).
In the next step, the numbers in the grey direct-relation matrix created by the

administrators should be converted into clear numbers. For this, the Eqs. (12)–(14)
previously explained will be used. Expert 1 defined the effect of C3 criterion on C4
as moderately effective. Considering Table 12, this value is shown as the value of 2
and as the grey number [0.25, 0.5].

The lower limits of the grey numbers in the corresponding columnminimumequal
to zero, the upper limits of the grey numbers in the corresponding column.

� will be 1 for calculations in this column since its maximum is equal to 1
(Tables 14 and 15).

Y k
İ J

=
←∅ x̃ k

i j

(
1 − ←∅ x̃ k

i j

)
+

(→∅ x̃ k
i j X

→∅ x̃ k
i j

)

1 − ←∅ x̃ k
i j + →∅ x̃ k

i j

= (0, 25(1 − 0, 25) + (0, 5 ∗ 0, 5)]

1 − 0, 25 + 0, 5

Zk
i j = min

←∅ x̃ k
i j + Y k

i j X�max
min = 0 + 0, 35 ∗ (1) = 0, 35

Table 11 Grey linguistic expression scale

Linguistic terms Influence scores Grey Numbers

4 Very high 0,75–1

3 High 0,5–0,75

2 Middle 0,25–0,5

1 Low 0–0,25

0 Ineffective 0–0

Table 12 Grey direct-relation matrix for expert-1

C1 C2 C3 C4 C5 C6

C1 0 0 3 3 1 0

C2 1 0 1 1 0 0

C3 0 2 0 2 1 1

C4 3 0 2 0 0 0

C5 0 0 1 2 0 0

C6 0 2 3 1 2 0
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Table 13 Grey direct-relation matrix for expert-2

C1 C2 C3 C4 C5 C6

C1 0 1 3 4 2 0

C2 1 0 1 1 0 0

C3 2 0 0 2 1 0

C4 3 0 2 0 0 1

C5 2 0 1 1 0 0

C6 1 2 2 3 2 0

Table 14 Established direct-relation matrix for expert-1

C1 C2 C3 C4 C5 C6

C1 0 0,6 0,687 0,95 0,41 0

C2 0,061 0 0,061 0,05 0 0

C3 0,368 0 0 0,35 0,6 0

C4 0,687 0 0,368 0 0 0,125

C5 0,368 0 0,061 1 0 0

C6 0,061 0,41 0,368 0,65 0,41 0

Table 15 Established direct-relation matrix for expert-2

C1 C2 C3 C4 C5 C6

C1 0 0 0,687 0,687 0,6 0

C2 0,061 0 0,061 0,061 0 0

C3 0 0,41 0 0,368 0,6 0

C4 0,687 0 0,368 0 0 0,125

C5 0 0 0,061 0,368 0 0

C6 0 0,41 0,687 0,061 0,41 0

Step 4. Establishing the Total Direct-Relation Matrix—Determination of
Decision-Maker Weights.

The clarified direct-relationmatrices calculated for bothmanagers are transformed
into the “Total Direct-Relation Matrix” shown in the Table by making use of Eq. 15
(Table 16).

Step 5: Normalizing the Total Direct-Relation Matrix (N).
After obtaining the Total Direct-RelationMatrix, the Total ImpactMatrix is calcu-

lated with the help of Eqs. 17 and 18. After the Grey numbers are found in the
processes, the DEMATEL is continued with its own steps. Equations 17 and 18 are
used to perform the normalization process (Table 17).

Step6. Obtaining the Total Impact Matrix.
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Table 16 Total direct-relation matrix

C1 C2 C3 C4 C5 C6

C1 0 0,3 0,687 0,8185 0,505 0

C2 0,061 0 0,061 0,0555 0 0

C3 0,184 0,205 0 0,359 0,6 0

C4 0,687 0 0,368 0 0 0,125

C5 0,184 0 0,061 0,684 0 0

C6 0,0305 0,41 0,5275 0,3555 0,41 0

Table 17 Normalizing the total direct relation matrix

C1 C2 C3 C4 C5 C6

C1 0,000 0,130 0,297 0,354 0,219 0,000

C2 0,026 0,000 0,026 0,024 0,000 0,000

C3 0,080 0,089 0,000 0,155 0,260 0,000

C4 0,297 0,000 0,159 0,000 0,000 0,054

C5 0,080 0,000 0,026 0,296 0,000 0,000

C6 0,013 0,177 0,228 0,154 0,177 0,000

After obtaining the Total Direct RelationMatrix, the Total ImpactMatrix is calcu-
lated using Eq. 19. The total impact matrix has been calculated as shown in the table.
By using the total impact matrix, it will be possible to divide the criteria into groups
as affecting or affected (Table 18).

Step 7. Getting Row and Column Totals.
The total effect matrix is shown in the above table. It will be possible to draw an

impact diagram showing the interaction between the criteria. The total effect matrix
is divided into groups affecting and affected by the equation numbered 20–21, with
the sum of rows being D and the sum of columns being R (Table 19).

According to the table above, the criteria C1 and C4 are the criteria that interact
themost with the other criteria. Among the D-R values; C1 and C6 criteria are factors
that affect the other criteria, as they are positive. Negative C2, C3, C4, C5 are criteria

Table 18 Total impact matrix

C1 C2 C3 C4 C5 C6

C1 0,279 0,218 0,512 0,668 0,419 0,036

C2 0,050 0,012 0,052 0,058 0,025 0,003

C3 0,234 0,136 0,146 0,372 0,352 0,020

C4 0,428 0,099 0,354 0,278 0,198 0,069

C5 0,235 0,050 0,176 0,441 0,101 0,024

C6 0,187 0,238 0,364 0,379 0,316 0,021
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Table 19 Determining the affected and affecting values

D R D + R D-R

C1 2,131 1,412 3,543 0,719

C2 0,201 0,753 0,954 -0,552

C3 1,260 1,604 2,864 -0,344

C4 1,427 2,196 3,623 -0,769

C5 1,028 1,412 2,440 -0,384

C6 1,504 0,173 1,677 1,331

Fig. 2 Impact Diagram

-2

0

2

4

C1 C2 C3 C4 C5 C6

D+R

D-R

Table 20 Determination of
criterion weights

Criterias w Priority Order

C1 0,227 2

C2 0,069 6

C3 0,181 3

C4 0,233 1

C5 0,155 4

C6 0,135 5

that are affected by the others. You will notice that C2, C3, C4, and C5 criteria are the
criteria with the lowest value among the affecting criteria in the fuzzy DEMATEL
method.

Step 8. Determination of criterion weight.
Using Eqs. 22 and 23, the weight of each criterion is found.
According to the table, C4 andC1 criteria have been determined as themost impor-

tant criteria in personnel selection since they have the highest normalized weight
value. Later, the C3, C5, C6, C2 criteria are also important criteria for personnel
selection with high weight values (Table 20).

4 Conclusion

Personnel selection is one of the important processes that affect the cost of the
enterprise nowadays. The reasonwhy the personnel selection process is so effective in
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the cost item is that the people whowill build the position and future of the enterprise,
determine the general qualifications and criteria correctly, and as a result determine
the needs correctly. In Turkey the interest in personnel selection is increasing day by
day, and many research studies on this subject are carried out by both academicians
and business managers who want to increase their competitiveness. In this study,
it was planned to use the DEMATEL method to determine the relationships and
degrees of importance between the criteria, but because it is difficult to determine
whether a criterion affects another criterion, the DEMATEL method was combined
with two methods; fuzzy DEMATEL and grey DEMATEL. Then, criterion weights
were determined. And at the end of the application of these two methods, it was
concluded which are the most important criteria.

While conducting a research, linguistic expressions taken from experts may be
in a different range rather than being expressed in clear numbers. In such cases, it is
thought that the system becomes more reliable if expert evaluations are made with
grey numbers, that is, expert evaluations are obtained with grey numbers instead
of linguistic expressions used in fuzzy logic, and this increases the reliability of
the evaluations. This study was conducted for comparison by using both methods,
considering that more reliable results will be obtained if grey numbers are used
instead of a triangular fuzzy number. The results of the study is described in the
following.

In this study by theFuzzyDEMATEL, themost important 3 criteriawere obtained.
These are educational background (C6), experience (C1), ability to work in teams
and sociability (C3) obtained. And as a result of Grey DEMATEL, strategic thinking
and innovativeness (C4), experience (C1) and ability to work in teams and sociability
(C3) criteriawere determined as themost important criteria.Considering the common
points of the first 3 criteria, it is seen that the criteria that should be given priority are
experience (C1), working in a team and sociability (C3). As can be seen from the
table, it is seen that the grammar (C2) criteria is the last criteria in the priority order.
In this study, the DEMATELMethod was combined with two different methods and
the results were compared. Fuzzy DEMATEL and Grey DEMATEL method results
difference in intermediate rankings have shown. The first 3 criterion priorities gave
results close to each other. Results with low significance maintained their place in the
last rankings. By taking experience (C1), and ability to work in teams and sociability
(C3), which are common to the first 3 important criteria in both methods, the study
can be advanced by adding alternative candidates to the study, and the most suitable
candidate can be selected by using another method.
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An Intelligent Psychiatric
Recommendation System for Detecting
Mental Disorders

Esma Nur Ucar, Sedat Irgil, Salih Tutun, Nilay Aras, and Ilker Yesilkaya

Abstract The inadequacy of the number of specialists and the resultant heavy
workloads impede diagnostic efforts, making it very difficult to receive appropriate
medical services and manage the treatment process. Such problems underscore the
need for auxiliary systems to help experts in making diagnoses, saving both labor
and time. For this reason, we propose a new intelligent psychiatric recommendation
system with the Comprehensive Psychiatric Differential Diagnosis Test (CPDDT),
which we created to screen and differentiate among psychiatric diagnoses. To guide
experts in using the system, we included axis one and axis two diagnosis groups,
which, respectively, refer to clinical and personality disorders in the DSM-4. The
goal was to measure areas affecting the course of an illness and the treatment plan
developed by a specialist, including functionality, memory, and suicidal thoughts.
The CPDDT can detect 48 different diagnostic groups from the answers to 319 ques-
tions. The system was subjected to an online test of 676 users via a web system
developed by DNBAnalytics. Psychiatrists evaluated the results in a clinical setting.
The test results were then evaluated by the evolutionary simulation annealing LASSO
logistic regression model. After determining the importance of each question on the
scale, the algorithm eliminated the questions with the least impact and the test was
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reduced to 147 questions, producing a .93 level of accuracy. In addition, the algo-
rithm found the probability of each patient suffering from a disorder. In summary,
the new machine-learning-based CPDDT was finalized to include 147 questions; the
algorithm is presented here as a useful suggestion system for experts engaging in the
diagnostic process.

Keywords Recommendation System · Feature Selection ·Machine Learning ·
Psychiatric Diagnosis ·Mental Health Disorder · Differential Diagnosis

1 Introduction

Mental disorders often begin in childhood, experience a development period, and
have continued effects throughout life. Studies have shown that they can negatively
impact functionality, socialization, and even academic and business success [20].
In addition to their individual effect on a person’s life, mental illnesses have also
been found to reduce the overall quality of family life [19]. It has been shown that
an individual’s mental illness increases the susceptibility of their children to such
illness by up to four times the regular rate [12]. These various issues underscore the
importance of the accurate diagnosis ofmental illnesses and the necessity of effective
treatment. Yet, according to a 2017 report by the National Council for Behavioral
Health, treatment can often be significantly delayed, due to a lack of access to mental
health services, leading to adverse outcomes and increased costs. The main source
of such delays is a shortage of experts. Experts often must operate under heavy
workloads, and as a result, are unable to allocate sufficient time to their patients [11].

Moreover, the fact that different diagnostic groups share similar characteristics
can create conflicts in the diagnostic process [7]. Issues can arise even when highly
structured comprehensive assessments are followed closely [21]. It is essential that
the right diagnostic decisions be made because the first step in effective psychiatric
treatment (as in every health-related field) is an accurate differential diagnosis and a
corresponding treatment approach [13]. In pursuit of such goals, studies have shown
that self-report scales can help experts with the psychiatric diagnosis process and
offer a solution to this problem [22]. In addition, the use of objective psychiatric
scales also supports the completeness of expert’s clinical judgement about whether
the person is sick, and if so, the effects and severity [2].

Some of the scales commonly used in this field are listed in Table 1. Gener-
ally, the scales used in clinical and personality disorders are separate. The MMPI
is the most researched and oft-used scale for personality measurements. It consists
of 566 questions and includes 10 clinical symptom pattern subscales [9]. Another
test used for personality disorders is the Rorschach test. This is a projective test in
which the patient is asked to interpret ink blots [1]. However, this test is only rarely
employed because it requires detailed training, takes substantial time for application
and analysis, and projective tests, in general, are scientifically controversial [8].
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Table 1 Examples of scales used in psychiatry

Name of the scale Number of questions Disorders or structures
measured by the test

References

Beck Depression
Inventory

21 Depression [16]

Beck Anxiety Inventory 21 Anxiety [5]

ADHD Self Report Scale 18 Attention Deficit
Hyperactivity Disorder

[6]

Maudsley
Obsessive–Compulsive
Inventory

37 Obsessive–Compulsive
Disorder

[15]

Liebowitz Social Anxiety
Scale

24 Social Anxiety Disorder [10]

The Michigan Alcoholism
Screening Test

25 Alcohol Use Disorder [14]

Minnesota Multiphasic
Personality Inventory

566 Hypochondriasis
Depression
Hysteria
Psychopathic Deviate
Masculinity/Femininity
Paranoia
Psychasthenia
Schizophrenia
Hypomania
Social Introversion

[9]

SCL-90R 90 Somatization
Obsessive–Compulsive
Interpersonal sensitivity
Depression
Anxiety
Hostility
Phobic Anxiety
Paranoid Ideation
Psychoticism

[3]

In terms of clinical disorders, the majority of scales are designed to measure a
single disease. For example, the BeckDepression Inventory [16] is frequently used to
measure depression, and the Beck Anxiety Inventory [5] is commonly applied as an
anxiety scale. The ADHD Self-Report Scale is often employed to measure attention
deficit and hyperactivity disorders in adults [6]. These are just a few of the many
scales created to facilitate psychiatric diagnoses.

Scales for multiple clinical disorders are less common. The most widely used
is the SCL-90R, a Likert-type self-report scale that includes nine basic subscales
and 90 questions [3]. Another, the Brief Psychiatric Screening Scale, consists of 18
questions, roughly inquiring as to the frequency of one symptom for each question
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[4]. However, these scales are not comprehensive and tend to be impractical. For this
reason, they are rarely applied clinically, and instead are reserved for research.

To summarize, there is a need for a comprehensive scale applicable to clinical
practice. Considering the workload of the experts and the conflicts in the diagnosis
process, we propose a comprehensive intelligent system that will help the experts
to close this gap. Accordingly, The Comprehensive Psychiatric Differential Diag-
nosis Test (CPDDT) was created to serve as a self-report scale for examining in
detail the mental health of prospective patients. A specialist can send this test to the
patient via a digital platform and have the results analyzed by artificial intelligence,
thus providing the expert with comprehensive information about the subject in a
practical and efficient way. This scale includes two diagnostic groups, axis one and
axis two, which reference clinical and personality disorders outlined in the DSM-4,
respectively. The goal was also to measure areas affecting the course of a disease
and the related treatment plan, such as functionality, memory, attention, and suicidal
thoughts.

We also developed an intelligent psychiatric recommendation system that served
to shorten and further establish this scale at a high level of accuracy; experts can now
use an online platform to practically apply the recommendation system to detect
mental disorders. This research is an introductory study of the proposed algorithm.
It sets an example in terms of its adaptability to many health services and fills the
gap in the literature through the holistic perspective it provides.

2 Methodology

2.1 General Structure of the Test

TheCPDDT is a test that examines in detail themental state of a prospective patient. It
was created to assist specialists in the psychiatric examination of individual subjects.
The test uses 319 questions to measure 48 sub-diagnoses (see Table 2). In addition to
conditions such as the personality and anxiety disorders listed in the DSM IV and V,
subscales for symptoms such as suicidal thoughts, which are considered important
for the treatment process, were also included. The response options for the 5-point
Likert-type scale range from 0 to 4, reflecting the answers of “Never,” “Rarely,”
“Sometimes,” “Often,” and “Always,” respectively.

2.2 Test Creation Phase

The first draft of the CPDDTwas created after a comprehensive literature review. The
scales and sources used to determine the questions were as follows: the DSM IV and
V, SCL90R, MMPI, Five-Factor Personality Test, Beck Depression Scale, Hamilton
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Table 2 Diagnostic groups included in the comprehensive psychiatric differential diagnostic test

• Paranoid Personality
• Schizoid Personality
• Schizotypal Personality
• Antisocial Personality
• Borderline Personality
• Histrionic Personality
• Narcissistic Personality
• Avoidant Personality
• Dependent Personality
• Obsessive–Compulsive
Personality

• Introvert Structure
• Sociopathy
• Decrease in Functionality
• Decreased Insight
• Cognitive Impairment
(Memory)

• Movement Disorders
• Suicidal Thoughts

• Generalized Anxiety
Disorder

• Panic Disorder
• Separation Anxiety
Disorder

• Agoraphobia
• Social Phobia
• Posttraumatic Stress
Disorder

• Acute Stress Disorder
• Psychotic Disorder
• Paranoid Schizophrenia
• Dissociation
• Sleeping disorders
• Sexual Disorders
• Lack of Attention
• Impulsiveness
• Alcohol Use Disorder
• Substance Use Disorder

• Obsessive–Compulsive
Disorder

• Body Dysmorphic Disorder
• Hoarding Disorder
• Trichotillomania (Hair
Pulling Disorder)

• Misophonia
• Illness Anxiety Disorder
• Conversion Disorder
• Somatic Symptom Disorder
• Orthorexia Nervosa
• Depressive Episode
• Manic Episode
• Seasonal Affective Disorder
• Premenstrual Dysphoric
Disorder

• Hostility
• Psychological Rigidity

Depression Rating Scale, Seasonal Pattern Assessment Questionnaire, Beck Anxiety
Scale, Adult ADHD Self-Report Scale, Panic Disorder Severity Scale, Liebowitz
Social Anxiety Scale, Dissociative Experiences Scale, Social Functioning Scale,
Yale-Brown Obsessive Compulsive Scale, Michigan Alcoholism Screening Test,
Positive Symptom Rating Scale, and Negative Symptom Rating Scale. The draft was
forwarded to 15 psychiatrists and one assessment and evaluation specialist and their
opinions were collected. The second draft, prepared in response to their feedback,
was then forwarded to a language expert for language evaluation. Subsequently, the
necessary final arrangements were made, and the draft was finalized.

2.3 Data Collection Phase

A website created by DNB Analytics was used during the data collection phase. A
total of 676 people who came to a psychiatry clinic were registered on this website
by an expert and a CPDDT was distributed to them. Subjects completed their tests
by clicking on a link sent to them via text message. Artificial intelligence analyzed
the test results and sent a report to the expert. The information and test results were
kept confidential and never shared, and their data were protected by recording all
details in the system according to protocol numbers.
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2.4 The Optimized LASSO Logistic Regression Model

The goal of the proposed model was to optimize the logistic regression (LR) coef-
ficients by using a combination evolutionary strategy (ES) and simulated annealing
(SA) algorithm. SA, a random search technique that uses single-base optimization,
explores the neighborhoods of the primary solutions and searches for the appropriate
solution space. Although the starting point can be determined randomly in this algo-
rithm, it is trapped in the local optima because it scans the primary solutions at nearby
points.

In the model we propose an ES meta-heuristic optimization that is used to deter-
mine the primary solution. Unlike SA, when ES is used to find the primary solution,
it is possible for the algorithm to go beyond the local optimum, allowing for more
accurate solutions. Thus, the best model can be found by optimizing the coefficients
with this hybrid meta-heuristic optimization approach.

Regularization methods have been proven effective at resolving the overfitting
problem that exists with traditional LR models.

Fx = 1

1+ e−(βn+1+β1x1+β2x2+β3x3+···+βn xn )
(1)

The x values in Eq. (1) represent each question on the test. Since there were 314
questions, the value of n is 314. The β variable is a value between 0 and 1, indicating
the severity of each question. In this equation, β is unknown and the algorithm
determines the value. For example, if as a result of the algorithm the value of β1 is 0,
x1, the first question, does not contribute to the test and can be excluded. A value of β
close to 1 indicates that the importance of the question is high. The ES algorithmwas
used when first determining the ß values in this formula. The values that were not
attached to the local optima given by SAwere later developed with LR and finalized.
The importance of each question was determined in the most optimal way.

minβ0,β1,β2,β3,...βn (
1

2N

N∑

i=1

(Yi − (FXi ))
2 + λ

p∑

j=1

∣∣β j

∣∣ (2)

The mathematical formula of the LASSO algorithm is given in Eq. (2). Here,
N is the number of test questions, Yi is the response in the test, and Xi is the data
point. While λ is a non-negative regression parameter, β is the coefficient value of
the regression model. Since the formulation as an objective function is not linear
with absolute and square values, the ES-based SA algorithm is used to optimize the
formulation.

To summarize the proposed model, feature selection is done first, and the best
feature subset is selected by using the filter and wrapper feature selection methods
together. After determining the LASSO-LR formulation for the problem, the SA
model is begunwith the help of the ES algorithm. Then, as themodel is optimized, the
coefficients of the LASSO model are adjusted using the SA-based hybrid evolution
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strategy. In the end, themost suitable solution is chosen and using the LASSOmodel,
the most distinctive items on the test are estimated with optimal coefficients [17].

3 Results

This research is an initial study of the proposed algorithm. Two separate results can
be obtained from the algorithm: the severity of each question and the probability
of the patient suffering from a disorder. In the present work, the first two-thirds of
the 676 data points were used to train the model. The remaining data were used
in the test phase to determine whether the algorithm worked. During the training
phase, the accuracy was 0.93 for 450 data points. The 226 data points not included
in the training were used in the test phase. The algorithm was found to predict if
respondents suffered from a disorder at an accuracy level of 0.71.

The β value in Eq. (1) was calculated separately for each question to determine
the importance. Questions with an importance value of 0.000 were removed because
they did not create a discriminatory effect on the scale. The weight values of the
remaining 147 questions are given in Table 3.

In summary, as a result of the algorithm, the CPDDT was reduced from 314 to
147 questions, with an accuracy level of 0.93. In addition, the model would be found
to predict at an accuracy level of 0.71 whether an individual suffered from a disorder.

It is also important to note that this study reflects only a preliminary example
of the proposed system. Although the test currently offers expert information on
48 different diagnoses, the algorithm does not examine individuals with regards to
all of these. Since this is a preliminary study, the algorithm shortened the scale
by determining the significance of each problem. Also, the algorithm is currently
only able to determine if someone is suffering from a disorder by calculating the
probability of that person being unwell. Moreover, while the accuracy level was 0.93
in the training phase (where 450 data points were used), it was 0.71 in the test phase
(which utilized the remaining 226 data points). The data collection phase is currently
ongoing. When the body of data increases to a sufficient extent, the accuracy of the
test phase is expected to exceed 0.90. In future work employing a sufficient body
of data, individuals found to be “sick” will be further examined for each of the 48
sub-diagnoses and a precise diagnosis delivered.

4 Discussion and Future Work

In a world where digitalization continues to increase on a global scale, modernization
of the application and analysis of psychiatric tests is inevitable.Of course, expertswill
always be needed to evaluate the analysis results presented by artificial intelligence.
The goal is not to remove experts from the system, but rather to provide mental
health services to more people by offering a practical, helpful system that will reduce
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experts’workloads. In a system inwhich the number of patients is high and experts are
few, it is essential in terms of both time and cost to offer tests online and analyze the
results automatically. The digital advancement of psychiatric tests will also eliminate
the need for certain types of applications and analyzes and create a common level of
use at the national level, making more accurate results and comparisons possible.

One drawback of both digital and traditional methods is that Likert-type scales
are used to quantify individual responses. In contrast to performance measures, on
psychiatric scales, it is generally accepted that the respondent is correct. On a digital
platform, recording the time spent per question, selections changed, andmousemove-
ment through the website are useful means of overcoming this weakness. These
records will automatically provide experts with information such as the person’s
tendency to lie, provide haphazard responses, or spend excessive time on the test.

Moreover, when paper tests are used, test results must manually be individually
entered into the system. In a well-structured study, the higher the number of partic-
ipants, the greater the workload. In the proposed system, test results from tens of
thousands of respondents can remain anonymous and ready for analysis, without the
need for extra data entry. The coexistence of many test results about a particular
person also makes it possible to evaluate that person more integrally. It is also very
important for epidemiological research that tests be easy to deliver and the results
interpreted automatically. The goal of epidemiology is to improve health and reduce
disease by interpreting and applying large bodies of information [18]. This system is
capable of breaking new ground in epidemiology research by providing a practical
means of collecting and analyzing substantial bodies of data.

The literature review revealed that scales for psychiatric disorders are generally
specific to a single disease, and thus there is a need for a more comprehensive scale.
This study is pioneering in termsof providing a holistic perspective andmeans of eval-
uating diagnoses with factors affecting treatment, such as functionality. However, it
should be noted that although many diagnosis and sub-diagnosis groups are included
in this test, there are diagnoses that have been omitted so as not to increase the number
of questions to an unreasonable level. In the first draft, the total number of questions
was 314. The current version has 147 questions. Determining which diagnoses were
not added to the draft, creating a second scale that includes all diagnoses in the DSM
are opportunities for development in this field. Creating a more complete body of
diagnoses will close the current gap, and a CPDDT 2 is planned in which these
diagnoses will be added.

Finally, a portion of the data collection process overlapped with the onset of the
Coronavirus pandemic, which may have affected the answers given to the questions
related to obsessive–compulsive and anxiety disorders. For example, one item was:
“I don’t want to directly touch an object somewhere because I think other people have
touched it before.“ In response to this question, someone who might have responded
with “Never” before the pandemic could possibly answer “Often” today, considering
that doing sowould protect against the virus. For this reason, it is inevitable that Covid
affected the data collected during this period.
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5 Conclusion

This system is recommended as means of assisting experts by providing a compre-
hensive screening test for use in the field of psychiatry. The test comprehensively
examines respondents’ mental health and this system can be used both alone and
with other tests that will be integrated in the future. While the primary purpose is to
assist experts, the sampling process makes it possible for health systems to digitalize
their data, making the system more practical and capable of reaching more people.
Thus, it is adaptable for use in various health areas in the future.
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A Two-Echelon Pharmaceutical Supply
Chain Optimization via Genetic
Algorithm

Elif Yıldırım and Berrin Denizhan

Abstract The two-echelon supply chainmodel consists of two separate components
that have diverse objectives. In this study, a supply chain (SC) is modeled as a two-
echelon supply chain consisting of one supplier, one retailer, and one product at a
pharmaceutical supply chain (P-SC). The purpose of optimization is to maximize the
total profit generated during sales and distribution of the product. Sales take place
at the pharmaceutical retailer, and the demand encountered is stochastic, and order
periods are determined by the frequency of visits by the drug supplier. Considering
this visit frequency, the pharmaceutical retailer follows a periodic review inventory
model. For the retailer, the decision variable is the safety factor determined according
to the stated order level. It determines the pharmaceutical supplier’s profitableness
by influencing the sales volume of the P-SC. The problems were optimized with
two different scenarios and two different models: the traditional SC model and the
two-echelon supply chain model. The heuristic model of these problems provides
more profitability for both echelons.

Keywords Two-echelon inventory · Pharmaceutical supply chain · Genetic
algorithm

1 Introduction

A significant part of healthcare spending is pharmaceutical costs, including the
distribution of pharmaceutical supplies—ninety-two percent of the drug sales sold
throughout SC with distributors [1]. The inefficient coordination between the P-SC
members creates a loss in profitability [2]. Despite the industry’s scale around the
world, the healthcare SC management has received comparatively little coverage.
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Among those cycles with development potential, P-SC configuration has a signifi-
cant measure of assets, costs, and impact on the service level of the medical services
frameworks. Privett and Gonzalves [3] have listed and prioritized ten significant
problems in the SC of pharmaceuticals. They noted that the absence of synchroniza-
tion with their choices was recognized as the key challenge that could lead to poor
results.

A supply chain can be described as an organization of customers and facilities
who work together to maximize their mutual profitability using some management
strategies and seek to achieve transportation, replenishment, and production func-
tions. Though separate associates in the supply chain are bound only by loyalty,
common purposes bring them together [4]. The SC structure consists of members
such as retailers, suppliers, buyers, products, also replenishment methods, inventory
handling, and inventory distribution across the members. There is a movement of
inventory from the supplier to the retailer or vice versa. This flow creates some stages
to plan at one or more SC facilities [5]. When an SC is designed, the outline of the
SC becomes a crucial decision-making process that affects all members. The archi-
tecture of the SC is the primary decision affecting the entire supplier chain and, due
to increased competition on the markets, it has lately become significant. The design
problem decides the number of facilities and location of facilities, the capacity at all
facilities, the distribution of all locations to one or more regions, and the distribu-
tors for retailers and goods [6–8]. Retailers are forced to get high satisfaction from
customers across all the SCs. Moreover, they need to reduce their costs and increase
their profit simultaneously. The flow of inventory affects the total cost of the system
and service level; according to that, distribution of products became a fundamental
decision for profitability [9].

The two-echelon inventory optimization represents an advanced approach to opti-
mizing inventory throughout the SC. Modeling multiple stages allows for accurate
estimation of many types of inventories and provisioning due to demand placed at
specific times. As a part of inventory optimization, distributor performance, customer
service, and units related to inventory can be monitored continuously to ensure
continuous improvement [10].

There is some literature that aims to optimize an SC over a two-echelon model
dealing with stochastic demand [11], Cachon and Zipkin [12] and Cachon [13]
expanded the literature by producing a game-theoretical model of continuous and
periodic review problems with competitive models. Moses and Seshadri [14] studied
a lost sales model with a periodic review viewpoint. Netessine and Rudi [15] devel-
oped relationship models between a wholesaler and an individual retailer for SCs
where the wholesaler does not store an inventory of goods sold on demand for
the future. Lariviere and Porteus [16] investigated how a supplier leads the supply
price, and a retailer reacts from the point of view on quantities. Panda, Modak, and
Cardenas-Barron [17] studied the teamwork issue of a two-echelon closed-loopSCby
commodity recycling and considered social responsibility. To eliminate the channel
dispute, an RS contract was used. Hosseini-Motlagh et al. [18] in conjunction with
manufacturer’s quality effort, Socially Responsible decisions, and periodic review
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decisions explore collaboration among participants of a two-echelon P-SC with the
social decision-making process.

Using the base-stock review strategy to refine inventory handling policies a
heuristic approach suggested by Sakulsom and Tharmmaphornphilas [19] included
the first step that is deciding the starting purchasing strategy and the second step
to the establishment of the safety stock. They examined optimal pricing and quality
decisions, taking into accountmembers’ fairness preferences and negotiating compe-
tencies. Li et al. [20] have investigated a two-echelon SC, in which the producer
delivers the products with some consistency to the final retailer. They examined
optimum price and efficiency choices concerning the fairness of the participants and
their negotiating forces. Taleizadeh, Alizadeh-Basban, and Sarker [21] studied the
two-echelon SCwith cooperation problem in the games Stackelberg and Nash where
consumer demand is price carbon emission rate cognizant.

2 Model Formulation

This work is about both inventory control and collaboration in a supply chain and
GA model building. Using GA optimization makes it easy to adapt this model to
any business. Model is about the visit interval between echelons and optimum stock
control to ensure a particular service level. In this model, the pharmacy is the retailer
that fulfills customer orders, and the supplier fulfills the retailer’s replacement orders.

Figure 1 shows the distribution of medication and cash flow through two-echelon
SC. The stock is exported atwholesale pricew (Dollars per unit) from the pharmaceu-
tical supplier to the pharmaceutical retailer. In the two-echelon SCproblem examined
in this study, the decision variables are the visit interval for the supplier, the supply
multiplier, and the delivery time, which is a safety factor for the retailer. The visit
interval of the supplier is a decision variable T, and delivery takes a certain amount of
time LT reaches the customer’s premises. The travel time and order costs are regard-
less of the quantities of the order, and the carrier is capable of any quantity. The
safety factor k is used to determine the service level. Specifying the pharmaceutical
supplier’s visit interval and the retailer’s service level not only directly affects their
profitability but also their mutual profitability. Besides, these decisions also affect
patients. In this system, if the service level is determined incorrectly, the system is
faced with a drug shortage, which will affect the health system negatively. There-
fore, a social contribution model of the problem is taken into account for a preferable
strategy for patients.

The pharmaceutical supplier is the leader of the Stackelberg game. In this game,
the order of events is as follows. First, the supplier decides his optimum profit param-
eters as his decision variables for a commodity unit. The second decision is that the
retailer takes the parameters from the supplier and chooses its optimum parameters
for a maximum profit on sale prices.

In this paper, a search-optimization technique was used to apply the concept of
two-echelon supply chain design using the artificial intelligence field, GA. GA is an
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Fig. 1 The SC model

operation that relies freely on Darwinian ideas of fittest survival where operators of
selection and recombination are used in high-performance solutions [22].

In this study, notations with the following signs are used (Table 1).
The following assumptions were considered in this study: The drug market is

probabilistic per unit time and has a normal distribution. The pharmacy is facing no
sales related to partial pre-order. There is a loss of reputation sh for every missing
inventory unit, whether lost or not. The interval between two consecutive visits by
the drug supplier is T, assumed to be a fixed number. The drug pharmacy uses a
periodic review inventory policy based on the drug distributor’s visit interval (T, S).
When the drug distributor arrives, the inventory position at the pharmacy is equal
to s, which is equal to the difference between inventory and pre-orders. The drug
supplier delivers the received order to the pharmacy after a fixed delivery time LT
has expired. There are generally one or several pending orders. The cost of the drug
supplier’s visit is independent of s and T variables. There is no product variety in
the system, and the lead time length LT is less than the cycle length T for avoiding
multiple pending orders in any cycle.
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Table 1 Notations of the model

T visit interval of drug supplier Tmax = 14.0, the maximum period length allowed by the
government administration.

LT order waiting time

μ Average demand follows normal distribution/time

σ Standard deviation with the normal distribution of demand/time

hr inventory holding cost at retailer/time

hs inventory holding cost at supplier/time

cs pharmaceutical supplier crashing cost. Cost for each order./Distribution and shipping cost of
the drug supplier for each visit

a rate of lost sales

p selling price at retailer/unit drug

w Wholesale price/unit drug

m supply price/unit drug

sh Pharmaceutical retailer’s shortage cost

A order cost at the drug supplier/order

n the drug supplier has a supply multiplier for replenishments

S order-up-to level at the pharmaceutical retailer

s reorder point at the pharmaceutical retailer

k the safety factor at the pharmaceutical retailer

SL Te pharmaceutical retailer’s service level

CSR compensation transferred to drug supplier

X For drug following normal distribution having μ(T + LT) and std deviation σsqrt(T + LT), the
request for protection interval

EP The expected profit/time

2.1 SC Model

The assumption of demand to the pharmacist is calculated by the demand following
the normal distribution. D is equal to μ(T + LT) standard deviation σ

√
T + LT.

Standard deviation over the protection interval.
S is a function of the order-up-to level that includes safety stock. It is calculated

as S = SS + D, which can be shown in the equation below:

S = μ(T + LT) + kσ
√
T + LT (1)

Considering that the protection gap demand X follows a normal distribution,
the expected product shortage between two consecutive replenishments can be
approximately calculated as

E(X − S) = G(k)σ
√
T + LT (2)
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Here G(x) is called the unit normal loss function that is calculated as

G(x) = ∞∫
x
(z − x)f(z)dz

= f(x) − x[1 − F(x)]
(3)

f(x) is the standard normal distribution function, calculated in the literature as

f(x) = 1√
2π
e

−x2

2 dx.

F(x) is the total distribution function, computed with F(x) = ∞∫
x
f(x)dx.

2.1.1 Decentralized SC Problem

Profit model of the pharmaceutical retailer

The pharmaceutical retailer’s profit is derived from the sales revenue by subtracting
retention costs and lost sales costs [23]. The pharmaceutical retailer first decides
how much to order. When R is divided, and the safety factor is taken as a decision
variable, based on Nematollahi [24], the new objective function becomes

EPdec
ret =(p − w)μ − hr

[
μT

2
+ kσ

√
T + LT + aG(k) σ

√
T + LT

]

− sh + a(p − w)

T
G(k)σ

√
T + LT (4)

In the decentralized model, the drug supplier predetermines the T visit interval
and the drug retailer decides a service-level decision.

Profit model of the pharmaceutical supplier.
Theobjective function of the problem ismodeled by subtracting the cost of holding

and stock-free, lost sales, and order costs from the profit generated from the product.
With this model, the expected profit of the pharmaceutical retailer can be calculated
approximately as follows:

EPdec
sup =(w − m)

(
μ − aσ

√
T + LTG(k)

T

)
− Cs + A/n

T

− hs(n − 1)(μT − aG(k) σ
√
T + LT )

2
(5)

s.t.

EPdec
ret =(p − w)μ − hr

[
μT

2
+ kσ

√
T + LT + aG(k) σ

√
T + LT

]
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− sh + a(p − w)

T
G(k) σ

√
T + LT (6)

0 ≤ T ≤ T (7)

2.1.2 Social Collaboration SC Problem

Nematollahi et al. [24] used a Social Collaboration model to ensure that members of
the socially collaborated supply chain are involved in the provision of critical drug
sales services to patients. The optimal quality of operation for the occupancy rate
limit compared to the maximum permitted medicine deficiency rates for a period is
taken into consideration in the proposed model. As with Uthayakumar and Priyan
[25], the supply chainmanagement assumes that the fill rate for the particular product
is set according to the demand that the existing stock is supposed to have in a period
separated by the expected average demand per cycle.

EPsoc =(p − m)μ − 1

T

(
Cs + A

n

)
− G(k)σ

√
T + LT

T
(sh + a(p − m)

− hsa(n − 1)T

2
) − μT

2
[(n − 1)hs + hr ]

− hr
[
kσ

√
T + LT + aG(k)σ

√
T + LT

]
− err (8)

s.t.

(p − w)μ − sh + a(p − w)G(k)σ
√
T + LT

T

− hr

[
μT

2
+ kσ

√
T + LT + aG(k)σ

√
T + LT

]

≤ (p − w)μ − sh + a(p − w)G(k)σ
√
T + LT

T

−hr

[
μT

2
+ kσ

√
T + LT + aG(k)σ

√
T + LT

]
(9)
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(w − m)

(
μ − aG(k)σ

√
T + LT

T

)
− Cs + A/n

T

−hs(n − 1)G(k)
(
μT − aσ

√
T + L

)
2

≤

(w − m)

(
μ − aG(k)σ

√
T + LT

T

)
− Cs + A/n

T

−hs(n − 1)G(k)
(
μT − aσ

√
T + L

)
2

+ err

(10)

0 ≤ T ≤ T (11)

0 ≤ kT (12)

Equation (8) aims at maximizing overall profitability minus themoved compensa-
tionwithin the framework of social collaboration decision-making. Constraint (9) has
been drawn up to ensure that when the establishment of the partnership is modeled,
the viability of a pharmaceutical retailer is greater than for the decentralized situation.
Constraint (10) notes that the profitability of the drug supplier after the distribution
of payments is superior to the decentralized structure. The constraint (11) ensures
that the supplier must not cross a certain threshold between two consecutive visits.

2.2 Algorithm Parameters

GA (genetic algorithm) is a global stochastic search that represents the natural selec-
tion process. The method is iterative and produces the ideal solution. The parameter
values used in GA are in Table 2. The algorithm is coded in Python programming
language using Python 3.9 and PyCharm 2.3. the parameters wanted in the algo-
rithm are as follows: Max number of iterations is stopping criteria of the GA. Popu-
lation size, mutation probability, number of elitists, crossover probability, parents’
portion, the maximum number of iterations without improvement, which means the

Table 2 Value of the GA
model parameters

Parameter Type/value

Max generation 1000

Population size 100

Mutation 0.5

Crossover 0.5 uniform

Selection elitism
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maximum number of successive iterations without improvement, and crossover-type
can be ‘uniform’, ‘one point’ or ‘two point’.

3 Results

This article used GA for a two-echelon P-SC and compared the results with themath-
ematical model of a case study. Having GA on a two-echelon supply chain structure
provides a better solution; also, the GA is easier to understand and faster than the
mathematical model. Even mathematical model considered giving the best results,
GA gave more reliable answers than the original model Nematollahi, Hosseini-
Motlagh, and Heydari [24]. Test problems used in this article were taken from
Nematollahi [24].

The difference between the mathematical model and the GA is shown in Graph
1. The genetic algorithm provided more profit for all scenarios in dollars. Psc dec
and soc correspond to the profit gained from the decentralized model and social
cooperation model, respectively.

Graph 2 shows the difference between the social collaboration model and the
decentralizedmodel solved by usingGA. The social, collaborativemodel gives better
results than the decentralized model.

Graph 1 Shows the difference between mathematical and GA model’s solutions
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Graph 2 The difference between the social collaboration model and the decentralized model

4 Conclusion

The supply chain network consists of different nodes that need to plan their cash
and commodity flow continuously. The decentralized model showed the struggle
haven to model two times for an SC having two echelons. When the echelons were
programmed corresponding to the two-echelonmodel, the profit raised, and planning
time was reduced accordingly. The GA gives better results than the mathematical
model even without changing any parameter. Heuristics are easy to implement and
can be adjusted to a large number of problems comfortably.

The program written in Python programming language can be used to solve all
kinds of optimization models with limitless decision variables.

For future research, the algorithm written would be adapted to solve multi-
objective optimization problems.
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Meta-Heuristical Constrained
Optimization Based on a Mechanical
Design Problem

Bengü Güngör

Abstract Mechanical design optimization is a crucial part of engineering andmanu-
facturing problems, according to the literature. Dealing with constraints is amongst
themost challenging parts of this form of problem.Many studies have been presented
to concern with infeasible solutions in process optimization, especially those based
on genetic algorithms. The application step is carried out in this study with a chosen
problem that is investigated by a Group Search Optimizer (iGSO) for resolving
mechanical design optimization problems and an algorithm that uses both subsets
and cooperative evolutionary strategies to enhance swarm intelligence capabilities
and optimization accuracy. The selected pressure vessel design from this study aims
to minimize the total cost of materials, forming and welding of the pressure vessel.
By this aim, the pressure vessel design optimization problem was implemented with
Simulated Annealing and Great Deluge Algorithms via MATLAB R2020b soft-
ware. The parameters and constraints were specified in two distinct functions to
compute the fitness function using an inverse tangent approach and even to obtain
a penalty function that decreases the fitness values of infeasible solutions in accor-
dance with the degree of constraint violation. Since it has a tiny area and performs in
a restricted period, the Simulated Annealing Algorithm offered a reasonable result
despite violating any constraints, according to MATLAB outputs.

Keywords Constrained optimization · Great Deluge Algorithm · Mechanical
design problem · Simulated Annealing Algorithm

1 Introduction

Swarm-based evolutionary algorithms have garnered considerable attention in recent
decades, and a lot of them have indeed been suggested, including genetic algorithms
(GAs), evolutionary programming (EP), and evolution strategies (ES). Swarm intel-
ligence (SI) algorithms that are nature-inspired have recently been created. There are
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two main types of SI algorithms: particle swarm optimization (PSO) and ant colony
optimization (ACO) [1]. Heuristic methods have proved to become more versatile
and effective than deterministic approaches, and they minimize the amount of time
it takes to overcome an optimization problem. Although, the result obtained is really
not assured to be a feasible or globally optimal solution [2]. Numerous researchers
have proposed different algorithm to overcome constrained design optimization prob-
lems in the literature. Despite the widespread use of meta-heuristic approaches in
a variety of engineering fields, their use in mechanical design optimization prob-
lems is still limited [3]. Within this context, there are several studies presenting
these approaches. When it regards the most cited studies, at first, Goldberg (1989)
mentioned Genetic Algorithms and its metaphors, especially in the machine learning
field [4]. Another study presented by Kennedy and Eberhart (1995) described the
evolution of numerous paradigms of particle swarm which approaches to optimize
nonlinear functions and explained benchmark tests in neural network training [5].
Parsopoulos and Vrahatis (2002) explore the performance of the Unified Particle
Swarm Optimization approach by using a penalty function technique [6]. Dorigo
and Stützle (2004) provide an overview of ant colony optimization as well as a list
of its most prominent applications [7]. Lee and Geem’s study (2005) introduce a
new harmony search meta-heuristic algorithm-based technique for engineering opti-
mization problems involving continuous design variables, which is inspired by the
musical practice of looking for the optimal state of harmony [8]. For improving
multivariable functions, the Artificial Bee Colony algorithm presented by Karaboga
and Basturk (2005) is a multivariable optimization technique based on the intelligent
behavior of honeybee swarms [9]. Grenade Explosion Method, a new optimiza-
tion technique developed by Ahrari and Atai (2010) is a simple and robust algorithm
capable of discovering all global and some local optima ofmultimodal functions [10].
As another applied algorithm in engineering design problems, Eskandar et al. (2012)
present the Water Cycle Algorithm is inspired by nature and is based on real-world
observations of the water cycle and how rivers and streams flow into the sea [11].
Many additional swarm-based algorithms, such asGreyWolfOptimizer (GWO) [12],
Adaptive FireflyAlgorithm (AFA) [13],Moth-flameOptimizationAlgorithm (MFO)
[14], Ant Lion Optimization Algorithm (ALO) [15], Whale Optimization Algorithm
(WOA) [16], Grey Relational Analysis (GRA) [17] and Salp Swarm Optimization
Algorithm (SSO) [18] are utilized to solve constraint optimization issues in addition
to these.

According to the literature review, the use of Simulated Annealing and Great
Deluge Algorithms in engineering design problem has a poor amount than the others
listed above. Therefore, this study aims to integrate both algorithms to solve a selected
mechanical design optimization problem via using MATLAB R2020b software. In
this case, the problem for the implementation phasewas identified from the literature,
based on [1]. Paper’s “An improved group search optimizer for mechanical design
optimization problems” published in Progress in Natural Science 19 (2009), 91–
97. This paper introduces an improved group search optimizer (iGSO) for solving
mechanical design optimization problems, as well as an algorithm that improves
global search capability and convergence efficiency by using both subpopulations and
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a cooperative evolutionary strategy. The iGSO is tested on two classical mechanical
design optimization problems: spring and pressure vessel. Within the application
step, the pressure vessel design optimization problem was preferred based on Shen
et al.’s study and Simulated Annealing and Great Deluge Algorithms were used to
solve it.

2 Methodology

In this section, the applied algorithms for solving the selected pressure vessel design
optimization problem are briefly represented.

2.1 Great Deluge Algorithm

The Great Deluge Algorithm (GDA) was created by Dueck [19] to solve complex
optimization problems. “An individual climbing a hill will try to move in some
direction that does not get his or her feet wet in the hope of finding a way up as
the water level rises” according to the GDA analogy [20]. GDA has a significant
advantage over the other related meta-heuristics in that it only requires the correction
of a few parameters. It only requires the adjustment of one key parameter, the decay
rate, or �L that is a search parameter that controls whether non-improving solutions
are accepted. GDA will accept a non-improving solution if its quality is less than
or equal to a predefined standard, which is reduced by �L in each iteration. Great
Deluge Algorithm controls candidate solutions, and if a new candidate solution is
superior or similar to the current solution, it is accepted [21].

Figure 1 (adopted from Baykasoğlu (2012)) shows the pseudocode for the GDA
as implemented in this study.

The key parameter to configure in GDA is the decay rate calculated by Eq. 1. The
initial and final values of the objective function are represented by F(S) and F(Sf),
respectively. F(Sf) can be set to a reasonable lower bound.

Fig. 1 Pseudocode of Great Deluge Algorithm by Baykasoğlu (2012)
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�L = F(S) − F(S f )

iteration number
(1)

Within a pre-specified neighbouring set, neighbourhood generation is essentially
deciding new values for decision variables. To integrate GDA, Eqs. 2 and 3 were
used for generating neighbourhood solutions in this study. �() is a chaotic number
generator that assigns chaotic numbers within the range of zero and one.

x∗
i = xi + integer [(2 ∗ �() − 1) ∗ stepii ] (2)

x∗
i = xi + (2 ∗ �() − 1) ∗ stepci (3)

The step sizes are specified in this method in relatively large numbers at the
start of the search process, and they are decreased as the search progresses and the
search finds a successful solution, where a more intensive search is more useful.
This method has proven to be very useful and successful in our computational
research.Baykasoğlu (2012) presentedEq. 4 to calculate step sizes as a newapproach.
According to Eq. 4, k is iteration counter, ϕ is parameter, which is set to ϕ = 0.001
in the present study.

stepi = stepi − e(−mod(k/k+1),1)) ∗ ϕ ∗ stepi (4)

2.2 Simulated Annealing Algorithm

Simulated Annealing (SA) is a general optimization technique that is based on the
statistical mechanics of solid annealing [22]. The implementation attempts to reduce
a given objective, f, by making a small variation to the predictors while considering
the objective’s change in value, �k [23]. The ability to stop being stuck in local
minima is SA’s big advantage over other approaches.

The algorithmgenerates a random search that allows variations that bothminimize
and maximize the objective function k. The algorithm begins with a random solution
as the initial solution, and the process temperature (T = T0) will be the same. Any
iteration yields a solution that is near the current one. The proper idea is recognized
with probability if the resultant adjustment produces an increase in the objective;
Eq. 5, T is a control parameter related to as the system’s temperature.

exp(−�k/T ) (5)

The neighbourhood search process is repeated until the number of iterations
exceeds a fixed threshold. The device temperature is reduced after this stage.
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Fig. 2 Pseudocode of simulated annealing algorithm by Hosseinabadi et al. (2017)

This procedure is repeated until the termination criteria have been met [23]. This
algorithm’s pseudocode is shown in Fig. 2.

Within the neighbourhood generation and the step size part of this algorithm,
Eqs. 2, 3 and 4 were used to implement on MATLAB software. Initial solutions for
both GDA and SA algorithms were generated based on Eq. 6.

x∗
i = ximin + rand ∗ (

ximax − ximin

)
(6)

After the algorithm coding section in MATLAB, codes were integrated with the
selected pressure vessel design problem which is given in Sect. 3.

3 Application

Shen et al. (2009) developed an integrated group search optimizer (iGSO) for solving
mechanical design optimization problems, as well as an algorithm that uses both
subpopulations and a cooperative evolutionary strategy to enhance global search
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Fig. 3 Pressure vessel
illustration by Shen et al.
(2009)

Table 1 Pressure vessel
design variables

Shell thickness Ts = x1

Thickness of the head Th = x2

The inner radius R = x3

Length of cylindrical section L = x4

capability and convergence efficiency. The iGSO is put to the test on two classic
mechanical design optimization problems: springs and pressure vessels.

Mechanical design problems can be expressed as constrained optimization
problems in general, as shown below:

mink(X) (7)

Subject to hi (X) = 0 i = 1, 2, ..., m (8)

gi (X) ≥ 0i = 1, 2, . . . , P (9)

where X is an n-dimensional vector of mixed variables and k(X) is the objective
function. The equality and inequality constraints are hi(X) and gi(X), respectively,
and p is the number of inequality constraints.

This selected pressure vessel design (see Fig. 3) seeks to reduce the pressure
vessel’s overall cost of materials, forming, and welding. Design variables are given
in Table 1.

x1 and x2 are discrete integer multiples of 0.0625 in, while x3 and x4 are continuous.
The mathematical model of Shen’s pressure vessel design problem is stated as

follows:

3.1 Pressure Vessel Design Problem Integration
with MATLAB R2020b Software

Figure 5 shows how the problem was modelled using both Simulated Annealing
and Great Deluge Algorithms. For MATLAB integration of this selected problem,
the parameters and constraints were defined under two separated functions which
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Fig. 4 Mathematical model of Shen’s pressure vessel

Fig. 5 MATLAB modelling of objective function and constraints

are obj_func_tan to calculate objective function with inverse tangent approach, and
obj_func_pen to create a penalty function that is generated for infeasible solutions
by reducing their fitness values in proportion to their degrees of constraint violation.
The co-evolutionary penalty formwas coded as a penalty feature, as seen in an article
by Yeniay (2005). This type of penalty divides the penalty into two values, providing
enough detail to the Genetic Algorithms about the sum of restriction violations and
the severity of the violations [24].

In this model, individuals are evaluated by Eq. 10 where f(X) is the objective
function’s value, w1 and w2 are two penalty parameters, and coef (see Eq. 11) is the
number of the values by which the constraints are violated. viol starts at zero and
increases by one for each restriction violated. As shown in Fig. 6, the co-evolutionary
penalty function was coded in MATLAB under the name obj_func_pen.
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Fig. 6 Co-evolutionary penalty function implementation on MATLAB

eval(x) = f (x)−(coefw1 + violw2) (10)

coe f =
q∑

i=1

gi (x), ∀gi (x) > 0 (11)

In this part of the code, the infeasible constraints were counted, and the number
was stored under the counter variable. The penalty equation was calculated for 12
different constraints so, it was written in a for loop having an index i from 1 to
12. The second part of the equation which is coef*100/g(i) calculates the number
of violated constraints based on the number of infeasible constraints divided by the
overall number of constraints.

4 Results

After the analyzing defined mechanical design optimization problem, the outputs of
Simulated Annealing (SA) and Great Deluge Algorithms (GDA) were given in Table
2.

The developed iGSO algorithm within the Shen’s study gives the best solution as:
x1 =0.812500x2 =0.437500x3 =42.098446x4 =176.636596%fitness=6059.714.
According to SA and GDA algorithms, it can be observed that both give feasible

Table 2 Output table of SA and GDA

X1 X2 X3 X4 Y Fitness

SA 1.55655 2.58282 75.2264 74.2178 − 6.57619e-07 1.5206e + 06

GDA −0.130212 0.360365 4.47167 4.75327 − 13,936.6 317.8624
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solutions because y values are negative. Additionally, even though both algorithms
have given closer to an optimal solution than iGSO algorithm fitness value; however,
Simulated Annealing Algorithm has provided a better solution with a smaller fitness
value for the pressure vessel design constrainedminimization problem. Furthermore,
the objective function plots of the SA and GDA algorithms are shown in Figs. 7 and
8. Both plots show that objective functions converge to near to optimum solution
so, it can be confirmed that the analyzes give a feasible solution for the designed
problem.

Fig. 7 Objective function
plot of Simulated Annealing
Algorithm

Fig. 8 Objective function
plot of Great Deluge
Algorithm
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5 Conclusion

This research uses two separate meta-heuristic algorithms to solve a constrained
optimization problem in the engineering design field: Simulated Annealing and
Great Deluge Algorithm. First and foremost, a literature-based issue, pressure vessel
design, was chosen. Following that, the pseudocodes were used to code each SA and
GDA algorithm in the MATLAB R2020b software. Since it has a small population
and operates in a small number of generations, the Simulated Annealing Algorithm
gives a stable solution without violating the constraints, according to MATLAB
outputs. A further successful algorithm is the Great Deluge Algorithm, which avoids
getting stuck in local optima by using simple neighbourhood search heuristics to
find solutions in a short period of time. According to the outputs of this study, it was
seen that both algorithms applied to the problem were more successful in solving
the engineering design problem minimization model than the iGSO algorithm. As a
future research direction of the study, different algorithms can be implemented by
embedding learning algorithms in them.
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A Case Study of Shape Optimization
Using Grasshopper Optimization
Algorithm

Faik Fatih Korkmaz, Mert Subran, and Ali Rıza Yıldız

Abstract Structural optimization is a popular topic in today’s engineering and
industry to reduce costs and obtain more ideal designs. In the structural optimiza-
tion problem, the lightest design under conditions is investigated. Increasing studies
in recent years have proven the success of metaheuristic optimization algorithms
in structural optimization problems. Unlike the traditional method, metaheuristic
methods use stochastic methods and do not need derivative information of the
problem. This makes them more flexible and easy to use. In this study, a solid part’s
shape optimization is performed by using the Grasshopper Optimization Algorithm
(GOA). The design values and results found by the algorithm are discussed.

Keywords Structural Optimization · Shape optimization · Constrained
optimization · Metaheuristic · GOA

1 Introduction

The product design process and product cost are important topics in today’s industrial
world. Design optimization methods have been an expert way to develop more effi-
cient, lighter, and lower-cost designs. The purpose of structural design optimization
is to determine the best shape of the structure by changing the design variables [1, 2].
Today, there are many structural optimization software available, both commercial
such as Hypermesh [3], optiSLang [4], solidThinking Inspire [5], and open-source
such as OpenMDAO [6], OpenLSTO [7].
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The first type of optimization algorithms is based on gradient. This type of algo-
rithm uses the derivative vectors of functions that are modeled by the problem. The
second type is based on stochastic approaches. These algorithms apply more than
one solution in each iteration. Metaheuristic algorithms also use this approach and
become known as a powerful instrument to determine the best solution to design
problems [2, 8]. Today, there are not only many studies using metaheuristic algo-
rithms inspired by nature [9–18], but also hybrid studies increasing day by day [19–
25]. Additionally, these algorithms have given a different perspective to engineering
design problems [26–40].

Metamodeling has been used in many studies [41, 42] due to a large number of
function evaluations and the weakness of commercially used structural optimization
software to use meta-heuristic artificial intelligence algorithms. The basic concept
is to obtain an approximate model of the system by using samples. The responses to
the problem are approximately obtained with this type of modeling.

Like other optimization techniques, shape optimization is an essential method
of structural optimization [43]. In this study, using the Hypermorph tool and
Grasshopper Optimization Algorithm (GOA), shape optimization of a three-
dimensional part is completed without metamodeling. The objective is the mass,
and the constraint of the problem is the maximum von Mises stress of the structure.

GOA is such a nature-inspired optimization algorithm that models grasshopper
swarms’ behavior in nature [44]. Pseudocodes for the GOA and more detailed
information can be found in reference [44].

2 Case Study

The finite element model was created to determine the mechanical behavior of the
part under working conditions. The finite element model includes mesh elements
describing the part’s geometry and loading conditions. In this study, the linear static
analysis was preferred because it properly describes the mechanical behavior and it
has analysis time which is at a reasonable level.

The optimization problem defines the design values, purpose, and constraints of
the problem. One of the equations used in the optimization process is the linear
static analysis of the model. In this section, the finite element model of the part and
optimization problem is explained.

2.1 Model

The front view of the part is given in Fig. 1. There is a round hole and a rectangular
hole on the part to change the shape and size. The changes to be made on the part
are explained in the optimization problem header.
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Fig. 1 Front view of the part

Geometry has been meshed using CTRIA3, CQUAD4, CPENTA, and CHEXA
elements using Hypermesh software. The total element number is 6447, and the total
node number is 4921. Material properties referenced steel. The elasticity modulus
is 210000 MPa, and the Poisson ratio is 0.3, density is 7.9e-9 kg/mm3. The total
distributed force is 9600 N at the corner of the left edge.

2.2 Optimization Problem

Ensuring that the part is lightenedwithout losing its reliability under boundary condi-
tions can be expressed as a constrained optimization problem. In this optimization
problem, the design variables are the dimensions of the part. The damage hypothesis
suitable for the part is defined in the problem as a constraint. The objective function
is defined using the mass.

In this study, design values were selected as the multiplier of perturbation vectors
that change geometry points (Fig. 2). These shape perturbations are user-defined
vectors and they are defined in Hypermesh software by using the Hypermorph tool.
In this way, the shape of the part is changed by changing the multipliers.

Design values:

x j = multiplier o f p j (1)

0 ≤ x j ≤ 1 (2)

Objective function:
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Fig. 2 The visualization of shape perturbations on geometry

min

(
N∑

k=1,2,3,...

ρ�Vk

)
(3)

Constraints:

σk(x) ≤ 200 (4)

x is the vector that contains the perturbation multipliers. The objective function
is the sum of the mass. N is the total number of elements, k is the element number,
and �Vk is the volume of the number k element. σk(x) refers to the von mises stress
of the k numbered element.

Initial design values, in Eq. (1), are determined by GOA. Geometry is regenerated
by this initial design. After the static analysis using Optistruct software, objective
and constraint violation values are obtained. If the constraints are above zero, penalty
scores apply—the penalty score is calculated by using Eq. (5) and (6).

C(x) = M(x) + 1010×V(x)2 (5)

V (x) =
∑

max(σk(x)−200, 0) (6)

Here, V shows the violation value, M is the mass function which is calculated
using density and volume of geometry, and C is the cost value. If any elements with
a von Mises stress above 200 MPa, the violation is penalized in the cost. Design
values, static analysis, and calculating the cost values repeat during optimization for
each iteration.
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Fig. 3 Function evaluation flow diagram

2.3 Method

The flowchart used in the solution of the design problem is given in Fig. 3. The
diagram follows a closed-loop path and applies the design values determined by the
algorithm to the problem and transfer the necessary responses to the algorithm. This
approach was used instead of the metamodeling method, in which the problem was
modeled approximately.

Detailed information on the algorithm documentation for GOA is described in
reference [44]. The GOA algorithm used in the study has been run in the MATLAB
software environment. The algorithm randomly determines the initial population.
The position of each grasshopper in the population is equivalent to the design values
in the physical problem. Design values are applied to geometry with Hypermesh
software. In thefinite elementmodel, structural analysis is performed in theOptistruct
environmentwithout any changes except geometry. Structural analysis results include
data of parameters such as stress distribution and displacement values. Response data
are transferred to the algorithm in theMATLABenvironment, and thefitness values of
the population are obtained. This cycle is followed in all objective function runs, and
the optimization process continues with the cooperation of many different platforms.

3 Results and Conclusion

This section includes optimization results. The number of search agents is 15, the
number of maximum iterations is 350. The dimension of the problem is 5. The results
of the 3 independent runs are listed in Table 1.

As a result of 3 independent runs using the same optimization parameters, 3
different design concepts were obtained. When the design value named X1 is
compared for 3 different results, it is observed that it takes different values. Also, it
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Table 1 Run summary table

Run ID Mass (kg) X1 X2 X3 X4 X5

Run 1 0.000394266 0.132912 0.620637 0.182769 0.150604 0.418107

Run 2 0.000405558 0.298307 0.584310 0.315859 0.363608 0.263748

Run 3 0.000406024 0.941332 0.579465 0.000000 0.370795 0.255130

is similar to other design values. This shows that the GOA algorithm can be used as
a tool to find the optimum design and search for different concepts.

The convergence curve of the best solution is shown in Fig. 4. The plot gives the
values of the minimum cost with respect to iteration. Additionally, the fitness history
curve shows cost with respect to iteration. The convergence curve and the fitness
history curve show the best cost value in each iteration. While the fitness history
curve shows the best value in the current iteration, the convergence curve shows the
cost value of the best design in the whole optimization process.

Fig. 4 Convergence curve and fitness history

Fig. 5 Optimal design, a geometry, b static analysis result
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As a result of the design values, the shape changes are visualized in Fig. 5a. The
linear static analysis results of the shape optimization are shown in Fig. 5b for the
best running. GOA has found a feasible design that the maximum von Mises stress
is 200 MPa and does not violate the constraints.

In summary, instead of the metamodeling method, which has many examples in
the literature and can be used in structural optimization problems, a connection has
been made between MATLAB and Hypermesh software. In this way, the freedom
to choose the optimization algorithm has been obtained, and shape optimization has
been performed using the GOA algorithm. The shape-optimized part is a simple
three-dimensional geometry in which 5 different perturbation vectors are defined.
Optimization algorithm parameters have been adjusted considering the optimization
time and convergence, and the partwas subjected to 3 independent optimizations. The
results show that theGOA and themethod used in the study yielded successful results
that do not violate the problem constraints. In addition, the method used in the study
includes collaboration between software and allows shape optimization for different
structural parts by usingmetaheuristic optimization algorithms.This advantage offers
the idea that optimizations in different techniques or software without optimization
tools can also be included in the optimization.
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Quality 4.0 in Research and Development
by Using Blockchain Technology

Erhan Baran and Tülay Korkusuz Polat

Abstract Today, the factors affecting the competition between businesses in the
global world are increasing more and more over the years. Using the latest tech-
nology alone is not enough to stay ahead of the competition. The effect of Research&
Development (R&D) activities is quite high in increasing the efficiency of the enter-
prises in the market. In this study, it is emphasized that using technologies in R&D
to increase quality in every activity and every process of the enterprise can provide a
more competitive advantage. The concept of Quality 4.0 has been explained and how
it can be applied in R&D has been investigated. Blockchain technology is used to
store data in R&D. There is no similar study in the literature on Quality 4.0 efficiency
in R&D activities. The study is also unique in this respect. In the study, it can be seen
that the Quality 4.0 technologies can be used for R&D.

Keywords Research and development · Quality 4.0 · Industry 4.0 · Blockchain
technology

1 Introduction

Today, companies attach great importance to improving themselves in order to
compete with each other. In order to realize this development, it is very impor-
tant that the R&D department of the companies work correctly. R&D can be defined
as the department where the information in a company is compiled, the knowledge
base is increased and it is used to design a new process, system, and applications.

R&D is innovative activities carried out by companies or governments to develop
new products or services or to improve existing ones [1]. The first stage in the
development of a product or production process takes place in R&D.
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With the developing technologies in R&D studies, the studies have gained speed.
With the industrial revolution we are in, Industry 4.0 has also increased the devel-
opment of technologies. Industry 4.0 technologies can be used in many areas of
an enterprise. In this study, it has been focused on which Industry 4.0 technologies
can be used for what purposes in R&D. It has been examined how the use of these
technologies can increase the quality.

The concept of Industry 4.0 first appeared in Germany in 2011. Inspired by other
industrial revolutions, the widespread use of computers in production is based on [2].
Industry 4.0 will provide quite a lot of durability and flexibility in engineering, plan-
ning, production, operational and logistics processes [3]. Among the main features
of Industry 4.0 are interoperability, virtualization, reproduction, real-time capability,
platform-oriented services andmodularity [4].With Industry 4.0, new advanced tech-
nologies have started to be used. The main ones of these technologies are; Internet of
Things, cloud computing technology, big data and blockchain technology [5]. With
the use of technologies, new concepts such as smart factories and smart robots have
emerged [6].

With the integration of the use of developing new technologies into production,
continuous improvement and increasing business performance in the enterprise has
become important. Continuous improvement can be achieved by integrating these
technologies into the quality management system. Thus, the concept of Quality 4.0
emerged as a result of this integration. Quality 4.0 can be explained as the use of
Industry 4.0 technologies to increase quality performance at every stage of produc-
tion. The challenges for Quality 4.0 are similar to Industry 4.0. It is necessary to have
good digital skills and skills for both. Unlike Industry 4.0, Quality 4.0 is not just a
concept for the cost and the amount of output in the production result. It is also a
holistic data-oriented approach to the quality of the products, the quality level of all
services affecting the products, and the quality of the processes.

In this study, Quality 4.0, which is a new subject has been studied. It is emphasized
that using technologies in R&D to increase quality in every activity and every process
of the enterprise can provide a more competitive advantage.

2 Quality 4.0

Quality is howwell a product or service canmeet its features or possible requirements.
In order to increase quality, employees must be involved in all stages of the process.
[7]. Participation as a team is required at all stages, only the involvement of senior
management employees is not enough. Determining a common goal and working in
that direction will increase the quality of the business in every process [8].

Quality 4.0 is closely related to Industry 4.0. It shows the digitization of quality
and how digital tools can affect technology, processes and people. Changes that occur
with digitalization; should be considered as organizational issues that quality work
will be associated with to find new sources of data that can be analyzed to provide
insights for people, suppliers and customers to do their jobs more efficiently [9].
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Industry 4.0 focuses on the use of technologies, but not on how they make a
difference to different stakeholders, changes within the organization, and how to get
quality work done. Businesses can benefit from a move to Quality 4.0 by being more
effective at controlling expenses and allocating resources. Managing expenses and
allocating resources will be done more efficiently [10].

By integrating the use of new technologies, which are constantly moving forward,
into manufacturing, continuous improvement and increase in business performance
have become essential. Continuous improvement can be achieved by integrating these
technologies into the quality management system. As a result of this integration, the
concept of Quality 4.0 has emerged. Quality 4.0 can be defined as the use of Industry
4.0 technologies to increase quality performance in all processes of production [11].

The challenges for Quality 4.0 are similar to Industry 4.0. It is necessary to have
good digital skills and skills for both. Unlike Industry 4.0, Quality 4.0 is not just a
concept for the cost and the amount of output in the production result. It is also a
holistic data-oriented approach to the quality of the products, the quality level of all
services affecting the products, and the quality of the processes.

3 Quality 4.0 in R&D

Research and Development (R&D) is an innovative activity where efforts are made
to develop new products and services for businesses or to improve existing ones [12].
Research and development activities constitute the first step in the development of
a service or production process [13]. R&D studies can follow a different process
for each business. With R&D studies, profit is not made quickly, it is an activity
that spreads throughout the process [14]. However, it is very important to launch
new products developed in R&D in order for businesses to gain higher income from
their market share. Because businesses that cannot design new products or develop
their existing products will have difficulty competing with their competitors. With
the developing technologies, businesses should constantly renew themselves and
increase their quality level. At this point, the concept of Quality 4.0 is encountered in
R&D studies. By using the developed services, products or processes in an integrated
manner with Industry 4.0 technologies, it will be possible to increase and improve the
quality levels. Thanks to Quality 4.0, the efficiency of R&D activities will increase.
In general, R&D activities can be examined under three headings. These activities
are; basic research is applied research and experimental development [15]. In basic
research; Observations are used for research. It is mostly a preliminary work based
on experiments and theoretical knowledge. A goal should be set for applied research
and an original study should be produced in line with that goal. Unlike the first two
activities, experimental development, it includes a systematic study for the develop-
ment of existing products and the use of the information obtained from research in
the production of new products or services.
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Fig. 1 Process of R&D [16]

An effective system must be created and processes must be classified in order to
carry out development studies in R&D. The processes of R&D are given in detail in
Fig. 1.

In order to realize the processes, it is necessary to benefit from advanced tech-
nologies. With the integration of Industry 4.0 technologies into these processes, the
efficiency of R&D activities will also increase. Quality 4.0 is needed to increase
the quality of the processes and the developed products. In the first process, it will
be possible to make observations and research by using Quality 4.0 technologies in
synthesis and theory formation. Big data, internet of things and blockchain technolo-
gies can be effective in obtaining and evaluating data at the first stage. In the second
stage, in the exploration part, internet of things technology can also have an effect
on product-based evaluation. In the third stage, augmented reality technology can
be used in the design, development and testing stage. In the fourth stage, big data,
cloud technology and blockchain technologies can be used for implementation and
improvement. In measuring the effectiveness of the last stage studies, augmented
reality technologies with big data can be used to obtain experimental findings. In
this study, blockchain technology is chosen to use in the research and development
department.

Blockchain technology is a system of storing information in a way that makes it
difficult or impossible tomodify, hack or cheat the system.Ablockchain is essentially
a digital ledger of transactions that are incremented and distributed across the entire
network of computer systems on the blockchain [17].

As a result, we can group all fields and applications in 4 main ways: [18]

(1) Literally Permissionless Blockchain Networks,
(2) Partially Permissionless Blockchain Networks,
(3) Partially Permissioned Blockchain Networks,
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(4) Fully Permitted Blockchain Networks.

The data in blockchain technology is recorded not only by a center or a group of
centers, but by everyone involved in the system. For this, these employees do not need
to have information about each other, but the rules of the system and the distribution
of the record chain produced within these rules are distributed to everyone, not the
relationships between the people who provide the trust [19].

All points to which blockchain records are transmitted are in communication with
each other, ensuring that the system is working. If a connection is lost or the data log
structure is changed, the chain is broken and the system usually removes the point
of disconnection from the distributed logging network. Thus, the rest agree on the
point that the chain continues without interruption and continues to use the system
[20].

Activities in R&D should be carried out with great confidentiality. It is necessary
to plan systematically which employees will be informed about the processes. In
this privacy, it would be appropriate to use blockchain technology for data security.
Blockchain is a technology that can grow as blocks and connect these blocks together
with its cryptographic structure [21]. This structure is shown below in Fig. 2 [22].

Each of the blocks in the blockchain contains a cipher summary of the previous
block. All transaction data and time frames are included. Once a blockchain is
created, data is very difficult to change. Because it is not allowed to change the
blocks retrospectively [23].

Technologies that can be used for Quality 4.0 can be adapted to R&D. It is neces-
sary to use blockchain technology for information security and secure access to this
information, which is one of the most important elements for studies in R&D. With
Blockchain technology, the control of departments in the enterprise where other tech-
nologies are used can also be performed. Interactions of blockchain technology are
shown in Fig. 3 [24].

Research and development (R&D) is the creation of new knowledge of existing
products or processes or the creation of an entirely new product. This is systematic

Fig. 2 Structure of Blockchain [22]



116 E. Baran and T. K. Polat

Fig. 3 Blockchain
Technology [15]

creative work and the new knowledge discovered is then used to formulate new
materials or all new products and to modify and improve existing ones [25].

Research and Development is used to achieve two main objectives:

(1) Launching a new product
(2) To reveal new scientific and technical knowledge.

R&Dengineers design and test product concepts and also revise existing products.
Theymaywork in a variety of industries where they collaborate with R&D personnel
on product design concepts, develop new products, and redesign existing products
to industry standards [26].

In this study, the blockchain structure has five components that exhibit a degree
of interconnectedness and would assist in creating a blockchain-based R&D system
that can be examined in future research. The structure is shown in Fig. 4.

Registered transactions in Research and Development are now created and
managed at multiple levels through networks with partner industries such as smart
devices, collaborating vendors and innovators, materials evaluation and research.
They act as key inputs to the architecture of the blockchain system and must be
managed in accordance with legal and regulatory guidelines. With the integra-
tion of newer technologies, such as smart devices for monitoring team metrics,
future research needs to focus on managing such data sources to improve the
comprehensiveness of R&D record databases.

As blockchain technology advances, we will witness noticeable changes and
advances in the factorswhose architecture is incorporated into the blockchain system.
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Fig. 4 Blockchain Structure

Future work should focus on developing strategies to control advanced system archi-
tectures, especially with regard to issues that may affect performance and efficiency,
such as node control and key transport techniques.

Based on the studies, we reveal whether blockchain will be a value creation or
value enhancement technology and how it should be implemented by addressing
the specific issues identified in this study. These include strategic issues such as
resource constraints and technical details such as performance uncertainty and system
requirements.

Blockchain-based databases can bring the necessary documentation for thosewho
hold ownership of their personal data, the definitive beneficiary on the R&D bill. It
should be able to explain the perspectives of educators and designers that are not
included in a blockchain-based system. It may be suitable for simple use and may
be easy to use.

4 Conclusion

Businessesmust be in continuous development in order to increase theirmarket share.
Taking advantage of the technologies brought by Industry 4.0, the industrial revolu-
tion we are in, to ensure continuous improvement, will accelerate the development of
enterprises. However, it is necessary to increase not only the improvement of product
development but also the improvement of processes and product quality. In this study,
it was emphasized thatQuality 4.0 should be integrated intoR&Dactivities in order to
achieve this goal. Quality 4.0 will not only increase the quality of businesses in terms
of management but also increase the quality of products. It has been determined as to
which Quality 4.0 technology can be effective in the R&D stages. This study can be
a guide to researchers for the effective use of technologies in R&D activities. In the
study, “Blockchain Technology”, one of the Quality 4.0 technologies, was used. Data
transfer between employees in R&D processes has been carried out more securely
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with the special cryptographic structure of Blockchain. With the use of Blockchain
Technology in R&D, R&D activities will become closed to external intervention and
cannot be changed. The data will not be linked to any center or individual. People
who are authorized to share data will have access with a password. Information about
the blocks can be distributed to all people on the network in the desired way. Due to
the transparency of the blockchain system, blocks can be examined when desired.
Nobody will be able to know which employee has access to how much information.
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