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Preface

The current industrial revolution (Fourth Industrial Revolution or Industy 4.0) is the
fusion of several key technologies such as artificial intelligence (AI), robotics, cyber-
security, the Internet of Things (IoT), genetic engineering, quantum computing, and
more. Application of these key technologies in electrical, electronics, and computer
engineering domain may lead to future development of our society. The innova-
tion in any technology and their approach of application in diverse domain can
make the system become smarter. The innovation in electrical, communication, and
computing technology is always interrelated to each other. A continuous research in
all these domains as well as proper disseminating the work is highly important for
the development of the global society.

The second international conference entitled ‘Innovation in Electrical Power
Engineering, Communication, and Computing Technology,’ (IEPCCT-2021) is orga-
nized by the Department of Electrical Engineering, Institute of Technical Education
and Research, Siksha ‘O’ Anusandhan (Deemed to be University), Bhubaneswar,
Odisha, India, on September, 24–26, 2021. The conference is focused in the direc-
tion of numerous advanced concepts or cutting-edge tools applied for electrical,
electronics, and computer science domain. More than 122 numbers of articles have
been received through online related to the scope of the conference area. Out of these
submissions, the editors have chosen only 47 high-quality articles after a thorough
rigorous peer review process. In the peer review process, several highly knowledge-
able researchers/professors with expertise in single/multi-domain are assisted the
editors in unbiased decision making of the acceptance of the selected articles. More-
over, valuable suggestions of the advisory, program, and technical committee also
help the editors for smoothing the peer review process. The complete review process
is based on several criteria, such as major contribution, technicality, clarity, and orig-
inality of some latest findings. The whole process starting from initial submission to
the acceptances notification to authors is done electronically.

The 2nd international conference ‘IEPCCT-2021’ focuses on sharing research and
ideas among different academicians, researches, and scientists from throughout the
world with an intention to global development. Therefore, the conference includes
various keynotes address particular to the scope of IEPCCT research topics. The

xiii



xiv Preface

sessions including (presentation of author’s contribution and keynotes address) are
principally organized in accordance with the significance and interdependency of the
articles with reference to the basic concept and motivation of the conference.

The accepted manuscripts (original research and survey articles) have been well-
organized to emphasize the cutting-edge technologies applied in electrical, elec-
tronics, and computer science domains. We appreciate the authors’ contribution and
value the choice that is ‘IEPCCT’ for disseminating the output of their research find-
ings. We are also grateful for the help received from the each individual reviewer
and the program committee members regarding peer review process.

We are highly thankful to the management of SOA (Deemed to be University) and
each faculty member of the Department of Electrical Engineering, ITER, for their
constant support and motivation for making the conference successful. The editors
would also like to thank Springer editorial members for their constant help and for
publishing the proceedings in ‘Lecture Notes in Electrical Engineering’ series.

Bhubaneswar, India
Bhubaneswar, India
Montreal, Canada
K Kotturu, India
Burla, India

Manohar Mishra
Renu Sharma

Akshay Kumar Rathore
Janmenjoy Nayak

Bighnaraj Naik
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About the Conference

The conference “2nd International Conference on Innovation in Electrical Power
Engineering, Communication, and Computing Technology” (IEPCCT-2021)
is focused in the direction of numerous advanced concepts or cutting-edge tools
applied for electrical, electronics, and computer science domain. IEPCCT is a
multidisciplinary conference organized with an intention of sharing knowledge and
views among each other by the different background of peoples, such as academi-
cians, scientists, research scholars, and students working in the areas of electrical,
electronics, advanced computing, and intelligent engineering. By this process, the
authors/listeners (national or international levels) have got an opportunity to collab-
orate theirs thoughts in the direction of global development. The major objective of
IEPCCT is to provide a useful platform for the global researchers to present their
recent inventions in fronts of well-known professors and researcher’s working on
similar research fields. It also helps to create awareness about the status of basic
scientific study compared to current developments in distinct research domain.

The conference IEPCCT-2021 is directed in the direction of the knowledge and
structure of positive research in different applications of electrical power engineering,
communication, and computing technology those are leading and governing the tech-
nological domain. The proceedings of IEPCCT-2021 will be aiming the postgrad-
uate students and researchers working in the discipline of electrical, electronics,
and computer science. Nowadays, the multidisciplinary researches have gained a
huge attention to fulfill the necessities of smart cities/countries/worlds. Therefore,
this book may assist the future development/researches by providing several recent
innovations on electrical, computing, and communication engineering.
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Congestion Management
in the Deregulated Market: A Brief
Survey

Bijaya Kumar Mohapatra, Deepak Kumar Gupta,
Chinmoy Kumar Panigrahi, and Subash Ranjan Kabat

Abstract The development of deregulated power systems has resulted in the over-
loading of transmission grids or network interference. Congestion happens when the
transmission lines are not adequate to transfer power as per load requirement even
required power is available. In congestion management, the power is utilized profi-
ciently without ignoring system constraints. Congestion has severe effects, including
severe system damage on power systems. The problems of the power system are
managed by methods of congestion management in deregulated power systems.
Various methods for handling system congestion have been reported. This paper
examines the different works reported by the researchers for the management of
congestion, which also show the importance of the management of congestion.

Keywords Congestion management · Deregulated power system · Generation
rescheduling · Optimal power flow available transmission capacity · Unit
commitment

1 Introduction

Congestion happenswhen the transmission lines are not adequate to transfer power as
per load requirement even required power is available. In congestion management,
the power is utilized proficiently without ignoring system constraints. In Ref. [1]
recommends a structure to control the power flows of the transmission lines within
the specified limit in a deregulated electricity market situation by curtailing the
congestion cost with and without adding renewable energy sources. In the reported
work, the problemof relieving congestion in a competitive powermarket, tominimize
the network power loss and enhance the voltage profile and network security during
the transactions, is described.

The restructuring of power in congestion management is based on organiza-
tional and operational improvements. The commodity-based power market has been
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replaced by price-based liberalized power markets. To ensure optimal pricing in a
competitive environment, the number of market participants and sellers will deter-
mine the cost per unit. Overloading and congestion in the system result in frequent
voltage outages, violations of transmission capacity thermal restrictions, and a threat
to the power system’s security and operability. In Ref. [2] describe OPF approaches
based on system structures which provide a systematic overview of the supplying
solution. Various strategies have been examined to assure congestion management in
a competitive market structure, such as counter trading and redispatching, bidding,
auctioningmethods, nodal or zonal pricingmodel [3]. In a deregulated power system,
congestion management is critical. The work done in the field of congestion manage-
ment has shown that the traditional regulated power system is becomingmore popular
in the competitive power market. In a real-time scenario, the electric power supply
system was altered. In its current state, transmission congestion requires adequate
transfer capacity. InRef. [4] describes congestionmanagement as concernedwith one
ormore operational limitations that affect the gird’s ability to function. In comparison
to traditional electric power systems, unrestricted competition power market limi-
tations are more prevalent because; unlike traditional systems, each seller requires
maximum benefits. Congestion management oversees both technical and financial
issues, implying that it provides action solutions as well as a pricing allocation
method. In Ref. [5] under unbalanced or congested systems, the goal of congestion
management would be to share the ISO-determinedMW schedules based on loading
forecasting with system security and dependable operations to maximize benefits to
market participants and power markets. To relieve congested lines, sufficient power
is provided to interruptible loads with the help of ISO. The power system can also
be curtailed to relieve the congested condition system.

This article is dedicated to reviewing various solution methodologies to elimi-
nate congestion in deregulated systems in a reorganized system environment along
with issues and challenges. In addition to that, many studies have been conducted
to determine the best congestion management method to prevent transmission line
congestion despite the increase in power demand. Certain methods used are gener-
ation rescheduling (GR) optimal power flow (OPF), available transfer capability
(ATC), flexible AC transmission system (FACTS) equipment, price control scheme,
and load curtailment. Each of these technologies has advantages and disadvantages.

2 Congestion Management Major Issues

The reforming of the electric supply is a complex task since national energy policies
and regulations have a variety of effects on congestionmanagement. The issue of line
overloading in traditional power sectors can be readily remedied by redistributing
the outputs of generator units, either as corrective or preventive actions, resulting
in the reallocation of economic benefits of numerous generations participating in
commodities.



Congestion Management in the Deregulated Market: A Brief Survey 3

Congested lines have a direct influence on GENCOs in an aggressive market, and
optimal bidding techniques are significantly affected for effective bidding techniques
in the competitive electricity market; a new technology introduction is required [6].
Congestion management has conflicted with the goals of different GENCOs due
to their marketing techniques according to a review of the literature on congestion
management; they have extensively employed techniques such as the neuro-fuzzy
pricing forecasting approach to anticipate LMP values at a node or in an area.

Every individual participant expects to enhance their advantages through the
redistribution of generated energy, which results in the manipulation of the bene-
fits of others, but in the case of a bilateral transaction, both parties require rapid
and equal decrease. In Ref. [7] with all of these factors in play, congestion manage-
ment becomes a critical role. When the system is overloaded, the cost increases
rapidly. Because of the rise in congestion prices, the regulating bids for electric
power providers and customers have grown. The lack of alignment between the
regulating authority (owner) and market participants (customer) is the major issue
with congestion management. The deregulated power system becomes more stable
than the regulated conventional power system in this case. As a result, managing the
system without congestion control is challenging. As a result, many strategies have
been used to implement preventive congestion management procedures to make the
systemcongestion-free. Then, utilizing corrective congestionmanagement strategies,
implement generation rescheduling,which is cost-effective.Congestionmanagement
is used in this situation to impose limitations on the energy market and competitive
environment, consequently reducing the subject of deregulation.

3 In a Congested Power System, a Real-Time Scenario

Different players, such as generator owners, transmission network owners, and load
suppliers, are involved in congestion control in the power system operating envi-
ronment. Each market has its independent grid operator, known as the independent
system operator (ISO), who is in charge of hourly (time to time), daily, and weekly
load ability forecasting calculations, as well as the system’s long-term operation [8].
The congestion management players can assess the power system concerns based
on the foregoing explanation. Apart from that, many internal players play important
roles in the restructured industry’s power system operation.

They are:

• Increasing power demand and unbalances in power system operation and control.
• Increasing the power of market corporations so that they are held accountable for

their judgments.
• Increased demand for power exchange data from a variety of market participants.
• Issues with renewable energy are becoming more prevalent.
• The economic impact of various generating sources and the environment.



4 B. K. Mohapatra et al.

• Requirement analysis for numerous participants to fulfill the value of energy
sources.

• Introduction to software technology and numerical methods analysis for power
industry problems.

Electric energy can be stored in batteries, which are energy storage devices.
Because storing significant amounts of energy is uneconomical, it can be gener-
ated and consumed instantaneously. The power consumption fluctuates dramatically
on a daily, weekly, seasonal, and random component basis [9]. Energy is important in
the purchase and sale of energy, but other services such as reactive power, automatic
generator management, and reverse power are also necessary to supply stable power.
The ancillary power service can be constructed and used tomake these services easier
to trade. According to Kirchhoff’s laws, which govern the ISO’s network routes, the
supply and consumer have a well-distributed power. As a result, the system becomes
congested, affecting generator outputs and customer consumption. Adjustments are
made to energy units, auxiliary power services, and transmission network lines that
are interconnected, and this, along with real-time demand mechanisms, results in an
efficient electricity market [10].

4 Congestion Management Methodologies

Due to the open transmission system, congestion management (CM) is one of the
most difficult tasks in energy liberalization. As the number of energy transactions
between marketplace participants increases, the transmission grid cannot transfer
energy under market agreements. In this case, the assignment of the independent
system operator (ISO) is to establish a bunch of rules and regulations tomake sure full
control of marketplace operators to maintain the standard rank of system consistency
and safety. ISO usuallymonitors transactions and checks system status, part of which
is to manage network congestion. In the liberalized energy market, ISO plays a vital
role in maintaining the safety and reliability of the system without violating the
constraints of the energy system.

The complete set of operations or processes is called congestion management and
mainly includes available transmission capacity (ATC), power generation reprogram-
ming, load reduction, and demand response. ISO can divide the grid into multiple
areas based on price to manage congestion. Congestion costs also play an impor-
tant role in congestion management. Recent CMmethods are mainly based on power
generation reprogramming, demand response, electric vehicles, and hybrid methods.
Renewable energy and battery vehicles are played an important role in CM by the
application of smart technology in refurbished electrical systems. The CM method-
ology is closely related to the complete market design. The main goal of CM tech-
nology is to organize the exchange of network functions among the required market
participants. The following summarizes several CM technologies considered in this
review document.
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4.1 Congestion Management by Generation Rescheduling
(GR)

Generation rescheduling (GR) is a technology widely used to manage congestion
in retrofit energy systems. GR approaches to regulate congestion in power plants
were presented in the literature [11, 12]. Both types of research focused on reducing
operating expenses and minimizing generation. The GR approach is a typical way
of handling congestion but is slow and ineffectual [13]. Using artificial intelligence,
algorithms like GA [14–16] and PSO [17] have been used to improve the repro-
gramming of generating techniques. GR also was based on real and reactive power
reprogramming by virtual power flow via the overloaded line [18]. The virtual flow
concept is based on the principle of superposition and DC load flow which has made
rearrangement processes easier and faster. Active power generators based on the
sensitivity of their generators were reprogrammed optimally in the literature [19].
The redispatch generators are picked according to the high magnitude of the sensi-
tivity of a generator, which required a good mathematical analysis iteration to avoid
errors while preserving the GR method’s efficiency.

4.2 Congestion Management by Optimal Power Flow (OPF)

The purpose of the optimal power flow technique is to lower generation costs while
also benefiting consumers in terms of power system parameters. When the system is
overloaded, the OPF can be used to help analyze overloading problems. For power
balancing situations and curtailment tactics, a full matrix for congestion manage-
ment includes a poolmarket environment, bilateralmarkets, andmultilateralmarkets.
Curtailment rules have the primary goal of reducing deviations from scheduled trans-
actions. In multilateral transactions, the system’s reliability is measured through
congestion management, which leads to fewer curtailments and congestion penalties
than in bilateral transactions. Decentralized risk-based congestion management is an
optimization approach that may be utilized to determine thermal overloads. In most
congested systems, a soft technique termed optimal power flow control is commonly
employed in scheduling and lowering congestion costs.

4.3 Congestion Management by Available Transfer
Capability (ATC)

The report of the hour to hour and day to day is uploaded in the website named
Open Access Same Time Information System (OASIS) using the available transfer
capabilities. To allocate any transaction, go to the OASIS website and get a report
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on the details of the transaction. OASIS develops automated scheduling, which has
the potential to help with data exchange in the energy market and congestion control
in the future.

4.4 Congestion Management by Flexible AC Transmission
Systems (FACTS) Devices

Deregulation of power markets, i.e., supplying power inexpensively and efficiently,
is the fundamental restriction in congestion management. In addition to the excess
congestion charges, line congestion raises the cost of the supply unit. The primary
goal of FACTS devices is to boost the transmission line’s transfer capacity. By
executing voltage management, power system stability limits, and reactive power
compensation also lowers congestion costs. Some FACTS devices, such as the SSSC
and UPFC, have been recommended as the best reactive power balancing devices.
Under challenging conditions, a closed-loop controller with DC link and UPFC in
conjunction provides advocate pricing for operating systems.

4.5 Congestion Management by Price Control

This price system is separated into many pricing units in this topology. Excessive
generating unit costs will result in reduced pricing, whereas excessive power demand
would result in a higher price. In this case, spot market tenders must submit separate
bids for different areas. In addition, the network is used to calculate area prices and
control market congestion.

4.6 Congestion Management by Load Curtailment

Another strategy for congestionmanagement is used in this transaction-based curtail-
ment approach. The ISO monitors the system in real time for security threats. In the
case that such violations occur are imminent, the transmission loading relief (TLR)
method of transaction curtailment is used. Transactions are chosen to be restricted
by parameters such as transaction size, relative impact on congested line flows, and
the firmness level before dispatch. In this strategy, the price and the true value of the
transmission are not important issues. This can therefore lead to economic difficulties
while this strategy improves reliability.
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5 Congestion Management Case Studies

This paper discusses and reviews congestion management cases from nations such
as Switzerland (Entras), Japan, Thailand, Australia, and the Nordic countries. One
example is the management of congestion in Switzerland. The Swiss TSOs have
decided to use the power management by congestion management concept due to
recent increases in line loads resulting in congestion [20]. This approach encom-
passes three processes: congestion forecasting, system elimination determination,
system methodology, and implementation. Congestion can be eliminated using
optimal power flow methods that combine topological measures such as network
element operational status variations, transformer tapping adjustments, and substa-
tion reconfiguration management, as well as redispatching congested lines using
globally optimal power flow solutions.

6 Congestion Management Issues and Challenges

Congestion management is a difficult problem to guarantee system safety and
stability [21]. The management of efficiency, uncontrolled loads, and climate change
issues is one of the main concerns in demandmanagement, because of an insufficient
structure, lack of incentives, and infrastructure [22]. The following are some of the
problems and challenges with congestion management:

• While the most effective technique is widely accepted for congestion reduction,
the real power schedule alters reactive power flows and can cause additional power
system problems. As a result, reactive power reprogramming is often advocated,
in addition to active power reprogramming, complicating the dispatch problem
further. The load shedding is carried out within the timeframe based on available
contracts and reprogramming.

• The availability of DG sources can be used in the existing smart grid plans,
although its scale and location are crucial. Congestion must be handled imme-
diately, which means that a rapid and reliable solution must be deployed to
prevent safety and stability problems. CM problems are solved using a variety of
conventional and non-conventional techniques of optimizing, but proper computer
intelligence techniques are still required which are robust for system changes.

• Modeling is important because the CM is in practice a multifarious challenge
task. Several policies have been proposed in the literature that uses approximate
techniques to resolve the problem, but all of them suffer from the optimal local
problem. However, the accuracy of these methods is important during the stress
situation, and various sensitivity factors and power transfer distribution factors
(PTDF) have been present. Since exact problemmodeling increases the computing
load, it is essential that the problem modeling is properly balanced and accurate.

• FACTS devices can be present in the system and can be used to reduce congestion.
However, it is essential to take into account operational costs and other financial
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considerations. The primary objective of the installation of these devices is to
improve system stability, safety, and other factors so that congestion may be a
secondary objective.

• Many systems can be used to regulate congestion of the system; however, control
cost measures can be a problem, so the best measure and coordination measures
must be assessed.

• Control of congestion can be performed in several ways, including market-based
methods. The creation of a transmission network and transmission rights can be
appropriately exploited during congestion management.

• Themajority of the solutions use static congestionmanagement approaches based
on the static rating of the device. It can also assess the dynamic rate of the
transmission cables.

7 Critical Discussion on Research Gaps

The most difficult difficulties encountered in the deregulated power market are
operational characteristics of power systems. In open access transmission systems,
OPF is increasingly being used for transmission costs and transaction evaluation.
It is also possible to do research on different dispatch and curtailment tactics. In
a deregulated environment, the sensitivity approach for selecting optimal locations
of FACTS devices can only provide an approximate understanding of the optimal
location for those devices. In a deregulated market, more dependable solutions for
optimal electricity flow must be created. Some research gaps have been identified
after summarizing this review effort, and they are listed below.

• Distributed energy resources, such as EVs and variable demands, solar and wind
energy, and so on, are increasingly being integrated into smart grids. As a result,
forecasting and developing appropriate energy plans for the system’s smooth
functioning have grown more difficult for aggregators.

• Local control is the most important consideration in FACTS-based CM system
control techniques. For modern DPMs and smart grids to adjust line power flow
as desired while avoiding congestion, this is insufficient.

• System operators face a significant problem in effectively utilizing solar and wind
energy in congested transmission lines.

• Due to less realistic limits and uncertainty in client behavior, the distributed system
operator faces a decision challenge in maximizing demand-side flexibility.

• Congestion management will be employed in the future with complicated real-
world applications in domains like as dynamic congestion management with
integrated ramp rate constraint, and probabilistic optimization with wind or PV
systems.
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8 Conclusion

The paper discusses the various problems and their solutions for congestion manage-
ment under a deregulated environment. Solution methodologies for different prob-
lems such as generation section, transmission section, and distribution section. In
these sections, various solution methodologies like generation rescheduling, optimal
power flow, ATC, FACTS devices, price control, and load curtailment, etc. have
been discussed in detail. From this study, we got to knowmany techniques which are
used for congestion management. Possible future work and existing problems in the
deregulated system are also discussed in this thrust area. The work reported in this
paper mainly contributes to the extensive literature survey along with the solution
methodologies and future scope.
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Design and Analysis of RF Optimization
in 2G GSM and 4G LTE Network

Deepak Kumar Barik, Sabita Mali, Farida A. Ali, and Arun Agarwal

Abstract Measurement and optimization of the quality, coverage and capacity of a
wireless network system is one of the mandate conditions for today’s mobile tech-
nology. For that, numerous radio frequency (RF) drive test tools are used for wireless
technologies like global system for mobile communication (GSM), code division
multiple access (CDMA), global package radio services (GPRS), third generation
(3G), evolution data optimized (EVDO), etc. In this work, two such tools like telecom
expense management software (TEMS) and X-CAL are used to collect reasonable
data accurately in real time for two different mobile networks like GSM and long-
term evolution (LTE). Basically, the drive testing technique is nothing but an auto-
mobile that carries a wireless network system making set up for drive test and at the
same time RF engineers keep records of various parameters (physical and virtual)
of mobile cellular service for report making for a particular geographical area. The
drive testing technique is categorized into three broad headings as: network bench-
marking, optimization and troubleshooting and finally service quality monitoring.
The objective of these types of drive tests is to collect datasets like signal level, signal
quality, dropped calls, blocked calls, call statistics, Global Position System (GPS)
location co-ordinates, etc. In this process, drive testing files are used to diagnose the
root sources of dropped calls or omitted neighbour cell assignments due to specific
disputes, typically confined disputes or network disputes. Objective of drive test and
electromagnetic field wave (EMF) survey is to optimize RF in the mobile wireless
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network. In this process, one network can optimize its throughput power by using
less spectrum by proper regulation work of RF engineer.

Keywords Capacity · Drive test · Optimization · TEMS · 2G GSM · 3G · 4G
LTE · RF ·Wireless network

1 Introduction

The introduction starts with the different generation of mobile network, its drive
tests and electromagnetic field wave (EMF) survey. The mobile wireless networks
have evolved from first generation (1G) to presently fifth generation (5G) networks
offering high-speed data transfer in the range of gigabits/sec along with multimedia
applications. Communication technology working at such a high speed needs special
attention and infrastructure so as to keep track of the real-time signal strength. There-
fore, adaptive modulation techniques had been employed in the physical layer, which
allowed the wireless systems to choose the modulation of highest order. Due to this,
the GSM and LTE network’s drive test results showed improved system throughput
because of reliable transmission. For the 2G and 3G drive tests, TEMS software
is used, which also contains the procedure of the 4G drive test and its parameters.
TEMS is a network lifecycle automation tool which allows to optimize the quality
of mobile network, and it delivers the ability to drive test and dynamically analyze
the performance by measuring end user experience. In this paper, the use of X-CAL
software in 4G is also included. X-CAL is world’s leading drive test tool which is
designed to monitor, maintain, troubleshoot and optimize wireless voice and data
network performance [1–5]. It contains the procedure for EMF survey. TEMS inves-
tigation is main tool of drive testing, and it consists of both hardware and software.
EMF survey is performed to collect the effective isotropic radiated power (EIRP)
ratio to know about the strength of electromagnetic field (EMF) signal across base
system substation. So the survey performed by the companies to provide automation
tools which allows to optimize Telecom regularity authority of India (TRAI) is called
as EMF survey. This survey is needed to check the harmful effects arise because of
high-power radiation of electromagnetic wave from the towers. Similarly, RF survey
is a collection of data from site or in field for installing a new site. RF survey is used
for checking practicality of cell site, for making determination for coverage region
of cell site and for deciding the link with another cell site. This task can results in
physical changes in the network by adding or modifying new sites and/or equipment.
Day by day, many issues arise in wireless network which can restricts the signal from
reaching all parts. So this survey is used to find and eliminate the problems occur in
site and also helps to find the place where multipath distortion can occur [6–10].

As per the concept of RF design, it is desired that before any new or existing RF
planning, there must be drive test to check real signal strength and its coverage. That
means as per biological population, what must be the signal strength that has to be
imagined by theRF engineer. The layout should be determined by experience keeping
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in mind where the signal strength will be more or less. Therefore, RF optimization
is primary aspect of a proper drive test and EMF survey [11–14].

2 Measurement of Radio Resources

A set of basic physical transmission parameters which is needed to support a
signal waveform carrying end user information corresponding to a reference service
is known as radio resources. These physical transmission parameters depend on
different multiple access technique which is being used. In this section, the perfor-
mance results of radio resources on live network are analyzed using the test Ericsson
mobile system (TEMS) Cell Planner software.

2.1 Measurement of Radio Parameters Using TEMS

Wireless access andmobile support are the two features for themeasurement of radio
parameters. TEMS allows to test every new function and feature in the network and
allows to verify, optimize and troubleshoot the mobile network. TEMS simulation
results are used to determine the accuracy of coverage predictions and the amount
of traffic that each system could support. Figure 1 shows a sample report generated
by TEMS showing important measurements.

Fig. 1 Sample report generated
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Fig. 2 Received signal power measurement

2.2 Received Signal Power

Now the value of received signal power ranges between −10 dbm and −110 dbm,
but normally it should be less than −90 dbm. Along with received signal power,
other factors which are measured are the signal quality and the bit error rate, and it
is shown in Fig. 2.

2.3 Interference

Interference is recognized here by carrier to noise ratio (C/I) during the drive. By
which, in a given path, it can be known that effect interference, which is shown in
Fig. 3.

2.4 Speech Quality

To analyze the measurements, data obtained from a test drive for about 80 s at 10 s
interval are depicted in Fig. 4.
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Fig. 3 C/I measurements report

Fig. 4 Measurement of speech quality

3 Analysis of Measurements

3.1 Measurement of Radio Parameters

To analyze the measurements, data obtained from a test drive for about 80 s at 10 s
interval are depicted in Table 1.
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Table 1 Measurement of some important radio parameters

Time (s) RxLev (receiver
level) (dbm)

Speech quality
index (SQI)

C/I
(carrier-to-interference
ratio)

Receiver quality

0 −76 30 14.6 0.57

10 −80 29 9 2.26

20 −85 29 13.9 0.57

30 −76 11 11.6 1.13

40 −74 29 16.3 6.1

50 −63 30 18.7 4.53

60 −78 27 18.8 0.14

70 −65 22 19.1 2.26

80 −68 30 17.6 1.13

3.2 Handover

Decisions about handovers are made for the phone by the network (normally in the
BSC) and not by the phone itself. The phone contributes in the decision-making
process by reporting the signal strength of neighboring cells, but the network bases
the final handover decision on other information as well (independent measurements
of signal strength and also estimates of radio quality and timing advance). Now, the
TEMS log file only contains the phone’s own “advisory” measurements, whereas the
uplink file includes the final decision arrived at by theBSC. Therefore, the uplink data
shows more clearly how the phone interacts with the network. The measurements
taken just before and after the handover are mentioned in a tabular form in Table
2. The following observation can be made from the readings. In all cases, there is
successful handover between sectors. In BHU030C with −69 dbm, also handover
has taken place because still stronger signal is received from same cell sector A.

Table 2 Radio resources measured during handover

Existing
cell

Parameters New cell Parameters Remarks

RxLev RxQual TA C/I RxLev RxQual TA C/I

BHU030C −85 0.57 2 9.9 BHU007C −75 0.57 2 12.6 Handover
success

BHU007C −76 4.53 2 7.4 BHU030C −74 0.57 2 24 -do-

BHU030C −77 0.28 1 19 BHU046A −72 1.13 1 8.4 -do-

BHU046A −74 0.57 1 14.5 BHU030C −74 0.14 1 17.7 -do-

BHU030C −69 0.14 2 16.6 BHU030A −56 0.14 0 19.5 -do-
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Table 3 Radio parameters measured during drive test

Observation Time of
observation

Measured parameters Remarks

RxLev (dbm) RxQual C/I

Limited service
mode

8:46:55.62 −106 17.1 2.1 Poor signal

Location area
update failure

8:48:44.32 −69 0.61 4.78 Malfunction in
software/HLR
showing illegal MS

Call end 8:53:53.73 −97 MS initiated release

Call dropped 8:54:12.55 −111 18.1 −1.9 Poor signal

Call dropped 8:55:07.33 −110 18.1 −1.3 – do–

Data link failure 9:05:14.04 −83 0.53 14 Poor signal strength

Limited service
mode

9:17:21.68 −95 18.1 2.5 Low signal strength

Handover
failure

9:17:26.85 −98 4.53 −1.1 – do–

Blocked call 9:20:28.23 −97 18.1 3.9 No traffic channel
assignment

RACH error 9:20:43.01 −77 0.66 11 Channel assignment
error

Call dropped 9:32:35.07 −100 18.1 0.6 Poor signal

3.3 Other Observations During Drive Test

Some other features recorded during a drive test are mentioned in Table 3.
It can be noted that with good RxLev and other parameters location update failure

happens. That may be due to IMSI unknown in HLR, illegal MS, illegal ME, PLMN
not allowed, location identification not allowed or roaming not allowed.

4 Conclusion

The telecommunication network faces numerous problems due to increasing number
of subscribers, mobility capacity of users and complexity of the radio network. To
measure the RF quality, RF optimization is required as the network expands. The
network performance can be improved by repeating RF optimization. The service
quality and resource can be improved in network by optimization. Drive testing in
GSM RF optimization is performed both manually and automatically (automatic
network management system) for the improvement of performance of the network.
Drive testing equipment (DTE) can be attached to moving vehicle to serve in GSM
test area, and it can be monitored by the server. By using the Internet, real-time drive
data of all time can be simultaneously collected.
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In this paper, the detailed procedure of GSM and LTE drive test is learned
along with its different parameters are studied and presented. Procedure of log file
processing in TEMS software is taken and noted for GSM. A comparison of perfor-
mance is traced from drive test, and their different parameters are analyzed. To
minimize the cost of operation, optimizing the RF for a wireless network is a basic
requirement. By doing so, it can be found out that signal power and signal quality,
C/I measurement ratio and speech quality will be so clear that a RF engineer can
easily detect any faults if present.
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Artificial Pancreas (AP) Based
on the Fractional-Order PID Controller
(FOPIDC) with JAYA Optimization
Technique

Akshaya Kumar Patra, Anuja Nanda, Bidyadhar Rout,
Dillip Kumar Subudhi, and Saswata Pani

Abstract This chapter presents the design of JAYA-FOPIDC to inject the optimal
dose of insulin through the MID for blood glucose (BG) regulation in Type-I
diabetes mellitus (TIDM) patients. In this strategy, the controller parameters are
tuned based on the JAYA optimization technique for better control execution. The
capability of the JAYA-FOPIDC as to accuracy, robustness and stability is tested by
use of MATLAB and SIMULINK. The procured outputs reveal the better imple-
mentation of JAYA-FOPIDC to regulate the BG level within the range of normo-
glycemia (70–120 mg/dl). The justification of improved control execution of the
JAYA-FOPIDC is revealed by the relative result examinationwith different prominent
control techniques.

Keywords Type-I diabetes · Pancreas · Arterial glucose · FOPIDC · JAYA

1 Introduction

In view of the WHO report, one among the most far-reaching illnesses is diabetes
and it appears due to inactiveness of the pancreas. It diminishes insulin affectability
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impacting normal range of BG level in a healthy body. As of now, the various exam-
ination projects are attempted by some scientists to organize this type of difficul-
ties by conceiving progressed clinical hardware like MID. Till date, BG is phys-
ically controlled to embrace the open circle control system. Diabetic conditions
may develop due to troubles in dealing with the inward framework changes and
outside aggravations by actualizing the control circle procedure. The improvement
of implanted AP allowing the adequate amount of insulin infusion proportionate to
the sensor assessment in the patient’s model can give the way to join closed-loop
control algorithm. Figure 1a shows an overall structure of a TIDM patient along with
AP. AP comprises (i) glucose sensor, (ii) controller and (iii) MID. Sensor counts the

Fig. 1 a Integration of JAYA-FOPIDC in the patient; b patient in form of compartmental structure;
c patient numerical structure; d MID numerical structure
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Fig. 1 (continued)

level of BG in the patient and communicates data to the controller. Then, it produces
a control signal concerning the data of glucose sensor. The MID supplies the desired
amount of insulin into VB to balance the glucose level, as indicated by the control
signal.

An estimated 422million people worldwide suffer from fluctuating blood glucose
levels out of which at least 77 million are in India. The feedback control of insulin
distribution is needed to keep up careful planning and portion of the medication
to counter the glucose level [1]. The wide investigation is going on in the area of
biomaterials for fine element transport applied to drug distribution and biocompat-
ible equipment and sensors; development of control algorithms giving adaptive and
robust response alongwith disturbances andmodel uncertainties is also important [1].
Many such control techniques for automated drug distribution have been deliberated
in different articles [1–3]. The closed-loop insulin therapy includes the interaction
among the dynamics of the GM process, model uncertainties and effects of control
inputs. Based on this approach, numerous researchers recommended very familiar
control algorithms such as PID [4], fuzzy [5], LQG [6–8], H-infinity [9–11] and
SM [12, 13] to deal the BG regulation problems. However, the above approaches
are not insensitive to uncertainty in spite of good action. Accordingly, actual control
factors setting for better implementation and getting away from moderate activity,
the current work proposes another new mechanism utilizing the improved feedback
loop.
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In this suggested approach (JAYA-FOPIDC), the controller parameters are tuned
based on the JAYA optimization technique for better control execution. This JAYA
optimization technique is clearly described in the literature [14]. The JAYA-FOPIDC
gives a high degree of freedom in controlling of system parameters. The main objec-
tive of JAYA-FOPIDC is to provide improved feedback loop in appraisal to other
well-acknowledged control schemes.

The rest part of this chapter is organized as follows. Section 2 demonstrates the
numerical descriptions of the GM process. Section 3 represents the design proce-
dure of JAYA-FOPIDC to regulate level of BG within the suitable range. Numer-
ical and simulation outputs of the JAYA-FOPIDC are represented in Sect. 4. Final
observations are demonstrated in Sect. 5.

2 Problem Formulations

In this section, the numerical descriptions of the GM process are clearly described.

2.1 Clinical Support

Diabetes is a gathering of clinical problems categorized by chronic high level of BG
more than 144 mg/dl, named as hyperglycemia. It is initiated either by the lack of
insulin, or its action or both [15–21]. Diabetes arises when the body can’t utilize
glucose successfully. It is delegated as Type I & II, as per the rate of insulin infusion
in the body. In Type 1, the patient’s system is totally unfit to create insulin. In Type
II, insulin is delivered at a lesser rate and its activity is also inhibited. Despite the
varying demands of food, fasting and exercise, BG levels are very tightly regulated
in the VB.

Carbohydrate is the original source of energy. Human body needs glucose for the
any type of activities of the life. VB receives glucose from the gut compartment. Gut
compartment gets glucose from the carbohydrate food. It is the ‘external’ source of
glucose in circulation. VB absorbs glucose from the gut, and then that glucose is
transferred to the liver. That glucose is deposited in the liver as a form of glycogen
and delivered again intoVB,when the level of BGbecomes too low. It is the ‘internal’
source of glucose. Glucose is metabolized along with O2 inside the cell producing
energy, CO2 and H2O [15–21].

Insulin is the one type of hormone and acts as a key. It is synthesized in the β cells
of the pancreas. It can control the discharge of chemical energy from the glucose.
Insulin encourages the liver to absorb the glucose from the VB and stores as a form
of glycogen, when BG level is high.When BG level drops too low, stored glycogen is
again converted to glucose and delivered into VB. The muscles and peripheral cells
also utilize glucose to produce energy with help of insulin. It has second function
to turn off the release of ‘internal’ glucose into the VB by the liver during the meal
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ingestion. Both functions of insulin are absent in the case of diabetes patients. Cells
do not utilize glucose appropriately and liver produces ‘internal’ glucose, as a result
uncontrolled rise of BG level [15–21]. Subsequently, as the BG exceeds the RTG
value, some quantity of plasma glucose is drain out through kidney.

2.2 Simulation Structure of Patient

In the past few decades, different authors have proposed a number of models repre-
senting the process of glucose–insulin (GI) interaction for the BG level control as
depicted by the GI dynamics. Among these, Lehmann et al. [18, 19] suggested a
model, which is widely adopted in simulation and testing of several control methods
owing to its structural simplicity and a good resemblance to human metabolism
dynamics. In the current study, the effectiveness verification of the suggested
controller to regulate the blood glucose level has been carried out using this model.
Figure 1b shows a GI interaction process model attached with the inbuilt insulin
dosage controller, and this patient model consists of six segments like periphery,
liver, kidney, gut, heart and brain.

The aforementioned model is based on the assumptions as: (1) The patient lacks
in the natural insulin secretion completely; (2) an extra cellular glucose is like a
single glucose pool; (3) the segment of gut cares the combined effect of intestine
and stomach. Both the production of hepatic glucose and intestinal absorption cause
glucose to enter into the blood stream. A continuous measurement of the regulated
arterial glucose is required to input the controller as a feedback. At 5-min interval,
the input to the controller is computed like the insulin infused into the VB by the
implanted insulin pump. But, the sampling interval is calculated based on the sensor
technology and the support device involved. Meal and exercise are added as the
disturbances to the gut and periphery, respectively. Synthesis of the whole process
of GM in a diabetic patient is accomplished after the analysis of insulin, glucose
flow and their characteristics. Based on the action of insulin, a reduced model of the
patient is presented in Fig. 1c.

2.3 MID

In this study, one type of MID is considered, which is recommended by Cochin [21].
It works on variable pumping rate principle. Elementary component of MID is the
storage capsule, the micropump, the accumulator, the pump return valve and neces-
sary electronic control. Other sensing and controlling blocks are a chromatograph to
determine BG level, an accelerometer to determine the patient is active or resting and
a pulse monitor to keep track of the heart rate. A microprocessor is used to collect
all these information from the patient and take decision to deliver proper doses of
insulin into the VB. The simulation structure of the MID is exposed in the Fig. 1d.
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2.4 Investigation of Patient Activities

In this section, the response variation of several parameters linked to BG metabolic
phenomena is verified with the intake of 60.00 gmmeal at 600 and 1300min exercise
under the noise of the Gaussian activities. In the present study, a fixed insulin dose
named as basal dose of insulin is considered. Figure 2a indicates the plasma glucose-
level transient variations in VB and the rate of insulin infusion in the blood. The
deviations in NHGB rate, gut produced glucose and its rate of excretion via kidney
including the uptake rate of sugar by some organs are shown in Fig. 2b.

Liver and peripheral cells are organs that depend on insulin will underutilize
glucose owing to insulin lack resulting in uncontrolledBG level increment and subse-
quently glucose level surpasses 144mg/dl that causes hyperglycemia. Now, the partial
VB glucose extraction by the kidney with the glucose-level rise matching to RTG
value is represented by Fig. 2c. The results in Fig. 2a–c reflect the patient model with
wide varying transient responses, and the level of glucose in patient under all condi-
tions is below the normal BG level. This depicts the patient dynamics sensitiveness to

Fig. 2 Characteristics of patient structure: a relationship between the BG level and insulin secre-
tion; b production and utilization of glucose by the organs; c relationship between the glucose
excretion rate of kidney and BG level
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the presence of the uncertainty and disturbances. So, to overcome these uncertainties
and disturbances present in patient model, adaptive control technique-based AP is to
be designed.

3 Control Algorithms

The JAYA-FOPIDC controlmechanism is clearly established in Sect. 3.1. The patient
performance with JAYA-FOPIDC as far as stability, accuracy and robustness is delib-
erated. The control phenomena like settling time ts , steady-state error ess (%), peak
overshoot OPeak and peak undershoot UPeak are also estimated and synthetized with
suitable justification of the JAYA-FOPIDC control activities.

3.1 Development of JAYA-FOPIDC

The JAYA-FOPIDC is integrated with patient structure as shown in Fig. 1a. In this
strategy, e(t) is input variable, and u(t) is output variable. TF of JAYA-FOPIDC is
framed [22]:

TF = Kp + Ki

sα
+ Kds

β (1)

whereKp,Ki,Kd ,α andβ are controller variables. These variables are assessed based
on patient activity for the smallest value of the objective function j as characterized
in Eq. (2).

j =
∞∫

0

|e(t)|tdt (2)

where absolute value of error signal is significant by |e(t)|. For regulating of plasma
glucose concentration, the control variables are estimated through the JAYA opti-
mization technique. It has a tendency to get struck on local minima’s JAYA algorithm
provides better computational accuracy, and it has a tendency to avoid local minima’s
and maxima’s provide a perfect match. In this study, the JAYA algorithm variables
are population size (100); number of design variables (6); termination criteria (iter-
ations) (100). The optimized control variables are signified in Table 1. Optimized

Table 1 Optimized JAYA-FOPIDC variables

Kp Kd Ki α β

10 8 0.05 0.7 0.9
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values of control variables are adopted based on JAYA optimization algorithm. The
structure and working principle of JAYA algorithm are signified in the Fig. 3a, b.

4 Results

Patient activities with JAYA-FOPIDC are properly investigated in this section.

4.1 Patient Activities with JAYA-FOPID Control

Here, JAYA-FOPIDC for the patient model examined all profiles along with the
allied disturbances and uncertainties as varied exercise, random glucose intake in the
form of carbohydrates, sensor and actuator noise, etc. The insulin dose and BG-level
response variation are verified with the intake of 60.00 gmmeal at 600 and 1300 min
exercise as described in Fig. 4a. Under identical conditions, other profiles of human
organs are represented in Fig. 4b.

Figure 4a–c depicts the responses indicating the reduction of BG level to
83.3 mg/dl owing to more intake of glucose by peripheral muscles and liver which
depend on insulin as compared to the uncontrolled TIDM patient model (Fig. 2a–
c). As a result of this, the hyperglycemia condition is prevented by the AP control
action. Now, due to BG level drops below RTG value, no further glucose extraction
by the kidney takes place and is exposed in Fig. 4c. So, all the model profiles found
enhanced by the use of the JAYA-FOPIDC controller-based AP.

4.2 Comparative Investigation

In this section, control performances of JAYA-FOPIDC on comparison with other
control methods are discussed. The exercise and meal disturbance effects in the
level of BG and insulin infusion rate variations in diabetic patient by the use of this
controller are demonstrated in Fig. 4a–c, and Table 2 shows some relevant data.

From patient’s BG levels with the proposed controller and an ingested distur-
bance in meal of 60.00 gm, the settling time, undershoot and overshoot of the
adopted controller are of comparatively better stability and controllability to other
implemented optimal controllers. As per an exercise disturbance test, the JAYA-
FOPIDC controlled BG drops to 80.00mg/dl and is within 70–120mg/dl, the normo-
glycemic range. From the results, JAYA-FOPIDC performance is found much better
and robustly in eliminating noise and solving the problems of hyperglycemia. The
BG-level regulation and reduction in the rate of insulin infusion by this controller
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Fig. 3 a Graphical representation of JAYA-FOPIDC; b flowchart of the JAYA algorithm
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Fig. 4 Characteristics of patient structure along with JAYA-FOPIDC: a relationship between the
BG level and insulin dose; b production and utilization of glucose by the organs; c relationship
between the glucose excretion rate of kidney and BG level

Table 2 Comparative analysis with other techniques

Control techniques PID [4] Fuzzy [5] H∞ [11] SM [13] JAYA-FOPIDC
(Recommended)

Meal intake (mg) 60.0 60.0 60.0 60.0 60.0

Insulin dose in mU/min 59.91 59.90 59.89 59.7 59.2

ts in min 299 288 267 266 261

Opeak in mg/dl 6.1 5.9 6.1 6.2 4.4

UPeak in mg/dl 3.6 3.2 2.1 2.1 1.1

Noise (%) 5.0 5.0 5.0 5.0 1.0

ess (%) 0.0 0.0 0.0 0.0 0.0
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are better compared to other used controllers. The results, with several physiolog-
ical situations and the mentioned disturbances, revealed higher reliability, stability,
accuracy and robust performance using JAYA-FOPIDC-based controller.

5 Conclusions

In the proposed work, there is an enhancement of BG profiles in patient model
due to the use of JAYA-tuned FOPIDC, thus resulting in improvements in its accu-
racy, stability and robustness. For the evaluation of the JAYA-FOPIDC variables, a
nonlinear patient structure along with MID is considered. In this approach, JAYA is
adopted to accomplish the improved control actions. The comparative investigation
indicates that JAYA-FOPIDC is superior then other control techniques. The excellent
execution of the JAYA-FOPIDC justifies its real-time application.
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Efficiency Enhancement of Solar
Photovoltaic Module Based on Different
Cooling Arrangement

Roshan Kumar Soni, Sarthak Nayak, Sarita Samal, Prasanta Kumar Barik,
Satyabrata Sahoo, and Lipika Nanda

Abstract In this paper, the efficiency of solar photovoltaic (SPV) module has been
examined through combined effect of air- and water-cooling arrangements in warm
and humid climatic condition. SPV framework requires neither fuel nor creates any
toxin coming about into its expanded significance in the present energy area. The
electrical yield from a SPV is an element of its effectiveness and some other control-
ling boundaries which influence the equivalent. One of the significant boundaries
controlling the effectiveness of the board is the temperature as it continues expanding
while at the same time utilizing the board in the sun. Around 31% of the SPV-based
radiation on the board is changed over into the valuable energy, and the rest part is put
away in its rear causing the ascent of temperature and antagonistically influencing
its yield. The put away warm energy is of no utilization and diminishes the solidness
of the in-assembled segments of the board because of the effect of extreme warm
weights on them coming about into decrease in its life expectancy and transforma-
tion capacity. The least difficult approach to improve the proficiency of the board
is to join the different cooling game plans, for example, air cooling, water cooling
and consolidated air and water cooling and surveying their viability with no cooling
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course of action. From the examinations, it was seen that the efficiencies of SPV
module have been improved in the scope of 8–11, 12–15 and 16–20% in air, water,
and combined air and water cooling, respectively, compared to without cooling in a
clear day.

Keywords Cooling of SPV · Efficiency of SPV · SPV · Tilt angle of SPV

1 Introduction

The importance of the applications of solar photovoltaic systems is increasing day by
day due to the profuse availability of solar radiation in the tropical country like India.
Solar photovoltaic (SPV) system plays an important role that can make environment-
friendly, cost-effective, more flexible, and commercially widespread [1, 2]. That is
why it is mainly used in satellite power system, water pumping system and rooftop
electricity generation, etc. [3]. A SPV module changes over 6–20% of the episode
sun-based radiation to electrical energy relies upon the sort of sun-oriented cells
and climatic conditions. The rest of the incident solar radiation is converted into
heat which ultimately increases the temperature of SPV module and reduces the
conversion efficiency of module as well as shortens the lifespan of solar cell resulting
in the structural damage to the SPVmaterial [4–8]. The heat inside SPV cell is created
in twoways. First, due towarm energywhich is the contrast between the retained sun-
based photons and the electrical energy of the created electron opening sets. Second,
there are I2Rs as result of the current flowing through the resistance Rs of the solar
cell. The main disadvantage of solar cell is the decrease in its performance with
respect to power output and electrical efficiency by the increase in the temperature
of module [9–12]. There are various factors affecting the performance of solar cells
such as solar radiation, temperature, humidity, air velocity, dust, orientation, and tilt
angle. Among these, temperature is the major factor affecting power output and the
conversion efficiency of module. As cell temperature of module increases, efficiency
of module decreases due to the reduction in the voltage. As operating temperature of
module increases, the open-circuit voltage decreases significantly while short-circuit
current increases slightly and also the fill factor decreases. This leads to reduction of
electrical power output and efficiency of solar cells [13–15]. Therefore, it is required
to lower the temperature of solar cell as far as practicable in order to improve the
conversion efficiency of PV cells. There are several cooling methods for regulating
temperature of PV module such as air cooling, water cooling, cooling with phase
change materials, heat pipe cooling, and thermoelectric cooling [16, 17]. Cooling by
the flow of air and water may be considered as the most effective method to provide
an acceptable level of cooling for the SPV cells. Therefore, the present research work
was undertaken with the objective of studying the performance of SPV module with
the effects of operating parameters such as change of tilt angle and incorporating air-
and water-cooling methods.
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2 Methods Implemented

The experiments were conducted, and the data were recorded in an interval of one
hour from 9 am to 4 pm from January 2019 to April 2020 by installing the setup at the
rooftop of institute situated at Bhubaneswar, Odisha (latitude 20.2650 °N and longi-
tude 85.8117 °E). The place is coming under warm and humid climatic conditions
where the annual average rainfall is 1450 mm, and average daily solar insolation is
4.8 kWh/m2. During the course of investigation, important parameters recorded were
solar radiation, ambient temperature, wind velocity, relative humidity and voltage,
current and power output from the module. These parameters were recorded at an
interval of 1 h. Solar radiation was measured using solar irradiance meter. The details
of the experimental setup are shown in Fig. 1. Two solar photovoltaic modules were
taken with similar specifications as mentioned in Table 1. The solar modules were
installed at a height of 1 m from ground level, and it was oriented in South direction.
There was an arrangement provided to vary inclination of solar module with respect
to the horizontal plane. Each solar module has 255 Wp. As there were two modules,
the total wattage was 510Wp, which was sufficient to run a 0.5 hp DCwater pump. In
order to measure the different electrical parameters in connection with evaluation of
solar pump used for the study, a solar testing kit was used. It measures the parameters

Fig. 1 Experimental setup of the proposed study. 1. Storage tank for flowing of thin film of water
on solar module surface, 2. Solar module, 3. Water discharge pipe, 4. Electrical connection from
solar module to solar pump, 5. DC solar pump, 6. Suction pipe, 7. Water tank for lifting purposes,
8. Tilt angle adjustment arrangement and 9. Perforated flexible pipe
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Table 1 SPV parameters and
its specification

Parameter Specification

Type of solar module Polycrystalline

Panel connection Series

Panel dimensions 100 × 166 × 4 cm

Maximum power 255 Wp

Total power of module 2 × 255 Wp = 510 Wp

Voc 37.69 V

Isc 8.89A

Vmpp 30.33 V

Impp 8.41A

such as ambient air temperature, solar radiation, current, voltage, fill factor of solar
module.

The instruments used for the measurement of experimental data were solar irra-
diance meter, SEWARD PV 200 analyzer for measuring electrical parameters to
calculate efficiency of module. For air cooling purpose, four number of fans are
attached on the backside of the PV module shown in Fig. 2 and specifications are
given in Table 2. For effective cooling, fans were operated from 9 am to 4 pm contin-
uously for removing the heat stored in the backside of the module resulting in the
lowering of its temperature. The operation of fan is controlled by a charge controller.
The fans were powered from the modules used for the study.

For water cooling, a perforated flexible pipe is used and small holes of 2–3 mm
are made on the flexible pipe. Water is allowed to flow from the storage tank by the
gravitational force. A very thin film of water flows over the surface of the module
for effective cooling through evaporation of water. The storage tank was placed on
one side and at a height of 2 m from the upper surface of the module. The setup for
water cooling is shown in Fig. 3.

3 Results and Discussion

The results in this section consist of two parts. In the first part, the tilt angle of the
solarmodulewas decided to fix for the study on the basis of themaximum availability
of incident solar radiation on it in the experimental site from January to April. In
the second part, all the electrical parameters such as short-circuit current, maximum
current, open-circuit voltage, maximum voltage, fill factor of the used solar module
were measured on hourly basis from 9 am to 4 pm along with the incident solar
radiation on the surface of the module with the help of solar PV analyzer. The data
were recorded by following various coolingmethods such as air, water, and combined
air and water cooling separately and compared these without any cooling method.
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Fig. 2 Air cooling arrangement

Table 2 Specification of DC
fan

Parameter Specification

Voltage 12 V

Current 0.83 A

No of fan used 4

Manufacturer San Ace 120

The efficiency of the solarmodule is calculated from themeasured data and compared
with those in case of without using any cooling method.

3.1 Fixing the Tilt Angle of Solar Modules Used Understudy
from January to April

The incident solar radiation on the horizontal as well as inclined surface varies from
morning to the afternoon due to the change of altitude angle of sun in a day during
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Fig. 3 Water-cooling arrangement

its movement in the sky. In order to harvest more solar radiation from any solar
device, the tilt angle of the surface needs to be changed on hourly basis in a day or
with the change of the season in a year. Without any tracking arrangement, the tilt
angle needs to the fixed in a month in a particular location and site in order to get
the availability of more solar radiation on the module. The data for the availability
of incident solar radiation were measured from 9 am to 4 pm on clear day during
January to April 2020. The fixation of tilt angle of module during January–April
2020 has been presented in Fig. 4. From the data collected, it was observed that the
availability of incident solar radiation was recorded to be maximum at the tilt angle
of 35°, 30°, 20° and 8°, respectively, in the month of January, February, March, and
April 2020 for the experimental setup located in Bhubaneswar, Odisha. Accordingly,
the tilt angle was fixed in each month and data were recorded for the present study.
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Fig. 4 Fixation of tilt angle of module during January–April 2020

3.2 Measurement of Electrical Parameters of Solar Module
Used for the Study

Hourly variations of solar irradiation, ambient temperature, module backside temper-
ature, Isc, Voc, Impp, Vmpp, fill factor, and efficiency of SPV on clear days during
January–April 2020 with respect to various cooling arrangements were studied. Data
were collected in four consecutive days by following without cooling, cooling with
air, water and combined air and water separately, and efficiency of the module was
compared with respect to without cooling.

It was revealed from Fig. 5 that the temperatures of SPV system were reduced
nearly 4–5 °C in case of air cooling, 6–8 °C in case of water cooling, and 9–12 °C
in case of both air- and water-cooling arrangements as compared to without cooling
system in a day. Moreover, it is also viewed from Fig. 5 that the efficiency of the
SPV module has been increased in the range of 8–11% in case of air cooling, 12–
15% in case of water cooling, and 16–20% in case of both air- and water-cooling

Fig. 5 Variation of SPV efficiency with different cooling arrangement during January–April 2019
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arrangements. For air cooling purpose, 4 numbers of fanswere fitted to reducemodule
temperature. From the figure above, it was found that with air cooling, module
efficiency increased as open-circuit voltage, fill factor, power output increased.Due to
cooling by exhaust fan, temperatures of module were maintained. So, output voltage
was increased. Efficiency was calculated to be maximum at noon then decreased as
per the changes in the availability of solar radiation. The module temperatures were
maintained, and their efficiency was increased as compared to without cooling. The
decrease in temperature of the back surface of the module may be attributed due to
the dissipation of stored thermal energy from the back surface by convection to the
outside through the continuous flow of air with the help of DC fan, powered by the
module itself. In case of water cooling, thin film of water was allowed to flow on the
upper surface of the module, resulting in a cool environment due to the evaporation
of water. The thermal energy at the back surface was decreased due to the spread of
cool air at a lower temperature surrounding the module. In combined air and water
cooling, the decrease of temperature was found to highest due to the simultaneous
effects of flowing of air flow and spread of cool evaporated air both on the lower and
upper surfaces of the module. In case of without cooling technique, with increase of
solar radiation and ambient air temperature, the temperatures of the back surface of
the module increased in the range from 50 to 60 °C resulting in the decrease in the
power output and thus efficiency of the module.

4 Conclusion

One of the practical and viable solutions for enhancing the efficiency of the SPV
module for a user is to incorporate various cooling arrangements for dissipating
stored thermal energy in its backside. This is under the control of the user. This
proposition also depends on the climatic conditions where the panels are used. A lot
of research activities have been undertaken by the various researchers to increase the
output of the solar panel. The present study has been carried out in warm and humid
climatic condition by incorporating air, water, and combined air- and water-cooling
arrangements for a solar panel, and the following conclusions were drawn out of
it. The average solar radiation in a clear day was found to be highest at tilt angle
of 35°, 30°, 20°, 8° in month of January, February, March, April, respectively. The
temperatures of SPV module were decreased in the range of 4–5 °C in case of air
cooling 6–8 °C in case of water-cooling arrangement, and 9–12˚C in case of both
air- and water-cooling methods. Correspondingly, the SPV module efficiency was
increased in the range of 8–11% in case of air, 12–15% in case of water, and 16–20%
in case of both air and water arrangements. The above findings would not only be
helpful for the researchers but also for the manufacturers and users for the climatic
condition under study. The manufacturers may keep the provision of air- or water-
cooling conduits in the backside of the panel for its easy use and cooling, resulting
in the enhancement of efficiency by 10–15%.



Efficiency Enhancement of Solar Photovoltaic Module … 39

References

1. Swain MK, Mishra M, Bansal RC, Hasan S (2021) A self-powered solar panel automated
cleaning system: design and testing analysis. Electr Power Compon Syst 1–13

2. Mishra M, Dash PB, Nayak J, Naik B, Swain SK (2020) Deep learning and wavelet transform
integrated approach for short-term solar PV power prediction. Measurement 166:108250

3. SainthiyaH,BeniwalNS (2020)Thermalmodeling and performance analysis of a hybrid photo-
voltaic/thermal systemunder combined surfacewater cooling inwinter season: an experimental
approach. J Energy Resour Technol 142(1)

4. MuslimNH,GhadhbanSA,HilalKH (2020)Enhancement of solar photovoltaicmodule perfor-
mance by using a water-cooling chamber for climatic conditions of Iraq. Int J Renew Energy
Res (IJRER) 10(3):1103–1110

5. Sainthiya H, Beniwal NS (2020) Comparative analysis of electrical performance param-
eters under combined water-cooling technique of photovoltaic module: An experimental
investigation. Energy Sources Part A: Recovery Utilization Environ Effects 42(15):1902–1913

6. Eteruddin H, Atmam A, Setiawan D, Arief YZ (2020) Effects of the temperature on the output
voltage of mono-crystalline and poly-crystalline solar panels. Sinergi 24(1):73–80

7. Khalili NNW, Othman M, Abu Bakar MN, Abdullah L (2020) Modelling of a single passage
air PV/T solar collector: experimental and simulation design. Processes 8(7):763

8. Ustaoglu A, Ozbey U, Torlaklı H (2020) Numerical investigation of concentrating photo-
voltaic/thermal (CPV/T) systemusing compound hyperbolic–trumpet, V-trough and compound
parabolic concentrators. Renew Energy 152:1192–1208

9. Barik PK, Shankar G, Sahoo PK (2020) Power quality assessment of microgrid using fuzzy
controller aidedmodifiedSRFbased designedSAPF. Int TransElectr EnergySyst 30(4):e12289

10. Bevilacqua P, Bruno R, Arcuri N (2020) Comparing the performances of different cooling
strategies to increase photovoltaic electric performance in different meteorological conditions.
Energy 195:116950
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Optimal Compensation of Hydro
Governor for Power Oscillation Damping

Samarjeet Satapathy, Narayan Nahak, Ramachandra Agrawal,
and Akshaya Kumar Patra

Abstract In this study, phase compensated hydro-turbine governor for stabilizing
power system oscillations. As per deregulation in electricity market, much pres-
sures are imparted on optimal use of resources like mechanical turbine governor
action. Sincemechanical torque control and excitation control of generator are decou-
pled, regulating generator voltage is not affected by turbine governor control. Also,
mechanical torque control is less influenced by system operating condition. So here
optimal phase compensation has been included with turbine governor for enhancing
damping efficiency of governor which has been found to provide much improve-
ment in dynamic stability: without hampering voltage control and power frequency
regulation. The gains of compensation block and governor have been tuned by DE,
PSO and squirrel search algorithm (SSA). The results with only governor action and
proposed SSA optimized compensated governor have been compared with different
case studies like change in mechanical input and reference voltage with system
eigenvalues analysis for justifying effectiveness of proposed governor control.
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1 Introduction

One of the major challenges for a modern power system is stabilizing power system
oscillation which may be brought by varying operating condition, variation in line
reactance, change in input turbine power, weak grid connection, etc. These uncon-
trolled oscillations may lead to out of synchronization and lead to violation in trans-
mission grid security level [1, 2]. As per Ref. [3], hydel turbine governor is not
turned efficiently to damp oscillations. Therefore, different set of parameters are to
be maintained by the power system operators, for hydro-governor settings. These are
isolated made of operation and grid-connected made of operations.

Different model of governors is presented in Refs. [4, 5], for stability studies and
enhancement. In Ref. [6], validation of different hydro-turbine governor modelling
has been performed, and similarly thermal governors’ model in Ref. [7]. Characteris-
tics of steam turbines values are being analysed in Ref. [8]. A review on hydroelectric
power station and modelling is given in Ref. [9], and for monitor and analysis by
digitized modelling is being performed in Ref. [10]. These characteristics of power
system oscillation are analysed in Ref. [11] and turbine controlling strategies are
being explained in Ref. [12], for system oscillations. So, damping of system oscilla-
tions has been a challenging issue and this has been addressed inmany literatures [13,
14], where flexible AC transmission system technologies have been implemented;
but most often hydel governors are ignored for oscillation damping which is cheap,
simple and easily implementable. Therefore, phase compensation is inserted with
turbine governor for better enhancement of capability of governor action in this
work. But the next challenge is setting of turbine governor and phase compensa-
tion gains. For this suitable control law can be implemented. Different swarm and
evolutionary algorithms have been found to be verymuch popular in this context [15–
19], which are DE, PSO and GWO along with their hybridization. Squirrel search
algorithm (SSA) has been recently reported in Ref. [20] and has been justified and
validated for its effective optimizing efficiency. So SSA is employed here to tune the
gains of turbine governor and phase compensation block. Different case studies have
been conducted here pertained to change in turbine power and reference voltage. The
response has been analysed in time and frequency domain to justify prepared control
action for damping system oscillations.

2 Hydro-Turbine Modelling

The hydro-turbine is taken here along with surge tank. The output from turbine is

pt = Atht (q − qhl) − DG�ω (1)

where At = Rated active power output of turbine (MW)
(AlternatorMVA rating) hrated(q−qhl)

.
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Fig. 1 Governor modelling

Ignoring frictional loss, a small perturbation will lead to change in prime mover
output as:

�pt = At (1 − T1s)

(1 + T2s)
− DG0�ω (2)

3 Governor Modelling

A Woodward governor is taken here which is of PID type, servo motor subsystem,
integrator and gain as shown in Fig. 1. The permanent droop is being dependent on
open of gate or electrical active power.

4 Generator Model

The small perturbation generatormodel presented in Fig. 2 has k-constants calculated
at initial operating condition Po = 0.8 pu and Qo = 0.17 pu.

�ω = 1

2Hs + KD
(�TM − �Te) (3)

�δ = 2� f0
s

�ω (4)

Te ≈ Pe = idud + iquq (5)
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Fig. 2 Generator modelling

�Te = K1�δ + K2�e
′
q (6)

�Vt = k5�δ + k6�e
′
q (7)

The K constants of third-order generator model are given by:

K1 = �Te
�δ

∣
∣
∣e′

q
Ratio of deviation in torque and deviation in rotor angle at constant

d-axis flux linkages.
K2 = �Te

�e′
q

∣
∣
δ
Ratio of deviation in torque and deviation in d-axis flux linkages at

constant rotor angle.

K3 = X
′
d+Xe

Xd+Xe
Where xe is a pure impedance.

K4 = 1
K3

�e
′
q

�δ
Deviation in rotor angle due to demagnetizing effect.

K5 = �Vt
�δ

∣
∣
∣e′

q
Ratio of deviation in terminal voltage and deviation in rotor angle

at constant d-axis flux linkages.
K6 = �Vt

�e′
q

∣
∣
δ
Ratio of deviation in terminal voltage and deviation in d-axis flux

linkages at constant rotor angle.

5 Phase Compensation

The phase compensation is a lead–lag type with gain and washout block as shown
in Fig. 3. Kg is the gain parameter, and T 1g, T 2g are time constants of compensation
block. The phase lag provided by governor is compensated by the compensation

Kg sTw /
(1+sTw)

(1+sT1g)/
(1+sT2g)

Δω 

Δu

Fig. 3 Phase compensation
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Fig. 4 Overall block diagram of generator with turbine governor and phase compensator

parameter. In steady state, when s → 0 the value of washout and lead–lag block
is 1. So optimal settings of Kg can provide necessary droop. Figure 4 presents the
overall block diagram of generator with turbine governor and phase compensator
whose gains are to be tuned by optimization technique.

6 Objective Function

In this paper, deviation in angular frequency of alternator has been taken as input
signal, which is considered in ITAE-based objective function for minimization as
given in Eq. (8).

J =
tsim∫

0

t |�ω|dt (8)

The PID governors gain Kp, K i, Kd and compensation block gain Kg, T 1g, T 2g are
to be tuned by suitable algorithm. The ranges of Kp, Kg are 1–100 and K i and Kd

are 1–10 and time constants T 1g and T 2g are 0.01 to 1.
SSA is proposed to tune the gains which have been compared with DE and PSO

algorithms.

7 SSA Algorithm

A nature-inspired optimization technique is proposed and recently is known
as squirrel search algorithm. SSA optimization technique is followed by small
mammal’s (like flying squirrels) gliding and their searching methods for food in
Ref. [20]. These mammals can move an extensive distance quickly and very profes-
sionally. The squirrels showed their foraging behaviour for use of food sources. The
below steps are followed by SSA.
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1. Let there are n numbers of flying squirrels in a forest.
2. For searching food, every flying squirrel is used the present food resources with

the help of foraging.
3. There are three types of trees in a forest acorn, hickory and normal tree.

Pseudocode of SSA is given below.

• Initialize input constraints
• Random position of n number of flying squirrels has been generated by Eq. (9).

FSi = FSL +U (0, 1) × (FSU − FSL) (9)

• Fitness value of each flying squirrel’s position is calculated and arranged in an
ascending order.

• Flying squirrel is being declared on hickory nut trees, acorn nuts trees and normal
trees.

• Choose some squirrels randomly on a normal tree which are moving to hickory
nut tree and others are moving towards acorn nuts tress.
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end 
 end 
evaluating seasonal constant (Sc) 
if (Sc monitoring condition is satisfying) 
flying squirrel is relocated randomly 
end 
seasonal constant minimum (Smin) value is updated  
end 
The squirrel which is located on hickory tree is the final optimal solution 
end

where jth represents squirrel and kth represents dimension and t represents no. of iter-
ation. dg represents gliding distance that is taken randomly, andGC represents gliding
constant that is taken by exploitation and exploration of search space controlled. R1,
R2 and R3 are the uniformly distributed number randomly between the limits (0, 1).

8 Result and Discussion

This work focussed on stabilizing variation in angular frequency of generator subject
to different disturbances. The phase compensation has been inserted with governor
and gains of phase compensation along with governor PID parameters and tuned
by SSA control law. The generator is being initially at steady state at Po = 0.8
pu and Qo = 0.17 pu. Subject to this condition, the mechanical power is varied
in case-I. Two different conditions are being taken in case-I. In condition-I, the
mechanical input is suddenly raised by 5%, and in condition-II, the mechanical input
is suddenly raised by 10%. With only governor action, the bode diagram and root
locus plot are presented in Fig. 5 and Fig. 6, respectively. Analysis of speed and
real power variations has been performed with proposed control action and only
governor control optimized by DE, PSO and SSA control laws. For condition-I, the
angular frequency variation is shown in Fig. 7 and real power variation in Fig. 9.
System eigen is presented in Table 1, and optimal gains are in Table 2. The result
predicts response with only governor tuning and with governor assisted by phase
compensation tuning. When phase compensation and governor gains are tuned, the
resulting damping capability of governor is much enhanced. System eigenvalues
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shift to left half of complex plane with reduced imaginary part predict improved
damping of oscillation with proposed action. In condition-II, the mechanical power
has large variation of 10%sudden raise,which gives rise tomoveoscillatory response.
Figures 8 and 9 present angular frequency and active variation, respectively. System
eigen is being provided in Table 1. Result predicts that oscillation is being raised
heavily with sudden increase in mechanical power by large amount. Response has
been presentedwithout phase compensation block and only optimally set of governor
gains and with optimally setting of both phase compensation and governor gains. For
both conditions-I and II, the responses have been compared with PSO, DE and SSA
algorithms. The SSA algorithm provides much better result for optimal setting of
controller gains in contrast to PSO and DE algorithms. In case-II, the disturbance
taken in change in reference voltage suddenly raised by 5% subject to reference
voltage variation and the system oscillatory response was forward tomuch enhanced.
The response is presented in Fig. 10 for angular frequency variation and system
eigen presented in Table 1. Optimal setting of controller gains is given in Table
2. It is observed that governor action assisted by phase compensation improved the
damping capability of governor by a large extent, and further, optimal setting of phase
compensation and governor parameters also enhances the effectiveness of proposed
control action. SSA algorithm is employed to tune the gains and is compared with
PSO and DE algorithms.

9 Conclusion

Optimally turned phase compensation block has been inserted with turbine governor
in this work for stabilizing power system. SSA is employed to tune gains of governor
and compensation block. It has been observed that insertion of additional optimal
compensationwith governor and also optimally setting of governor gains can enhance
damping of system oscillation. The proposed action has been validated with distur-
bances like change in turbine power and reference voltage, with time and frequency
response analysis. A single generator is being considered in this work and connected
to infinite bus, and this work can be extended in future for multi-machine system; by
the proposed action, it has been observed the efficiency of the turbine control action
can be much improved with additional optimal compensation.
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Table 1 System eigenvalues

Cases DE PSO SSA

10% input mechanical
power

−50.0002, −99.8885,
−27.1477, −2.9261 +
4.6284i, −2.9261 −
4.6284i, −4.2285, −
2.8156, −1.6500, −
0.1000, −0.2488, −
0.0000, 0.0000, 0, −
0.5556, −0.6667

−50.0009, −99.8885,
−27.1459, −2.9262 +
3.6278i, −2.9262 −
3.6278i, −5.4682, −
2.8160, −1.6499, −
0.1000, −0.2488, −
0.0000, −0.0000, 0, −
0.5556, −0.6667

−50.0001, −99.8885,
−27.1479, −3.9263 +
1.6288i, −3.9263 −
1.6288i, −2.8155, −
1.6932, −1.6539, −
0.1000, −0.2488, −
0.0000, 0.0000, 0, −
0.5556, −0.6667

5% input mechanical
power

−50.0004, −99.8885,
−27.1474, −1.9263 +
4.6284i, −1.9263 −
4.6284i, −2.8156, −
1.6500, −1.4081, −
0.1000, −0.2488,
0.0000, −0.0000, 0, −
0.5556, −0.6667

−50.0005, −99.8885,
−27.1470, −2.9264 +
3.6283i, −2.9264 −
3.6283i, −2.8156, −
1.6501, −1.6240, −
0.1000, −0.2488,
0.0000, 0.0000, 0, −
0.5556, −0.6667

−50.0023, −99.8885,
−27.1426, −3.9262 +
1.6272i, −3.9262 −
1.6272i, −7.3263, −
2.8161, −1.6499, −
0.1000, −0.2488, −
0.0000, 0.0000, 0, −
0.5556, −0.6667

Change in Vref −50.0126, −99.8885,
−27.1069, −15.5301,
−2.9248 + 4.6262i, −
2.9248 − 4.6262i, −
2.8162, −1.6499, −
0.1000, −0.2488,
0.0000, 0.0000, 0, −
0.5556, −0.6667

−50.0010, −99.8885,
−27.1458, −2.9263 +
4.0076i, −2.9263 −
4.0076i, −2.8170, −
2.1520, −1.6498, −
0.1000, −0.2488, −
0.0000, 0.0000, 0, −
0.5556, −0.6667

−50.0010, −99.8885,
−27.1458, −2.9263 +
4.0076i, −2.9263 -
4.0076i, −2.8170, −
2.1520, −1.6498, −
0.1000, −0.2488, −
0.0000, 0.0000, 0, −
0.5556, −0.6667

Table 2 Optimal parameters

Cases Parameters DE PSO SSA

10% input mechanical power Kp 18.2715 27.5087 33.7830

K i 2.6559 2.3617 4.6008

Kd 2.9183 5.5277 7.6843

Kg 17.6466 33.8623 12.1229

T1g 0.4354 0.4116 0.9644

T2g 0.4045 0.1336 0.1365

5% input mechanical power Kp 16.5748 49.0402 55.3444

K i 1.9647 1.9380 1.3881

Kd 4.6975 3.9040 1.6462

Kg 29.5087 12.0464 25.0093

T1g 0.2227 0.2937 0.3262

T2g 0.1115 0.7493 0.5891

(continued)
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Table 2 (continued)

Cases Parameters DE PSO SSA

Change in Vref Kp 38.4093 3.0736 38.6424

K i 4.8692 1.6626 1.7704

Kd 9.0752 9.1409 3.1483

Kg 27.1032 15.9448 33.1035

T1g 0.8807 0.6815 0.5063

T2g 0.0645 0.4646 0.6343
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Optimal LFC of Multi-area
Interconnected System Applying PI-PID
Cascaded Controller

Moayad Ali Deeb and Manoj Kumar Debnath

Abstract The particle swarm optimization (PSO) tuned PI-PID controllers for load
frequency control for the hybrid integrated system of thermal, hydro, and gas power
plants, as well as an HDVC connection, are presented in this paper. The purpose of
this study is to reduce frequency fluctuations of areas and the power of transmission
lines due to failure or sudden load change. With and without the HVDC connection,
the system output is evaluated. PI-PID controller gains are also determined using the
(PSO) formula with the integral time absolute error (ITAE) as the objective function.
Through the PSO, the parameters were obtained in proportion to the performance
of the system to achieve the best results for each peak overshoot, settling time, and
minimum undershoot. Furthermore, the dynamic output of the proposed system has
examined its response to load changes that are considered to be 1% phase load
disruption (SLP) implemented in area 1. Finally, it has been found that the efficiency
of the controller proposed is higher than that of the controller configured for (DE).

Keywords Automatic generation control · Particle swarm optimization algorithm ·
Hybrid system · Load frequency control

1 Introduction

Connecting power plants together is implemented for economic purposes and to
enhance the stability of the system, creating multiple expanded systems. In this
system, the different sources are connected by the transmission lines; and the proper
operation of this interconnected power system needs constant monitoring to avoid
failures and power losses [1, 2].

A large quantity of literature is available on the LFC of the interconnected power
system. The transfer function model of the multi-area thermal power system was
proposed byFosha andElgerd [3]. Researchers around theworld are trying to propose
a variety of methods for LFC power systems to preserve the system tie-line flow
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and frequency at their scheduled values during regular service and even through
minor disturbances which include modern control theory [4]. Almost all loops in
process industries are managed using the PID control algorithm, which also serves
as the basis for many sophisticated control algorithms and strategies. Proportional
integral (PI) and proportional integral derivative (PID) controllers are commonly
used in industrial modules due to their simplicity, rational cost/benefit ratio, and
sufficient performance for a class of process models. The PI and PID controller
tuning relationships suggested in the literature are defined in detail [5].

Eberhart and colleagues were the first to implement PSO, which is a population-
based optimization process [6, 7]. Also, this algorithm, in its different form, has
assumed a great deal of significance in the latest years for the optimization of complex
control problems and is commonly used in LFC structure. Analysis of the LFC single
and multi-area grids using PSO have been published [8, 9].

HVDC transmission has arisen because of its numerous techno-economic advan-
tages. One of the most frequent HVDC transmission implementations disruptions in
the system is the operation of a DC connection parallel to an AC link linking two
control areas to boost system dynamic efficiency with higher steadiness edges under
minor disturbances [10, 11]. For the LFC analysis of a more functional power grid,
the LFC theory of an integrated control system with an AC tie line in parallel with
a DC tie line is generalized [12]. The PSO algorithm is designed to optimize PID
gains, and a new objective function is designed to measure the optimum controller
gain more specifically in the shortest time possible [13]. The transient performance
indicates the substantial superiority of the proposed architecture approach.

2 System Investigated

The examined structure consists of a two-area power grid that is interconnected by a
transmission line and has processing units and loads in each area. The load disruption
in an area influences the frequency of both regions and the load distribution of the
communication transmission line, as the two regions are related [14]. Each zone’s
control scheme needs information about all zones’ transient state data in order to
restore the local frequency to its constant state value. Changes in that region’s output
frequency or the transmission line’s power fluctuation include data from another
area. The transmission line power is therefore measured and, since this power must
be controlled, themeasured signal is sent as feedback to the two-zone local controller
[15]. The controller area (ACE) for the controllers, it serves as the actuating signal
used in the model. The ACE is expressed in each of the areas presented as:

ACE1 = �Ptie1−2 + B1 ∗ � f1 (1)

ACE2 = �Ptie2−1 + B2 ∗ � f2 (2)
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where �Ptie is interline power oscillation in both areas, the frequency bias coeffi-
cients of the corresponding regions are, respectively, B1 and B2. � f1 along with
� f2 distinctive-area frequency oscillations. The rated values are taken from the
published article of all the parameters considered in the examined model [16].
Figure 1 demonstrates a multi-source multi-area transition function model with an
HVDC relationship and an integral controller.

Fig. 1 Transfer function model of a multi-source multi-area with HVDC link
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Fig. 2 Configuration of PI-PID controller

3 Controller Structure (PI-PID Cascaded Controller)

The lack of derivative action makes PI controllers less noise-sensitive and more
desirable than PID controllers. The PI + PID dual loop controller essentially inte-
grates two sequential inner and outer loops into one loop [17]. The internal process
dampens any disturbance in the internal process, while the external process controls
the performance of the finished product. The primary objective of using a double
loop controller is to reject initial disturbances until they propagate across the farm.
The modest PD + PID controller with inner and outer loops is seen in Fig. 2.

The master loop is the name given to the main outer loop. The inner process’s
output becomes the outer process’s input. The process’ output is controlled to obey
the fixed point’s signal. Load disruption is added to the whole system.

The slave loop is a type of secondary inner loop. The inner comparator is used to
control the inner step of the inner loop, and the inner loop’s output is y2 (t). Here,
y1 (t) is the inner process’s input. Before causing damage to the outside phase, the
inner loop corrects the disruptions in the system. As a consequence, the inner loop
should react much faster than the outer loop to fulfill the above argument.

4 Result and Discussion

PSO [18] algorithm is used to tune the controller parameters of hybrid source system
in the presence of HVAC and HVDC links.
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Table 1 Controller parameters for the system

PID

DE [16] KP1 K I1 KD1 KP2 K I2 KD2 KP3 K I3 KD3

0.779 0.2762 0.6894 0.5805 0.2291 0.7079 0.5023 0.9529 0.6569

PI-PID

PSO KP1 K I1 KD1 KP2 K I2 KD2 KP3 K I3 KD3

3.1978 3.9862 3.3859 0.5922 1.0110 0.6701 4.4955 4.6887 4.5700

KP11 K I11 KP22 K I22 KP33 K I33

4.7141 0.9107 0.8117 4.1235 0.8484 2.0680

4.1 Multi-area Without HVDC Link

Due to its fast-settling functionality, with the support of the following evaluative
fitness feature, the PI-PID cascade controller configured by PSO is equipped for
load frequency control and tie-power regulation (integral time absolute error). In this
analysis, the optimal KP, KI, and KD parameter values for PI-PID controllers are
determined conveniently and correctly using a PSO under the evaluated limits [K
min = 0.1, K max = 5] Table 1. The limits of the settling time in the simulation
are bigger than 0.05% for both � f1 and � f2 and 0.01% for �Ptie.The objectives of
good oscillation damping are to monitor frequency and inter-area tie-power, as well
as to achieve good efficiency. An unexpected disturbance of the load at 0.01 p.u. in
control area 1 is applied. ITAE is represented by the equation:

ITAE = ∫(|� f1| + |� f2| + |�Ptie|)t.dt (3)

The results obtained in Table 2 for settling time, peak overshoot, and undershoot
get through tuning PI-PID by PSO algorithm better performance for a system that
makes it superior on peer DE-PID. These satisfactory results were obtained in 50
iterations that lasted 558.199 s. The oscillations of system frequency in area 1, area
2, and the variations of tie-line strength between area 1 and area 2 are seen in Figs. 3,
4, and 5, respectively.

4.2 Multi-area with HVDC Link

By considering the HVDC Link, Tables 3 and 4 show the parameters and results of
the analysis of system behavior are studied. To ensure that the system is stable, the
load in area 1 is increased by 1%. Figures 6, 7 and 8 display the tie-line amplitude
variations in areas 1 and 2 and the system frequency oscillations in areas 1 and 2.
Thus, the superiority of the PSO (PI-PID) model over DE-PID is obtained in this
situation.
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Table 2 System
performances for DE-PID
controller and PSO (PI-PID)
for 1% load at area 1 with AC
tie line only

Abnormalities Time-domain
factors

DE-PID PSO-PID

� f 1 T s (s) 13.9200 4.1500

Overshoot
(Osh × 10−3)

0.0020 0.00011

Undershoots −0.0266 −0.0042

� f2 T s (s) 8.4800 1.6400

Overshoot
(Osh × 10−3)

0.0008 0.0004

Undershoots −0.0221 −0.0006

�Ptie T s (s) 31.9600 6.3500

Overshoot
(Osh × 10−3)

0.0002 0.0003

Undershoots −0.0048 −0.0004
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Fig. 3 Rate of frequency oscillation in region 1 with changes in loading

5 Conclusion

This paper presents a model of a power system that contains two areas connected by
the tie-line power and each zone contains various plants which are hydro, thermal,
and gas; also, there is an HDVC link with the system, where the following algorithm
was used PSO (PI-PID) with cascade controller to obtain good results for system
performance through to changes in the sudden load that leads to frequency deviations
and compared it with DE (PID). Thus, the results that were obtained by PSO (PI-PID)
provided good performance and reliability for the proposed system and better than
the result that was getting by DE (PID), with two different operating modes one with
consider the HVDC link and two without the HVDC link.
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Fig. 5 Rate of frequency oscillation in interline power with changes loading

Table 3 Controller parameters for the system

PID

DE [16] KP1 K I1 KD1 KP2 K I2 KD2 KP3 K I3 KD3

1.6929 1.9923 0.8269 1.7773 0.7091 0.4355 0.9094 1.9425 0.2513

PI-PID

PSO KP1 K I1 KD1 KP2 K I2 KD2 KP3 K I3 KD3

4.4585 0.3046 4.8653 4.1466 0.1877 0.3817 3.3973 4.4250 1.0238

KP11 K I11 KP22 K I22 KP33 K I33

3.1260 4.1145 3.0488 2.1312 0.5300 3.2325



62 M. A. Deeb and M. K. Debnath

Table 4 System
performances for DE-PID
controller and PSO(PI-PID)
for 1% load at area 1

Abnormalities Time-domain
factors

DE(PID) PSO(PI-PID)

� f 1 T s (s) 3.2300 3.6300

Overshoot
(Osh × 10−3)

0.3807 0.5430

Undershoots −0.0118 −0.0040

� f2 T s (s) 13.4000 1.2000

Overshoot
(Osh × 10−3)

0.5507 0.2930

Undershoots −0.0025 −0.0005

�Ptie T s (s) 14.2300 6.9600

Overshoot
(Osh × 10−3)

0.5488 0.1911

Undershoots −0.0018 −0.0003
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Fig. 6 Rate of frequency oscillation in region 1 with changes loading
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Appendix

B1 = B2 = 0.4312 P.U. MW/Hz; PRT = 2000 MW; PL = 1840 MW; R1 = R2 =
R3 = 2.4 Hz/p.u.; TSG = 0.08 s; TT = 0.3 s; KR = 0.3; TR = 10 s; KPS1 = KPS2

= 68.9566 Hz/p.u. MW; TPS1 = TPS2 = 11.49 s; T 12 = 0.0433; A12 = 1; TW =
1 s; TRS = 5 s; TRH = 28.75 s; TGH = 0.2 s; XC = 0.6 s; YC = 1 s; CG = 1; BG =
0.05 s; TF = 0.23 s; TCR = 0.01 s; TCD = 0.2 s; KT = 0.54347; KH = 0.32608; KG

= 0.13043; KDC = 1; TDC = 0.2 s.
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A Novel Fuzzy-Based Model Predictive
Adaptive Controller for a PMSG Wind
Turbine

Gayatri Mohapatra and Manoj Kumar Debnath

Abstract Wind system has become a reliable and important system to generate
power in the recent years. In case of variable wind speed, the conventional method
to control the turbine output is quite difficult, which leads to the generation of adap-
tive control. The proposed model predictive-based adaptive controller improves the
performance of systems in terms of the active power stability. This paper imposed
a controller based on the concept of prediction of reference values generated by
fuzzy using MATLAB/SIMULINK environment on a wind turbine generator. The
said technique helps in boosting the PMSG-based wind power industry.

Keywords PMSG wind turbine · MPAC · Fuzzy · Multilevel inverter

Nomenclature

Symbol Meaning
V k
ds Stator voltage d-axis component for kth instant

Rs Stator resistance
Vabcs Stator voltage in abc component
iabcs Stator current in abc component
iabcs Stator current in abc component
i kds Stator current d-axis component for kth instant
i kds Stator current d-axis component for kth instant
wr Rotor speed in rad/s
J ∗ Reference moment of inertia
J Actual moment of Inertia
λmabcs Magnetic flux linkage in abc frame
∗
ω
k

Reference rotor speed in rad/s

F Viscous damping
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Ls Stator Inductance
np No of pole
δ Torque angle
θr Rotor field angle
λm Magnetic flux linkage
∗
T Reference Torque
Tg Actual Torque

∗
e(t)

k

Reference error
ξ k
ds Damping coefficient
x State vector
T̂ Actual Torque

1 Introduction

The renewable energy, in the form of wind generating system, had the “lowest
relative greenhouse gas emissions, with the least water consumption demands and
the most favorable social impacts” compared to other form of renewable energy.
A wind turbine, which acts as a wind energy converter, converting the kinetic energy
embedded in wind to electrical form and is classified in vertical and horizontal axis
types. The wind turbines find their applications from battery charging to generating
domestic power supply, in the same time selling the surplus to grid [1–4]. Due to the
unpredictable nature of wind, the predictability of the output power will be difficult
without a controller, which needs to make the system very much robust and efficient.
The PMSG-based wind system becomes popular due to their variable speed and low
maintenance [5–8]. In spite of this, different types of controllers are experimented
in the same but the proposed one finds the advantages with predictive controller
replacing the PI controller [9–11].

As in [6], detection of the sub-synchronous interactions of the PI parameters in
a DFIG is done with non-dominated sorting genetic algorithm (NSGA-III) and the
t-distributed stochastic neighbor embedding (t-SNE). Also, the study of the behavior
is done for different disturbance. A clear adaptable fuzzy logic controller for the
offshore voltage source converter generating station interconnected to a high-voltage
DC (HVDC) system, with real-time data obtained for the wind turbine as in paper
[7] to obtain realistic response. In paper [9], a customized wide band prediction limit
is derived for CHB inverter. The proposed controller in [10] allows both stand-alone
and grid-tied operations for voltage–frequency control. In paper [11], a distinct fuzzy
logic-based novel firing method for PSWM-based cascaded multi-level inverter for
symmetric and asymmetric operations is proposed. A tradeoff between APO and
THD of grid components is presented in [12] with a novel adaptable reference input
generation to reduce the active power oscillation. This paper [13] delivers a type-
2 fuzzy-based direct torque control of the IM drive, with a two-level inverter with
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hybrid delay angle modification. In the papers [14, 15], MPC for the T-type inverter
with LC filter is proposed to reduce the control variables making the design cost-
effective. The paper [16] employs power generation and filtration of a DFIG-based
generator with an improved harmonic time-variant isolator.

Model predictive adaptive controller (MPAC) is the basic method which can
provide a straightforward controller implementationwith very less data computation.
In the traditional controllers, the proportional and integral (PI) tuning is adopted but
the MPAC predictive method estimates the next possible state to tune the regulator.
The limitation of inaccurate and tedious tuning of PI regulator leads to the develop-
ment of a new MRACS for PMSG wind turbines with the objectives as discussed
below:

• An upgraded model predictive control for PMSGs.
• This also patterned a new thriving framework to tune the controller by combining

a back-EMF with an I-F controller.
• This also optimizes the output by using fuzzy controller combinedwith theMPAC.

2 System Investigated

As in Fig. 1, the reference values of dq are given to the predictive controller and then
adaptive control is generating the required gate pulse as per Eqs. 1, 2, 3, 4, and 5
described below.

V k
ds = (Rs + δRs)i kds + (Ls + δLs)

i k+1
ds −i kds

Ts
− (Ls + δLs)wr i kqs + ξ k

ds

V k
qs = (Rs + δRs)i kqs + (Ls + δLs)

i k+1
qs −i kqs

Ts
− (Ls + δLs)wr i kds + ξ k

qs

(1)

Vabcs = d

dt
λmabcs(θr ) − rsiabcs − d

dt
(Ls(θr )iabcs) (2)

Tg = 3

2
np[λm + (Ld − Lq)id ]iq (3)

g = (T̂ − ∗
T )2 + λ(ϕ̂ − ∗

ϕ)2 (4)

g = |F(iL
∧

− ∗
iL)| (5)

3 Controller Structures and Their Optimal Design

Predictive control describes as shown in Fig. 2 that finds its advantages in all the areas
of the power engineering. It also finds its suitability of being helpful in estimating
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Fig. 2 Describes the complete block diagram of the MPC controller

the upcoming state of the control variable. The selection of the horizon that needs
to be used can be done with the help of any optimization tool of fuzzy approach.
Longer predictive horizon improves the closed-loop response that can be obtained
by considering the minimized cost function as the objective of the optimization as
given in Eqs.6, 7, and 8.

Ux (k) = [uT
x (k)uT

x (k + 1) . . . . . . uT
x (k + Np − 1),Ux = Ux

Np∈ (6)

J (x(k),Ux (k)) =
k+Np−1∑

l=k

J ∗(x(l + 1), ux (l)) (7)

J = Minimize(
N∑

k=1

∗
J

t+k|t
+

N∑

k=1

∗
Jt + wg∈t+k|t ) (8)

4 Fuzzy Logic Controller

In this controller, fiveMFs are described as n-big (n2), n-small (n1), zero (z), p-small
(p1), and p-big (p2) as given in Fig. 3 as well as the rule set. This controller needs
(MFs) ˆ2 sets of rules to reproduce the fuzzy output. The rule set for the controller
is depicted as per the output requirement in a Mamdani inference system. The fuzzy
logic selected on the error and the current error is given in Eqs. 9 and 10.

e(t)k = ∗
ω
k

−ω
k
,

∗
e(t) = e(t)k − e(t)k−1 (9)
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idqrk(t) = ∗
i

dqr(k−1)
+∂

∗
i

dqrk
(10)

5 Result and Discussion

In the proposed adaptive control strategy, the I-F method of control is applied, where
the alignment of dq parameter allows the flux and torque is to be controlled inde-
pendently. The electrical parameters can attain their steady-state parameters after a
period of 0.18 s. Figures 4, 5, and 6 represent the response of the wind turbine, THD,
and current error of the proposed and conventional system and the speed error and
speed of the proposed and conventional system, respectively.

6 Conclusion

TheMRAS controller as applied in the paper generates a combination of the deadbeat
predictiveMRAS controller for estimating the position and speed of the PMSG rotor.
The wind turbine finds the better response in the proposed controller as compared to
the conventional one. This controller has great aptitude to improve the dynamics and
efficiency of wind turbine generators, thus encouraging the uptake of wind power
industry.
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Fig. 4 Describes the response of the wind turbine system
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Appendix

Parameter Value Parameter Value

Power 6000 W Base Power 9444.44 VA

Speed 153 rad/s wind speed 12 m/s

Resistance of stator 0.425	 No of Pole 4

Flux of rotor coil 0.433wb Inertia 0.01197 kg m2

Armature inductance 0.000395 H Density of air 1.225 kg m3

Viscous damping 0.001189 Nms Stator Inductance 0.000835 H

Swept area 1.06 m2
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Feasibility Study of a Floating Solar
Photovoltaic System in Odisha, India

Sonali Goel, Saumya Ranjan Lenka, and Renu Sharma

Abstract India has huge potential to harness solar energy by means of floating
solar photovoltaic plant for sustainable energy production. India is encouraging for
installation of floating solar power plant in order to increase the share of renewable
energy. In this paper, analysis of a 12 kWproposed floating solar photovoltaic system
for the Jhumka Dam reservoir near Bhubaneswar (20018′54.8′′N 85041′17.82′′E) is
performed by using PVsyst 7.1 software. The findings suggest the floating solar
photovoltaic system for electricity generation economical with a levelized cost of
energy of INR 9.35/kWh with payback period of 11.9 years and 78.2% return on
investment.

Keywords Floating solar panel · Feasibility study · Levelized cost · Payback
period

1 Introduction

Thefloating solar power plant is an emergingmethod to use solar photovoltaicmodule
to float over the water bodies for energy generation instead of using the land or
rooftop for installation. Installation of floating solar photovoltaic (FSPV) over water
bodies like pond, lake, and reservoir will not only reduce the dependency of land use
for solar power plant but also increase the module efficiency due to lower module
temperature. In addition to this, evaporation loss is reduced from the water bodies,
thereby conserving water. It is important to affix solar panel to a buoyant structure
which holds them above the surface [1]. Installing floating solar PV plants on water
reservoir, irrigation canal, large pond, fish farm, and lakes will save the equivalent
land space for alternative use. It has become a new concept after its first patent
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Fig. 1 Few FSPV installation across India

was registered for this form of technology in 2008. Since then in the countries like
Japan, China, UK, the floating solar has been installed predominately. Compared to
ground-mounted solar panel, floating solar photovoltaic panels have various benefits
like higher energy generation efficiency up to 11%, least or no shading effect, reduce
water evaporation, environmental benefit, and no requirement of land space. Few
FSPV installation across India is shown in Fig. 1.

1.1 Present Status of Floating Solar Panel in India

The FSPV technology is gaining its popularity in India. The first 10 kWfloating solar
power system was set up in Rajarhat, Kolkata, in the year 2015 for research activities
with a financial assistance from theMinistry ofNewandRenewableEnergy (MNRE),
India. Damodar Valley Corporation has started installing 1776 MW of floating solar
projects at four of its dams in the state of West Bengal and Jharkhand, while in 2016,
100 kW floating solar power plant was installed by NTPC in Kerala’s Kayamkulam
District. During the same year, Kerala State Electricity Board installed 500 kWFSPV
plant at Banasura Sagar reservoir [2]. Recently the 2 MW FSPV plant, the largest
in India till date has been installed at Visakhapatnam, Andhra Pradesh, and with
this installation, the total installed capacity of FSPV in the country has reached to
2.7 MW.

By 2022–23, the world’s largest floating 600 MW solar power plant is to be set
up on a reservoir on Omkareshwar Dam on the Narmada River in Khandwa District
of Madhya Pradesh. The 2000 hector project would cost an estimated INR 30 billion
[3, 5].

The Energy and Resources Institute (TERI) has conducted a survey to estimate the
country’s FSPV capacity. Around 18,000 km2 of water surface area across different
states and UTs has been identified for the construction of FSPV plants. The total
potential of FSPV to the tune of about 280 GW is possible. In Odisha, there is a
FSPV power potential of 21,859 MW from 142 reservoirs (Fig. 2).
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Fig. 2 FSPV installation potential across India [6]

1.2 Major Components of Floating Solar Photovoltaics

The technology used in floating solar power system is similar to that of ground-
mounted or rooftop solar plant but in FSPV, floating platform made up of polyvinyl
chloride (PVC), steel, etc., is used for mounting solar modules [7]. Multiple floating
platforms are connected with specially designated walkways to allow the access of
operators or technicians for operation and maintenance. These connected floating
platforms are anchored to the shore, to the bottom of the water body, or to floating
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Fig. 3 Schematic of floating solar panel ( Source World Bank Group, Solar Energy Research
Institute of Singapore) [4]

anchors. The main electrical equipment is housed onshore, and electricity is trans-
mitted from the FSPV system to this equipment and the grid or load through
underwater cables [7].

The FSPV power plant consists of solar module, central inverter, mounting struc-
ture/ floats, combiner box, lightning protection system, cable and connector, and
mooring arrangement. The schematic diagram is shown in Fig. 3.

2 Proposed Design of a 12 kW Floating Solar Power Plant

2.1 Study Area—Jhumka Dam and Reservoir

The FPV power plant is proposed for installation on Jhumka Dam reservoir which is
27.4 km away from Bhubaneswar, Odisha. The minimum surface area of the dam is
1,562.45 ha, while water surface area is 101.2 ha [8]. The details of the reservoir are
shown in Table 1, and the geographical location of the site and the Jhumka reservoir
are shown in Fig. 4 a and b, respectively.

2.2 Solar Energy Resources in Jhumka Reservoir

Themonthly solar irradiance, ambient temperature, andwind velocity data of Jhumka
region are shown in Table 2. The mean annual global horizontal irradiance of the



Feasibility Study of a Floating Solar Photovoltaic System in Odisha, India 79

Table 1 Geographical
location of the site

Sl. No Particulars Values

1 Name of the reservoir Jhumka

2 Geographical location 20018′54.8′′N
85041′17.82′′E

3 Catchment area, km2 20.80

4 Water surface area, ha 101.2

5 Length of dam, km 410

Fig. 4 a Geographical location of the site b Jhumka reservoir

project site as obtained from NREL site in the year 2014 is 5.16 kWh/m2/d. The
highest irradiance of 6.55 kWh/m2/day and the lowest of 4.32 kWh/m2/day are
observed during the month of May and December, respectively.

3 Simulation Results and Analysis of FSPV

A 12 kW floating solar plant is proposed for installation over the reservoir of Jhumka
Dam and is simulated by using PVsyst 7.1 software tool. In the proposed system,
40 nos. of PV modules are arranged in two strings. The total area of the module
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Table 2 Meteorological data of Jhumka reservoir, Odisha

Month Global horizontal
irradiation
(kWh/m2/d)

Horizontal diffuse
irradiation
(kWh/m2/d)

Temperature 0C Wind velocity m/s

Jan 4.59 1.82 21.9 0.09

Feb 5.34 2.17 25.2 0.12

Mar 6.01 2.27 30.0 0.13

Apr 6.53 2.64 30.7 0.18

May 6.55 2.81 31.6 0.21

Jun 5.24 2.68 29.6 0.19

Jul 4.52 2.58 28.4 0.16

Aug 4.73 2.58 28 0.16

Sep 4.66 2.36 27.8 0.16

Oct 4.87 2.07 26.5 0.11

Nov 4.61 1.81 24 0.09

Dec 4.32 1.96 21.9 0.08

Year 5.16 2.31 27.1 0.1

is 66.6 m2, and the cell area is 59 m2. The FSPV power plant is composed of 40
AXI protect AC-300MG/60S, 300Wp modules in two strings of 20 panel connected
in series in each string. The system is connected to a SUN2000-12KTL-M0, 12
kWp inverter. Considering the project life span as 25 years with 4% discount rate
and 30% government subsidy on investment, financial analysis was computed. The
specifications of PV module and inverter are shown in Table 3, and the detail of
system production is shown in Table 4.

Table 3 Solar panel and inverter specification

PV module specification Inverter specification

Manufacturer Generic Manufacturer Generic

Model AXIprotect AC-300MG/60S Model SUN2000-12KTL-M0

Unit Nom Power 300 Wp Unit Nom Power 12 kWac

No of PV modules 40 Units No of Inverters 1 unit

Nominal (STC) 12 kW Total Power 12 kWac

Modules 2 string × 20 in series Operating Voltage 380–850 V

At operating Conditions Pnom ratio(DC-AC) 1.00

Pmpp 10.84 kWp Total PV Power

Vmpp 588 V Nominal STC 12 kWp

Impp 18 A Total 40 modules

Module Area 66.6 m2

Cell area 59 m2
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Table 4 Detail of system production

Glob Hor
kWh/m2

Diff Hor
kWh/m2

T_Amb
0C

Glob lnc
kWh/
m2

Glob Eff
kWh/
m2

EArray
kWh

E_
Grid
kWh

PR
ratio

January 142.1 56.27 21.86 186.0 182.9 1883 1850 0.829

February 149.4 60.81 25.16 178.4 175.4 1755 1725 0.806

March 186.4 70.45 30.04 200.3 196.5 1905 1870 0.778

April 195.8 79.28 30.74 188.6 184.2 1807 1774 0.784

May 203.2 87.03 31.58 180.2 175.2 1748 1716 0.793

June 157.2 80.55 29.57 136.0 131.9 1361 1333 0.816

July 140.2 80.11 28.39 121.8 117.3 1231 1205 0.825

August 146.6 79.91 28.03 136.7 132.9 1382 1355 0.826

September 139.8 70.80 27.78 143.1 139.7 1438 1411 0.821

October 150.9 64.13 26.51 173.7 170.4 1737 1706 0.819

November 138.3 54.40 23.99 175.9 173.0 1772 1740 0.824

December 134.0 60.62 21.88 175.1 172.3 1787 1756 0.835

Year 1883.8 844.34 27.14 1995.8 1951.8 19,807 19,440 0.812

It is found that the maximum energy (1905 kWh) generated during the month of
March and the minimum during the month of July (1231 kWh). It is observed that
the highest performance ratio of 83.5% (PR) during the month of December and the
lowest (77.8%) during March and the annual average PR of the system are 81.2%.
The annual energy fed to the grid from the system is estimated as 19,440 kWh. The
total installation cost of the system was found to be INR 877,000 with the annual
operating cost of INR 144,000. The levelized cost of energy was found to be INR
9.35/kWh. The payback period of the installation is estimated as 11.9 years with
78.2% return on investment (ROI) which indicates the project is viable. The detail
cost analysis is shown in Table 6. The simulation results and the detail financial
analysis of FSPV plant are shown in Figs. 5 and 6, respectively.

The detailed normalized performance coefficients are shown in Table 5.
From this installation, 15.224 tCO2 per year is reduced as compared to thermal

power plant and total emission of 380.6 tCO2 is eliminated over the lifetime of the
project.

4 Conclusion

India has large number of water bodies with a huge potential for energy generation
from floating solar PV plants. A 12 kW floating solar PV plant is proposed for
installation over the reservoir of Jhumka Dam, and its feasibility was studied by
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Fig. 5 Simulation results

Fig. 6 Detail financial analysis of FSPV Plant

analyzing the system variables by PVsyst. The following conclusions were drawn
from the study.

• The installation cost of 12 kWp FSPV is INR 877,000.
• The LCOE was found to be INR 9.35/kWh.
• The payback period of the system is 11.9 years.
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Table 5 Normalized performance coefficients of FSPV plant

Yr
kWh/m2/
day

Le
ratio

Ya
kWh/kW/
day

Ls
ratio

Yf
kWh/
kWp/day

Lcr
ratio

Lsr
ratio

PR
ratio

Jan 6.00 0.938 5.06 0.087 4.97 0.156 0.015 0.829

Feb 6.37 1.147 5.22 0.091 5.13 0.18 0 0.014 0.806

Mar 6.46 1.340 5.12 0.094 5.03 0.207 0.015 0.778

Apr 6.29 1.266 5.02 0.090 4.93 0.201 0.014 0.784

May 5.81 1.114 4.70 0.087 4.61 0.192 0.015 0.793

Jun 4.53 0.755 3.78 0.078 3.70 0.167 0.017 0.816

Jul 3.93 0.619 3.31 0.070 3.24 0.158 0.018 0.825

Aug 4.41 0.695 3.72 0.074 3.64 0.158 0.017 0.826

Sept 4.77 0.776 3.99 0.07 6 3.92 0.163 0.016 0.821

Oct 5.60 0.932 4.67 0.085 4.59 0.166 0.015 0.819

Nov 5.86 0.940 4.92 0.090 4.83 0.160 0.015 0.824

Dec 5.65 0.845 4.80 0.085 4.72 0.150 0.015 0.835

Year 5.47 0.946 4.52 0.08 4.44 0.173 0.015 0.812

Table 6 Detail cost analysis Financing

Own funds 613,900 INR

Subsidies 263,100 INR

Electricity sale

Feed-in-tariff 11.20 INR/kWh

Duration of tariff warranty 20 years

Annual connection tax 0.00 INR/kWh

Annual tariff variation 0.0%/year

Feed-in-tariff decrease after warranty 50.00%

Return on investment

Payback period 11.9 years

Net Present Value(NPV) 686,052.65 INR

Return on investment(ROI) 78.2%

• Annual reduction of 15.224 tCO2 and a total lifetime reduction of 380.6 tCO2 are
estimated with this installation.

• The return on investment (ROR) was estimated as 78.2% which indicates the
FSPV is viable and profitable.
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ASOS-Based Load Frequency Control
of Multi-Area Power System Using
Degrees of Freedom PID Controller

Sunita Pahadasingh, Chitralekha Jena, and Chinmoy Ku. Panigrahi

Abstract This paper provides adaptive symbiotic organism search (ASOS)-based
load frequency control (LFC) for an interconnected three-area thermal-hydro system.
Different secondary controllers such as proportional integral derivative (PID), two
degrees of freedom (2DOF-PID) and three degrees of freedom (3DOF-PID) are used
not only to keep the disparity between generation demand but also achieve zero
steady-state error to enhance the frequency and tie power regulations. The controlled
parameters are optimized by ASOS algorithm for keen results of difficulties in LFC.
Adaptive symbiotic dealings established by an organism to persist in the ecosystem
through ASOS imitators. Further, the dynamic behaviors of controller optimized
by ASOS and SOS are compared by extensive simulation in MATLAB/Simulink.
Finally, system dynamics are compared among PID, 2DOF-PID and 3DOF-PID
controllers through numerous simulations.

Keywords Load frequency control · Secondary controllers · Adaptive symbiotic
organism search · Cost function · Step load perturbation

1 Introduction

Load frequency control (LFC) is scrutinized in power system as it sustains the
frequency at its preferred level by eradicating the disparity between generation and
load and also excluding the unintended altercation of power with further areas via
tie-line. In past, a large number of researches have been done for single area and
interconnected LFC systems. Gupta D. K., et al. have presented the two-area inter-
connected thermal, hydro and gas power plants [1]. Navuri et al. [2] have analyzed
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three-area multi-source power system, and Pahadasingh et al. [3] explored the four-
area unequal thermal plants. Limited studies are linked with LFC for an intercon-
nected power system in view of nonlinearity [4]. Many researchers have already
deliberated the application of classical controllers [5] such as proportional, propor-
tional integral (PI), proportional integral derivative (PID) controller as a secondary
controller for LFC system. Mostly, PID controller is used in LFC for simplification,
and less parameter is to be optimized. However, during transient period, it suffers
from high settling time and large overshoot. Through multiple control loops, control
action is achieved which are basically degrees of freedom [6]. In [7], concept of
2DOF PID controller has discussed which has improved performance characteris-
tics as likened to conventional controller. Three degree-of-freedom PID (3DOF-PID)
controller can also be investigated for effective use in the proposed system [8]. Gain
parameters of secondary controllers are generally adjusted by optimization tech-
niques. In this area, many researches implemented different optimization techniques
such as grey wolf optimization (GWO) [9], hybrid DE-PSO [10], sine cosine algo-
rithm [11], teaching learning-based optimization [12], symbiotic organism search
(SOS) [13] and adaptive symbiotic organism search (ASOS) [8–14]. For optimiza-
tion of controller parameters, objective function is necessary which are basically in
time domain. Mostly, integral of time multiplied absolute error (ITAE) is reflected
as cost function because its transient behavior is superior as compared to others.

The core involvement of this paper is: (i) design of three-area thermal hydro
system using secondary controllers PID, 2DOF-PID and 3DOF-PID. (ii) Superiority
of 3DOF-PID controller has proven in comparison with other controllers. (iii) The
controller parameters are optimized using ASOS and SOS algorithm, and the results
are compared simultaneously.

2 Proposed Model

2.1 Three-Area System

LFC of three-area power system consisting of thermal and hydro units is reflected
as multi-sources in area 1, area 2 and area 3. Here in each control area, system
nonlinearities are considered. Proposed power system Simulink model is shown in
Fig. 1. Input to each controller is taken as area control error, and the general expression
of this is expressed in Eq. (1) [15]

ACEi = Bi�Fi + �Pi j (1)
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Fig. 2 Arrangement of 3DOF-PID controller

2.2 Controller Design

At first, a PID controller is castoff to reach at zero steady-state error. For this
controller, three parameters are optimized (KP , KI , KD). Conversely, it has stark
fluctuationswith eventual overrun and large settling time causes damage in the system
performance.

Control action can be achieved bymultiple control loopswhich are basically called
as degrees of freedom. 2DOF-PID controller contains two control loops which are
optimized for this system. The response performance essentially hinge on degrees of
freedom. Finally, 3DOF-PIDcontroller shown inFig. 2 has considered for LFCwhich
contains three control loops such as closed-loop stability, modeling of responses and
eradication of instabilities.

Kpi , KIi and KDi are the gain of single-order degree of freedom from C(s). Ni is
the filter constant for derivative gain. Control signal consists of proportional set point
weightings bi and derivative set point weightings, respectively. The feed-forward
controller has gain parameter gi.

2.3 Adaptive Symbiotic Organism Search

An efficient technique ASOS has concentrated on particles with best fitness value
and the fitness value of the intended particle through modified benefit factors.

(i) Mutualism phase: This phase reveals the mutual benefit symbiotic relationship
between two different species. In this phase, Xi and X j are the two arbitrary
organisms. The balance between exploration and exploitation can be achieved
by modified benefit factors (BFs) as adaptive benefit factors (ABF) [14]

ABF1 = f (Xi )

f (Xbest)
if f (Xbest) �= 0 (2)
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ABF2 = f
(
X j

)

f (Xbest)
if f (Xbest) �= 0 (3)

Xi,new = Xi + rand(0, 1) ∗ (Xbest − Mutual_vector ∗ ABF1) (4)

X j,new = X j + rand(0, 1) ∗ (Xbest − Mutualvector ∗ ABF2) (5)

where

Mutual_vector = Xi + X j

2
(6)

rand (0,1) is the random number and BF1,BF2 are the benefit factor within the
range from 1 to 2.

Both ith and jth organisms are restored by receiving aids from this interface with
a possibility factors called benefit BF1 and BF2.

(ii) Commensalism phase: Two random organisms Xi and X j from the ecosystem
are permitted to interrelate in this phase. In this communication organism,
Xi assistances from the interaction, but organism X j neither assistance nor
writhes from the connection. The new updated value of Xi is calculated [13]

Xi,new = Xi + rand(−1, 1) ∗ (
Xbest − X j

)
(7)

(iii) Parasitism phase: In this phase, one species get benefits from ecosystem and
other is actively harmed. X j is selected as a host for parasite vector from the
ecosystem. This vector tries to replace X j for survival in ecosystem, and the
fitness values of both are calculated. If parasite vector has better fitness value,
then it will kill X j from the ecosystem and consume this place. If X j is better,
then it gets immunity from parasite vector. Now this PV will no longer alive
in the ecosystem.

3 Simulation Results Analysis

Three-area multi-source LFC model is premeditated in MATLAB/Simulink envi-
ronment. The system performance is evaluated with 1% step load in area 1. At first,
SOS-based 3DOF-PID controller is simulated for LFC stud. Then, controller parame-
ters are optimized usingASOS algorithm. The performances of both algorithm-based
3DOF-PID controller are compared through extensive simulations.

Controller parameters of 3DOF-PID optimized byASOS and SOS algorithm have
performed though numerous simulations. The simulation graph Fig. 3 shows the
better frequency stability for ASOS-based controller, and Fig. 4 shows the improved
performance of tie-line power deviations for ASOS-based controller. From these
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Table 1 Comparative analysis of 3DOF-PID controller optimized by ASOS and SOS algorithms

Performance Algorithm � f1(hz) � f2(hz) � f3(hz) �P12(pu) �P23(pu) �P31(pu)

Undershoot
(Ush) in pu

ASOS −0.1742 −0.0592 −0.0481 −1.6213 −0.0000 −0.0000

SOS −0.1801 −0.0656 −0.0579 −1.7520 −0.0781 −0.0000

Overshoot
(Osh) in pu

ASOS 0.0000 0.0000 0.0000 0.0000 0.7749 0.8653

SOS 0.0130 0.0048 0.0040 0.0000 0.8364 0.9356

figures,ASOS-based proposed controller has reduced oscillation and peakmagnitude
as compared to SOS-based controller.
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The dynamic performance values of 3DOF-PID control structure optimized by
ASOS and SOS algorithm have depicted in Table 1. Here the superiority of ASOS-
based controller over SOS-based controller has notified in terms of diminished
undershoots and overshoots values.

At first, PID controller is considered inwhich three parameters are to be optimized
for single control area. Then, 2DOF-PID controller is used here with two extra loops
R(s) and Y (s). Hence for this controller, five parameters are to be optimized for singe
area.

Finally, 3DOF-PID controller is used in which three control loops are taken in
addition of disturbance D(s) to 2DOF-PID, where seven parameters are optimized.

The dynamic assessments of all these controllers are compared through simula-
tions. As analyzed from Fig. 5, 6, 7, 8, 9 and Fig. 10, the 3DOF-PID controller has
reduced overshoot and undershoots as compared to others. The 3DOF-PID controller
optimized by ASOS algorithm settles quickly as compared to others.

The performance of these controllers tuned by ASOS technique has mentioned in
Table 2. The effectiveness of 3DOF-PID controller has performed over 2DOF-PID
and PID controller.

4 Conclusion

A 3DOF-PID controller is applied to three area thermal-hydro LFC systems to regu-
late the frequency and power interchange among control areas. The controller param-
eters of 3DOF-PID are optimized by a recent heuristic optimization technique adap-
tive symbiotic organism search (ASOS), which performance is compared with the
SOS algorithm. The ASOS based controller has minimum oscillation and peak over-
shoot as compared to SOS-based controller. The supremacy of 3DOF-PID controller
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has achieved in comparison with 2DOF-PID and PID in stand of less overshoot and
undershoots with less settling time.
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Table 2 ASOS optimized response values of different controllers

Performance Controller � f1(hz) � f2(hz) � f3(hz) �P12(pu) �P23(pu) �P31(pu)

Settling time
(Ts ) in s

3DOF-PID 4.95 5.20 6.31 7.12 8.14 9.70

2DOF-PID 5.32 6.07 7.78 7.94 10.28 10.02

PID 5.92 7.21 8.03 8.57 11.67 12.49

Undershoot
(Ush) in pu

3DOF-PID −0.1783 −0.0524 −0.0454 −1.6031 −0.0000 −0.0000

2DOF-PID −0.2411 −0.0939 −0.0893 −2.5643 −0.7784 −0.5096

PID −0.2876 −0.1879 −0.2001 −4.1458 −0.8278 −0.5440

Overshoot
(Osh) in pu

3DOF-PID 0.0000 0.0000 0.0000 0.0011 0.7658 0.8735

2DOF-PID 0.1496 0.0772 0.0623 1.0668 1.2698 1.2776

PID 0.2029 0.0811 0.0721 1.3020 2.2523 2.0612
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Design of Aperture Coupled Microstrip
Phased Array Antenna

Pranoti S. Bansode and D. C. Gharpure

Abstract This paper presents the design of aperture coupledmicrostrip phased array
antenna on Rogers TMM4 dielectric substrate for C band (5.8 GHz) frequency range.
The proposed antenna consists of two dielectric substrate having thickness of 0.8mm
each stacked on each other. The upper substrate consists of patch antenna elements,
and the lower substrate consists of feed network. The ground plane is sandwiched
between the two substrates. Corporate feed network technique is used for antenna
patch excitations. The direction of the antenna radiation beamhas been tilted using the
various delay line lengths. The optimized antenna radiation half power bema width
is approximately 50° in both phi =0° and phi =90° planes, respectively, at resonant
frequency 5.8 GHz. The simulated reflection coefficient of the proposed aperture
coupled microstrip phased antenna design is >−20 dB for all antenna delay lines.
The all-antenna simulation was carried out in high-frequency structural simulator
(HFSS) environment.

Keywords Aperture coupled feeding technique · Delay line phase shifter · Beam
steering

1 Introduction

Phased array antenna plays a very important role inmodern radar system.The antenna
has function to transmit electromagnetic energy through the medium and collect the
reflected energy of distant target. For this process, the antenna should have effi-
cient parameters like appropriate impedance matching, high gain, low profile, low
side lobe level and precise angular resolution. To achieve these parameters, phased
array antennas are best solution to design. Phased array antennas are useful in radar
imaging which is widely used in applications such as geographical mapping, secu-
rity surveillance and collision avoidance [1]. Microstrip patch antennas are used to
fabricate a planer phased array, due to their distinct advantages like low profile, light
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weight and easy for fabrication. The main disadvantage of microstrip patch antenna
is their relatively low bandwidth which can be increased by using aperture coupled
feeding techniques [2].

For low frequency, the size of the antenna becomes large. In modern technology
to reduce the size of the antenna, the material dielectric constant should be high.
Aperture coupled microstrip patch antennas are preferred particularly for phased
array antenna because of their advantages of integration of other active devices and
circuits [3].

In the electronically steerable phased array antenna (PAA), the antenna elements
are arranged to cover an interested range of angle. In a beam steerable antenna, each
element in the PAA covers a particular area and it is turned ON when there is need to
be radiate in specific direction. They also introduce redundancies to the system, for
point-to-point connection [4]. The phase shifter plays an important role in a PAA and
can be implemented in different ways. In [5], the phase shifter utilizes interdigital
capacitor varactor with inkset-printed BST composite thick films which are based on
tunable dielectric concept. Tunable substrate integrity waveguide phase shifter has a
drawback that the radiation beam can only be switched to a set of discrete scanning
angle [6]. It is better to provide the analog and digital phase shifter with properly
designed feed network. In the recent years, the switched line phase shifters are
constructed by using RFMEMs switches [7, 8] for low-power-consumption purpose.
In [9], phased array antenna with tunable phase shifter based on ferroelectric ceramic
material has been designed. This paper describes the phased array antennawith phase
shifter operating in wide frequency range of 8 to 10GHz andmaximum insertion loss
of 8 dB. In [10], electronically beam scanning reflect array using aperture coupled
elements has been designed where three different substrates are used. In [11], the
switched line phase shifter ismade by using composite right/left-handed transmission
line (CRLH-TL) to achieve a relatively constant phase shift over a large bandwidth.

For the substrate, the dielectric constant (εr) and the loss tangent (tan δ) were
taken into consideration. From the reference studied, a high dielectric constant result
reduces the impedance bandwidth, and a high loss tangent increases the feed losses
and reduces the antenna efficiency [12]. The advantage of high dielectric constant
substratematerial is that it reduces the radiation losses becausemost of the EMfield is
concentrated between the conductive strip feedline and ground plane. High dielectric
constant will also reduce the antenna size by square root of the effective dielectric
constant [13]. The review indicates that different techniques to design phase shifters
and phased array antenna are being explored. While refereeing the above papers, it
is observed that by using tunable substrate integrity and reflect array method, it is
difficult to achieve low insertion loss of the phase shifter and high bandwidth of the
antenna.

In this paper, an aperture coupled microstrip phased array antenna for 5.8 GHz
frequency is proposed. Series feed network is used to excite the patch antenna
elements. The main beam of the radiation pattern tilts with the help of delay line
phase shifters included in the feed network. The delay lines are designed for four
different angles 22.5°, 33.5 °, 45 ° and 56 °. Themaximum tilt in the radiation pattern
obtained is −18 ° for 56 ° delay line phase shifter.
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Fig. 1 Structure of 2×2
microstrip aperture coupled
patch array antenna

2 Antenna Design

A 2×2 aperture coupled microstrip phased array antenna (ACMPAA) with series
feed network was designed using standard formulas [14]. It consists of two layers of
TMM4 laminates having dielectric constant of 4.5 and loss tangent of 0.0020. These
laminates are etched for appropriate copper patches as per the simulated design and
lamented using very thin adhesive material. The antenna consists of patch element
on front side of first substrate. The other side of the patch panel substrate is etched
completely.On the second substrate, slot is etched for couplingRF energy to the patch
element. On the opposite side of the same substrate, transmission line is present to
give the excitation to patch elements through the slot. Details of the structure of the
complete 2 × 2 aperture coupled patch antenna are shown in Fig. 1.

The calculated length and width of the patch antenna elements are 9.8 mm and
17.8 mm. The interelement spacing (horizontal or vertical) in between the two patch
elements should be around λ/2 and greater than λ/4 [6], and it determines the grating
lobe level of the main radiation pattern. The horizontal distance between the patch
antenna elements is 26mm, and vertical distance is 28mm. The substrate dimensions
of the 2 × 2 ACMPAA are 60 mm × 58 mm. The ground is present in between the
two substrates consisting of etched slots. The slots present exactly at the back side
of each patch antenna element having length of 7.6804 mm and width is 0.8528 mm.

Series feed network was placed on the back side of the second substrate. It helps
to reduce the antenna size and back lobe levels. The width of the feedline for 50�
characteristic impedance is 3 mm. A series feed network was designed and includes
the quarter wave transformer to match the impedance of 50�. The feed network also
includes 100 � and 70 � impedance transformers. The width of these transformers
for 100 � was 0.688 mm and for 70 � transformers was 1.427 mm.

3 Design Optimization

Various parameters of the patch array antenna were optimized by using Ansoft HFSS
software. The effect of return loss, i.e., S11 parameter, was observed for various
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lengths and widths of the patch antenna element, length of the transmission line,
width and length of the slot present in the ground and width of the transmission line.

3.1 Length and Width of the Patch Array Antenna

Based on dimensions of single patch, the dimensions of width and length of the patch
antenna were optimized for± 25% of calculated length 12 mm and width 15.6 mm.
Figure 2 shows the simulated S11 parameter for different lengths of the patch antenna
element varied from 5 to 15 mm. The width of the antenna element was kept constant
at 15.6 mm. The resonant frequency 5.8 GHz was observed at length of 9.8 mm (i.e.,
0.1885λ).

From Table 1, it was observed that the length of the patch antenna varies the
resonant frequency of the patch antenna. At a length of 9.8 mm, the patch antenna
has a minimum return loss of −26 dB at resonant frequency of 5.8 GHz. The width
of the patch antenna greatly affects the radiation efficiency and bandwidth of the
antenna, but it has less effect on the resonant frequency. In Fig. 3, the width of the

Fig. 2 Effect of different lengths of patch antennas on S11 parameter

Table 1 Patch length variation

Length (mm) 6.8 8.4 9.8 10.8 12.4 13.2 14.8

Frequency (GHz) 6.7 6.26 5.79 7.1 7 6.95 7.6

S11 parameter (dB) −17.32 −10.62 −26.06 −3.78 −4.40 −3.25 −3.30
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Fig. 3 Effect of different width of patch antenna on S11 parameter

Table 2 Patch width variation

Width
(mm)

15.4 15.6 15.8 16.2 16.4 16.8 17.2 17.6 17.8 18.2

Frequency
(GHz)

5.59 5.58 5.75.71 5.71 5.73 5.75 5.76 5.8 5.86

S11
parameter
(dB)

−34.1 −21.55 −22 −18.4 −17 −16.8 −13.7 −14.3 −26 −18.84

patch antenna element was optimized from 15.4 mm to 18.2 mm keeping the length
of patch element constant at 9.8 mm.

Table 2 shows that the resonant frequency and S11 parameter change as the width
of the patch antenna elements increases. The resonant frequency 5.8 GHz with good
impedance match was achieved at 17.8 mm which was 0.3423λ.

3.2 Length and Width of the Slots Present in the Ground

The slot length decides the frequency of the antenna, the coupling and back radiation.
The optimization of length and width of the ground slot was carried out. The value of
width and length of the slot was calculated as 7.6804 mm and 0.8528 mm. Following
Fig. 4 shows the S11 parameter for the various lengths of the slot from 6.5 mm to
8 mm. While varying the slot length, the width of the slot was kept constant at a
calculated value of 0.8528 mm.
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Fig. 4 Effect of different
Lengths of the ground slots
on S11 parameter

From Table 3, slot lengths were varied from 6.5 mm to 8 mm, and not much
variation in resonant frequency of antenna was observed. For 7.04 mm length, i.e.,
0.1354λ of slot, the impedance matched perfectly for 5.8 GHz. The width of the slot
was also optimized from 0.105 mm to 1 mm. Figure 5 shows the S11 parameter for
different widths of ground slots with constant length of 7.04 mm. The slot width
affects the frequency and impedance of the patch antenna. The frequency of the
antenna changes from 5.43 GHz to 5.84 GHz as the width varies. The impedance of

Table 3 Slot length variations

Slot lengths (mm) 6.5 6.52 7 7.02 7.04 7.5 7.52 8

Frequency (mm) 5.63 5.78 5.74 5.75 5.8 5.72 5.69 5.7

S11 parameter −24.06 −10.63 −19.73 −13.61 −26 −13.8 −22.21 −16.58

Fig. 5 Effect of different widths of the ground slots on S11 parameter
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Table 4 Slot width variations

Slot width (mm) 0.105 0.23 0.29 0.33 0.42 0.52 0.63 1

Frequency (GHz) 5.53 5.42 5.44 5.36 5.8 5.26 5.83 5.71

S11 parameter −9.26 −9.71 −22.44 −17.21 −26.06 −18.44 −18.44 −17.71

the antenna was matched perfectly at 0.42 mm, i.e., 0.0082 λ for 5.8 GHz resonant
frequency. Table 4 shows the variations in slot width. From the table, it concludes
that for slot width 0.42 mm, the resonant frequency 5.8 GHz was achieved.

3.3 Optimum Interelement Spacing of the Array Antenna
Elements

The interelement spacing of the array antenna was optimized horizontally as well
as vertically. According to the literature, the distance between the elements should
lie between λ/2 of 26 mm and λ of 52 mm for resonant frequency of 5.8 GHz. The
horizontal spacing between the two antennas was optimized from 25 to 29 mm, and
the S11 parameter variation is shown in Fig. 6. Table 5 shows the distance variation

Fig. 6 Effect of varying the horizontal distance between two patch antennas on S11

Table 5 Distance between the two patch variations

Distance (mm) 25 25.5 26 26.5 27 27.5 28 28.5 29

Frequency (GHz) 5.76 5.87 5.7 5.32 5.86 5.71 5.8 5.64 5.62

S11 parameter (dB) −19.3 −20.8 −20.0 −17.1 −21.7 −17.8 −26.6 −22.7 −20.5
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Fig. 7 Effect of vertical
distance between the two
patch antennas on S11

Table 6 Effect of vertical distance variation on S11 parameter

Distance (mm) 20 21 22 23 24 25

Frequency (GHz) 5.34 5.78 5.78 5.81 5.8 5.66

S11 parameter (dB) 20.13 −19.5 −25 −21.6 −2626 −28.99

between two patches. As we change the horizontal distance between the two patches,
the resonant frequency of the patch antenna changes. At distance 28mm, the resonant
frequency 5.8 GHz is achieved with S11 parameter of −26.6 dB.

From the simulation results of interelement spacing, it was observed that if the
spacing is small, i.e., at 28 mm, the mutual coupling between two antenna elements
becomes very strong. The mutual coupling improves the S11 parameter of the
antenna. If the distance is 28 mm, the bandwidth of the antenna is 110 MHz.

The interelement spacing between the antenna elements was simulated for vertical
distance 20 mm to 25 mm as shown in Fig. 7. The minimum return loss of −26 dB
was observed at vertical distance of 24 mm, i.e., 0.415λ, between the two antennas,
and the bandwidth was 100 MHz (5.83–5.73 GHz).

From the Table 6, it is observed that as the vertical spacing varies, the resonant
frequency changed. For better performance in the radiation pattern and S11 param-
eter, the horizontal and vertical distance between the two patches should be greater
than lambda by 2. From Table 6, it is observed that at 24 mm, the resonant frequency
5.8 GHz is achieved. At 28 mm horizontal and 24 mm vertical distance, the beam
was at very close to the center and gain is maximum at 7 dB.

3.4 Width of the Transmission Line

The width of the feedline calculated was 3 mm. Figure 8 shows the S11 parameter
results where the width of transmission line varied from 1.5 mm to 4.5 mm. Figure
it was observed that at 3 mm, i.e., 0.05759 λ, width of the transmission line shows
return loss of −26 dB at 5.8 GHz frequency.
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Fig. 8 Effect of different
widths of feedline on S11
parameter

4 Final Simulation Results

The 2×2 ACMPAA dimensions were finalized after optimizing all the above param-
eters. The total substrate dimension is 60 mm× 58 mm. The length and width of the
patch element are 9.8 mm and 17.8 mm. The slot present in the ground plane having
length andwidth is 7.6804mmand0.8528mm.Thepatch elementswere excited from
the feedlines and through these slots. The horizontal interelement spacing between
the antenna elements was 28 mm, and vertical spacing between the elements was
24mm.This optimumdimensionof the 2×2ACMPAAwas simulated anddiscussed.

The variation of return loss versus frequency of aperture coupled microstrip patch
array antenna (ACMPAA) is as shown in Fig. 9. From the simulated results, it
is observed that the antenna resonates at 5.8 GHz with minimum return loss of -
26 dB. The maximum impedance bandwidth obtained for ACMPAA was 0.857%,
i.e., 50 MHz (5875–−5825 MHz) with a peak gain of 7 dB.

Figure 10 shows the simulatedVSWRof theACMPAAhaving a value of 1.1047 at
resonant frequency of 5.8 GHz. Figure 11a, b shows the typical 2D and 3D radiation
pattern in E and H plane of ACMPAA at 5.8 GHz.

From the radiation patterns, it was seen that the patterns were broadsided and
linearly polarized in both E and H planes. The gain of the antenna is 7 dB, and
the half power beam width (HPBW) was 40 °. The back-lobe level was −2.92 dB.

Fig. 9 S11 parameter of the
ACMPAA



106 P. S. Bansode and D. C. Gharpure

Fig. 10 VSWR of the ACMPAA

(a) (b)

Fig. 11 a 2D and b 3D radiation pattern of the ACMPAA

The large beam width leads to limitations in the steering angle as shown through
simulations.
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5 Simulation Studies of 2×2 Phased Array Antenna

To study the effect of input phase variations on the radiation pattern of the antenna,
the delay line path of a particular angle has been inserted in the feed network. The
delay line length has been calculated for different input phases. The respective delay
line length was added in the feed network, and the effect of radiation pattern was
observed. As the input phase of the delay line phase shifter changes, the main beam
of the antenna steers in different directions. The delay line length for particular input
phase was calculated as per the formulae mentioned below.

The following formula is used to calculate the delay line phase [7].

�ϕ =
(
2πd

λ

)
sin(θ) (1)

where
�ϕ: Delay line angle/input phase; d: Distance between two antennas.
λ: Wavelength (in mm); θ : Beam steering angle.
The delay line length is calculated by using formula

�L =
(

�ϕC

2π f0

)
(2)

where �L: Path difference f0: Center frequency.
The delay line lengths for 22.5°, 33.5°, 45° and 56° were calculated using above

formulae, and the antenna structure was simulated by inserting the delay line as
shown in Fig. 12.

The delay line phase shifter was added in the feed network as shown in figure,
and the tilt in the main beam of the antenna was measured, with the help of radiation
pattern. Figure 13 shows the simulated radiation pattern of the array antenna for
22˚, 33˚, 45˚ and 56˚delay line phase shifters. At 56˚ phase shift, maximum tilt was
observed beyond this value of phase shift, e.g., 90˚ side lobe levels start increasing
up to a main lobe level and the deep notch comes at the center (heart shape radiation
pattern form), i.e., the power of the main beam divides into two beams.

Fig. 12 Phase delay lines in
feed network
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(a)

(b)

(c)

Fig. 13 Radiation pattern at various phase delay lines

Figure 13a shows the main beam of the antenna tilted at−5 °. for the input phase
of 22.5 °. From Fig. 13b, the input phase of 33.5 ° the main beam was steered at −
10 °. from the center. Figure 13(c) shows the −15 ° main beam was steered for the
input phase of 45 °. Figure 13d shows the beam steering was at−18 ° for input phase
of 56 °. It can be concluded that the maximum tilt of the patch array antenna on the
left is −18 ° for input phase of 56 °.
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(d)

(e)

Fig. 13 (continued)

6 Conclusion

The aperture coupled phased array antenna with delay line phase shifter is simulated,
fabricated and tested on spectrum analyzer. In aperture coupled phased array antenna,
the slots present in the ground provide the excitation to the patch elements. The slot
dimension decides the frequency of the antenna. The corporate feed network is used
to provide the power to the antenna. The delay line phase shifter is added in the
feed network which provides change in phase which tilts the radiation pattern at
particular angle. In [6] to improve switch insertion loss and switch on return loss T
line section is added to either side of the switch. The process is quite complicated
to add CPW’s 90° bend and make RF MEMS switched line phase shifter. In [7],
transmission lines are matched to 50� impedance using single-open stub. But, these
stubs of unequal length are adding error in the results. In [13], the tunable phase
shifters fabricated on the screen-printed barium strontium titanate thick film ceramic
material provide the very large insertion loss of 8 dB. This loss is added to the
composed performance of the antenna. In [14], the aperture coupled tunable patch
elements printed on 25-μm-thick polyimide membrane, microstrip line and ground
plane with slot printed on RT duroid 5880 substrate and patch separated from ground
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plane with 3-mm-thick Rohacell 71 foam. All the three substrates are bound together
by using two 25-μm-thick adhesive film. These substrates increase the thickness of
the antenna, and therefore, the losses are increased. Instead of this, aperture coupled
feeding technique is useful to improve the bandwidth with smaller thickness. In
this antenna, as the power increases will increase the rectification and harmonics of
the fundamental frequency. The S11 parameter is optimized by varying length and
width of the patch antenna elements, interelement spacing between the patch antenna
elements, length and width of the slot and width of the transmission line. From the
simulation results, the reflection coefficient is−18.7 dB, and gain is 7 dB at resonant
frequency 5.8 GHz. The half power beam width obtained is 50°.

The delay line phase shifter is used to tilt the main beam of the radiation pattern.
The simulation was carried out for different delay lines of 22°, 33°, 45° and 56° in
the feed network, and tilt in the radiation pattern was observed. At 56° phase shift,
maximum tilt in the main beam radiation pattern was observed at −18 °. Microstrip
patch antenna is in the fabrication process.
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Abstract This article focuses on the stability of fractional-order filter circuits, which
are characterizedby transfer function and their commoncharacteristic equations. Two
methods such as gain bandwidth and step response approach are adopted to analyze
the transition bandwidth by varying the exponent (order) of fractional capacitor used
in filter circuit. The exact analytical solutions are derived for low-pass, high-pass and
band-pass filters with different orders of capacitor. The characteristic equation and
transfer function of these filters are presented along with simulation results. Here, the
stability analysis is presented by considering the bandwidth and step response of the
fractional-order filters. Since the bandwidth of the filter is expressed in terms of cutoff
frequency which further changes with variation in exponent (order) of capacitor, it is
considered for filter circuit in simulation results. Secondly, the steadiness of low-pass
filter’s response to a step response input is analyzed keeping its DC gain constant for
this filter with variable order of capacitor. The response of the filter becomes stable
when the exponents of the capacitor are fractional numbers, then compared with that
of integer-order filter.
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1 Introduction

Fractional calculus is a stream of mathematics which performs complete and inte-
grated work in non-integer orders [1]. The use of arithmetic as a part of ancient
and modern physics has a profound effect on our analysis and understanding of
complex physical–chemical and bio-physical systems because it provides excellent
tools for the interpretation of memory and the properties of various objects and
processes incorporated by the development of fractional calculus. The fractional
calculus has expanded the area of fractional domain in mathematics which leads the
way for research on fractional-order circuits and systems. There are many applica-
tions of fractional calculus like control system, process control and analog circuits
[2]. The system behavior can be better explained by fractional-order equation than
classical integer-order equation Standard capacitors and inductors are identified by
their integer-order equation having its first/second derivative present in all electrical
system modeling [3].

Nowadays, mostly the integer-order circuits have been generalized to fractional
domain that has been evolved as an emerging research area in the field of circuits
and systems. It has been observed that in the literature, the fractional-order filters
have definitely many advantages as compared to their integer-order counterparts.
The gain stability of fractional-order filters is better as compared to its integer-order
counterpart. All the filter characteristics (e.g., cutoff frequency, rise time, bandwidth,
etc.) are functions of the fractional exponent α, which provides a greater freedom
in designing the circuits [4]. The high-frequency applications are mainly found in
fractional-order filters keeping the filter coefficients unchanged (i.e., decreasing the
fractional capacitor’s order, α). Again the speed of response of the filter changes
with change in fractional order. So, it has been important to realize and study the
performance of fractional-order filters by using fractional capacitors and compare
their performance with its integer-order counterpart [5].

The fabrication of fractional capacitor (also called fractance) which obeys frac-
tional calculus is possible due to several circuit applications in its fractional domain
representation. A fractional capacitor can be approximated by using a RC ladder
network for some experimental work [6, 7]. The purpose of the existing work is
to visualize the different uses of circuit application using fractional capacitors [8].
Typical cases of fractional-order filters and their performance have been considered
in this work.

Continuous conventional analog-type filters are standard ones because their
transfer functions expressions contain the full power of “s.” However, if a single
or multiple standard capacitors in circuit are replaced by a fractional capacitor with
actual power of s, then the fractional capacitor is expressed with its impedance Z(s)
as

Z(s) = 1

CFsα
0 < α < 1 (1)
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where CF is non-integer capacitance and α shows its fractional order. In addition
to this an inductor can also be realized by using a generalized impedance converter
(GIC) in its fractional domain, due to which the order of the inductor and capacitor
can be increased to fractional value in the range of 0 <α< 2 [9, 10]. Therefore, it is
expected that the performance of the filter’s transfer function with real power of “s”
will improve the design adaptability and improve its performance. The present work
investigates a few such programs and attempts to evaluate the effects of simulation
on filter’s performance [11, 12]. It also proposes a fractional capacitor and its model
on the overall performance of fractional-order filter circuits. The main objectives
of this article are outlined as investigating the characteristics of a fractional-order
filter and compare its performance with an integer-order filter. Again realizations
of a fractional-order filter with fractional capacitors and study its performance by
observing its simulation results [13]. Finally, the stability analysis of the fractional-
order filter is carried out to study the performance of the fractional-order filter by
varying the capacitor’s exponent used in circuits [14].

2 Fractional Calculus

Fractional calculus is an old research topic that combines different fields of engi-
neering with mathematics. Over the years, the fractional calculus applications began
in many areas of technology including control systems, process control and circuits
and systems, etc. [1–3]. The integration and derivatives are generalized for fractional-
order systems result flexible transfer function with real power of variables. The
models havingmany fractional poles were proposed by Charef et al. (1992); Schlegel
and Cech (2005); Schlegel et al. (2014) are appropriate to design industrial processes
with dispersed parameters [6, 14]. Such a model provides higher frequency response
flexibility than the conventional integer-order models. However, its real-time imple-
mentation for the systems is a big challenge for the researchersworking in this domain
[15]. Typically, an FO system is considered a higher order filter, which always leads
to a non-terminating-order filter [16]. The representation is provided by the definition
of Grunewald–Letnikov as

aD
k−α
t f (t) = lim

h→0
h−α

m∑

j=0

W α
j f ((m − j)h) (2)

The Mittag–Leffler function which contain two complex parameters α and β is
defined as

Eα,β(z) =
∞∑ zk

�(αk + β)
(3)
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The Oustaloup recursive approximation (ORA) method for partial-order compo-
nents at two complex parameters is defined as

sα =
N∏

n=1

1 + s
wz ·n

1 + s
wp ·n

(4)

The above approximation is valid within a frequency range of ωz−ωp, where ωz

and ωp are the upper and lower frequency limits, respectively, with n is the number
of poles and zeroes and N is the order in approximation.

The capacitor is an important part of the electrical circuit and is mostly used
in integrated circuits. The current flow mechanism of a capacitor is expressed as
i(t) = C d

dt v(t) and for a good capacitor its impedance is leading to form as 1
jwc in

fractional domain. The current through this capacitor is given by

i(t) = C f
d

dtγ

γ

v(t) (5)

Several documents have shown that a good capacitor is difficult to be practically
realized with its desired specifications. For a “very good” capacitor, γ can be in
the range of 0.999–0.9999. Taking these values, it has been decided to investigate
the effectiveness of upcoming techniques in identifying this exponent value in non-
integer region [14].

3 Fractional-Order Systems

Fractional calculus has emerged as a powerful mathematical tool, used in various
fields of science and engineering [1–3]. The order of the whole number can be treated
as a special case of fractional calculus where the mathematical model representa-
tions are assumed to be the non-integer value. Fractional-order systems modeling
has become less popular due to lack of suitable tools and strategies for fractional-
order system’s equation [17]. However, recent advances in numerical techniques and
simulation tools have been combined together with the discovery of processors that
have been much faster than the system identification method [18]. In general, the
robustness of fractional-order systems can be performed by studying the equation
with differential order that signifies the filter’s operating region, and alternatively,
the other way is to study the transfer function of the system [19]. The stability of
fractional-order systems has been studied by many researchers from their character-
istic equations in Laplace transform representation as well as from the bounded input
and bounded output stability criterion for linear time invariant systems [20, 21].
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3.1 Mathematical Background

First, the definitions of fractional calculus and its fractions are presented in literature.
The findings of the Caputo component of the function f (x) of non-integer order γ

in relation to variable t and the starting point at t =0 are described by [9]. Normal
capacitors in circuits are replaced by fractional capacitors with its actual power of s.
This is because the impedance of a fractional capacitor is expressed as

Z(s) = 1

CFsα
= 1

CFωα
∠

(
−π

2
α
)

0 < α < 1 (6)

Here, CF is constant and α shows partial order. The fractional capacitance unit
is expressed as F/s(1−α) where’s’ means second and F means farad [10]. Similarly,
the ideal FC magnitude is a straight line with slope of 20α dB/decade with constant
phase angle throughout its frequency. The next section explains the various methods
used in the literature to obtain fractional capacitors (FC).

3.2 Realization of Fractional Capacitor Using Passive
Elements

This section provides different techniques of realizing a fractional capacitor which
are derived by various capacitor and resistor combinations. There are lot of works
that can be noticed where the study of fractional capacitor is characterized by using
ladder networks, e.g., crossed RC ladder, domino ladder, integrated ladder [6, 12]. A
non-terminating network of RC ladder is shown in Fig. 1, which provides impedance.
The real circuit is the terminating approximate of the actual order, i.e., half order
of the infinite length, and the phase difference between the input and output signal
is approximately 45°. The alternate α values, i.e., 1 / 2n when n =2, 3… taking a
cross RC ladder structure, but its circuit representation becomes too large and hence
difficult to realize. The various structural models of the domino ladder circuits are
shown in Fig. 1a, b are found in the literature [15], which are more preferable for

C1 C5 C6

R0 R1 R2 R3 R4 R5 R6

C2 C3 C4

CF

A
B

C0

A B

Fig. 1 a Domino ladder network representation of FC b cross RC ladder network of a fractional
capacitor
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(a) (b)
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Fig. 2 Plots showing a FOE circuit element, bmagnitude plot, c phase plot of a fractional capacitor

realizing the various values of FC. The domino ladder structure presented in Fig.1
a is already popular for fixed-order filtering, whereas Carlson et.al (2008) reported
the approximation of fractional-order capacitor by Domino ladder network or by
cross RC ladder network is represented in Fig. 1a, b, respectively. Similarly, a cross
RC ladder representation which approximates a fractional capacitor (FC) is shown
below.

Figure 2a shown below represents the circuit element for FOEwhich is considered
as a fractional capacitor with its magnitude and phase plot represented in Fig. 2b and
c, respectively. The magnitude of fractional capacitor changes with respect to the
order α by variation of frequency ω in x-axis, whereas the phase remains constant
throughout frequency ω for a particular value of α.

Z(s) = V (s)

I (s)
= 1

CFsα
,⇒ Z( jω) = 1

CF ( jω)α
= 1

CFωα
∠

(
−π

2
α
)

The MATLAB simulation is done for three possible filters (low-pass, high-pass,
and band-pass) whose transfer functions are defined as

TLowpass (s) = b

sα+β + asβ + b
(7)

THighpass(s) = asα+β

sα+β + asβ + b
(8)

TBandpass(s) = asβ

sα+β + asβ + b
(9)
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Now, thismethod is used here for analyzing the stability of the proposed fractional-
order low-pass filter. The characteristics equation of the above filters’ transfer
function with Eqs. (7) to (9) will be in the form of

sα+β + asβ + b = 0 (10)

Putting α = k1
m , β = k2

m and W = s
1
m , then the above equation transfers to

Wk1+k2 + aWk2 + b = 0.

3.3 Gain-Bandwidth Stability Range of Fractional-Order
Filter

The cutoff frequency of 0.4 kHz for a second-order low-pass filter can be increased
to 21 kHz by changing the exponent factor α without reducing the time constant
RC as in MATLAB simulation shown in Fig. 3, (for all cases time constant, i.e.,
RC = 0.515 × 10−3 ). Similarly, the bandwidth of 0.3 kHz for a second-order

Fig. 3 MATLAB simulation of a low-pass b high-pass c band-pass fractional-order filters of
different orders
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band-pass filter can be increased to 24 kHz in its fractional domain. However, the
slope (dB/decade) is decreased by reducing the order of the filter, which causes the
widening the transition band of the filter as shown in Fig. 3c. Here for simulation
purposes, we have taken, b = a2 (i.e.,a = 1.94 × 103 and b = 3.76 × 106). The
values of “a” and “b” taken for simulation are same as the experimental value for
realizing fractional-order filters. From simulation results, it is observed that the gain-
bandwidth stability range of a fractional-order filter is wider than a conventional
integer-order filter.

3.4 Stability Analysis of Fractional-Order Filter Using Step
Response

In this section, a low-pass filter is considered to study its step response in which the
response of the filter settles to steady state over the variation in time. The steadiness
of the output can be observed by looking at the filter’s step response, where the
amplitude slowly diminishes with lesser overshoot and undershoot. The transfer
function given in Eq. (7) is used in the following three cases, for which the response
plots are represented below.

Case-I (K < 3, α = 1, β = 1): At this scenario, the filter is a complete second
(2nd)-order low-pass filter, having DC gain less than three (K<3). From Fig. 4 (b),
it is clear that the response to the filter action changes to a fixed amount of time in a
fixed period and is therefore stable.

Case-II (K > 3, α = 1, β = 1): At this scenario, the filter is a complete second
(2ND)-der low-pass filter where the fixed gain has a value of more than three (> 3)
(e.g., K = 4) and reaches unstable state as the steady-state value is not observed in
Fig. 4c.

Case-III (K > 3, α = 0.8, β = 0.4): At this scenario, the filter is a partial-order
(1.2nd order) low-pass filter, and the fixed gain is more than three (>3) (e.g., K =
4). Here, the filter’s step response moves toward a steady-state value as it happens in
case-1. Hence, the system becomes stable as shown in Fig. 4 d.

To get the step response of a fractional-order low-pass filter, the fractional-order
transfer function is approximated to integer order using Oustaloup algorithm in the
frequency range of 0.1 Hz–1 MHz, and then, MATLAB code as discussed in [10]
is adopted to plot the unit step response of the given fractional-order filter. Here,
for simulation, both integer- and fractional-order filters are considered with time
constant RCF = 0.001.
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(a) (b)

(c) (d)

CF1

C F2

R3 R4

R 1 R 2
Vi Vo

Fig. 4 a Circuit diagram of fractional-order low-pass filter b unit step response of second-order
low-pass filter (Stable) with dc gain K = 2, RC = 0.001 c) unit step response in second-order low-
pass filter, (Unstable) with K = 4, α = 1, β = 1, RCF = 0.001 d unit step response of second-order
low-pass filter response ((Stable) with K = 4, α = 0.8, β = 0.4, RCF = 0.001

4 Results and Discussion

The MATLAB simulation carried out for the low-pass, high-pass, and band-pass
filters in its integer and fractional domain has been discussed by observing the lower
and upper cutoff frequencies. From Fig. 3, it has been confirmed that the filters in
fractional domain has comparatively more bandwidth due to their higher value of
upper and lower cutoff frequency in case of low-pass, high-pass filters, respectively.
For band-pass filter, this results with higher transition bandwidth as the frequency
on both sides of the curve shifts forward. So, these changes are noticeably for a
fractional-order filter as compared to their integer-order counterpart.

Again, Fig. 4 depicts the performance comparison of a fractional-order filter with
its integer-order counterpart. Here in unit step approach, a fractional-order low-pass
filter has been investigated with variable gain and order. It is observed that the given
filter is stable when the two capacitors are of integer order provided the gain is less
than three (i.e., K<3). Furthermore, the same low-pass filter becomes unstable if
we increase the gain keeping the orders of the two capacitors unchanged. Finally,
the exponents value of the two capacitors used in the low-pass filter is changed to
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fractional ones holding the higher value of gain (i.e., K =4), which gives a stable
response though the gain is high. This happens due to the fractional values which
stands for the order of two capacitors used in given filter circuit.

5 Conclusions

In this paper, the response of the fractional low-pass, high-pass, and band-pass filters
is being observed throughMATLABsimulation in gain verses bandwidth (frequency)
approach, whereas the unit step approach is carried out for low-pass filter only and
found to be more stable when two integer-order capacitors are replaced by fractional
capacitors. In gain verses bandwidth approach, the order of the capacitor which is a
fractional number has certain effect on bandwidth and cutoff frequency. As observed,
the stability derived frombandwidth changeswith change in order of fractional capac-
itor used in low-pass, high-pass, and band-pass filters. In step response approach, it
is observed that the filter’s response quickly reaches steady-state when the orders of
the capacitors are fractional values for a fixed gain of the filter circuit.
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Tidal Energy Connected with Grid
for Coastal Area

Pushpak Jain and Kanhu Charan Bhuyan

Abstract Tidal renewable energy is one of the underdeveloped power sources that
might help meet demand while lowering carbon dioxide emissions. There is enor-
mous potential for generating power from tidal currents. It is a resource used to
generate power sustainably. The construction has been developed in MATLAB
Simulink of a tidal current turbine and is discussed in this paper. The twin-turbine
model has been developed, and the resultant power is 37 kW. Whenever the turbine
rotor is in rotational motion, it produces mechanical power, which is then transmitted
to the electrical generator. The current control strategy has been used to design a
three-phase modified sine wave inverter system for a tidal energy grid-linked struc-
ture. The stationary and synchronous reference frames (SRF) are two control tech-
niques applied to an inverter. Park transformation is using to translate AC quantity to
DC in the synchronous frame. In αβ-control, proportional-resonant (PR) regulators
are commonly used where PI controller converts to PR, which is required for SRF
control. The controller implements a phase-locked loop to monitor the power grid’s
phase angle which responds rapidly enough to fluctuations in demand or grid link
conditions. As a consequence, it tends to be successful in providing steady voltage
to the load avoiding phase jumps.

Keywords Tidal energy · Clarke and park transformation · Phase locked loop

1 Introduction

The inclination toward the clean energy source for sustainable development leads
to the exploration of different forms of renewable energy sources. Energy plight,
climate shift due to greenhouse gases increasing the atmospheric temperature, soaring
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Fig. 1 Block diagram of tidal energy

oil prices, limitation and exhaustion of fossil fuels supply increase the demand in
scrutiny of clean energy. Tidal energy is one such green energy where energy is
derived from the ocean currents. Tidal energy is a source of motion energy that is
stored in oceanic streams because of the gravitational pulls as well as the earth’s
rotation around its axis [1]. Carbon dioxide emissions are projected to reduce as
global environmental perception improves, reducing dependence on fossil fuels and
advancing renewable energy production [2]. The cyclic value of the marine current
energy supply is being recognized as a significant advantage over other volatile
renewable energy technologies [3].

Themajor focus in this paper is on tidal energy because tides are easily predictable.
There are not many sites where high tide can be found, that is why we focused on
generating electricity in low-tidal zones. This can be accomplished by employing
a low-pressure turbine, which will aid in the construction of compact power plants
capable of supplying electricity to small-scale locations.

Figure 1 shows the complete block diagram of tidal energy which is connected
to grid. The tidal energy output voltage is fed to the DC-link capacitor, and again,
this Dc-link capacitor voltage is transmitted to the DC–AC inverter. The inverter
produces a three-phase AC voltage and uses an LCL filter to reduce the harmonic
portion of the voltage. The Clarke and Park transition using phase-locked loop (PLL)
with current-controlled was used to produce the pulse width modulation (PWM)
signal for the inverter. The current control mode (CCM) controls the majority of
grid-tied converters. The most enticing aspect of CCM is its tolerance to grid voltage
fluctuations. Grid-following and grid-supporting converters will also benefit from
CCM-based control.When the voltage needs to be specified in the islanding operation
mode in an MG (microgrid), then the voltage control mode (VCM)-based control
must be used. Grid-connected processes, such as grid-following and grid-supporting
converters, also benefit from VCM [4].

This paper is divided into five sections where Sect. 1, provides a brief introduction
to tidal energy. Section 2 describes themodeling and analysis of tidal energy, followed
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by Sect. 3which consists of Clarke and Park transformation for the control of inverter.
Section 4, shows the simulation results of grid-connected tidal energy followed by
the brief conclusion in Sect. 5.

2 Modeling of Marine Energy

2.1 Tidal Analysis Method

Tidal current systems aim to derive power from water’s kinetic activity; these tidal
waves are frequently expanded when water is forced to pass via small channels or
along beaches. In the world’s main shorelines, there are three simple tidal patterns;
they are semidiurnal, diurnal, andmixed semidiurnal [5]. The tidal analysis approach
used in this paper is the harmonic methods. In a harmonic method, the tides are
viewed as long-period waves made up of various harmonic constituents with known
frequencies. The sum of harmonic components represents tidal elevation with each
component representing afluctuation at an astronomically determined frequency. The
tide is the sum of specific tides, with each specific tide having a distinct amplitude and
phase at each position. The waveform that is closer to the measured tide at a specific
location by adding up a huge number of selective tides. The established frequencies
are used to create equations of the form:

h(t) = h0 +
m∑

j=1

fi Hi cos(ωi t + ui − ki ) (1)

where h(t) = depth of expected water level, f i = factor of the lunar network, Hi =
amplitude average,Ho = the average level of water, m= the amount of components,
wj, ui, ki = represent the ith tidal components frequency, nodal phase, and phase
angle.

The tidal components that have been used in this paper are (S2, K1, N2, O1,
and M2). Table 1 shows the resulting quantities of tidal amplitude, phase, and tidal
frequency of each tidal component, and the following data is taken from [6].

Table 1 Assets of tidal
components [6]

Tidal component Frequency Phase Amplitude

S2 0.0833 52.5 0.11

K1 0.0418 20.5 0.12

N2 0.0790 26.4 0.19

O1 0.0387 218 0.06

M2 0.0805 31 0.86
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2.2 Tidal Current and Turbine Profile

The tidal currents are presumed to move inside and outside of the tidal phase in the
form of sinusoids. The following equation can be used to model tidal currents as a
flow of harmonics:

V (t) =
∑

A j · sin(2π fi t + θi ) (2)

where V (t) = speed of tidal current as a function of time, Aj = amplitude of jth
harmonic, f j = frequency of jth harmonic, θ j = phase angel of jth harmonic.

The five main tidal components (S2, K1, N2, O1, and M2) have been designed
in Simulink using function blocks. To achieve the resulting tidal current profile,
these components were applied. The profile is shown in Figure 2. Establishing a
tidal dam across a bay during high tide or drawn out, the energy from free water
flow is two ways to generate electricity from water flow. The amount of energy that
can be extracted from water flowing by a tidal current turbine is determined by the
turbine design [6] and [7]. The diameter of the rotor and the speed of the tidal current
determine the power generated by the tidal turbine. The quantity of energy accessible
in a free-flowing stream of water is determined by:

Pavl = δ · Ar · υ3

2
(3)

where δ = constant depth of seawater (1025), Ar = area of the rotor blades, v = the
pace of the tide. The real output from the turbine can be validated as follows:

Fig. 2 Block diagram of tidal energy [6]
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Pact = Cp(λ, θ) ∗ δ · Ar · υ3

2
(4)

where Cp = coefficient of control, λ = ratio of tip pace, θ = pitch angle of turbine
blades. The coefficient of control is not constant; it is affected by the ratio of tip pace
and the pitch angle of the turbine blades. This information is provided by:

Cp(λ, θ) = z1

(
z2
β

− z3βθ − z4θ
x − z5

)
e− z6

β (5)

The term β is often used to describe:

1

β
= 1

λ + 0.08θ
− 0.035

θ3 + 1
(6)

Cp is unable to exceed 0.593. This ensures that the amount of energy derived from
water is never more than 59.3 % (Betz’s limit). Shifting β indicates that Cp will have
its maximal value at one significant value of λ for particular blade pitch for z1 =
0.51, z2 = 116, z3 = 0.4, z4 = 0.0, z5 = 5, z6 = 21 in Eq. (5) [8].

3 Inverter Control

ADC current source or voltage source can be converted into a single-phase or three-
phase AC current or voltage with the help of an inverter. Inverters are categorized
based on the form of input source which is either the current source inverter or
voltage source inverter [9, 10], and [11]. A current-controlled PWM inverter with
LCL output filters has been designed as the control structure for the three-phase
DC–AC grid connection.

The LCL filter was preferred over the L and LC filters because it produce less
grid current deformation and reactive power, have a smaller switching frequency, and
have improved attenuation. The voltage sourer inverter (VSI) using an LCL filter is
modeled as shown in Figure 3. From a stable DC supply, a voltage source inverter
(VSI) produces synchronized three-phase voltages [12] and [13]. The LCL filter
mathematical equations in the stationary and synchronous reference frame [14]:

di1(t)

dt
= 1

L1
[−R1i1(t) + V (t) − Vo(t)] (7)

dVo(t)

dt
= 1

Cg
[i1(t) − i2(t)] (8)

di2(t)

dt
= 1

L2
[−R2i2(t) + Vo(t) − Gav(t)] (9)
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Fig. 3 Block diagram of LCL filter [14]

di1d(t)

dt
− ωiq(t) = 1

L1
[−R1i1d(t) + Vd(t) − Vod(t)] (10)

di1q(t)

dt
− ωi1d(t) = 1

L1

[−R1i1q(t) + Vq(t) − Gq(t)
]

(11)

dVod(t)

dt
− ωVoq(t) = 1

Cg
[iid(t) − i2d(t)] (12)

dVoq(t)

dt
− ωVod(t) = 1

Cg

[
iiq(t) − i2q(t)

]
(13)

di2d(t)

dt
− ωi2q(t) = 1

L2
[−R2i2d(t) + Vod(t) − Vd(t)] (14)

di2q(t)

dt
− ωi2d(t) = 1

L2

[−R2i2q(t) + Voq(t) − Vq(t)
]

(15)

Equations (10) to (15) show how the cross-coupling concepts ωiq(t) and ωid(t)
affect both the capacitor and the current voltages.

3.1 Phase Locked Loop (PLL)

In a microgrid, grid synchronization is critical for power electronic converters.
Grid supporting and following converters use the underlying magnitude, frequency,
and phase angle of the grid voltage to produce the reference for the converter
output current. The frequency-domain strategies and the time-domain strategies
are the two most common grid basic component detection methods. The open-
and closed-loop types of time-domain technologies can be distinguished. Weighted
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Fig. 4 Block diagram of PLL [15]

least square estimation, zero-crossings detection, adaptive notch filtering, and phase-
locked loop techniques are examples of closed-loop techniques. Because of their ease
of processing and high accuracy, PLL-based synchronization strategies undoubtedly
are the most commonly used for converter control [15, 16], and [17]. For phase
tracking, there are three major categories of PLL systems: zero crossings, stationary
reference frame, and synchronous rotating frame (Refer Fig. 4).

3.2 Clarke and Park (CP) Transformation

Clarke transformation is being used to transform three-phase grid quantities in an
abc frame into two stationary frames. In most cases, proportional-resonant (PR)
controllers are used to reduce tracking inaccuracy in fundamental frequency. PR
controls, which are gradually increasing in today’s control of networked devices,
are an alternative to the proportional-integral (PI) controller for output [18]. The
response currents or voltages are converted into a αβ frame that is the Vα−Vβ and
Iα−Iβ . The monitoring errors are then calculated by comparing them to the frame
control references. The PR controllers will monitor the resulting tracking errors to
zero. The Clarke transformation matrix is [19]:

⎡

⎣
α

β

γ

⎤

⎦ =
⎡

⎣
2/3 −1/3 −1/3
0 1/

√
3 −1/

√
3

1/3 1/3 1/3

⎤

⎦ =
⎡

⎣
A
B
C

⎤

⎦ (16)

The dq0 to ABC transformation, which seems to be an interleaved combination
of Park’s and Clarke’s inverse transformations, is performed by this part. The signals
on a synchronously moving reference frame are converted directly to three-phase
quantities using this transformation.
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4 Simulation Results

The schematic diagram of tidal energy with grid-connected inverter is shown in
Figure 1 above. The entire system is made up of a tidal current and turbine profile,
filter for power factor correction, DC to AC converter, LCL filter for harmonic reduc-
tion, three-phase power grid with current-controlled technique using PLL and CP
transformation. The voltage generated by tidal energy is inherently variable. The
generated voltage from tidal energy estimated to be 500 to 600V is shown in Figure 5

This tidal energy voltage is then fed into the PFC filter, which produces a more
stable DC voltage for the inverter. In a modified sine wave signal, the three-phase
AC inverter generates 600V output voltage and 100A output current in a sine wave
signal with 6.68% harmonic distortion as shown in Figs. 6, 7, and 8.

Fig. 5 Voltage of tidal turbine system

Fig. 6 Output voltage of inverter
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Fig. 7 Output current of inverter

Fig. 8 THD of Inverter Current

Figure 9 shows the phase angle mandated by the dq to abc transition block is
tracked using a PLL. The signal is converted to the abc reference frame once again
and supplied to the PWM, which generates pulses for a grid-connected inverter.
The grid regulation PI controller coefficients KP = 10 and KI = 5000 are used in
the control scheme. The grid produces a 400V phase-to-phase output voltage with a
100A output current and frequency of 50Hz. Figure 10 shows the THDof three-phase
current waveforms, which are 1.12%, respectively, and are within the IEEE standard
of less than 5%. These results demonstrate the effectiveness of the proposed voltage-
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Fig. 9 Phase angle produce by PLL

Fig. 10 THD of Grid Current

and current-controlled methodologies, as well as the SPWM mechanism and LCL
filter. As seen from Figs. 11 and 12, the grid output current and voltage are in phase
with each other with a minimum amount of harmonic component. The LCL filter
reduces the harmonic component to 83% as from 6.68% to 1.12%. In a grid-tied
environment, the consistency of current pumped into the grid is a big problem that
is continually tracked, since power quality can be impaired and contaminated by
harmonics produced by the inverter.
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Fig. 11 Grid voltage

Fig. 12 Grid current

In grid-connected power generation systems, power performance is a key element
to consider when the power produced is inserted into the grid.

5 Conclusion

Thework provides a simulatedmodel for the tidal acceleration profile, turbine profile,
PFC filter, inverter, THD reducer, power grid, and synchronization technique. With a
mechanical torque of 228N.m and a tidal speed of 1m/s, a specific turbine’s resultant
energy is 37 kW. The system’s architecture generates 36 kW of electricity from the
grid with amplitude of 400V, a current of 100 A, and a frequency of 50 Hz. In a
synchronously revolving reference frame, the entire control scheme is created. The
dq, abc power, and other implementation mechanisms for three-phase inverters have
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been mentioned. Since a three-level inverter with a filter circuit is being used, the
output noise is minimized. When there are harmonics in the incoming signal, the
device functions as a low-pass filter, reducing the effect of the harmonic components
in the output. Grid current and inverter current have THDs of 1.12% and 6.48%,
respectively, where the filter eliminates grid harmonics in the output by up to 83%.
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Design of Switched Capacitor-Based
Charge Amplifier in 180nm Technology

Dillip Kumar Sahoo , Kanhu Charan Bhuyan , and Ananya Dastidar

Abstract Charge amplifier is an important member of various amplification unit
consisting of processing of the current signals. In this manuscript, a charge amplifier
is designed for the conversion of the low magnitude signals to an appropriate level
for further processing. The major advantages of this circuit over the conventional
Charge Amplifier is the absence of the resistor in the configuration. The design
consists of Charge Amplifier that employs Switched-Capacitor-based Techniques.
The performance characteristics, such as power consumption, harmonic distortion,
figure ofmerit, and input referred noise are compared. The SwitchedCapacitor-based
configuration has 180 µW of power consumption with third Harmonic Distortion as
15.33dB with figure of merit as 3.6×109 and the input referred noise of the circuit
is 110µV/Hz1/2

Keywords Charge amplifier · Switched capacitor circuit · CMOS · Figure of
merit · Harmonic distortion

1 Introduction

Real-world signals like sound, images, gestures convey information about the phys-
ical environments and to interpret them, and they need to be acquired employing
signal acquisition systems for analysis and storage. Mathematically, signals are a
the function of time, space, or function of some other variables that are used to
transport information. But these real-world signals are very weak, and have very low
frequencies thus cannot be fed directly to the recording or storage devices due to
which proper signal processing needs to be performed on them. The signals from the
sensors like piezoelectric are very inadequate to directly being fed into the voltage
amplifiers. For signal processing of such signals, it needs charge amplifiers that can
properly condition the signals.
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In this paper, a switched capacitor charge amplifier is implemented that al- lows
the real-world signals to be amplified to the proper requisite signal levels. Further, the
switched capacitor-based charge amplifiers’ characteristics are compared against the
conventional charge amplifier, Bias current compensated amplifier, and linear ana-
log feedback network-based charge amplifier. Finally, the switched capacitor-based
charge amplifier was designed in 180nm CMOS technology and the characteristics
are compared for all the configurations.

This paper is divided into 6 sections where Sect. 1 gives a brief introduction to the
proposed work. Sections2 and 3 describe the Charge Amplifier. In this section all the
previous literature on the Charge Amplifiers are discussed along with the detailed
analysis of the switched capacitor-based technique used in the design of the circuit.
Section4, puts a light on the CMOS design of the proposed circuit in the paper,
followed by contains the comparison of the characteristics of all the configurations
discussed in Sect. 5. Section6 contains brief conclusion of thework in themanuscript.

2 Charge Amplifier (CA)

A charge amplifier is an integrator with a very high-input impedance that produces
a voltage output proportional to the accumulation of current over time. Figure1
represents the circuit diagram of a CA. The major difference between a CA and
voltage amplifier are that, while the former produces an output as a function of
time, the latter acts as a trans-impedance amplifier with a capacitor in the feedback
path [1]. In conventional CA schematic, VIN, CS, RF, RW, CF and VOUT are the
input signal from the sensors, input capacitance, feedback resistor, wire resistance,
feedback capacitor, output voltage, respectively.

The reactance of the of the circuit is given as,

XC = 1

ωC(RF + RW)CF
= 1

2π fC(RF + RW)CF
(1)

where, XC is the Reactance of the capacitor CF, ωC is the Cut-off angular frequency
of the CA and fC is the Cut-off frequency.

Fig. 1 Circuit diagram of
conventional charge
amplifier
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In CA, the integration functionality secures the circuit from the small amount
charge generated by the piezoelectric sensor, and it is not lost due to leakage [2].
The CA offsets the input current with the help of the reference capacitor placed in
the feedback loop which is also proportional to the value of the total input charge
flowing during the defined time period, so the circuit functions as a charge-to-voltage
converter [3]. The gain of the CA circuit depends on the values of the feedback
capacitor and the feed-in resistor [4–7]. In the conventional CA configuration, the RF

is served as the DC feedback path for input current of the Operational Amplifier(Op-
Amp) inverting-input. The value of the RF is very high in the range ofG� for realizing
the low frequencies for the biomedical applications [5, 6, 9]. The worst-case DC
offset values of the conventional CA are given as (2 ),

VOFF = RF|Ib| + |VOS1| (2)

where Ib and VOS1 are the input current of the inverting-input and input offset voltage
of the Op-Amp. In order to decrease the effect of the output offset voltages the JFET-
Op-Amps are used [4]. Due to the larger values of the RF it cannot be used in
biomedical applications. Figure2 represents the bias-current compensated charge
amplifier to reduce the large feedback resistor values by decreasing the output offset
voltage of the circuit [8]. Here, the values of R1 and R2 are quite smaller as compared
to the RF by using the bias-current compensation circuit in the feedback. The worst-
case DC offset values of the circuit are given by (3 ) ,

VOFF = R2|Ib1| + R2|Ib1| + |VOS1| + |VOS2| (3)

In Fig. 2 the feedback resistor is replaced by the linear analog feedback network
thereby reducing the use of the large feedback resistor [4]. In this configuration, the
feedback resistor is decreased to M� values. Moreover in this configuration, the
output DC offset values also decreases. The feedback network used in the schematic
Fig. 2 nullifies the total DC offset voltages of the circuit. The worst-case output offset
voltage of the circuit is given by ( 4 )

(a) (b)

Fig. 2 a Circuit diagram of bias-current compensated charge amplifier [8] and b circuit diagram
of charge amplifier design having linear-feedback network [9]
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VOFF � Ri |Ib2| + |VOS2| (4)

The values of the of Ri are very small than that of the R1 and R2, which makes the
output offset smaller than Fig. 2 [9]. But even though the values of the resistances are
decreasing it will take much area while making a M� resistances in manufacturing
the chips. So in this paper, the switched capacitor-based charge amplifier is proposed
which not only has small DC offset values but also the schematic that can be used in
designing a CMOS-based circuit.

3 Operating Principle

The new proposed configuration is shown in Fig. 3. In comparison with Fig. 2, the
new proposed circuit doesn’t contain the feedback resistance. The feedback resistor
is replaced by the equivalent switched capacitor. The use of the switched capacitor
technique reduces the chip area and the power consumption of the circuit. Moreover,
as the resistor is absent the DC output offset voltage is negligible and thus reducing
the noise of the circuit. Again the switched capacitor uses the Miller compensation
method to further reduce the effect of the feedback resistor. The proposed circuit
achieves good linearity in a wide range of frequency for amplification as compared
with conventional type circuit.

3.1 Switched Capacitor Technique

The Switched Capacitor circuits are the circuits where analog sampled methods are
used to substitute the resistor in a circuit. The Switched Capacitor circuits are very
well received for carrying out the task of analog signal processing due to their com-
patibility with the CMOS technologies, high accurate time constants, good voltage
linearity, and temperature features. These circuits are continuous in amplitude and

Fig. 3 Schematic of
proposed switched
capacitor-based charge
amplifier
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(a) (b)

Fig. 4 a Switched capacitor-based representation of the resistor [12] and b Miller compensation
for the feedback capacitances [12]

discrete in time [10–12]. Though the Switched Capacitor circuits have disadvantages
like requirement of the non-overlapping clock and proper calculation of bandwidth
for its application and the rapport with the CMOS technologymakes it a viablemeans
for the usage in microcircuitry [11]. In the later part of the section, the switched
capacitor-based circuits are described, followed by the use of the Non-Overlapping
Clock signal generator in designing the switched capacitor-based pre-amplifier cir-
cuits. In this paper, NOR based Non-Overlapping circuit and inverter-inverter chain
are used for the delay of the circuit to produce twonon-overlapping clock signals [14].
In Fig. 4 the current flowing through the resistor ‘R’ is given by, i(avg) = V1−V2

R where
V1 and V2 are the voltages across the resistors. In switch capacitor-based circuit, the
resistor is replaced by the two switches (S1 and S2) controlled by non-overlapping
clock pulses (φ1 andφ2) and a capacitor ‘C’ in a billinear two terminal network.When
the switch S1 is ON capacitor C will be charged through the V1 while discharge via
S2 and vice versa when S2 is ON. The capacitor charges and discharges periodi-
cally between the two nodes V1 and V2. Whenever V1 > V2 the energy is absorbed
from V1 and delivered to V2 and vice versa when V2 > V1 [11]. Mathematically,
i(avg) = ∫ T

0 i(t)dt where ‘T ’ is the time period of the non-overlapping clock pulses
and 0 ≤ t ≤ T . Also, i(t) = dq

dt , where ‘q’ is the charge stored in the Capacitor C,
but the charge stored is, q(t) = C(V1(t) − V2(t)). Therefore in the billinear switched
capacitor circuit, I (avg) = C(V1(T/2)−V2(0))

T + C(V2(T )−V2(T/2))

T So, the resistance ‘R’ is
equivalent in terms of the capacitance and the time period of the clock pulse is given
by (5),

R = T

4C
(5)

Using (5) and the value of the feedback resistor is 1.1G� input capacitance and
feedback capacitance as 20nF and 23pF respectively, so taking the clock frequency
as 10KHz it gives the switched capacitor as 0.1pF [9]. As the capacitances used is
quite small soMiller compensation method is used to get the stable output. Using the
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Miller capacitances the values of the input and output capacitances are used to design
the new proposed CA by increasing the capacitance which is practically feasible. The
Miller compensation block is shown in Fig. 4

CIN = C(1 − Av) (6)

CO = C(1 − 1

Av
) (7)

From (6) and (7 ) the input capacitance is 100pF and output capacitance is 0.1pF
which neglected due to presence of the load capacitances. Using the above results
Fig. 3 is simulated in the LTSPICE circuit simulator tool. In the proposed switched
capacitor-based CA, the feedback resistor is replaced by the switched capacitors
which help in nullifying the leakage current due to the feedback resistor. As in the
proposed circuit, there is no presence of the resistor the output offset voltage is nearly
equal to zero. The worst-case output offset voltage is given by (6 ),

VOFF � |VOS1| (8)

4 CMOS Operational Amplifier

The trend toward the lowvoltage, lowpower, and smaller size integrated circuitmakes
the CMOS Op-amp (Complementary MOSFET Operational Amplifier) the most
useful device in analog circuitry. Op-amps are assembled with different functions
ranging from a simple dc bias generation to high-speed amplification or filtering.
DifferentOp-ampconfigurations are used for amplificationpurposes.TheCMOSOp-
amp is an Operational Transconductance Amplifier (OTA) that produces current as
an output with voltage input. Ideally, Op-amps have single-ended output, differential
input, infinite open-loop gain, infinite input resistance, and zero output resistance.
For low power and low-voltage specifications in analog circuitry, CMOS technology
proves to be an ideal friend. The characteristic of differential amplifier is shown in (9),

Vout(s) = Av(s)[V1(s) − V2(s)] ± Ac(s)

(
V1(s) − V2(s)

2

)

(9)

where,
Vout(s) = OutputVoltage
V1(s), V2(s) = Differential inputVoltages
Ac(s) = Commonmodevoltagegain

of thedifferential amplifier
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(a) (b)

Fig. 5 a Schematic of the two stage CMOS Op-amp with load capacitance (CL) of 5 pF and
VDD=1.8V and b open loop gain of the two-stage op-amp

4.1 Two-Stage CMOS Operational Configuration

The two-stage operational amplifier configuration has two stages for the amplification
purpose, i.e., stage-1 is a high gain stage and stage-2 is a high swing stage [10]. In
stage-1, high gain is provided for the amplification purpose by using a differential
amplifier and cascode stages for the desired output signal. In stage-2, high swing is
provided and which uses a common source stage to allow maximum output swing
[12]. The circuit diagram depicting the two-stage configuration is shown in Fig. 5
[10, 12]. In this two-stage configuration, single-ended output is provided, while the
other end of the output is used for biasing purposes. For the proper stability of the
circuit, the Miller compensation method is used to reduce the output resistance. The
circuit schematic of the two-stage Op-amp configuration is illustrated in Fig. 5 with
following specifications, VDD =1.8V, load capacitance = 5pF, Slew rate = 10V/µs
and Gain Bandwidth product (GB) = 10MHz. VDS5 is drain to source voltage of
MOSFET (M5) (in Volts), ID is the drain current, VGS is gate to source voltage. For
180nm technology, the threshold voltage for CMOS are Vtnn =0.48V, |Vthp| =0.43V
with the transconductance values in saturation as Kn = 289µA/V2, Kp =77µA/V2.
M5 transistor provides the tail current to the differential amplifier (M1 and M2) with
the current mirror load (M3 and M4). In the second stage the voltage is converted to
current using the Common-Source configuration with M6 acting as active load to the
M7 NMOS transistor.

Following are the CMOS Op-amp equations for the different W/L ratios of the
MOSFETS. The general design consideration of two-stage CMOS Op-amp is as
follows [12–16]

• Compensation Capacitance (CC): CC> 0.22 × CLoad

• Bias Current (I5)/Slew Rate (SR) requirement: I5= SlewRate × CC

• For positive input common mode range requirement gives (W/L)3 aspect ratio and
here M3 and M4 should be of equal size and area.
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ID1 = ID2 = ID3 = ID4 = 1

2
ID5

(
W

L

)

3

=
(
W

L

)

4

= 2I3
kn[VDD − Vt h(mx) − b]2 ≥ 1 (10)

where,
b = Vt03(mx) + VT 1(mn)

• Transconductance requirement using the compensation capacitance and gain band-
width product (W/L)1,2 can be determined. The transistor M1 and M2 must have
equivalent geometry.

gm1 = gm2 = GB × CC

giving aspect ratio as, (
W

L

)

1

=
(
W

L

)

2

= g2m2

kn I5
(11)

• To satisfy the output voltage swing requirement, it gives (W/L)5,8 aspect ratios
using the saturation voltage of M5. Moreover, it is seen that the aspect ratios of
M5 and M8 must be exact.

VDS5 = Vin(min)−VSS−
√

I5
Kn(W/L)1

− VT 1 (12)

(
W

L

)

5

=
(
W

L

)

8

= 2I5

kn[VDS5(Sat)]2
(13)

• For proper mirroring of the first stage current mirror load aspect ratio (W/L)6 is
given as, (

W

L

)

4

=
(
W

L

)

4

× gm6

gm4
(14)

• For proper power dissipation of the circuit the aspect ratio of M7 transistor is kept
at,

(
W

L
)7 = I6

I5
× (

W

L
)5 (15)

The open loop voltage gain as shown in Fig. 5 of the OTA for two-stage Op-amp
configuration is found to be 59.4dB with power dissipation 81µW considering the
Lmin = 0.18µm.
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4.2 CMOS Based Charge Amplifier

In this section, the proposed configuration along with the conventional CA, bias
current CA, and linear feedback CA are simulated in LTSPICE circuit simulator in
order to compare the characteristics of the circuits. By assuming the input capaci-
tance CS = 20nF for all the circuits from Figs. 1, 2, 3 and 4 were simulated taking
sinusoidal input signal with 5Hz and 2mVP−P . The feedback resistor and feedback
capacitances for Figs. 1 and 2 is taken as,

RF = 1.1G�, CF = 23 pF

From [8] the remaining values of the resistances and capacitances for simulating the
CA are as follows:

R1 = R2 = 5.76M�, C1 = 4.4µF

Similarly from [9] the values of the passive elements to simulate the CA are as
follows:

CF = 23 pF, Ri = 132K�, Ci = 3.3µF, Rd = 13K�

R1 = 2.2 K�, R2 = 470�, Cd = 3.3 nF, RC = 20M�

The newCAwhich is introduced in this paper based on the switch capacitor technique
has the following values that are calculated taking in consideration of the input signal
values and clock frequency used in the Non-Overlapping Clock Signal Generator are
as follows:

CF = 23 pF, CS = 20 nF, CIN = 100 pF

From Sect. 2, the values of the respective capacitance are taken, and it is simulated
using the Op-amp specifications as discussed in this section. The following are the
values taken to design the proposed CA,

CF = 23 pF, CS = 20 nF, CIN = 100 pF

In place of theOp-Amp, the CMOSOp-amp is taken and the values are simulated and
the frequency response for all the different configurations are simulated as discussed
in Sect. 2. The response is shown in Fig. 6 along with the gain, bandwidth,power and
consumption is tabulated in Table1.

The performance of any circuit is limited by noise. So, the noise analysis of the
Pre-amplifier circuits is shown in Fig. 7 to observe the input-referred noise [17]. As
noise is a random phenomenon, it is characterized in terms of spectral density. The
input-referred noise specifies how much the input signal is corrupted by the circuit’s
noise present due to the transistors, i.e., how less the circuit can detect the appropriate
signal to noise ratio [10].
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Fig. 6 AC analysis of the charge amplifier configurations using the CMOS-based amplifier

Table 1 Different performance parameters of the charge amplifiers

S. No. Type of pre-amplifier Gain (dB) Bandwidth (KHz) Power consumption
(µW)

1 Bias-current [8] 55 13 300

2 Linear feedback [9] 56 11 220

3 Switch capacitor 54 12 180

(a) (b)

Fig. 7 a Noise analysis and b fast Fourier analysis of charge amplifier configurations using the
CMOS-based amplifier

The Fast Fourier Transform (FFT) is performed on the circuits to plot the dynamic
characteristics of the system. FFT simulation for all the pre-amplifier configurations
is shown in Fig. 7. Moreover, for the pre-amplifier design, the third harmonics (HD3)
is used to measure the levels of harmonics and also serves to quantify the system
linearities. LTSPICE XVII incorporates the FFT-based algorithms to calculate the
HD3 in dB.
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Table 2 Noise parameters of charge amplifier configurations

S. No. Type of
pre-amplifier

Figure of merit Input referred
noise

HD3 (in dB)

1 Bias-current [8] 2.23×109 1.1mV/Hz1/2 12.1

2 Linear
feedback [9]

2.8×109 320µV/1/2 NA

3 Switch capacitor 3.6×109 110.9µV/1/2 15.33

5 Results and Discussion

To study the behavior of the different Charge Amplifier for an input signal of 2mVPP

with 5Hz the different CA configurations are employed using in LTSPICEXVII. In
the behavioral analysis, the harmonic distortion and noise analysis for each of the
configurations are also done. The lower the values of the harmonic distortion the
better is the design in reducing the effect of the noise in the circuit. Moreover, the
noise analysis of the designs is done and the input-referred noise is calculated at the
varied frequencies. The noise analysis is done for the effect of the flicker noise at the
lower frequencies to determine a good design using the CMOS Op-amp.

The power consumption and Figure of merit (FOM) determine the overall perfor-
mance of the system, i.e., the higher the FOMbetter is the performance of the system.
Mathematically, FOM can be defined as the ratio of the gain-bandwidth product and
power consumption [17].The parameters are tabulated in Table 2.

However, the configuration is experimented on the schematic level and in future
research the layout level design will be carried and the chip would be synthesized.
In the bias-current literature, the design can be further implemented using switched
capacitor technique to further get better offsets and input-referred noise in the future
implementations in neurological circuits.

6 Conclusion

The switched capacitor-based charge amplifier for piezoelectric sensors has been
introduced in this literature to reduce the usage of high feedback resistance in the
feedback. The proposed configuration does not use the feedback resistance, instead, it
uses the switched capacitor technique. Thus by this configuration, the large resistors
(in M�, G� ranges) like that of the conventional Charge amplifiers are nullified by
the use of capacitors. The simulation results show the low-pass filter response at the
output for the Switched capacitor-based circuits. Hence, lower order filter circuits
may be used before the analog to digital conversion. Further, the use of the switched
capacitors reduces the chip area and power consumption. As a consequence, the cost
of implementation of CMOS-based Charge amplifier will drastically reduce.
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Optimal Power Trading for a Micro-grid
with Demand Response in Competitive
Electric Market

Abhilipsa Sahoo and Prakash Kumar Hota

Abstract Nowadays, micro-grids (MG) are happened to be better performer and
economically improved electricity provider in deregulated electricity market, and
undoubtedly it possesses with enhanced reliability considering amalgamation of
renewable sources and demand response. Also, improvised power trading mecha-
nism, prepared by MG operators, is helpful for optimal dispatch of MG utilities
in competitive energy market. In this study, optimal power trading has been done
by implementing improved whale optimization algorithm (IWOA) for a grid-tied
MG to minimize its operating cost. This optimal trading is attained incorporating
incentive-based demand response (IBDR) and considering uncertainty of renew-
able sources, load and market clearing price. These uncertainties are modeled using
different probability distribution functions (PDF) by the method of scenario genera-
tion and reduction. The applicability and efficacy suggested method are analyzed by
simulating aMG test system. The consequences of this approach enhance the perfor-
mances of MG in terms of economic operation and optimal solution. The impact of
demand response significantly curtails grid energy and IBDR provides its optimality
for end users by giving high incentives in comparison to curtailment price.

Keywords Micro-grid · Power trading · Demand response · RES · IWOA

1 Introduction

In today’s world, MG plays a key role for eliminating energy crisis through the
incorporation of distributed energy resources (DERs) and demand response (DR).
It provides reliable electrifications which help consumers by reducing their cost of
utilization of electricity in a more efficient manner [1, 2]. Generally, a MG adopts
method of operation of grid-connected mode. Also it can be operated in island mode
[3–6]. In these two modes of operations, MG acts differently regarding to the power
flow from source to load. If it approaches the grid-connected mode, then it can
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import or export energy from main grid, whereas for island mode of operation, MG
independently accomplishes its demand.

In present situation, DERs based on renewable sources installed in MG are more
advantageous than the MG having conventional sources. As these renewable sources
are sporadic in nature, so uncertainty modeling of these sources is essential for
power trading of MG. In addition, the other parameters like energy market price
and load which are varying in nature have impact on power trading. So its modeling
is done considering its intermittent characteristics. Due to this sporadic nature of
renewable sources, power system faces many constraints during its operation. So for
continuation of power supply, energy storage systems (ESS) are integrated inMG [7].
But it requires high maintenance cost for long life span. Considering economical,
technical and environmental challenges, MG operator follows proper strategy for
optimal power trading by employing demand-side management (DSM) scheme. The
demand of end users can be regulated using the concept of DSM approach [8] by
providing incentives and financial supports to the users, and its main entity is demand
response (DR). Through the process of DR [9], end users can reduce their demand
by getting certain incentives. DR can be applied in two forms such as price-based
demand response (PBDR) and incentive-based demand response (IBDR). For this
proposed work, IBDR is implemented by MG operator.

In recent few years, many researchers have studied [10] on energy management
of renewable-integrated MG aiming optimal power dispatch by minimizing the cost.
Here MGs were operated in island mode, whereas in [11], the authors have analyzed
the MG in grid-connected mode for maximizing their profit by satisfying system
constraints. In all of the abovementioned literatures, DR program is not implemented
for the operation of MG. The influence of DR on optimum dispatch of MG has been
studied by the authors [12–14]. Here, different types of DR like PBDR, IBDR are
implemented for the operation of MG considering a day and a week duration. In a
competitive market environment by adjusting DR, management of energy for power
trading ofMGutilities was studied in [15–17] by the authors tomeet the load demand
by considering constraints associated with the system. Here, different optimization
techniques were utilized to minimize the operating cost of MG by implementing DR
programs.

In this paper, an attempt has been made by IWOA to determine optimal power
trading for grid-tied MG implementing IBDR program. In addition, the uncertainty
associated with wind and solar renewable sources, load and MCP required for
purchasing of grid power are modeled using Weibull, beta and normal PDF. The
proposed IWOA provides more optimal consequences for power trading of MG,
grid flexibility in competitive environment and consideration of DR program by
MG operator and provides high incentives to end users in comparison to cost of
curtailment.
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2 Uncertainty Modeling of Load, MCP and Renewable
Sources

For power trading of a MG integrated with renewable sources like wind and solar,
it is required to model its uncertainty. In addition, uncertainty model is required to
make for load and MCP.

MCP & Load Modeling

Normal PDF is utilized to model the stochastic characteristics of hourly load and
hourly MCP [18, 19]. Considering its standard deviation (σN ) and mean value (μN ),
the normal PDF is expressed as:

f (N ) = 1

σN

√
2π

exp

[
− (N−μN )2

2σ2N

]
(1)

Wind RES Modeling

Weibull PDF is used for uncertainty modeling [20], which is given as

F(WV ) = h

c

(v

c

)(h−1) ∗
[
exp

(
−v

c

)h
]

(2)

where v is speed of wind in (m/s), h is shape factor and c is scale factor which are
calculated using mean (μ) and standard deviation (σ ) of wind speed.

The output of wind power (PWT) obtained from wind speed is expressed as

PWT =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 v < vin

wr

(
v−vin
vr−vin

)
vin < v < vr

wr vr < v < vo

0 v > vo

(3)

Solar RES Modeling

Beta PDF is used for uncertainty modeling [21], which is expressed as

Fs(S) = �(a + b)

�(a)�(b)
S(a−1)(1 − S)(b−1) (4)

For 0 ≤ S ≤ 1&a, b > 0. where S is a randomvariable and a, b are shape parameters
of beta distribution and estimated through standard deviation (σs) and mean value
(μs) of solar data.
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The output of solar power (PPV) obtained from solar irradiation is given as

PPV = ηpvApvS (5)

3 Mathematical Formulation of MG for Optimal Power
Trading

In this work, a grid-tied MG is considered which comprises wind turbine (WT),
solar generator (PV), diesel generator (DE) and responsive load. The main aim of
MG operator is to trade power economically and securely that satisfy the load ofMG.
So for optimal power trading, MG operator optimizes the operating cost of MG, i.e.,
FMG(P) by minimizing it, and its mathematical formulation is given as follows:

FMG(P) = min.
T∑
t=1

OC(t) (6)

where OC(t) gives operating cost at time ‘t’ hour of MG and is determined as

OC(t) = w1 ∗ [FDE(t) + FTR(t)] + w2 ∗ [FDR(t)] (7)

where w1&w2 are the weights of objective function, and its values are chosen in such
a way that sum of weights must be 1.

FDE(t) is fuel cost of diesel generator which is considered as a quadratic function,
and at ‘t’ hour, it is given as

FDE(t) = ai P
2
i,t + bi Pi,t + ci (8)

where, ai , bi&ci are the cost coefficient used for diesel generator. Pi,t is its power at
‘t’ hour.

FTR(t) is cost of trading power happens between MG and main grid. For tth hour,
it is given as

FTR(t) =
⎧⎨
⎩

αP,t .PTR,t

−αP,t .PTR,t

0

if PTR,t > 0
if PTR,t < 0
if PTR,t = 0

(9)

Here, αP,t is the coefficient of trading power, and its value is considered as MCP
[22] of energy market. PTR is the amount of trading power occurs between main grid
and MG.

FDR(t) is cost of incentive given to the end users for curtailment of their load and
is expressed as
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FDR(t) =
J∑

j=1

T∑
t=1

IDR j,t − λDR j,t PDR j,t (10)

Here,IDR j,t is the incentive paid to the jth customer at ‘t’ hour. λDR j,t gives the
bid price of jth customer at ‘t’ hour taking part in DR program for load curtailment
of PDR.

This optimization problem has to be satisfied constraints of the system so as to
minimize the operating cost in competitive environment. These constraints are given
as follows:

T∑
t=1

(
Pi,t + PWT,t + PPV,t + PTR,t

) = D(t) −
J∑

j=1

PDR j (t) (11)

Pmin
i ≤ Pi ≤ Pmax

i (12)

−DRi ≤ (
Pi,t+1 − Pi,t

) ≤ URi (13)

0 ≤ PWT ≤ Pr
WT (14)

0 ≤ PPV ≤ Pmax
PV (15)

−Pmax
TR ≤ PTR ≤ Pmax

TR (16)

whereEq. (11) shows equality constraint andEqs. (12) to (16) represent the inequality
constraints.

While D(t) is the demand of the MG.
Pmin
i &Pmax

i are the generation limits of diesel generator. DRi&URi are its ramp
limits.

Pr
WT is the rated wind power, and Pmax

PV is the maximum power of solar PV panel.
−Pmax

TR &Pmax
TR are the transacted power imported and exported from themain grid.

For IBDR program, the constraints associated with this are given as:

T∑
t=1

(λDR j,t PDR j,t − C(θ, P) ≥ 0 (17)

where C(θ, P) = k1, j P2
j + k2, j Pj − k2, jθ j Pj is the curtailment cost given to

the customer for their load curtailment. k1, j&k2, j are cost coefficient used for jth
customer, and & θ j shows type of customer.
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T∑
t=1

J∑
j=1

(
λDR j,t PDR j,t

) ≤ TUB (18)

T∑
t=1

J∑
j=1

PDR j,t ≤ CM j (19)

TUB&CM j are the budget of utility and interruptible limits used for jth customer.

4 WOA Technique

Whale optimization algorithm (WOA) proposed byMirjalili [23] used for enhancing
numerous mathematical problems that is stimulated from hunting behavioral char-
acteristic of humpback whales. The bubble-net strategy happens in exploitation
stage has two processes as spiral updating and shrinking encircling which are
mathematically framed using the following Eqs. (20)–(21).

�P =
∣∣∣ �G. �A∗(t) − �A(t)

∣∣∣ (20)

�A(t + 1) =
{ �A∗(t) − �M . �P j < 0.5

�O ′
ebn cos(2π t) + �A∗(t) j > 0.5

(21)

where
−→
P is the distance among whale and prey & t is current iteration.

�A∗&
−→
A are the position vectors of best solution and each search agents,

respectively.−→
M& �G are coefficients of vectors computed as:

�M = 2�a.�n − �a (22)

�G = 2.�n (23)

where j&�n are haphazard numbers that lies between [0, 1].−→a is control parameter that decreases linearly from 2 to 0 over the process of
iteration.

4.1 IWOA Technique

In IWOA technique, a control parameter and two improvement factors [24] are
employed in original WOA technique to achieve optimal solution as well as to make
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a balance between exploration stage and exploitation stage. As in WOA, at prelimi-
nary phase target prey is preferred as best search agent and the acquired position of
best search agent is unknown, so it is difficult for getting the solution at optimum
point. So a control parameter is employed using cosine function which is expressed
as below:

�a = (amax − amin) ∗ cos

(
μ

t

Itermax
π

)
(24)

where amax&amin are maximum and minimum values of �a.
t&μ are the current iteration and adjust factor, respectively.
After inclusion of improvement factors F1&F2 in the exploration and exploitation

stages, the modified equations are:

�P =
∣∣∣ �C . �B∗(t) − �B(t)

∣∣∣
F1

(25)

�B(t + 1) = �B∗(t) − �M . �P
F1

(26)

And the update position in the spiral shape path becomes

�B(t + 1) = �D ′
ebt cos(2π t) + �B∗(t)

F2
(27)

4.2 Performance Evaluation of IWOA

The performance assessment of IWOA technique is analyzed considering optimiza-
tion problem on standard benchmark functions, i.e., unimodal

(
f 1to f 7

)
and multi-

modal
(
f 8to f 13

)
. The expression used for evaluation, its ranges and dimensions

were taken from [23]. The outcome obtained by IWOA is compared with original
WOA [23] and depicted in Table 1. It portrays the mean value and deviation of
benchmark functions with relative to the unimodal and multimodal functions. The
analysis is done for 300 iterations and 30 search agents, and the results are found for
30 independent runs. The above relative analysis yields that the outcomes attained by
IWOA approach in contrast toWOA, PSO and GSAmethods for unimodal functions
( f 1to f 4 & f 7) are superior. Likewise for multimodal functions ( f 9to f 13), it yields
better outcomes in comparison to other methods.
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Table 1 Analysis of performance for benchmark functions using IWOA and WOA

Functions IWOA IWOA WOA WOA

Std.-dev. Std.-dev. Std.-dev. Std.-dev.

f 1 0 0 4.9 × 10–30 1.4 × 10–30

f 2 0 3.56 × 10–228 2.3 × 10–21 1.06 × 10–21

f 3 0 0 2.93 × 10–06 5.3 × 10–07

f 4 0 8.9 × 10–202 0.39747 7.25 × 10–2

f 5 0.35002 28.258 0.76362 27.8655

f 6 0.2372 0.74161 0.53242 3.11626

f 7 9.6 × 10–5 8.77 × 10–5 1.14 × 10–3 1.42 × 10–3

f 8 2859.9 −5948.2 695.7968 −5080.76

f 9 0 0 0 0

f 10 9.01 × 10–16 1.12 × 10–15 9.897572 7.4043

f 11 0 0 1.58 × 10–3 2.89 × 10–4

f 12 0.02503 0.0481 0.21486 0.33967

f 13 0.19104 0.56953 0.26608 1.88901

5 Implementation of IWOA for Optimal Power Trading
of MG

For power trading ofMG, IWOA technique exhibits to be themost effective approach
in competitive power market and maximizing the profit of grid-tied MG. Figure 1
shows implementing flowchart of proposed IWOA for optimal power trading ofMG.

6 CASE Studies

The performance of proposed technique is tested on a grid-connected MG which
comprises three DE, oneWT, one PV and three end users. The data used for this MG
[25] is given in Table 2. The rating of wind and solar generator is 11 and 15 KW,
respectively. The MG considered for analysis is a grid-connected MG, and it is
connected through transformer to main grid where it exports 4 MW and imports −
4MW. The optimal power trading has been done for 24 h with the implementing DR
program. The proposed simulation has been carried out on MATLAB environment,
i.e., R-2018a, i5 processor having 4 GB RAM. The suggested IWOA approach is
verified for 300 iterations and 30 search agents. The test is done for 30 independent
runs. The renewable sources, i.e., wind and solar and load data used for analysis of
bidding model of MG, are taken for a day of Harare, Zimbabwe [25]. For this work,
1000 scenarios are generated usingMonte Carlo simulation, and backward-reduction
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Fig. 1 Implementation of IWOA for optimal power trading of MG

Table 2 Data of cost coefficients of three DE

i ai bi Pmin
i Pmax

i DRi/URi

1 0.06 0.5 0 4 3

2 0.03 0.25 0 6 5

3 0.04 0.3 0 9 8

algorithm is utilized for reducing scenarios. The determined forecasted hourly load,
and MCP required for trading is depicted in Fig. 2.

In this study, DR program is implemented for power trading of grid-tied MG.
IBDR is analyzed for this study. The customer data is given in Table 3. Here it is
assumed that initially all three end users of MG have same limits of power interrupt-
ibility and its value is given in Table 4.MG operator has the information of daily limit
of power interruption of all end users when IBDR is implemented for the operation
of MG. By using this information, the operator arranges the users in order of their
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Fig. 2 Forecasted hourly MCP and load

Table 3 Cost coefficients of customer

j k1 k2 θ CMj

1 1.079 1.32 0 30

2 1.378 1.63 0.45 35

3 1.847 1.64 0.9 40

Table 4 Power interruptibility price

Hour 1 2 3 4 5 6 7 8 9 10 11 12

λ 1.57 1.4 2.2 3.76 4.5 4.7 5.04 5.35 6.7 6.16 6.38 6.82

Hour 13 14 15 16 17 18 19 20 21 22 23 24

λ 7.3 7.8 8.5 7.1 6.8 6.3 5.8 4.2 3.8 3.01 2.53 1.42

willingness to curtail the power. Also the cost coefficient of participating end user is
known to MG operator. The total utility budget of MG is assumed to be 500$.

Due to the implementation of IBDR, the load decreases from the initially fore-
casted load, and the variation of load is shown in Fig. 3. Accordingly, the optimal
dispatch of MG utilities is given in Fig. 4a, b. From this figure, it is shown that as the
end users curtail their load during peak load hour so tomeet the demand,MGoperator
bought less power frommain grid and soldmore power to it. For this curtailment, end
users get an incentive which is more than the cost of curtailment attained by proposed
method. The curtailment of power for the customers and the incentive received for
this power curtailment are given in Fig. 5a, b, respectively. The economic analysis
for this case is given in Table 5. From this table, it is obtained that total cost of
conventional power generation attained by IWOA increases to 249.17$ from 247.6$
attained byWOA. However, the incentives paid to the customer decreases to 372.16$
for IWOA from 378.11$ attained by WOA. It is also shown that the cost of power
trading and total operating cost of MG reduces for proposed IWOA.
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Fig. 3 Load curve after applying DR program

a) Optimal Dispatch of DE1, DE2 and DE3

b) Optimal dispatch of PV, WT and MAIN GRID

Fig. 4 Optimal power dispatch implementing DR of a DEs and b PV, WT and main grid
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(a)

(b)

Fig. 5 a Power curtailment of customers and b incentives received by customers

Table 5 Economic analysis of the study

Economic parameters WOA IWOA

Total cost of conventional power generation ($) 247.6 249.17

Total cost of power trading ($) 379.94 372.56

Total operating cost ($) 627.54 621.73

Customer incentives ($) 378.11 372.16

Energy curtailed (KWh) 104.41 104.6

Conventional power generation (KWh) 416.61 422.55

Energy trading (KWh) 76.75 72.91

7 Conclusion

This work shows the implementation of IWOAmethod in solving the optimal trading
problem of grid-tied MG considering uncertainty of renewable generation and load.
This proposed technique shows its superiority in terms of cost minimization for
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IBDR-implemented MG. In addition, the unpredictability of wind generation, solar
generation, load and MCP is characterized by Weibull, beta and normal PDF using
scenario generation and reduction. The optimal power trading problem is solved for a
grid-tied MGwith DR. The implementation of IBDR is more effective in controlling
both supply and DR for MG. The impact of DR on optimal trading problem reduces
the load of MG by benefiting to the end users as well as reduces the operating cost
of MG.

References

1. Hirsch A, Parag Y, Guerrero J (2018) Microgrids: a review of technologies, key drivers, and
outstanding issues. Renew Sustain Energy Rev 90:402–411

2. Wu Y, Barati M, Lim GJ (2019) A pool strategy of microgrid in power distribution electricity
market. IEEE Trans Power Syst 35(1):3–12

3. Hemmati M, Mohammadi-Ivatloo B, Abapour M, Anvari-Moghaddam A (2020) Day-ahead
profit-based reconfigurable microgrid scheduling considering uncertain renewable generation
and load demand in the presence of energy storage. J Energy Storage 28:101161

4. Chandak S, Mishra M, Nayak S, Rout PK (2018) Optimal feature selection for islanding
detection in distributed generation. IET Smart Grid 1(3):85–95

5. Mishra M, Rout PK (2016) Time-frequency analysis based approach to islanding detection in
micro-grid system. Int Rev Electr Eng (IREE) 11(1):116–129

6. Patnaik B, Mishra M, Bansal RC, Jena RK (2021) MODWT-XGBoost based smart energy
solution for fault detection and classification in a smart microgrid. Appl Energy 285:116457

7. Rui LI, Wei WANG, Zhe CHEN, Xuezhi WU (2018) Optimal planning of energy storage
system in active distribution system based on fuzzy multi-objective bi-level optimization. J
Mod Power Syst Clean Energy 6(2):342–355

8. Alasseri R, Tripathi A, Rao TJ, Sreekanth KJ (2017) A review on implementation strategies
for demand side management (DSM) in Kuwait through incentive-based demand response
programs. Renew Sustain Energy Rev 77:617–635

9. Jordehi AR (2019) Optimisation of demand response in electric power systems, a review.
Renew Sustain Energy Rev 103:308–319

10. Wang R,Wang P, Xiao G, Gong S (2014) Power demand and supplymanagement in microgrids
with uncertainties of renewable energies. Int J Electr Power Energy Syst 63:260–269

11. Velik R, Nicolay P (2014) A cognitive decision agent architecture for optimal energy
management of microgrids. Energy Convers Manage 86:831–847

12. Imani MH, Ghadi MJ, Ghavidel S, Li L (2018) Demand response modeling in microgrid oper-
ation: a review and application for incentive-based and time-based programs. Renew Sustain
Energy Rev 94:486–499

13. Robert FC, Sisodia GS, Gopalan S (2018) A critical review on the utilization of storage and
demand response for the implementation of renewable energy microgrids. Sustain Cities Soc
40:735–745

14. Wang Y, Yang Y, Tang L, Sun W, Zhao H (2019) A stochastic-CVaR optimization model for
CCHP micro-grid operation with consideration of electricity market, wind power accommo-
dation and multiple demand response programs. Energies 12(20):3983

15. Fan S, Ai Q, Piao L (2018) Hierarchical energy management of microgrids including storage
and demand response. Energies 11(5):1111

16. Hassan MAS, Chen M, Lin H, Ahmed MH, Khan MZ, Chughtai GR (2019) Optimization
modeling for dynamic price based demand response in microgrids. J Clean Prod 222:231–241

17. Shayeghi H, Shahryari E (2017) Optimal operation management of grid-connected microgrid
usingmulti-objective group search optimization algorithm. JOperAutomPower Eng 5(2):227–
239



164 A. Sahoo and P. K. Hota

18. Liu C, Wang X, Guo J, Huang M, Wu X (2018) Chance-constrained scheduling model of
grid-connected microgrid based on probabilistic and robust optimisation. IET Gener Transm
Distrib 12(11):2499–2509

19. Jadidbonab M, Dolatabadi A, Mohammadi-Ivatloo B, Abapour M, Asadi S (2019) Risk-
constrained energy management of PV integrated smart energy hub in the presence of demand
response programand compressed air energy storage. IETRenewPowerGener 13(6):998–1008

20. Suresh V, Sreejith S, Sudabattula SK, Kamboj VK (2019) Demand response-integrated
economic dispatch incorporating renewable energy sources using ameliorated dragonfly
algorithm. Electr Eng 101(2):421–442

21. Khaloie H, Abdollahi A, Shafie-Khah M, Siano P, Nojavan S, Anvari-Moghaddam A, Catalão
JP (2020) Co-optimized bidding strategy of an integrated wind-thermal-photovoltaic system
in deregulated electricity market under uncertainties. J Cleaner Prod 242:118434

22. Kim MK, Park JK, Nam YW (2011) Market-clearing for pricing system security based on
voltage stability criteria. Energy 36(2):1255–1264

23. Mirjalili S, Lewis A (2016) The whale optimization algorithm. Adv Eng Softw 95:51–67
24. SahooA, Hota PK (2021) Impact of renewable energy sources onmodelling of bidding strategy

in a competitive electricity market using improved whale optimization algorithm. IET Renew
Power Gener 15(4):839–853

25. NwuluNI,XiaX (2017)Optimal dispatch for amicrogrid incorporating renewables anddemand
response. Renew Energy 101:16–28



A Comparative Study of Deep Learning
Algorithms for Identification
of COVID-19 Disease Using Chest X-Ray
Images

Nour Haj Hammadah, Nilima R. Das, Mamata Nayak, and Tripti Swarnkar

Abstract The COVID-19 deadly disease has appeared as a major health catastrophe
in the present days. Since its emergence in Asia in 2019, the virus has spread to
almost all continents. It caused more a million of deaths. It is very essential to
identify the contaminated patients of COVID-19 as early as possible and keep them
in isolation. The technique that uses radiology images to detect the patients is very fast
and promising. Generally the patients infected with COVID-19 disease have some
abnormalities in their chest images. Thus, there is a possible use of deep learning
models in the identification of the disease from the radiology images. This article
also uses some learning algorithms to detect the diseased patients from their chest
X-ray images. A dataset of 900 chest X-rays was prepared from the databases that
widely exist. Three popular convolutional neural networks like ResNet, GoogleNet,
and AlexNet were individually used to extract useful features from the chest X-ray
images (CXR) to train the classifiers for identifying the COVID-19 disease with
greater accuracy. The performance of the classifiers with each network has also been
compared for their accuracy level.
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1 Introduction

The COVID-19 pandemic, otherwise known as the coronavirus pandemic, is a
recent pandemic of coronavirus disease 2019 (COVID-19) caused by severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) [1]. Symptoms of COVID-19 are
greatly changeable. For some there is no symptom, and for others it can be a life-
threatening disease. Previously most of the countries were not testing the persons
with mild symptoms which resulted in rapid spread of the disease. Studies have
anticipated that the statistics provided by the countries related to the disease are
expected to be significantly larger than the informed cases. To detect the presence of
coronavirus, a lot of research works are being done.

There was no explicit medicine exist to treat the disease and avoid further
spreading of the disease. The inadequate test kits and field experts need the appli-
cation of an automated screening method that can be treated as an aid to reach at a
conclusion about the identification of the disease by the specialists as fast as possible,
because the infectious persons need isolation and advance clinical verification. The
studies say that contaminated patients show distinctive radiographic visual charac-
teristics with fever and cough, etc. CXR is a significant therapeutic method that has
a decisive function in the identification of such visual images of the infections. On
the other hand, the unavailability of sufficient number of specialist to understand
the X-ray images and unclear form of radiographic figures are the main problems in
manual identification. To reduce human loss resulted from nCOVID-19 pandemic,
themodernmachine learning algorithms [2] are employed to build automated systems
that can identify the presence of the virus in the patient body in a very early stage.
A lot of deep learning techniques like deep convolutional networks and recursive
networks, etc., are used to automatically examine the radiological characteristics of
the COVID-19 disease [3]. The authors in [4] applied ChexNet-DL to evaluate CXR
images and assign a diagnostic label.

In this study, the performance of somewell-knownclassifiers likeK-nearest neigh-
bors (KNN) [5], fully connected neural network [6], decision tree [7], and support
vector machine (SVM) [8] are compared for identification of nCOVID-19 patients
from a dataset of 900 CXR images.

2 Materials and Method

2.1 Dataset Used

The dataset has been collected from six public repositories (publicly accessible
dataset, online sources, published papers for CXR images of COVID patients and
CXR images (pneumonia) database) [9–15]. The images are found in the Portable
Network Graphics abbreviated as PNG format. Resolutions of the images are of
1024*1024pixels and256*256pixels that are transformed into224*224and227*227
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Fig. 1 Sample CXR images of nCOVID-19 patients

pixels, respectively, as needed by profound neural network models. Some CXR
images derived from the dataset are presented in Fig. 1.

2.2 Feature Extraction and Classification

Different radiographic texture patterns are found at nCOVID-19-infected patients. In
spite of that, all the patterns are not pertinent for precise portrayal of visual pointers
related with nCOVID-19. Along these lines, to choose the most instructive features,
three popular deep learning networks: AlexNet, GoogleNet, and ResNet are being
used to compute the discriminative features present in the image. From the existing
literature study, it is found that these networks are extremely quick and are generally
utilized for identifying pulmonary sicknesses utilizing CXR images.

After feature extraction, the classifier was ready to receive the features vector
to train the classifier model. The size of the extracted features vector was: 4096
for AlexNet, 1024 for GoogleNet, and 512 for ResNet18. For the classification
purpose, four different algorithms are used in this work, such as: fully connected
neural network (FCNN), KNN, SVM, and decision tree. The output of each network
was used with all the classifiers individually. The performance of all the classifiers
with each of the network is compared in Table 1. The classification algorithms used
in this work can be efficiently trained with smaller dataset without reducing the
efficiency. 70% of the dataset was used in training and rest 30% was used for testing.

The training process of the classifiers accomplishes in two stages: stage 1 and
stage 2 as shown in Fig. 2. The classifiers were trained with both regular and irregular

Stage 1 

Regular and 

irregular

Images of 

nCOVID-19 and 

pneumonia 

Irregular

Images of 

nCOVID-19 

and pneumonia

Stage 2 

Fig. 2 Stages in training process
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images of COVID-19 as well pneumonia cases in stage 1. In stage 2, the models were
trained with the irregular images selected in stage 1.

3 Experimental Results

This section of the article presents a comprehensive discussion of the calculated
results obtained from the four classification algorithms based on the output of the
three networks AlexNet, GoogleNet, and ResNet. The model accuracy and model
loss curves for training set are plotted in Fig. 3 for FCNN. The accuracy curves are
increasing and linear or constant after 4 epochs. The loss curve smoothly decreases
up to 4th epoch and then becomes constant. It is observed that the model is not
over fitted. Figure 3a shows the performance of the classifier using the output of
AlexNet during the training process with respect to different epochs. The first graph
in the figure shows the rate of accuracy, and the second graph shows the rate of loss.
Similarly, Fig. 3b, c shows the results of the classifier using the output of other two
networks.

3.1 Performance Evaluation

The performances of the above-discussed algorithms are compared using different
performance measures existing in the referred literature [8] such as true positive
(TP) and true negative (TN), the false positive (FP) and false negative (FN). The
confusion matrices generated for the FCNN are presented in the Fig. (4a–c) that
describe the sensitivity, accuracy, and precision percentages of the results obtained
from this classifier.

The sensitivity percentage for the detection of COVID-19 is 100% for all
the networks with FCNN (Fig. 4a–c). The precision percentage of the AlexNet,
GoogleNet, and ResNet with FCNN is 77.8, 91.1, and 98.9, respectively, and the
accuracy percentage of the networks is 89.3, 91.1, and 93, respectively (Fig. 4a–c).

Table 1 shows the accuracy percentage of the obtained results calculated by
the classification algorithms. The accuracy of SVM classifier with the combined
networks is the highest among all. Analyzing the obtained output, it can be concluded

Table 1 Analysis of accuracy percentage

Features selected by Accuracy of the classifiers

FCNN KNN SVM Decision tree

AlexNet 89.3 91.11 92.96 89.26

GoogleNet 91.11 93.70 94.81 93.71

ResNet 93 94.82 95.92 90.74
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Iterations 

Iterations 

Iterations 

(a)

(b)

(c)

Fig. 3 a Accuracy and loss graph with the output of AlexNet. b Accuracy and loss graph with the
output of GoogleNet. c Accuracy and loss graph with the output of ResNet
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Fig. 4. a Confusion matrix
for AlexNet. b Confusion
matrix for GoogleNet. c
Confusion matrix for ResNet

that SVM is having much more improved performance than the other classifiers that
are being studied here.
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4 Conclusion

This study addresses a preliminary diagnosis of nCOVID-19-infected patients from
CXR images of normal persons and two different types of patients such as COVID-
19 and viral pneumonia. The preliminary study can help to identify nCOVID-19
disease at a very early stage, which in turn stop further growth of the infection. With
the discussed algorithms, the time taken to classify a large set of images can be
significantly reduced having higher accuracy level. The disease nCOVID-19 is very
infectious, and a single false negative casemay cause a rapid spread of the disease. To
decrease the likely possibility ofmisclassification, the above-discussed convolutional
neural networkswere used for feature extraction before applying the classifiers. From
the performance metrics presented in the results section, it can be concluded that the
performance of SVM is comparatively better than other algorithms. In future study,
the performance of studied classifiers will be explored with larger dataset, and the
result will be compared with some other classifier algorithms which are not taken
into consideration in this study. Also, some hybrid approach may be investigated.
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Electrical and Dielectric Characteristics
of Ethylene Vinyl Acetate/Aluminum
Nitride Polymer Composite for Usage
in Flexible Electronics

Dillip Kumar Subudhi, P. Ganga Raju Achary, Priyabrata Pattanaik,
and Dilip Kumar Mishra

Abstract The polymers have very good flexible properties such as bending, rolling,
folding, and stretching capabilities with poor electric and dielectric response. On the
other hand, electronic ceramics have suitable electric and dielectric response, but
are lacking in flexible properties. New applications in flexible electronics material
requires the property of flexibility as well as the electrical and dielectric properties. In
this work, we have synthesized a composite material by taking ethylene vinyl acetate
(EVA) as a polymer matrix and aluminum nitride (AlN) as an electronic ceramic
material by the solution casting method and report the electrical and dielectric char-
acteristics of the composite material. The XRD of ethylene vinyl acetate/aluminum
nitride (EVA/AlN) compositematerial is studied for the presence of theAlN andEVA
phase. The electrical and dielectric properties such as the capacitance (C), dielec-
tric constant (ε), AC conductivity (σ ac), and the dielectric loss (tan δ) are obtained
by the impedance spectroscopy in the frequency range of 1–1000 kHz. Its electric
and dielectric responses are an indication of its suitability in the flexible electronics
industry.
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Keywords Flexible electronics · Aluminum nitride · Ethyl vinyl acetate ·
Dielectric · Dielectric loss (tan δ) · AC conductivity

1 Introduction

Flexible electronics is becoming the next big revolution in the electronics industry.
These devices are expected to be used in biomedical implantable devices, wearable
devices, ultra-thin lifestyle consumer electronics, etc. [1]. Polymers as a dielectric
material can be easily processed with low cost but have poor thermal conductivity.
When materials with high thermal conductivity, like aluminum oxide, aluminum
nitride, boron nitride, silicon nitride, and beryllium oxide, etc., are added as fillers
to polymers, the synthesized composite materials shows good thermal conductivity
and acceptable electrical parameters.

In this paper, we have taken aluminum nitride as a filler as it has high intrinsic
thermal conductivity and low thermal expansion coefficient with high electrical
resistivity [2, 3]. We have taken ethylene vinyl acetate (EVA) which is an elas-
tomeric polymer, prepared by ethylene and vinyl acetate monomer with appro-
priate resin and elastomeric properties with 7.5 wt% of AlN, to form EVA/AlN
polymer composite. We measure the dielectric and electrical properties of neat EVA
to EVA/AlN compositematerials. Themajor objective is to accurately find the dielec-
tric and electrical properties of EVA/AlN composite using high-precision LCRmeter.
The second major objective is to find out the frequency ranges where the dielec-
tric value remains constant, and varies linearly or nonlinearly with the excitation
frequency. This gives the background analysis on the applications that is dependent
on the frequency. The third objective is to find the temperature range where the flex-
ible material can be used, so that the working temperature range of the device can
be defined properly.

This experiment data gives an evidence of the behavior of dielectric and electrical
characteristics of neat EVA and nanocomposite EVA/AlN. The characteristics of
the samples can be effectively used while creating sensors in general and capacitive
sensors in particular. Thedata accuratelymeasures the valueof capacitance for a given
configuration, which can be utilized to make a high-precision capacitive sensor with
small in size and low power consumption device.

2 Literature Review

Flexible electronics is an exciting area having a lots of applications in flexible
displays, sensor arrays, electronic textiles, biomedicine, artificial skin, and wear-
able electronics, etc., by following low temperature processing techniques. The use
of flexible electronics has been originated from thin single crystalline solar cell in
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satellite communications in the year 1960. In 1994, Landin et al. have created tech-
niques to implement logic devices on polyamide substrates [4]. This triggers a lot
of focus on flexible electronics using polymers. Nathan et al. demonstrated the thin-
filmmaterial technology for flexible electronics whose performance is comparable to
traditional solid-state electronics. He predicted that eventually the flexible electronics
will take over the solid-state electronics just like the IC-based design took over circuit
board-based electronics. He explained different plastic substrate materials to find the
desired properties like thermal expansion, chemical resistance, and low moisture
absorption [5]. X. Chen et al. reported new innovations in materials, design process,
and device design that will boost flexible electronics [6]. Fabrication of flexible elec-
tronics can be done by using printing circuit (roll to roll for high volume and sheet
to sheet for high precision low volume) techniques. R. Pelrine et al. reported that
polymers can function as dielectric for a flexible capacitors [7]. Henderson, A. M
reported the general overview of EVA copolymers with its physical, chemical, and
electrical properties [8].M. Rahaman et al. reported the practical applications of EVA
in capacitors, electrode, pH sensors, electromagnetic interference shielding mate-
rials, etc. [9]. The EVA polymer is slowly replacing traditional polymer composites
because of its acceptable properties such as softness, good mechanical properties,
good physical properties, good flexibility, and resistance to chemicals [10]. EVA
copolymer is widely used in industrial application starting from hot melt adhesive to
wine bottle closures, insulating, sheathing product for high voltage cables, foot wear
and toys, etc. [11]. However, the major disadvantage of EVA in electronic industry is
its poor electrical and dielectric properties coupled with its thermal instability [12].
To improve the usability of this EVA copolymer in thermally elevated application,
different approaches are adopted by the material scientists such as incorporation of
permitted fraction of filler materials like aluminum nitride, aluminum oxide, silicon
carbide, zinc oxide, etc. [10]

3 Experimental Section

Highly purified chemicals like AlN from M/s HIMEDA (India), EVA from PIL
(India), and toluene from MERCK (India) are used to prepare the desired sample.
The polymer (EVA) is dissolved properly in the solvent (toluene) with continuous
stirring for 30 min in a magnetic stirrer at slightly above room temperature. Once the
EVA is completely dissolved in toluene, then 7.5 wt % of AlN is slowly added to it.
The solution is again stirred for another 30min followed by 1 h and 30min sonication
to obtain a clear uniform composite solution. The uniform mixture is transferred to
a teflon tray followed by drying in hot air oven for 6–8 h. The EVA/AlN composite
is carefully removed and labeled for characterization and studied using XRD. After
confirmation by XRD analysis, a set of samples of 1 cm by 1 cmwith 1mm thickness
is prepared and labeled for measurements.
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Fig. 1 XRD patterns of
EVA and EVA/AlN
composite

4 Result and Finding

4.1 XRD Study of EVA/AlN Composite

Figure 1 shows the XRD patterns of (neat EVA and composite of EVA/AlN). The
XRD pattern clearly shows that the neat EVA does not have any sharp peaks between
2θ in the range of (25–70°). The response of intensity of neat EVA at 2θ at 25°, which
demonstrates its amorphous nature. However, the sharp peaks from the reflection
planes (1 0 0), (0 0 2), (1 0 1), (1 0 2), (1 1 0), and (1 0 3) of AlN are clearly visible in
the EVA/AlN polymer composite. The presence of sharp peaks certainly increases
the crystallinity of the composite material.

4.2 Electrical and Dielectric Study of EVA/AlN Composite
at Room Temperature

The electrical and dielectric study is carried out in a high-precision LCR meter.
The data for capacitance, dielectric loss (tan δ), dielectric permittivity (ε), and ac-
conductivity (σ ac) are obtained from the high-precision LCR meter with varying
frequencies and temperatures. From LCR measurement, the capacitance and dielec-
tric loss factor are directlymeasuredwhereas the real part of the dielectric permittivity
and the AC conductivity are derived using the mathematical expression [13]. In the
AC analysis, dielectric constant is a complex quantity. It is represented by

ε = ε′ − jε′′.
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where ε = the complex dielectric.
ε′ = the real part of complex dielectric, an indication of the degree of polarization.
ε′′ = the loss factor of the dielectric, indication of loss of electrical energy in the

form of heat energy.
The dielectric constant signifies the efficiency of dielectric material to store the

electrical energy, and the dielectric loss indicates the loss of electrical energy in the
form of heat energy. The dielectric constant is a function of frequency. As frequency
increases, the value decreases due to polarization mechanisms no longer being able
to follow the rapidly changing field.

Imaginary part of the dielectric is always positive quantity and represents loss
factor. Dielectric loss factor represented as tan δ = ε′′/ε′. Figure 2 represents the
variation of capacitance, dielectric loss factor, dielectric constant, and AC conduc-
tivity as a function of frequency of pure EVA aswell as EVA/AlN polymer composite
at room temperature.

Capacitance: For neat EVA, it varies from 3.5 pF at 1 kHz to 4.15 pF at 1000 kHz.
At lower end of frequency, the capacitance tends to decrease slightly and then rises
up from 100 to 1000 kHz. For EVA/AlN composite, it varies from 2.1 pF at 1 kHz
to 3.1 pF at 1000 kHz. At lower end of frequency, the capacitance tends to remain

Fig. 2 Capacitance (a), tan δ (b), ε′ (c), and σ ac (d) versus frequency of neat EVA and EVA/AlN
composite measured at room temperature
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constant at 2.1 Pico Farad from 1 to 200 kHz. Then it increases with frequency till
1000 kHz.

Real part of dielectric ε′: The real part of dielectric (ε′) remains unaffected with
the increase in logarithmic frequencies in case of neat EVA (Fig. 2c) [14]. However,
with the incorporation of AlN filler in the EVAmatrix, the permittivity (ε′) increases
considerably [15, 16]. The ε′ value of neat EVA slowly decreases from 0.405 to 0.39
within the frequency range of 1–100 kHz. Beyond 100 kHz, the ε′ rises up to a value
of 0.465 at 1000 kHz. The ε′ value of EVA/AlN slowly decreases from 2.3 to 2.4
within the frequency range of 1–100 kHz. Beyond 100 kHz, the ε′ rises up to a value
of 3.5 at 1000 kHz. The ε′ value of EVA/AlN composite has a sevenfold rise to that
of neat EVA at 1000 kHz.

Dielectric loss (tan δ): Dielectric loss (tan δ) is an important parameter in
designing a good capacitor.Agood capacitor should have lowdielectric loss [17]. The
dielectric loss of composite films is influenced by several factors like direct current
conduction, Maxwell–Wagner–Sillars (MWS) relaxation [18], and Debye loss factor
[19]. The dielectric loss is slightly more in the EVA/AlN composite as compared to
pure EVA, which is clearly visible above 5 × 105 Hz frequency. The loss factor of
neat EVA remains staticwith the value 0.05within the frequency range of 1–200 kHz.
Beyond that it rises up to a value of 0.37 at 1000 kHz. For EVA/AlN composite, the
loss factor remains close to 0 within the frequency range of 1–200 kHz. Beyond that
it rises up to a value of 0.65 at 1000 kHz. The loss factor of EVA/AlN composite has
a twofold rise to that of neat EVA at 1000 kHz.

AC conductivity (σ ac): The AC conductivity represents how good the device
conducts with respect to the AC excitation. The AC conductivity is mathematically
calculated as σ ac = 2πfε′′.

At lower frequency, the AC conductivity value is almost zero which shows the
polymer is an insulator. The AC response of the sample is measured in the frequency
rangeof 1kHz to1MHz.TheACconductivity forEVA/AlNcomposite increaseswith
frequency above 500 kHz. The frequency dependence of conductivity for EVA/AlN
composite is due to hopping mechanism of AlN particles and percolating network.
For neat EVA, σ ac remains close to zero from 1 to 500 kHz. Beyond that it rises
up to a value of 11 × 106 S/m at 1000 kHz. For EVA/AlN composite, σ ac value is
close to zero from 1 to 500 kHz. Beyond 500 kHz that it rises up to 15 × 107 S/m at
1000 kHz which indicates a 13-fold rise from the neat EVA value.

4.3 Electrical and Dielectric Study of EVA/AlN Composite
at Higher Temperature

The data for capacitance, tan δ, ε′, and σ versus frequency at various temperatures
of EVA/AlN composites are plotted in Fig. 3. From the figure, it is inferred that the
electrical parameters like capacitance, tan δ, ε′, and σ versus frequency remains same
up to temperature of 80° C. Beyond 80° C, the EVA/AlN composite tends to deform
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Fig. 3 Capacitance (a), tan δ (b), ε′ (c), and σ ac (d) versus frequency of EVA/AlN composite
measured at different temperature intervals

its shape and size. The consistence characteristics are found within the temperature
of 80° C and used as the upper limit for flexible electronic devices.

5 Conclusion

The electric and dielectric characteristics of the composite EVA/AlN material show
a promising trend in flexible electronics like flexible sensors, wearable devices,
implantable biomedical devices, etc. The composite material has higher dielectric
values to that of neat EVA. We are reporting the electrical parameters within a limit
of temperature up to 80 °C. Further study can be done in the mechanical property
and thermal property of the material to verify its wide usefulness in the flexible
electronics industry.
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Advanced Adaptive Filter-Based Control
Strategy for Active Switch Inverter
Operation

Buddhadeva Sahoo , Sangram Keshari Routray, Pravat Kumar Rout,
and Mohammed M. Alhaider

Abstract This study proposes an advancedfilter-based control strategy for nonlinear
load-based grid-integrated system applications. In addition to that, a reduced switch
multilevel inverter is proposed for improving the voltage levels and obtains a linear
voltage as compared to other traditional inverter-based system applications. As the
inverter is capable to generate a five-level inverter voltage, the name of the proposed
inverter is termed as a five-level active switch inverter (5LASI). The proposed
controller is able to track and regulate both active and reactive current separately
and provides the actual information regarding the harmonic/nonlinearity presence
in the undertaken system. To evaluate the performance of the proposed inverter
and control, the undertaken system is tested at different load conditions. Further, to
guarantee stability, different stability curves are presented.

Keywords Power quality (PQ) · Five-level active switch inverter (5LASI) ·
Nonlinear load · Advanced adaptive filter (AAF)

1 Introduction

Nowadays, the power quality (PQ) problems are raised due to the excess application
of higher pulse nonlinear load application [1]. This is a most common challenge in
day-to-day life as the need for energy demand is increased gradually. To resolve the
PQ problems, shunt active filter-based advanced power electronic device is raised

B. Sahoo (B)
Department of Electrical Engineering, Siksha ‘O’ Anusandhan University, Bhubaneswar, Odisha,
India

S. K. Routray · P. K. Rout
Department of Electrical and Electronics Engineering, Siksha ‘O’ Anusandhan University,
Bhubaneswar, India

M. M. Alhaider
College of Engineering at Wadi Addawaser, Prince Sattam Bin Abdulaziz University, Al-Kharj
11991, Saudi Arabia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. Mishra et al. (eds.), Innovation in Electrical Power Engineering, Communication,
and Computing Technology, Lecture Notes in Electrical Engineering 814,
https://doi.org/10.1007/978-981-16-7076-3_17

183

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7076-3_17&domain=pdf
http://orcid.org/0000-0002-5601-1513
https://doi.org/10.1007/978-981-16-7076-3_17


184 B. Sahoo et al.

their interest.With the elimination of harmonic current, lesser DC-link voltage selec-
tion reduced harmonics and decreased flickers, the three-phase shunt active filters
are widely applied [2, 3]. However, the traditional inverters are not enough suitable
for complex system applications due to their lesser voltage levels and high DC-link
voltage requirement. As a solution, multilevel inverters such as diode clamped, flying
capacitor, and cascaded H-bridge-based inverters are widely accepted. However,
diode clamped and flying capacitor-based inverters are decreased its performance
due to the excess requirement of power electronic components [4–6]. To solve the
above problems, cascaded H-bridge inverters are widely implemented for real-time
applications. The excess switching requirement also produces additional switching
losses and computational burden to the system. This motivates us to develop an
improved multilevel inverter with reduced switching requirements.

After the development of the multilevel inverter, the most important part of the
controller is to properly develop the detection and control circuit bywhich the system
eliminates the nonlinearity effectively [7]. The amount of nonlinearity elimination
and reactive power support is completely related to filter design and power elec-
tronic components and energy storage device capacity [8, 9]. To solve the above-
raised problem, many novel control algorithms are proposed in the literature. In
[10], Fourier transform (FT)-based control technique is suggested for similar appli-
cations due to easier design and implementation. However, the performance of the
FT-based control technique decreases the suitability at variable nonlinear load appli-
cation and necessitate additional component such as phase-locked loop (PLL). As a
solution, an enhanced instantaneous control method is proposed to sense the direct
αβ components for fulfilling the appropriate active and reactive power need [11,
12]. However, due to the use of an excess transformation device, the performance
of the controller is affected. In [13], the synchronous frame-based control method
is implemented to detect the active and reactive voltage and current components.
However, the above method is less sensitive to harmonic grid voltage application.
In addition to that, the need of extra transformation and synchronizer affects the
controller performance and increases the controller complexity. In [14, 15], a peak
calculation-based control technique is proposed for a similar application, in which
the filter is used to track the appropriate reference signal. This technique offers excel-
lent harmonic regulation capability by avoiding extra transformation need. However,
the above technique decreases the suitability due to the synchronizing tool need and
creating a lower DC-link voltage fluctuation problem.

To resolve the sensing problem, an adaptive sensing technique is proposed
in [16–18]. In [16, 17], for availing better active filter performance, an adaptive
control method based on the noise cancelation method is suggested for the same
nonlinear load application. The above technique is applicable onlywhen the sensitive
load contains both nonlinear and fundamental components. However, the proposed
method decreases the performance during the presence of interharmonics. To solve
the above problem, in [18–20], the adaptive method is enhanced by using a multi-
stage control operation. However, the modified adaptive method-based controller is
decreased due to the complex design and integration. Looking at the above problem,
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an advanced adaptive control method is necessary to develop for real-time complex
system applications.

The main findings of the proposed system are illustrated below.

• To improve the voltage level, a novel five-level active switch inverter is proposed
with a reduced switch component.

• The proposed ATF control technique is based upon the self-adaptation technique
and able to vary the respective weights at different input conditions.

• During the variable input condition, the stability of the proposed controller is
checked accordingly.

• The proposed control and inverter method are applicable to eliminate the
nonlinearity, interharmonics, and noise in the nonlinear load current application.

2 System Under Study and Five-Level Active Switch
Inverter

The overall undertaken system model is illustrated in Fig. 1. In this study, a novel
5LASI is proposed for a three-phase system application. By using 18 IGBTs, six
diodes, two equal rating capacitors (C1 and C2), and three flying capacitors (CFC),
the proposed inverter is designed and connected to the grid-integrated nonlinear
system application. Due to the proposed approach, the proposed system is capable to
generate the five-level inverter output voltage. In this study, two nonlinear loads are
connected to the grid in series through delta-delta and delta-star transformers. The
used nonlinear load is designed by using two diodes based on inductive systems. One

Fig. 1 SAHF-based test system model
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Table 1 Operating switching sequence of phase A

Operating switching state Flying capacitor state

No. A1 A2 A3 A4 A5 A6 IO > 0 IO < 0

1 ✓ ✓ × × × ✓ – –

2 ✓ × ✓ × × ✓ Charge Discharge

3 × ✓ × × × ✓ Discharge Charge

4 × × ✓ × × ✓ – –

5 × ✓ × × ✓ × – –

6 × × ✓ × ✓ × Charge Discharge

7 × ✓ × ✓ ✓ × Discharge Charge

8 × × ✓ ✓ ✓ × – –

load is connected in phase with the grid, and the other is connected with a 30-degree
phase shift. Initially, sensitive load-1 is activated through a delta-delta transformer
and after 10 cycles the delta-wye transformer is connected to increase the load rating
from 6 to 12 pulses.

2.1 5LASI Working Model

The detailed structure of the proposed 5LASI is illustrated in Fig. 1. The proposed
inverter is designed by using two DC-link capacitors such as (C1 and C2) having an
equal voltage level and half of the total DC-link voltage (V dc/2). In addition to that,
a flying capacitor (CFC) is used to provide one-fourth of the total DC-link voltage
(V dc/4). By using the above design and circuit configuration, the proposed 5LASI is
capable to generate five additional output voltage levels as +0.5V dc, +0.25V dc, 0,
−0.25V dc, and −0.5V dc, respectively. The one-leg switching states of the proposed
inverter are presented in Table 1. Similarly, the other two phases are 120° and 240°
phase-shifted from A-phase. During the grid integration, the active power is flown
through the forward conduction of IGBT, and reactive power is flown through the
antiparallel diode of the IGBT.

3 Adaptive Filter-Based Control Design

The proposed adaptive harmonic elimination strategy based on the Wiener concept
has been globally selected for different signal processing problems. This strategy
proves its significance by updating the systemparameters and the self-adjusting capa-
bility according to the system conditions. Figure 2 illustrates the detailed adaptive
harmonic elimination method and complete control strategy for the proposed 5LASI



Advanced Adaptive Filter-Based Control Strategy for Active … 187

Fig. 2 Adaptive filter-based control approach

operation. From Fig. 2, it is observed that by considering the nonlinear load (I l,abc)
and grid current (Ig,abc), the overall control structure of the system is developed. The
sinusoidal Ig,abc always in-phase with the grid voltage (V g,abc) obtained by the phase-
locked loop (PLL). The sinusoidal grid current is passed through the adaptive filter
to compute the output signal (Y (n)) and used to track the fundamental signal present
in I l,abc. The main objective of the adaptive filter is to compute the fundamental
current component present in the load current. Therefore, the proposed approach
easily estimates the harmonic contained by comparing the Y (n) and I l,abc signals.
The coefficients of the proposed filter are decided through adaptation techniques.

In this study, an adaptive notch filter is used to estimate the fundamental load
current component. The complete structure of the filter is illustrated in Fig. 2. The
proposed structure uses two orthogonal signals obtained from the grid current and
voltage component, one is in-phase and the other is 90° phase-shifted to actual grid
current, respectively. In this study, only two constraints are required for adaptation.
The adaptation technique operation is similar to the normal adaptive filter operation
and the fundamental Y (n) is varied according to the variable load current conditions.
For the adaptation process, two methods such as least mean square (LMS) and recur-
sive least square (RLS) are used for adaptive filter operation [17, 18]. The recursive
formula related to the LMS technique is estimated as follows.

E(n) = Il,abc − Y (n) = Il,abc − XT (n)W (n) (1)

W (n + 1) = W (n) + μE(n)X (n) (2)
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where X(n) is the input current vector (grid current and voltage component), μ is
the step size, and W (n) is the weight vector. μ regulates the convergence rate of
the proposed technique to find the optimum solution. In this study, μ is selected as
0.0015 [10]. The recursive method applied to optimize the weights is presented as.

W1(n + 1) = W1(n) + μE(n)X (n) (3)

W1(n + 1) = W1(n) + μE(n)X90◦ (n) (4)

where X90◦ (n) is the phase-shifted component of X (n). The RLS strategy is divided
into five steps and each step is discussed below.

Step-1 (Starting)
Pτ1(0) = 0.1,Pτ2(0) = 0.1,W1(0) = 0,W2(0) = 0, τ = 0.9995(Practical value).
Step-2 (Parameter gain computation)

l1(n) = Pτ1(n − 1)X (n)

τ + X (n)2Pτ1(n − 1)
(5)

l2(n) = Pτ2(n − 1)X90◦ (n)

τ + X90◦ (n)2Pτ2(n − 1)
(6)

Step-3 (Output and system error computation)

Y (n) = W1(n − 1)X (n) + W2(n − 1)X90◦ (n) (7)

E(n) = Il,abc(n) − Y (n) (8)

Step-4 (Updating coefficients)

W1(n) = W1(n − 1) + E(n)l1(n) (9)

W2(n) = W2(n − 1) + E(n)l2(n) (10)

Step-5 (Inverted autocorrelation)

Pτ1(n) = τ−1(Pτ1(n − 1) − l1(n)X (n)Pτ1(n − 1)) (11)

Pτ2(n) = τ−1(Pτ2(n − 1) − l2(n)X90◦ (n)Pτ2(n − 1)) (12)

By considering the above equations, it can be visualized that the constant gain
(l(n)) is converted to the constant gains l1(n) and l2(n), and the related equations are
presented in Step-2. Similar to the gain, the inverted autocorrelation matrix (P(n))
is converted to two scalar terms as Pτ1(n) and Pτ2(n), and the related formula is
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presented in Step-5. By using this method, the controller complexity is decreased,
and the proposed method becomes simpler and easier to implement. The forgetting
term τ is a positive constant, which is smaller than 1. Due to the selection of τ < 1,
the proposed scheme gives more stress on the new sample and forgets the old sample.
To generate the orthogonal component, a PLL is integrated in the controller design.

In this study, a novel technique is used to extract the orthogonal current input
component. These components are obtained by using Clarke transformation of the
load current. The formula is illustrated below.
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⎦ =
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2 −

√
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⎡
⎣
Ila
Ilb
Ilc

⎤
⎦ (13)

After obtaining two orthogonal components, it is filtered through a low-pass
filter with a 100 Hz cutoff frequency. The proposed approach guaranteed that the
orthogonal input signals follow the load current.

4 Result Analysis

To validate the superiority of the proposed inverter and controller, the developed
MATLAB model is tested under variable nonlinear load conditions. Initially, the
stability of the proposed control approach is tested through different Bode and
Nyquist plot analysis. After testing the stability, the robustness of the proposed
approach is tested under constant and variable load conditions. In addition to that, the
proposed system results are compared with the traditional system results for showing
the actual requirement of the proposed controller.

Case-1: Stability proofing
Initially, the open-loop condition is derived from the DC-link voltage regulator.

The open-loop transfer function of the control loop is illustrated below.

Go(s) =
(
Kpo + Kio

s

)(
1

Cdcs

)
(14)

where Go(s) is the open-loop transfer function, Kpo and Kio are the PI controller
constraints, and Cdc is the DC-link capacitor present in the inverter. To make the
system closed, a unit feedback signal is attached to the open-loop system. After
using the unit feedback signal, the closed-loop response becomes

Hc(s) =
(

1

Cdc

)
×

(
Kpcs + Kic

s2 + Kpc

Cdc
s + Kic

Cdc

)
(15)
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From Eq. 15, it is illustrated that it is a second-order system. From the second-
order system, the damping factor (ξ ) and bandwidth (ωc) of the undertaken system
are estimated as.

2ξωc = Kp

Cdc
⇒ Kp = 2ξCdcωc (16)

ω2
c = Ki

Cdc
⇒ Ki = Cdcω

2
c (17)

To offer enhanced stability, the Bode response of the open-loop system at different
band width is illustrated in Fig. 3a. From Fig. 3a, it is found that at ωc = 345 the
open-loop system offers a better stability response as compared to other bandwidth
values. As per the internationally acceptable standard, ξ value must lie between 0.5

(a) (b)

(c)

Fig. 3 At different bandwidth: a open-loop system Bode response, b disturbance rejection, and c
closed-loop system Bode response
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and 0.8. The obtained bandwidth and DC-link capacitor voltage are used to compute
theKp andKi constraints of the regulator through Eqs. 16 and 17. In this test case, 20
samples of bandwidth are taken to compute the PI controller parameters. In Fig. 3b,
by using different bandwidths, the rejection of the disturbance curve is illustrated. It
is visualized that by using the selected bandwidth values, the system offers a faster
response as compared to others. Similarly, by using theKp andKi values, the closed-
loop response of the system offers better stability as compared to others as illustrated
in Fig. 3c. This shows the robust stability conditions of the undertaken controller and
suggested for higher power application.

Case-2: Adaptive filter-based 5LASI operation at variable load condition
To test the proposed control and inverter model performance, the modeled system

undergoes through variable load situation. As illustrated in Fig. 1, initially, the delta-
delta-connected transformer is connected to the proposed system. Due to the connec-
tion of Load-1, during 0–0.07 s, the load current is set at 1000 A, and during 0.11–
0.15 s, the load current is increased to 3000 A. At 0.15 s, Load-2 is connected to the
model system and the current is increased to 6000 A. This type of system model and
load demand is set to validate the control model and inverter performance.

In Fig. 4a–o, the obtained results are presented during variable load conditions.
Figure 6a illustrates that the grid voltage is estimated as 6000 A. As per the set condi-
tion, the load voltage and current results are illustrated in Fig. 4b, c. To generate the
appropriate load voltage and current, the required DC-link load-1 and load-2 voltage
results are illustrated in Fig. 4d, e, respectively. By using the proposed DC-link
voltage regulator, the system can maintain the voltage and current at their rated value
as illustrated in Fig. 4f, g, respectively. The absolute voltage error curve is illus-
trated in Fig. 4h, which shows that during any type of load change the voltage error
is slightly changed to zero. By using the proposed controller, the proposed 5LASI
generates appropriate voltage and current to compensate the load harmonics as illus-
trated in Fig. 4i, j, respectively. The proposed inverter is also capable to generate the
five-level phase voltage output as illustrated in Fig. 4k. Due to the increased voltage
level, the system can reduce the voltage error and improved its quality significantly.
By using the traditional inverter and control approach, the system is able to flow the
required grid current results as per the load demand. However, it is visualized that
Fig. 4l contains more harmonic, which significantly decreases the power quality of
the system.By using the proposed inverter and control approach, the proposed system
not only fulfills the desired load demand but also maintains the linear load current.
Due to the improved grid current as illustrated in Fig. 4m, the system improved the
power quality significantly. The proposed control approach provides a better linear
relationship result between the grid and the load current as illustrated in Fig. 4n.
Figure 4o illustrates that the control approach tracks the reference grid current results
efficiently. The above findings indicate that by using the proposed 5LASI and control
approach, the system improves its performance and suitable for real-time application.

Study-3: Comparative study
To obtain a clear analysis, the obtained load, traditional, and proposed grid current

results are passed through fast Fourier transform (FFT) analysis. From the FFT anal-
ysis, the load current harmonic percentages are computed and presented in Fig. 5a–c.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Fig. 4 a Grid voltage, b sensitive load voltage, c sensitive load current, d DC-link load voltage-1,
e DC-link load voltage-2, f DC-link capacitor voltage, g DC-link capacitor current, h absolute
voltage error, i APF voltage, j APF current, k 5LASI phase voltage, l traditional grid current, m
proposed grid current, n relation between source and load current, o relation between reference and
grid current
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 5 a Load current (0–0.07 s), b load current (0.07–0.11 s), c load current (0.11–0.15 s),
traditional: d grid current (0–0.07 s), e grid current (0.07–0.11 s), f grid current (0.11–0.15 s),
proposed: g grid current (0–0.07 s), h grid current (0.07–0.11 s), i grid current (0.11–0.15 s)

In Fig. 5a–c, it is found that the load current harmonics are 24.73%, 25.99%, and
22.59 at t = 0, 0.07, and 0.11 s, respectively. These percentages are quite high as
per the IEEE-1541 standards. By using the traditional filter and inverter strategy,
the grid current nonlinearity percentage is reduced to 3.42%, 3.63%, and 4.77%
for the same period and illustrated in Fig. 5d–f, respectively. However, as per the
IEEE standard, this percentage of harmonics is also not acceptable. By using the
proposed inverter and control strategy, the harmonic contained in the grid current is
significantly reduced to 0.75, 0.95, and 1.05% for the same period, and the results
are illustrated in Fig. 5g–i, respectively. For a clear representation, a comparative
Table 2 is presented and calculated the improvement percentage from the traditional
approach. Therefore, looking at the necessity, it is suggested to integrate the proposed
model for real-time application.

5 Conclusion

In this study, by using the advanced adaptive filter-based controller and 5LASI, the
proposed system performance is significantly improved. The combined controller
stability curves guarantee the stability of the proposed system at variable load
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Table 2 Comparative study

Conditions THD%

0–0.07 s (%) 0.07–0.11 s (%) 0.11–0.15 s (%)

Load current 24.73 25.99 22.59

Conventional inverter and controller 3.42 3.63 4.77

Improvement 86.17 86.03 78.88

5LASI + controller 0.75 0.95 1.05

Improvement 96.96 96.34 95.35

conditions. The proposed control algorithm is capable to calculate the appropriate
harmonic current and eliminate it from the nonlinear load system. Due to this, the
system reduces the harmonic percentage significantly. In addition to that, by using the
proposed control and modulation strategy, the inverter generates an increased five-
level output voltage. The improved voltage level also increases the power quality
as well as the voltage of the undertaken system at variable load conditions. The
above findings indicate that the proposed inverter and controller provide an improved
result regarding voltage and current results. The compared traditional results with
the proposed results indicate that the overall improvement percentage is 96.21%, and
this is a very good response. The obtained and analyzed results serve as a basis for
designing an appropriate system and controller for real-time applications.

Acknowledgements Assistance provided by the Council of Scientific & Industrial Research, Gov.
of India, under the acknowledgment number 143460/2K19/1 (File no: 09/969(11117)/2021-EMR-
I).

Appendix

Linear voltage (VS): 4160*(2/3)1/2 V, 60 Hz, Source inductance = 1e−5, Resistance,
inductance (Line): 8�, 7mH, SHAF integrating inductor: 2mH, Load resistance and
inductance: 26.66 �, 10mH, SHAF dc voltage and capacitor: 6000 V, 2500 µF.
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Bypass Diodes Configurations
for Mismatch Losses Mitigation in Solar
PV Modules
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Renu Sharma, and Chiranjit Sain

Abstract Partial shading among the photovoltaic modules is the most commonly
observed scenario that can permanently damage the modules by creating mismatch
among cells, hotspot, and unexpected losses in the system. Basically, modules are
provided with bypass diodes for prevention from destructive effect of the hotspot.
Bypass diodes configuration plays a crucial role in the operation and performance
of the modules during shading. In this paper, the sensitivity of PV modules with no
bypass diode, grouped bypass diodes, overlapped bypass diodes, and single bypass
diodes during partial shading is investigated. The investigation is carried out in the
MATLAB/Simulink environment for a module under various cell-level shadings.
The comparison is done using power generation, losses, efficiency, and number of
peaks analysis. It is found that the performance and characteristics of the modules
are highly susceptible to the bypass diodes configurations and nature of shading.
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1 Introduction

Photovoltaic (PV) power generation is widely accepted among all renewables due to
source abundance, noiseless generation, no emission, eco-friendly, and low mainte-
nance characteristics [1–3]. In PV system, modules are the most expensive compo-
nents that play a crucial role in overall power generation [4]. Basically, PV modules
are the series combination of a number of PV cells encapsulated together to increase
the overall voltage and power. Generally, PV modules are installed in an open space
to receive maximum irradiance for generating higher power. However, the perfor-
mance of the PV arrays and connected modules gets harmed due to various factors
such as low and fluctuating irradiance, temperature, and shading [5–9].

Partial shading is the resultant of various unexpected environmental scenarios such
as deposition of tree leaves, snow, dust, soiling, bird waste, and debris in module,
shadow of the nearby buildings, poles, and tress, cloud coverage, broken or cracked
module glass [10–12]. During these scenarios, the module receives multiple irradi-
ance levels resulting mismatch among the connected cells. The cells under shading
receive reduced irradiance and starts behaving as a load by consuming the current
of the healthy unshaded cells instead of generating current. The parallel-connected
cells have no effect of partial shading and mismatch as the total current of the array
is the sum of the current generated by the individual cell [13]. However, the series
cells get most affected by shading as same current flows through the entire string and
forcing the shaded cells to carry higher current. Hence, the extra current generated by
the unshaded cells gets stuck in the shaded one resulting proportional lower current
output. The effect of partial shading in strings and parallel strings-based PV arrays is
examined and concluded that short strings arrays generated maximum power during
shading [14]. Also, partial shading in the cells can result in generation of local heat
among the shaded cells causing hotspot phenomenon [15]. The hotspot phenomenon
aims to damage the PV module physically, and hence, detection is considered to be
a major part of the system [16]. The fast, simple, reliable, and inexpensive way of
hotspot detection in the cells is done by using infrared thermography (IRT) diagnostic
tool [17]. However, long-term existence of the shading and hotspot in the modules
can lead to permanent damage and early degradation of modules by causing glass
cracking or breaking, soldier joints meltdown, and cell detachment.

Bypass diodes (BDs) are connected in antiparallel manner with a group of cells in
order to bypass the higher current generated by the unshaded PV cells [18]. During
shading, the bypass diode of the shaded cells/module gets forward biased forming
a low resistive path for current generated by the unshaded cells or modules to pass
through them avoiding hotspot formation in the shaded ones. In practice, one bypass
diode per cell increases the cost and module side so, for feasibility, one bypass diode
is connected to a group of cells. For example, for a 36 cells PV module, two bypass
diodes are connected, each for a group of 18 series connected cells. However, in
the group string of cells, single cell shading can lead to turning on of the bypass
diode that reduces the respective string voltage giving rise to voltage proportional
to the forward-biased voltage of the diode [19]. A smart bypass diode concept has
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been proposed that uses SM74611 IC for each cell in order to increase the shade
resilience and reliability of the PVmodule, but using these types of ICs increases the
overall module cost and complexity [20]. Generally, bypass diodes are mounted in
themodules using two configurations, i.e., overlapped and non-overlapped structures
that have been mathematically explained in the literature [21, 22]. However, the
performance comparison bypass diodes configurations in the modules under shading
have not been done.

This paper examines the performance of the bypass diodes and its configurations
in PV modules under various shading scenarios. The operation and working of the
modules with no BD (NBD), grouped BD (GBD), overlapped BD (OBD), and single
BD (SBD) are studied. The entire comparisons have been done using the power–
voltage (P–V ) curves and various electrical performance parameters. The investiga-
tion is conducted in MATLAB/Simulink environment using various real-time-based
partial shading scenarios.

2 System Configuration and Test Benches

The modeling of cells and modules has been explained in this section. Also, various
partial shading scenarios along with the formulations involved and bypass diodes
operation in PV modules have been explained.

2.1 Mathematical Modeling of Cells and Module

The cell is a semiconductor device that generates electricity from solar irradiance
(G) by mean of the photoelectric effect which is represented by a current source with
a parallel diode (D) and some resistances. The equivalent electrical circuit of a PV
cell is depicted in Fig. 1 where IPh is the photogenerated current, IPV is the output
current, VPV is the output voltage, RS is the series resistance, and RSh is the shunt

IPh RSh

RS

VPV

+

-

IPV

D

+

-
Solar Cell Equivalent Circuit of a

Solar Cell

Fig. 1 Equivalent circuit representation of a PV cell
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Table 1 Specification of the
module at STC (1000 W/m2,
25 °C, and 1.5 AM)

Parameters Rating at STC Rating at OC

Power at MPP (PM) (W)
Voltage at MPP (VM) (V)
Current at MPP (IM) (A)
Open-circuit voltage (VOC) (V)
Short-circuit current (ISC) (A)
Maximum efficiency (η) (%)
Fill factor (FF) (%)

50
17.47
2.866
21.566
3.104
16.89
74.69

34.55
15.09
2.28
19.35
2.509
14.54
71.17

resistance of the cell.

IPV = IPh − Io
[
exp

(
VPV + Rs Ipv/Vt

) − 1
] − [(

Vpv + IpvRs
)
/RSh

]
(1)

Themathematical expression tomodel the cells has been given in Eq. (1) where IO
symbolizes diode current, Iph = G/GSTC ∗ (

IPV_STC + KI�T
)
indicates photonic

current, Vt = nkT/q represents the thermal voltage, n, k, T, q, KI , G, and GSTC

symbolize diode factors, Boltzmann’s constant,module temperature, electron charge,
short-circuit current temperature coefficient, irradiance received by the module, and
irradiance at the standard testing condition (STC), respectively.

A module comprises of numerous series connected cells (mainly 36 or 72 cells)
encapsulated together in a glass frame resulting in higher system voltage.

The PVmodules have been operated at 800W/m2 and 50 °C during the normal or
unshaded condition and considered as operating condition (OC) of the modules. The
specification of the module used in the study at STC and OC has been represented
in Table 1 [23].

2.2 Formulations

The maximum power (PM) from module/arrays is calculated in Eq. (2) where VM

and IM are the maximum voltage and current outputs.

PM = VM × IM (2)

The generating efficiency (η) is expressed in Eq. (3) where G and A denote the
received irradiance and area of the module, respectively.

η(%) = (PM/G × A) × 100 (3)

The mismatch loss (ML) encountered by the module/array during partial shading
can be calculated using Eq. (4) where PMU and PMS denote the maximum power
generated by the module/array under unshaded and shaded conditions, respectively.
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ML = PMU − PMS (4)

Thepercentage of power loss (PL) in themodule/array during shading is calculated
in Eq. (5) where PMSTC indicates the maximum power of module/array at STC.

PL(in%) = ((PMSTC − PMS)/PMSTC) × 100 (5)

3 Bypass Diode Configurations

Bypass diode (BD) is a Schottky barrier diode (or hot carrier diode) that has a low
forward voltage drop with a very fast switching action. So, these types of diodes
are connected in parallel with the PV cells to reduce the effect of the hotspot and
maximize the power generation with a reduced voltage rate. In general, commercial
small-scale PV module consists of cells in series configuration with one or two
antiparallel installed bypass diodes. Also, various modules having no bypass diodes
are available in the market that is specially intended to charge the batteries with 12
or 48 V voltage. There also exist six bypass diodes (each for twelve cells)-based PV
modules in the market with 72 cells in series. The configurations of bypass diodes
have a huge contribution in the mitigation of hotspot and losses in the modules due to
partial shading. In this study, the effect of partial shading on the power generation of
modules and arrays has been investigated considering different BD configurations.
The widely used bypass diode configurations include grouped cell bypass diodes,
overlapped bypass diodes, and single bypass diodes shown in Fig. 2b–d, respectively.
Figure 2a illustrates the structure of a 36 series cells-based PV module without any
parallel-connected bypass diodes. The module has been divided into two groups:
Group 1: From positive terminal cell numbered as 1 to 18th cell and Group 2: From
negative terminal, cell numbered 36 to the 19th cell.

4 Results and Discussions

Thepartial shading scenarios used in the study are basedonvarious patterns, intensity,
area, uniformity, and level of irradiance received as shown in Fig. 3. The shading
scenario A occurs due to deposition of tree leaf in the module that covers four cells
of different cells group receiving two irradiance levels, i.e., unshaded cells receive
800 W/m2 and shaded cells receive 50 W/m2. Scenario B is the temporary shadings
occur due to cloud passage where the module receives three different irradiance
levels 800, 250, and 100 W/m2. Scenario C occurs due to snow coverage where the
cells receive very low or zero irradiance as compared to the unshaded cells. Shading
scenario D occurs due to dust deposition in the module whereas scenario E reflects
shading due to the presence of certain buildings or poles near the installation area.
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+

+

+

+

No Bypass Diodes

Grouped Cells Bypass Diodes

Overlapped Bypass Diodes

(a)

(b)

(c)
Single Bypass Diode

(d)

Fig. 2 Bypass diodes configurations in PV module. a No bypass diodes, b grouped bypass didoes,
c overlapped bypass diodes, and d single bypass diodes

The variation of maximum power output (PM) and efficiency (η) of the module
with respect to different irradiance levels and operating temperature conditions have
been represented as a 3D graph shown in Fig. 4a, b, respectively. In Fig. 4a, it can
be seen that the power output (PM) of the module gradually decreases from 50 W at
1000W/m2 (white color) to 0Wat 0W/m2 (black color).Also, it has been noticed that
the power output of the module decreases from 50 W at 25 °C (white color) to 32 W
at 100 °C (orange color). Similarly, the efficiency (η) of the PV module (Fig. 4b) has
been found to be decreasing from 16.83% at 1000 W/m2 (dark red color) to 13.8%
at 100 W/m2 (red color). Similarly, the efficiency of the module hardly reduces to
13.8% at 100 °C temperature. The efficiency of the module reduces to 0% as the
module has been subjected to receive 0 W/m2. This makes a sense that the power
generation and efficiency of the PV module are largely dependent on the irradiance
received by it and has a puny dependence on the operating temperature.

During unshaded scenario or operating condition (at 800 W/m2 and 50 °C), the
module generated maximum power equal to 34.55 W whereas at STC (1000 W/m2

and 25 °C) generated the maximum power equal to 50 W with zero mismatch
loss. However, during shading, the performance of the module degrades as the cells
under shading receive low irradiance levels resulting in reduced power output. The
maximum power (PM), maximum voltage (VM), maximum current (IM), efficiency



Bypass Diodes Configurations for Mismatch Losses … 203

Fig. 3 Various partial shading scenarios considered for PV module

(η), mismatch loss (ML), power loss (PL), number of peaks generated by different
bypass diode configurations of PVmodule during all shading scenarios (Fig. 3) have
been tabulated in Table 2.

The power–voltage (P–V ) curve of the module with BD configurations during
shading scenario A has been shown in Fig. 5. The graph clearly indicates that the
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Fig. 4. 3D graph showing the variation of power output and efficiency of the PV module with
irradiance and temperature conditions. a Maximum power (PM) and b efficiency (η)

Table 2 Performance of modules with bypass diodes configurations during shading scenarios

Shading A Shading B

Parameters NBD GBD OBD SBD NBD GBD OBD SBD

PM (W) 5.46 14.8 10.6 5.46 5.15 5.15 5.76 5.15

VM (V) 17.8 6.73 4.73 17.8 16.9 16.9 18.8 16.9

IM (A) 0.3 2.2 2.23 0.3 0.3 0.3 0.34 0.3

η (%) 2.29 6.22 4.46 2.29 6.37 6.37 6.63 6.37

ML (W) 29 19.7 23.9 29 29.4 29.4 28.7 29.4

PL (%) 89 70.4 78.8 89 89.7 89.7 88.4 89.7

Peaks 1 2 2 1 1 1 1 1

Shading C Shading D Shading E

Parameters NBD GBD OBD SBD NBD GBD OBD SBD NBD GBD OBD SBD

PM (W) 0 1.18 1.66 0 19.6 19.6 20.1 19.6 10.3 15 11.3 10.3

VM (V) 0 7.77 5.4 0 16.3 16.3 16.6 16.3 16.9 6.78 18.5 16.9

IM (A) 0 0.15 0.3 0 1.2 1.2 1.21 1.2 0.6 2.21 0.61 0.6

η (%) 0 0.49 0.69 0 8.24 8.24 8.45 8.24 4.33 6.31 4.75 4.33

ML (W) 34.5 33.37 32.8 34.5 14.9 14.9 14.4 14.9 24.2
79.4

19.5 23.2 24.2

PL (%) 100 97.6 96.6 100 60.8 60.8 59.8 60.8 1 70 77.4 79.4

Peaks 0 1 2 0 1 1 1 1 2 2 1

modulewith grouped cell BDs (GBD)has generated higher power of 14.8Wfollowed
by the module with overlapped BDs (OBD), i.e., 10.6 W. It has been found that the
module with no BD (NBD) and single BD (SBD) generated the equal and lowest
power (5.46 W) as the unshaded cells current get no path to flow and forcefully flow
through the shaded cells resulting in low power output and hotspot. The module with
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Fig. 5 P–V characteristics curves of the module with different bypass diodes configuration during
shading scenario A

NBD and SBD encountered the highest mismatch loss (29 W) as compared to the
module with OBD (23.9 W) and GBD (19.7 W). The efficiency of the module with
GBD has been found to be at maximum (6.22%) followed by OBD (4.46%) and
NBD/SBD (2.29%).

During shading scenario B, themodule with OBD generates slightly higher power
(5.76 W) than the NBD, GBD, and SBD modules (5.15 W). Similarly, the modules
with NBD, GBD, and SBD have encountered higher mismatch and power losses
of 29.4 W and 89.7%, respectively, as compared to the module with OBD (28.7 W
and 88.4%). The P–V curves shown in Fig. 6a clearly represents that all the BD
configurations have generated convex curves with one maximum power point (MPP)
each.

During shading C, some cells of the modules have been covered by the snow
receiving 0 W/m2 irradiance resulting in zero power output from the modules with
NBD and SBD encountering 100% power loss. However, the module with OBD
generated slightly higher power (1.66 W) with 96.6% power loss as compared to
the module with GBD (1.18 W, 97.6%). The P–V characteristics curves of the PV
modules during shading F have been shown in Fig. 6b.

The P–V characteristics curves of all the BD configurations during shading
scenario D have been depicted in Fig. 6c indicating that all the configurations have
generated convex peaks. The modules with NBD, GBD, and SBD have generated
equal power, i.e., 19.6 W encountering mismatch and power losses equal to 14.9 W
and 60.8%, respectively. The PV module with OBD generated slightly higher power
(59.8 W) with reduced mismatch (14.4 W) and power (59.8%) loss.

In this case of shading E, the GBDmodule generated the higher power, i.e., 15 W
with puny mismatch (19.5 W) and power (70%) losses. The PV module with OBD
has generated lower power than the GBD, i.e., 11.3 W with mismatch and power
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Fig. 6 P–V curves of the various BD configured modules during various shading scenarios. a
Shading scenario B, b shading scenario C, c shading scenario D, d shading scenario E

losses equal to 23.2W and 77.4%, respectively. The PVmodules with NBD and SBD
have the lowest power output (10.3 W) and higher mismatch (24.2 W) and power
(79.4%) losses.

Hence, from the results, it has been found that theOBDhas generated higher power
with GMPP lying at the first position of the P–V curve and reduced the possibility
of the hotspot. The module with GBD has generated the second higher power with
GMPP lying at the first position of the P–V curve in most of the cases and hence
reduces the hotspot. The module with NBD and SBD has generated the lowest power
with the highest possibility of hotspot during shading.

5 Conclusion

In this paper, the performance of different bypass diode configurations under partial
shading is studied. The study is conducted for modules using various partial shading
scenarios. The results show that the PV module with overlapped bypass diodes has
generated higher power during most of the shading scenarios followed by module
with grouped bypass diodes. It is established that the presence of bypass diodes in the
modules can increase the power generation of the module and reduces the possibility
of hotspot. However, bypass diodes activation can form non-convex characteristics
curves that can complicate the operation of the maximum power point tracker algo-
rithms. The modules with no bypass diodes have the lowest power generation and
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can form hotspot resulting damage and fire hazards sometimes. Hence, bypass diodes
play a major role in power generation of the modules whose performance largely
depend on the adopted configuration and nature of the partial shading.
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Sentiment Analysis of Bengali Facebook
Data Using Classical and Deep Learning
Approaches

Partha Chakraborty , Farah Nawar, and Humayra Afrin Chowdhury

Abstract The process of assessing the emotional tone behind a document in order
to comprehend the expressed opinions, views and emotions is known as sentiment
analysis. A sentiment detecting approach is presented in this paper that uses seven
machine learning algorithms to detect the polarity of textual Facebook posts and
comments in Bengali, including five classical approaches and two deep learning
approaches.Wepreprocessedour initial rawdata through several steps and applied the
TF-IDF technique for feature extraction. In classical approaches, we have usedNaive
Bayes (NB), Support vectormachine (SVM),Decision tree (DT),AdaBoost, Random
forest classifier (RF) and in deep learning approaches we have used Long Short Term
Memory Network (LSTM), and Convolutional Neural Network. We have shown a
comparative analysis of the classifiers used in sentiment detection. In our study, deep
learning approaches have shown better performance than classical approaches with
an accuracy of 96.95% by LSTM. Among the classical approaches, Support vector
machine and Random forest classifier have achieved maximum accuracy of 78.23%
and 78.37%, respectively.

Keywords Sentiment analysis · Opinion · Facebook · TF-IDF · Deep learning

1 Introduction

In recent days, social media like Facebook has become one of the main platforms for
expressing opinions [13]. The feelings expressed on Facebook through comments,
suggestions, and criticism are a great source of analyzing the sentiment of an indi-
vidual and can be used for a variety of reasons, such as marketing, sales, product
evaluation, decision making, etc.
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In the Bengali language, very few works have been done on analyzing Bengali
text, and there are no appropriate NLP techniques for conducting sentiment analysis
studies. The purpose of the research is to build an efficient sentiment analysis system
for Bangla text data.

In this paper, we analyzed Bengali text extracted from the social media platform
Facebook to perform sentiment analysis. Our data set comprises 10,819 data points
gathered from Facebook. We removed noises and redundancies from the initial raw
data through several preprocessing steps. We applied stemming and TF-IDF vec-
torizer for feature extraction. After that we have trained the processed data with
both classical and deep leaning classifiers. Deep learning algorithms can be con-
sidered as a sophisticated complex approach for learning which imitates biological
networks of neural connections. The majority of classical algorithms use statistics
and probabilistic reasoning for analysis.In classical approaches, we have used NB,
AdaBoost, SVM, DT, RF classifiers and in deep learning approaches we have used
LSTM and CNN.

The remaining section of the manuscript is arranged in this manner—the second
section consists of works that are relevant, the third and fourth sections describe
the architecture and methodology of the system, respectively. Result analysis and
comparison are presented in Sect. 5. Finally, the conclusion of the study is stated
in Sect. 6.

2 Related Work

Even though Bangla is a widely spoken language around the world, very few NLP
tools have been developed for it. Tominimize this gap, many researchers are working
with the Bangla language.

Chakraborty et al. [11] used attention mechanism-based models, BERT and
ELECTRA, to classify Bangla text documents. For their experiment, they used three
different Bangla text datasets, with two of the models providing excellent results for
two of the three datasets.

Pang et al. [9] used NB classification, Maximum Entropy classification and SVM
to classify emotions as positive or negative based on categorization features. These
approaches are incorporated into n-grams. Their research shows that SVMs are effec-
tive.

Abinash Tripathy [15] presented a comparison of the findings obtained from
the Naive Bayes (NB) and SVM classification algorithms to determine whether a
sentimental review is positive or negative.

A polarity detection method was presented in by Faruque et al. [4] based on
public opinion about Bangladesh Cricket on Facebook. They have used Naive Bayes,
Logistic Regression (LR) and Support vector machine (SVM) algorithms for training
the classifiers. In their study, LR achieved slightly better accuracy than the other
algorithms.
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Fig. 1 System architecture of the proposed representation

Boia et al. [3] experimented with using emoticons to label tweets. This shows the
precise distinction between positivity and negativity in emoticon-based marking, but
not between neutral messages.

Haque et al. [5] introduced a review analysis system in Bengali and Phonetic
Bengali, using restaurant reviews to identify reviews using several machine learning
techniques. A comparison of vectorizers based on different classifiers is shown, with
SVM providing the highest accuracy of 75.58% .

Tuhin et al. [16] detected emotion fromBengali text usingNaive Bayes Algorithm
and Topical Approach. A comparison of the effectiveness of these two approaches
was conducted, with the topical method producing the best outcomes at both mag-
nitude levels.

3 System Architecture

Our data went through several phases of preprocessing. The preprocessing process
removes any irrelevant tokens and characteristics to minimize computational diffi-
culty and redundancy. We have used TF-IDF for text vectorization. In total, seven
classifiers were used in the study, including five classical approaches and two deep
learning approaches. The training data set was used to train these classifiers. In the
end, the classifiers were evaluated using the test data set. The schematic diagram in
Fig. 1 depicts the underlying learning and classification model.

4 Methodology

4.1 Data Collection

Our data set includes 10,819 data points gathered from Facebook. We used the
Facebook Graph API to extract data from Facebook. At first, we selected a topic that
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Fig. 2 A snippet of Bengali Facebook data set

Fig. 3 Frequency of data in
each class where class 0
indicates negative polarity
and class 1 contains positive
polarity

has recently become popular. Then, comments from the first 30,000 s were gathered
for each post. A snippet of extracted data is shown in Fig. 2.

The data was automatically labeled using the python programming language. In
our approach, we assumed that any comment or post that included positive emoti-
cons, such as :), was positive, and negative emoticons, such as :(, was negative. The
frequency of the data in each class is shown in Fig. 3.

4.2 Data Preprocessing

The initial raw data gathered from Facebook included redundant, unnecessary, and
noisy information (e.g., punctuation, emoticons, URLs) which doesn’t contribute
anything to the sentiment of an individual. We removed this noise and redundancy
through the following preprocessing steps:

1. The removal of URLs: URLs do not provide any emotion from the individuals.
They must be removed in order for the system to run faster and more efficiently.

2. The removal of emoticon: Small emoticons are used in social media texts so
that the user can express his feelings about a subject. We omitted the emoticons
because we are only working with textual information.

3. The removal of punctuation marks: In documents, the Bengali language employs
a significant number of punctuation characters, which play a minor role in deter-
mining the sentiment. As a result, the data was stripped of all punctuation marks.

4. The removal of stopwords: Stopword refers to a word that appears regularly in
a data set but does not provide any negative or positive emotions. Removing
stopwords will reduce our computation complexity. So we have used BLTK tools
for removing Bengali stopwords.
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Fig. 4 A sample of TF-IDF representation of the first five comments of the dataset

4.3 Feature Extraction

Feature extraction is the process ofmaking the initial set of rawdatamoremanageable
while the processed data represents the original data without losing any important
information [10]. We made use of a vectorizer, TF-IDF, to convert our textual infor-
mation into number representations as it is a great way to evaluate the relevancy of
a word in a corpus. TF and IDF are measured by the following equations:

Tfw,d = Frequencyof thewordwin thedocument d

sumofallwords in thedocument
(1)

IDFw = log
Thenumberofdocuments

Thenumberofdocumentswithwordw
(2)

The TFIDFw,d score of a word is measured by the following equation,

TFIDFw,d = TFw,d × IDFw (3)

TF-IDF Vectorization generates a matrix of features, which is subsequently sent
into the ML algorithm for training. A sample of the feature matrix generated from
our dataset is given in Fig. 4.

The TF-IDF score is useful for balancing the weight of more common or general
terms against less common or specific words. After the TF-IDF vectorization step,
the feature matrix is used to train the machine learning.

4.4 Classical Approaches

In this study, we used five classical algorithms for predicting purposes. They are the
NB classifier, Ada Boost, DT, SVM, and RF classifier.

Naïve Bayes Classifier The classification of Naive Bayes is a probabilistic statistical
classification founded on the Bayes theorem. It presupposes that the effect of one
feature in a category is unaffected by the effects of other features.

NaïveBayes is the simplest supervised technique, and it produces excellent results
in real-world scenarios [17]. As this algorithm is fast, accurate, and reliable, it works
efficiently on large corpus of text data. The main limitation of Nave Bayes is that it
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assumes that all the features are mutually independent, where there is always some
degree of relationship between the features.

Decision Tree A decision tree is a supervised classification technique that employs
a hierarchical structure that looks like a tree for classification in which a leaf node
represents each class and the features are presented as the internal nodes of the tree
[14]. In our decision tree, we used Gini impurity and entropy for the purpose of
gathering information and determining the split’s quality. As the cost of a decision
tree is logarithmic, it can work well on large text corpus. But it often generates
overfitting issues.

Random Forest Classifier Random forest is a technique for group categorization,
which creates a classification group instead of a single classification and then clas-
sifies additional points based on classification predictions [8]. The Random forest
algorithm canworkwith large amounts of data with high dimensionality and resolves
the overfitting issue that arises in models of decisions.

Support Vector Machine SVM is an algorithm for classification and regression
[6] that provides a decision limit which splits data while maximizing the limit. An
SVM model shows data as space points and is mapped to distinguish features from
the various categories as broadly as possible. In our text dataset, the SVM algorithm
produces amodel for assigning fresh data to one (positive or negative) category given
the set of training input that was designated as one or the other category.

Ada Boost Ada Boost is the algorithm for adaptive stimulation which combines the
results of weak learner algorithms. This algorithm is less susceptible to overfitting
than noise. Moreover, it just works on statistical functions and reduces the dimension
of the data [7].

4.5 Deep Learning Approaches

LSTM LSTM is a specific type of recurrent, long-term dependence-learning neural
network. The Recurring Network is an ANN type in which the outcome of a typical
artificial neural network that feeds back information is fed back to the neurons as
new input based on new input values [12].

A diagram of our LSTM model is depicted in Fig. 5. Our LSTM model takes a
sentence as input, including all the words from first to last, and makes a vector repre-
sentation of the sentence. It then processes the representation vectors to investigate
the connection between terms from beginning to end.

CNN CNN is a multi-layered artificial neural network model that feeds back infor-
mation [1]. The features of the object are extracted fromCNN by capturing its spatial
features. A fully connected layer, pooling, and convolution are the three layers that
make up CNN.

A diagram of our CNNmodel is depicted in Fig. 6. Our CNNmodel takes the pre-
processed sentences as an input in a vectorized form. With the assistance of different
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Fig. 5 LSTM model for sentiment analysis

Fig. 6 CNN model for sentiment analysis
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filters, the convolution layer extracts features of the input sentences and informa-
tion about their spatial position. The pooling layer reduces the feature dimension.
The convolution neural network’s final layer is a traditional fully connected artificial
neural network. The new text is fed into CNN as an input.After the training, CNN
calculates the predictive class chance.

5 Result Analysis and Comparison

The accuracy of a classifier is not the only criterion used to assess its effectiveness.
There are three more useful metrics to consider (precision, recall, and F-measure)
[10]. They will give us a lot more details on how well a binary classifier does.
Precision is a metric for how accurate a classifier is. Recall is used to calculate the
completeness of a classification. Precision may be harmed by improving recall [2].
The F1 score reflects the combination of precision and recall.

As a common evaluation metric, we were aiming for accuracy, recall, F-measure,
and overall accuracy. The positive class in our scheme was 1, while the negative class
was 0.The equations for the performancemetrics are givenbelow,where true negative
and true positive are represented respectively as TN and TP and false negative and
false positive are represented, respectively, as FN and FP andm stands for entire size
of the sample (TP + TN + FP + FN):

Precision = TP

(TP + FP)

Accuracy = TP + TN

m

Recall = T P

(TP + FN)

F-measure = (2× Precision × Recall)

(Precision + Recall)

Table 1 shows that the Adaboost Classifier has the lowest accuracy of 66.29%,
while the Deep Learning algorithm LSTM has the highest accuracy of 96.95%.
Convolutional neural networks come in second place with an accuracy of 88.22%.
We can observe from the table that deep learning algorithms have a better accuracy
rate with an average of 92.58% than classical approaches, which have an average
accuracy of 73.92%.

Figure 7 shows a comparison of all the classifiers used based on F1-score, Recall,
Precision. From Fig. 7, we can see that deep learning approaches have showed better
performance than the classical approaches. Among the traditional methods, Sup-
port Vector Machine and Random forest classifier have achieved maximum accu-
racy of 78%.
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Table 1 Performance ratings of the proposed model

Feature Recall Precision F-measure Accuracy

Naïve Bayes 0.73 0.73 0.73 72.80%

SVM 0.78 0.78 0.78 78.23%

Random forest 0.78 0.78 0.78 78.37%

Decision tree 0.74 0.74 0.74 73.97%

Ada boost 0.66 0.67 0.66 66.29%

LSTM 0.97 0.97 0.97 96.95%

CNN 0.88 0.88 0.88 88.22%

Fig. 7 Visualization of performance metrics

6 Conclusion

Wehave presented a sentiment categorizationmethod in this paper for textual Bengali
data acquired fromFacebook. The data is preprocessed after the automatic annotation
to remove noise and shrink the function space. To prepare the data for classification,
it is stemmed, tokenized, and vectorized.

The system that was developed uses a total of seven classifiers, including five
classical classifiers: Naive Bayes, Decision tree, Random forest classifier, AdaBoost,
SVMand twoDeepLearning classifiers, LSTMandCNN. From the study,we can see
that deep learning approaches have a higher accuracy rate than classical approaches.
From all the classifiers used in this study, the AdaBoost Classifier has the lowest
accuracy of 66.29%. The deep learning classifier LSTM, on the contrary, with a
precision of 96.95%, is the most accurate. The study not only predicted the sentiment
of Bengali text data as positive or negative, but it also presented a clear comparative
analysis between the dataset and several machine learning models.
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Analysis and Recognition of Emotions
from Voice Samples Using Ant Colony
Optimization Algorithm

Surjyo Narayana Panigrahi and Hemanta Kumar Palo

Abstract In this work, the authors attempt to an improved speech emotion recog-
nition (SER) using ant colony optimization (ACO) algorithm. Observation shows
mostly discussed spectral features consider the entire frequency range hence
containing irrelevant information. The desired modeling requires a larger memory,
reduces the system response, and decreases the accuracy. Thus, the authors focus
only on the spectral roll-off (SR), spectral centroid (SC), and spectral flux (SF),
log energy, and formants at a few chosen sub-bands for the intended analysis. The
emotional voice samples have been collected from the surrey audio-visual expres-
sive emotion (SAVEE) dataset which is easily accessible and is in the English
language. The ACO algorithm is further explored to develop a more discriminative
and relevant feature set of the baseline techniques. Finally, the individual optimized
feature sets are concatenated to develop suitable identification system models. The
K-nearest neighbor (KNN) classifier has been chosen for the proposed investigation
due to its simplicity and suitability in the reduced feature domain. Results show the
hybridized optimized feature set using the ACO technique has indeed improved the
SER accuracy as compared to the baseline feature sets.

Keywords Speech emotion · Recognition · Feature extraction · Ant colony
optimization · Classification

1 Introduction

SER deals with the automatic recognition of emotional states in a speech signal and
is an active research field during the last few decades. It remains the quickest and
naturalmeans to interact amonghumans and computers. TheSERsensors canprovide
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important inputs to the signal processing tools for the identification of the emotional
states of a speaker through voice samples qualitatively. The domain has gained
more popularity and attention with the advancement of next-gen artificial intelli-
gence, machine learning, and intelligent assistant systems such as Amazon’s Alexa,
Microsoft’s Cortana, and Apple’s Siri [1]. Such analysis benefits many vivid appli-
cation domains such as criminal investigation, psychological findings, bio-medical
engineering, online tutoring, robotics, security, banking, and finance. The recogni-
tion system uses simulation models to characterize and classify emotional cues from
speech samples using computers based on emotionally relevant features.

Among the baseline prosodic features, the energy and pitch predominate since
these parameters vary among emotions. For example, a higher pitch and energy
have been reported for high arousal emotional states such as anger, surprise, and
happiness as compared to boredom and sad states. Similarly, several frame-level
features have been successfully employed in this field, but the feature set remains
high dimensional. It has resulted in slower system response besides requiring a large
storage space hence cannot be easily and economically adaptable. On the contrary,
the hybridization of features containing complementary information has improved
the SER accuracy, thus remain a common technique in recent years. Nevertheless, the
curse of dimensionality persists due to the presence of irrelevant features contributing
very little emotional information. It warrants the application of feature selection and
optimization algorithms for better accuracy and lower computational complexity [2–
10]. In the feature selection algorithm, a subset of the raw feature set is considered.
However, reducing the size of the feature vector leads to an uncertain loss of infor-
mation causing instability in the system performance. The feature optimization aims
to transform the original feature space into another domain and concentrate on the
discriminant information containing in a specific region of interest, hence remains a
better alternative. Several feature optimization algorithms such as principal compo-
nent analysis, linear discriminant analysis, singular value decomposition, locally
linear embedding, and nonnegative matrix factorization, based on feature selection
have been successfully applied in the field of SER [7]. Similarly, the application
of the genetic algorithm (GA), particle swarm optimization (PSO), ant-colony opti-
mization (ACO), etc., and their variants has provided better SER accuracy than the
non-optimized feature sets [6, 11–14]. Among these, the ACO has been chosen for
our purpose for the reason explained below. The regulation of direction and speed in
PSO remains lower; hence, it suffers from the partial optimization problem. Further,
it provides ambiguous results in dealing with both optimization and scattering, hence
difficult to handle non-coordinated systems. Similarly, the GA cannot guarantee a
universal optimum discovery unconditionally, hence suitable for some specific opti-
mization problems. On the contrary, the ACO is a versatile heuristic-based approach
that remains robust in dealing with wide varieties of combinatorial optimization
issues. The positive feedback in this algorithm provides a good solution with rapid
discovery. It is suitable for dynamic applications and is inherently parallel. Since
the speech frequencies occur in parallel, ACO remains a potential candidate for our
purpose. However, hardly any researches have been carried out using this algorithm
in the field of SER that creates the desired motivation for this work.
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The classification algorithm to detect the desired emotions based on the extracted
feature sets remains an important organ of the SER system. Literature survey shows
the simulation of several efficient classification algorithms such as the decision tree
(DT), support vector machine (SVM), random forest (RF), discriminant analyzer,
K-nearest neighbor (KNN), naïve Bayes’ (NB), Gaussian mixture model, hidden
Markov model, probabilistic neural network, etc., in the field of SER [15, 16]. The
choice of the classifier is broadly made based on the size of the feature set and
complexity. For example, the RF is a complex classifier as it utilizes several DTs,
thus remains slow similar to SVM.The classifier can dealwith overfitting issues accu-
rately; hence, it can handle large feature sets similar to GMM. The SVM needs the
selection of a suitable kernel for efficient operation and is task-dependent. Although
the DT is inherently simple, the classifier it is subjected to poor convergence due to
fragmentation issues in finding an optimal solution. On the contrary, the KNN is a
simple algorithm that requires the adjustment of minimum variables and is faster. It
can accurately predict different patterns if the data dimension is small. As this work
aims to extract an optimized set of discriminative low-dimensional feature sets based
on ACO, KNN suits our purpose, hence chosen for this work.

Results show the ACO technique has indeed improved the SER accuracy by 3.02,
2.83, 2.46, and 1.07% when applied to formants, SC, SF, and SR, respectively, as
compared to the baseline feature sets. An improvement in SER accuracy amounting
to 4.52% has been experienced using the hybridized optimized feature set as the
outcome.

The organization of the paper is as follows. Section 2 provides the background of
this work. The proposed methodology has been described in Sect. 3. The simulated
results have been discussed in Sect. 4, while Sect. 5 concludes the work.

2 Background

Cepstral analysis extracts feature over the entire frequency spectra. It makes the
technique noise-sensitive with a distorted power spectrum. For low noise and distor-
tion, its extraction domain must concentrate at high frequencies or formant reasons
where the signal-to-noise ratio is more. Further, the extraction of spectral features at
sub-band frequencies makes them less susceptible to the merging of spectrum peaks.
In this way, it is possible to prevent the peaks of the spurious spectrum. Hence, the
authors attempt to concentrate on features residing only at the sub-bands. The chosen
features are the spectral roll-off, spectral centroid, spectral flux, and the formants.
In addition to that, the log energy at these sub-bands is extracted and concatenated
with the spectral features. However, these features are extracted at utterance-level
traditionally; hence, it do not consider the dynamics associated with a signal. To
resolve this issue, the extraction of these features is formalized at the frame level
before the application of the optimization algorithm. This work has resolved the issue
by following the frame-level extraction of the features. A frame size of 30 ms with
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10 ms overlapping between frames has been considered using a Hamming window
for such purpose.

2.1 Spectral Flux (SF)

The SF indicates the variation in a signal spectrum. It provides information on rapid
change in signal power spectrum among frames. The equation for SF is given by

Sp =
N/2∑

f =1

(∣∣X p[ f ]
∣∣ − ∣∣X p−1[ f ]

∣∣)2 (1)

where X p[ f ] is the magnitude of the normalized spectrum and p = 1, 2, . . . , M ,M
denotes the number of frames of an emotional speech signal.

2.2 Spectral Centroid (SC)

The SC is computed based on the filter shape, the number of sub-bands, and the
center of the cutoff frequency. It is estimated using the relation

Cp =
∑N/2

f =1

∣∣X p[n]
∣∣ ∗ f ′( f )

∑N/2
f =1

∣∣X p[ f ]
∣∣ (2)

where f ′(f ) is the frequency at bin f . The SC signifies the spectral tilt or slope.
Within a frame, it denotes the balancing point of the spectral magnitude, hence
shows brighter texture or sound sharpness at higher frequencies.

2.3 Spectral Roll-Off (SR)

The SR provides the desired information on the frequency below which a certain
percentage of the whole signal energy exists. It gives information on the shape of the
signal spectrum. It can compute the number of high-frequency contents in a speech
signal. In the calculation of the SR, the chosen percentage is kept in the range of
85–95%. It is estimated using the relation as given below.

Ft∑

f =1

∣∣X p[ f ]
∣∣ = 85% ∗

N
2∑

f =1

∣∣X p[ f ]
∣∣ (3)



Analysis and Recognition of Emotions from Voice Samples … 223

where Ft denotes the frequency below which 85% of the spectrum X p[n] of a frame
p occurs.

2.4 Formants

The formants differ with age, gender, among speakers, and their affective states. In
general, high arousal affecting states have higher formants than the low arousal
affecting states. Thus, the formants can provide important inputs of a speaker’s
emotional state. The voiced emotional speech sequences with the excitation term
u(n) and vocal tract impulse response h(n) can be expressed in the time domain as
x(n) = u(n) ∗ h(n) and the frequency domain as

X(ω) = U (ω).H(ω) (4)

The logarithm of the spectrum or the cepstrum is represented as

F−1{log[X(ω)]} = F−1{log[U (ω)]} + F−1{log[H(ω)]} (5)

The low-frequency components of the cepstrum provide the formants.

2.5 Log Energy

The energy of an emotional signal varies with the arousal level of the affected state
[12]. It is higher for high-frequency signals such as anger or happy states. The
log energy provides important information on the affected states, as the human ear
happens to be logarithmic. It is computed as

Gx = log
∞∑

n=−∞
|x(n)|2 (6)

3 Problem Definition

The speech signal is non-stationary and can be represented adequately within a short
duration by extracting the features at the frame level. Within a short frame, the signal
can be assumed periodic and involves feature dynamism compared to utterance-
level feature extraction. Hence, the authors have extracted the chosen feature sets at
the frame level for the intended task. However, the feature dimension becomes large
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containing redundant data which has increased the computational complexity and the
classification time. To alleviate these issues, the authors have proposed optimizing
the feature vectors using ACO. This way, the resultant feature vector contains only
relevant emotional information andbecomes lowdimensional. It has indeed improved
the classification time as shown in the result section.

The ACO optimization technique is applied to each feature sets separately to
obtain the corresponding optimized feature set. The classifier is simulated with each
optimized feature vector individually. Further, all these optimized feature sets are
concatenated and fed to the classifier at once to investigate the classification accuracy.

4 The Proposed Methodology

The input emotional speech signal is initially preprocessed to remove any back-
ground noise and spectrally flatten the signal. This step includes the pre-emphasis
filter, normalization, framing, andwindowing sections. The chosen feature extraction
techniques such as the SC, SR, SF, log energy, and the formants have been applied
to each pre-processed signal individually as shown in Fig. 1.

The ACO suggested by Marco Dorigo is a population-based metaheuristic opti-
mization approach adapted from swarm intelligence [17]. It deals with the social
behaviors of swarms comprised of a group of ants without any central control.
Although, the ants are considered unintelligent, however, they acquire the desired
intelligent behavior by coordination and synchronization. During foraging, these
species release a pheromone substance that helps the trailing ants during their journey
to form a large group. However, their behavior remains stochastic that drives a few
species to divert their path yet to be explored. In case the explored path founds to be
shorter, more ants choose that path wherein more pheromone is likely to be deposited
in that path after some time. Nevertheless, there is an obvious reduction in the amount

Fig. 1 Proposed
methodology



Analysis and Recognition of Emotions from Voice Samples … 225

of pheromone on every trail due to evaporation as time elapses. Consequently, the
shortest path will have the highest pheromone concentration at a certain stage.

There are four input feature vectors to which the ACO is applied individually. It
should be noted that each input vector is extracted at the frame level for adequate
analysis of the aperiodic speech signal. This way, it is possible to assume the signal is
stationary. It also includes the dynamism associated with the feature extraction tech-
nique which is not possible if we consider the utterance-level statistics or extraction.
Consider the SR frame-level feature extraction technique. Thus, each input feature
vector to the ACO has a size P × Q, where i = 1, 2, . . . , P is the number of SR
features extracted from each frame of the signal and j = 1, 2, . . . , Q denotes the
number of frames of a signal. However, using the optimized ACO algorithm, we
intend to reduce the feature dimension to retain only the emotionally relevant infor-
mation. Thus, the output of the ACO has the SR feature dimension of 1 × Q which
is very less as compared to P × Q before the application of the ACO. The KNN is
individually trained using each optimized feature vector corresponding to a chosen
spectral feature extraction technique. The authors have aimed to minimize the objec-
tive function with an increase in pheromone quantity associated with the P number
of ants corresponding to the P number of spectral features per frame of a signal for
the optimization of the feature vector. The ACO algorithm has been briefed below.

Let the time elapsed since the beginning of the experiment as t . Considering that
A1 and A2 number of ants have utilized the first and second bridge, respectively.
Then, the (A1 + 1)th ant will select the first bridge with a probability p1

p1(A+1) = (A1 + h)m

(A1 + h)m + (A2 + h)m
(7)

Here, the h and m denote the variable for developing the model based on the
extracted feature sets. Similarly, the probability p2(A+1) indicates the same (A + 1)th
ant selects the second bridge, where p2(A+1) = 1 − p1(A+1). A value of h ≈ 20 and
m ≈ 2 has provided a good fit model usingMonte Carlo simulations as in [18], hence
chosen for this work. The steps of the ACO algorithm are briefed below.

• Let P, i = 1, 2, , . . . , P is the number of SF features denoted by s p vector of a
frame of a signal associated with P ants.

• When the first cycle begins, the ants randomly search for the best possible feature
from the chosen feature vector by creating an old ant colony in the initialization
phase.

• The pheromone quantity is updated for the creation of a new ant colony in the
solution phase, by considering the best solution from the old ant colony as per the
equation given below.

s p(new)
t = s p(old)

t ± γ, t = 1, 2, . . . , I (8)
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where s p(new)
t and s p(old)t are the solution vectors corresponding to the ith ant at ith

cycle and the previous cycle, respectively. The search direction is expressed as

sbestt = sbestt ± (
sbestt ∗ 0.01

)
(9)

where f
(
sbestt

) ≤ f
(
sbestt

)
, the ± sign indicates the direction of search to achieve

the global optimum, and γ provides the length of the jump.
• In the update process, the pheromone quantity (τt ) is minimized as per the

following equations

τt = 0.1 ∗ τt−1 (10)

τt = τt−1 + 0.1 ∗ f
(
sbestt

)
(11)

The objective function is minimized with an increase in pheromone quantity to
reach an optimized solution. The process continues till the chosen number of cycles
I is completed.

The optimized feature sets from the baseline features extracted from the SAVEE
dataset are used to simulate the k-NN classifier to determine the SER accuracy. The
algorithm recognizes the emotional patterns using a distance function or similarity
measure. During the class assignment, theKNNuses themajority vote corresponding
to its neighbors based on the distance criteria. The Euclidean distance norm has been
used in this work as given by

d(x, t) =
√√√√

J∑

j=1

(
x j − t j

)2
(12)

For K = 1, the problem is simply confined to the nearest neighbor class. By
varying the values of K, the modelling structure varies. A value of K = 1, 2, 3, and
4 has been trailed to obtain the desired model. However, with the change of value
greater than K = 3, not significant variations in the SER accuracy and simulation
time have been experienced. Thus, K = 3 has been retained in this work.

5 Simulation Results and Discussion

Thework chooses the SAVEE dataset to collect the emotional voice samples for clas-
sification. The dataset is funded by theUniversity of Peshawar (Pakistan) andCVSSP
at the University, Surrey (UK) [19]. Among other accessible datasets, the SAVEE is
in the English language, hence is easy to understand. Further, it comprises most of
the basic emotions such as anger, disgust, sadness, fearful, happiness, surprise, and
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neutral, which help in the investigation. There are sixty emotional voice samples in
each of the available states in the dataset, except the neutral state which comprises
120 utterances. The sampling frequency has been 44.1 kHz. However, for our conve-
nience, it has been downsampled to 16 kHz. Among the available emotional states,
this work considers six classes for analysis of the SER. These states are happy, sad,
anger, fear, disgust, and neutral. The individual feature extraction technique is applied
at the frame level to each sample of a chosen class. The extracted feature set of an
emotional state comprising of sixty utterances is then concatenated to form a feature
vector corresponding to the chosen feature extraction technique. The feature vector
is then used to simulate the KNN to determine the SER accuracy.

Tables 1 and 2 compare the average magnitude and variance of the extracted
feature sets among the chosen emotional states. The features have the highest average
magnitude for anger state among all the chosen states. It indicates, the state has
the highest level of arousal and contains more high-frequency components. On the
contrary, the sad state has shown the lowest average magnitude irrespective of the
feature set chosen as compared to other chosen states. Thus, the sad state is considered
to have the lowest arousal level just above the neutral state. For a similar reason, the
sad state has shown to have the lowest variance irrespective of the feature sets chosen,
while the anger state has shown the highest variance among all the states as shown
in Table 2.

The SER accuracy of each chosen emotional class using the extracted baseline
feature sets with KNN is shown in Fig. 2.

Table 1 Comparison of averagemagnitude of the extracted feature sets among the chosen emotions

Emotions SC SR SF Log-energy

Happy 1.6318 0.0326 1.276 74.570

Sad 0.6569 0.0296 1.2067 67.070

Anger 1.8405 0.0360 1.364 75.525

Fear 1.251 0.0353 1.258 72.674

Disgust 0.8162 0.03328 1.478 68.640

Neutral 0.6707 0.0297 1.014 65.401

Table 2 Comparison of variance of the extracted feature sets among the chosen emotions

Emotions SC SR SF Log-energy

Happy 0.2825 0.0068 0.3005 109.62

Sad 0.1653 0.0045 0.4271 110.92

Anger 0.4188 0.0013 0.2315 117.80

Fear 0.3718 0.0106 0.2835 124.09

Disgust 0.1931 0.0104 1.0645 88.799

Neutral 0.1803 0.0064 0.4352 72.061
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Fig. 2 KNN average accuracy using the baseline feature sets

The accuracy of the anger state has been the highest followed by the happy state,
whereas the fear state is least classified as observed from this table. The SER accuracy
of the anger state has been 60.35, 62.88, 68.81, and 65.35% with formants, SC, SF,
and SR feature sets, respectively. On the contrary, the corresponding accuracy for
the fear state has been 55.82%, 54.42%, 51.68%, and 58.27%. Among the baseline
feature extraction techniques, the SR has provided the highest average accuracy of
61.17% followed by the SF with 61.03%. The formants have witnessed a lowest
average accuracy of 57.25% as observed from the results.

The SER accuracy of each chosen emotional class using the extracted ACO-based
feature sets with KNN is shown in Fig. 3. Similar results have been manifested with
the optimized feature sets in classifying the emotional states. However, the optimized
feature sets have provided better SER accuracy as compared to the baseline feature
sets validates our novelty. The average SER accuracy has been 60.27, 60.97, 63.49,

Fig. 3 KNN average accuracy using the optimized feature sets
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and 62.24% using the formants-ACO, SC-ACO, SF-ACO, and SR-ACO, respec-
tively, which is better as compared to the baseline feature sets in Fig. 1. Further,
the concatenation of the optimized feature sets to form a combined feature matrix
has indeed improved the SER accuracy as compared to any of the individual opti-
mized feature sets. The SER accuracy using the combined optimized feature set has
been 73.05, 71.43, 74.28, 58.31, 61.18, and 68.68% with the happy, sad, anger, fear,
disgust, and neutral states, respectively. Again, in this case, the anger state is better
classified followed by the happy state as compared to all other chosen states. The
availability of more complementary emotional attributes in the combined optimized
feature set is the possible reason for the enhanced accuracy. The average SER accu-
racy of 67.82% has been manifested using the combined ACO feature set which is
better than any of the ACO-based individual optimized feature sets. Another reason
for improved SER with the optimized feature set is the feature dimension. The base-
line features are of large dimension with redundant information as compared to
the optimized feature sets. The use of the ACO algorithm has discarded the irrel-
evant data, thus providing more discriminating features representing the emotional
information. The choice of the KNN classifier which suits well for low-dimensional
feature sets has helped in provided an enhanced accuracy with the optimized features
as revealed from the simulation work.

Table 3 compares the SER accuracy between the baseline and ACO-based feature
sets. The average accuracy has been improved by 3.02, 2.83, 2.46, and 1.07% with
formants, SC, SF, and SR, respectively, using the ACO technique as compared to
the baseline feature sets. The table shows, the combined optimized feature set has
experienced a 4.52% increase in SER accuracy as compared to the baseline feature
sets.

The baseline feature vectors are high dimensional, containing redundant data. The
use of the ACO optimized algorithm of the proposed model provides emotionally
relevant information and the feature vector is low dimensional. It has reduced the
computational complexity of the classifier and hence the classification time as shown
in Table 4. The optimized technique has resulted in amore reliable and discriminating
feature setwith an improvement in the speech emotion recognition accuracy observed
in Table 3.

Table 3 Comparison of SER
between the baseline and the
ACO features using KNN

Features Baseline (%) Optimized (%) %
Improvement
in accuracy

SR 63.23 68.07 1.07

SC 63.15 65.83 2.83

SF 66.21 72.96 2.46

Formants 59.44 61.99 3.02

SR + SC + SF
+ Formants

65.72 70.24 4.52
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Table 4 KNN classification time comparison between the baseline and the proposed optimized
feature extraction techniques

Feature extraction technique Classification time corresponding to the feature vectors

SR (s) SC (s) SF (s) Formants SR + SC + SF + Formants
(s)

Baseline 1.63 1.45 1.23 1.86 4.32

Optimized 0.71 0.67 0.55 0.79 2.07

6 Conclusions

This work attempts to develop a novel and effective feature set to analyze a few
chosen emotional states from voice samples using the ACO technique. It considers
and extracts the baseline features at formant frequency regions, where these features
remain less prone to noise and contain more emotionally relevant information. The
application of the ACO algorithm helps to map the high-dimensional frame-level
feature space into a low-dimensional effective feature space. The optimized and
the baseline feature vectors have been compared individually for their efficacy by
simulating the KNN classifier. Further, the individually optimized feature vectors are
concatenated to develop the desired hybrid feature matrix for better SER accuracy.
Other efficient feature selection and optimization may further be explored for such
analysis and are kept as our feature perspective.
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Moth Flame Optimized Automatic
Generation Control with PIDF
Controller for the Integration of Plug-In
Electrical Vehicles with Interconnected
Power System

B. V. S. Acharyulu, Kumaraswamy Simhadri, B. Seshasai, and B. Mohanty

Abstract The purported values of tie-line power and frequency ought to be perpet-
uated for steady functioning of power system. The process of maintaining purported
values of frequency is the process of automatic generation control (AGC). This
paper bestows AGC using the proportional integral derivative (PIDF) controller with
filter accomplished by plug-in electric vehicles (PEV). Two areas, area-1 and area-
2, comprehended with power generations of hydro, gas and thermal sources each
for a two-area six-unit power system. The major contribution of this paper concen-
trates on comparison of response of AGC with and without inclusion of PEVs. It is
observed that the inclusion of PEV reduces the settling time as well as peak over
shoot. The inclusion of plug-in electric vehicle to the conventional system improves
the time of response of the system, whereas the time taken by the system response
is more without PEV. Into the bargain, the system parameters are changed from
their purported values to analyze robustness of the system. A new natural inspired
optimization called moth-flame optimization (MFO) is used in AGC.

Keywords Moth-flame optimization (MFO) · Automatic generation Control
(AGC) · Proportional integral derivative (PIDF) controller · Plug-in electric
vehicles (PEV)

1 Introduction

Mainly, tie-line power frequencies are the crucial properties of AGC to maintain
the power system in prop state [1]. Thus, to correlate the accumulated real power
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generation in each and every unit, AGC becomes main portion of each unit while
considering load losses. AGC takes expository supervising action with respect to
generation under vast interconnected power system. The AGC guarantees that the
system stays stable by restoring the mismatch between both the output and load [2].

Furthermore, evolutionary strategies are used to obtain optimal values and to solve
AGC problems for various deregulated systems. The evolutionary algorithms such as
genetic algorithm (GA) [3], differential evolution algorithm (DE) [4], particle swarm
optimization (PSO) [5], bacterial foraging algorithm (BFOA) [6], firefly algorithm
(FA) [7], fruit fly optimization algorithm (FOA) [8], moth-flame optimization (MFO)
[9] etc., are implied. To resolveAGC issues inmulti-sourcemulti-area hydro-thermal
power systems, Sahu et al. proposed hFA-PSmethodology [10]. The study of an inte-
grated power grid in the deregulated power environment of multi-source electricity
generation is taken from [11]. The diversity of electricity generation sources have
been stated in standard or traditional power system generation methods [9, 12]. To
bring forth frequency response assistance, the load of PEVs might be governed [13].

A PIDF regulator with PEV is brought forward by the stimulation and influence
of the above survey of literature for AGC of two-area multi source with PEV, and
to improve power system efficiency, MFO is used to adjust the regulator for settling
time, overshoot and under shoot.

The substantial relevance of present work is therefore diminished as follows.

• To develop and establish a PIDF regulator.
• To optimize parameters and control via MFO
• To assert the PEV with PIDF controller’s superiority over PIDF without PEV

Controller
• To research controller robustness in a wide range of variables.

2 System Modeling

Figure 1 indicates the examination of the integrated two or double-area grid. Each
field is composed of hydraulic, thermal and gas sources. A single heat turbine is
installed in the thermal environment. The system parameters are extracted from [9].

The three separate PIDF controllers are monitored for each region and a total of
twenty-four control parameters are optimized simultaneously. An ITAE function is
used as a benchmark function to detect a frequency error [14].

J = ITAE =
t∫

0

(|� f1| + � f2 + |�Ptie|).tdt (1)

Here, �f 1 and �f 2 are the deviations in frequency from the areas area-1 and
area-2, respectively, �Ptie is the tie-line power and t is the simulation time. Hence,
the model problem might be articulated as optimization problem by lowering the
above benchmark function which is subjected to.
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Fig. 1 PEV enabled multi-source two area power system

Kpmax ≥ Kp ≥ KpminKimax ≥ Ki ≥ Kimin,Kdmax ≥ Kd ≥ Kdmin,Zmax ≥ Z ≥
Zmin andwhere J is the objective function, and optimal and efficient PIDFparameters
are measured between -1 and 1 for Kp, Ki , Kd , and the range of filter constant (F)
can be taken from 0 to 200.

MFO is used in this paper to refine the PIDF controller parameters, and the MFO
algorithm flow chart is shown in [15].

3 Moth-Flame Optimization (MFO)

A person named Seyedali Mirjalili developed this nature-inspired algorithm called
moth-flame optimization. The flexure alignment behavior of moths in nature-
influenced this algorithm. A moth’s mechanism for traveling in a straight path over
a long distance is very effective. It can be seen moving in a straight line as well as
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spiraling around the lights. Inevitably, the moths fall on the flames. In this paper, the
data point is taken as the moth, and the variable quantities are the moth’s location
in space. The moth is defined by an m * d matrix with m number of moths and a
dimension of d represented by N.

N =

⎡
⎢⎢⎢⎣

n11 n12 · · · n1d
n21 n22 · · · n2d
...

...
...

...

nm1 nm2 · · · nmd

⎤
⎥⎥⎥⎦ (2)

The fitness function is determined by

FIT =

⎡
⎢⎢⎢⎣

FIT1

FIT2
...

FITm

⎤
⎥⎥⎥⎦ (3)

Moths always have their best position due to the release of flag during searching
the flame. Moths update their location in relation toward flame according to the
following equation,

MOFLi j = SP
(
MOi ,FL j

)
(4)

Here, MOFLi j is the updated position of moth, SP is the function called spiral
function, MOi is the ith moth and FL j is the jth flame. Further, the spiral function is
defined as

SP
(
MOi ,FL j

) = Di j ∗ eatcos(2π t) + FL j (5)

where a is called shape constant of spiral movement, t is random variable within
[−1, 1], Di j is the distance from ith moth to jth flame

Di j = ∣∣MOi − FL j

∣∣ (6)

The updation of flame is done by using the following equation

FL = round - up

(
FLmax − I ∗ FLmax − 1

Imax

)
(7)

where FLmax is the max value of flame, I is present iteration value, Imax is max
iteration value.
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Fig. 2 Model of lumped PEV

4 Modeling of PEV

Because vast quantities of PEVs will be roaming on roads in the coming days, the
modeled PEV is addressed in the current analysis. In the existing research, the lumped
model of PEV is discussed in Fig. 2 [16]. Here, the input to PEV is �UE which is
specified as the AGC signal and the output is the discharging/charging power of one
PEV. In each local control center, the net amount of energy stored in batteries is
evaluated by the stored energy model shown in Fig. 2. Assorted numbers of EVs are
controlled by the local control center which serves as imparting medium for EVs and
grid.

5 Result and Discussions

MATLAB/SIMULINK software is used to design a two-area system with PEVs as
shown in Fig. 1, and the algorithm for moth-flame optimization is written in mfile
or script file. A maximum of 100 iterations and 30 number of moths’ are taken into
consideration for this evaluation. The worthwhile accomplishment of the proposed
system is inspected using an MFO tuned PIDF controller or restrainer accompanied
by PEV and unaccompanied by PEV. The best points of parameter gains of PIDF
with no PEV are KP1 = −0.0626, K I1 = −0.433, KD1 = −0.469, F1 = 102.04, Kp2

= −0.5, K I2 = −0.311, KD2 = −0.5, F2 = 8.23, KP3 = −0.5, K I3 = −0.5, KD3 = −
0.231, F3 = 87.6,Kp4 = 0.349,K i4 = −0.5,Kd4 = −0.296, F4 = 112.45,KP5 = 0.5,
K I5 = −0.5, KD5 = −0.372, F5 = 98.32, KP6 = −0.5, K I6 = −0.5, KD6 = −0.489,
F6 = 198.3, and the optimal parameter gain values of PIDF controller accompanied
by PEV are KP1 = −0.5, K I1 = −0.5, KD1 = −0.4225, F1 = 98.14, Kp2 = −0.5,
K I2 = −0.003, KD2 = 0.5, F2 = 58.43, KP3 = −0.5, K I3 = −0.5, KD3 = −0.116,
F3 = 17.4, Kp4 = −0.443, K i4 = −0.484, Kd4 = −0.498, F4 = 152.55, KP5 = 0.5,
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K I5 = −0.385, KD5 = −0.498, F5 = 48.32, KP6 = −0.2772, K I6 = −0.06, KD6 =
−0.498, F6 = 98.2.

The correlated system accomplishment is briefed in Fig. 3a–c. Table 1 shows the
fluctuations of frequency at area-1 and 2, and the inter-area power variance of an
MFO-optimized PIDF controller accompanied and unaccompanied by PEV. Table 1
showcases that MFO-tuned PIDF controllers with PEV achieve the lowest value of
ITAE compared to MFO-tuned PIDF controllers without PEV. Table 1 also reveals
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Table 1 Performance
comparison

Performance index Parameter Without PEV With PEV

ITAE 1.77 1.29

�F1 ST 24.31 23.11

OS 0.0066 0.0017

US 0.059 0.055

�F2 ST 31.11 22.31

OS 0.0037 0.0029

US 0.0449 0.0442

�P tie12 ST 27.81 27.12

OS 0.0012 0.0004

US 0.0118 0.0101

that when the PEV is taken into account, the settling time (ST) for �F1, �F2 and
�Ptie is enhanced.

Figure 4a–c depicts the proposed controller’s stability review. For the proposed
scheme, the variables Tt, TGH, and TCD are varied from +25 to −25%, and the
resulting STs and overshoots are furnished in Table 2. The proposed controller’s
capacity is shown by the frequency variance simulation findings at first area.

6 Conclusion

To reduce frequency fluctuations and increase inter-area power transaction, the
proposed PIDF regulator with PEV is checked for two-area multi-source for AGC
scheme. To obtain the controller’s optimum gains, the suggested modern MFO algo-
rithm has been used. The findings reveal that the PIDF controller accompanied by
PEV outperforms the PIDF controller unaccompanied by PEV. The controller’s reli-
ability is shown by the structural rigidity. As a result, it is proposed that the PIDF
controller was used for a wide range of engineering problems using the PEV.
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Table 2 Sensitive analysis

Parameter variation % change ITAE Settling time

�F1 �F2 �Ptie12

Nominal 0 1.29 23.11 22.31 27.12

T t −25 1.289 23.31 22.54 27.22

+25 1.29 23.91 22.32 27.32

TGH +25 1.29 23.45 22.23 27.23

−25 1.288 23.71 22.58 27.24

TCD −25 1.29 23.16 22.11 27.54

+25 1.291 23.18 22.54 27.34
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Cost and Feasibility Analysis
for Designing a PV–Wind Hybrid
Renewable Energy System (A Case Study
for Campus-3, KIIT University,
Bhubaneswar)

Satyabrata Sahoo, Sarat Chandra Swain, Kantipudi V. V. S. R. Chowdary,
and Arjyadhara Pradhan

Abstract This paper presents the cost analysis for the design of a hybrid renewable
energy system for Kathajodi campus, KIIT University (20° 20′ 56.26′′ N 85° 49′
11.80′′ E), Bhubaneswar, India. The proposed system is an approach for designing
a reliable, clean, and environment-friendly renewable energy system to deliver the
load requirement of the study area. The various energy resources data such as solar
irradiance, wind speed, and temperature of the study area are investigated before
designing the system. The cost analysis of the system is performed by using HOMER
Pro software for various possible configurations by using the available data for energy
resources. Moreover, the sensitivity analysis is done for various possible changes in
the input parameters for the optimal design of the proposed system. The objective of
this analysis is to design a hybrid renewable energy systemwithminimumnet present
cost and minimum cost of energy (COE) by considering the various constraints for
the design of the system.

Keywords PV · Wind · HOMER · Optimization · Net Present Cost (NPC) · Cost
of Energy (COE)

1 Introduction

Nowadays, in order to meet the increase in power demands and to reduce greenhouse
gas emissions, renewable energy-based systems are used. Among all other renewable
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energy systems, solar and wind energy systems are mostly used nowadays [1–3]. A
hybrid power plant consisting of solar energy, wind energy, battery, diesel generator,
and converter can be designed with or without a grid to meet the electrical load
demand of a particular area [4]. But due to the discontinuous nature of solar radiation
andwind speed, the renewable energy systemmust be connected to the energy storage
devices such as batteries, fuel cells, or hydrogen energy storage devices. On the other
hand, the renewable energy system can also be connected to a diesel generator or
to the grid to ensure continuity in the power supply. These additional components
to ensure the continuity in power supply increase the cost of the system. Hence, the
cost of various configurations of the power plants must be analyzed before the actual
design [5].

But the challenges lie in the cost-effective design of a hybrid innovative renewable
energy system.Also, the technical, economic, and environmental effect analysismust
be done before the actual design [6]. Homer software facilitates the optimal design of
the various configurations of a power plant in terms of net present cost (NPC), cost of
energy (COE), initial cost, operating andmaintenance cost, fuel cost, etc. considering
the various constraints. Sensitivity analysis can be done of various configurations [7].
According to the optimization results of HOMER software, we can select a power
plant model for delivering a particular load. HOMER checks the feasibility of a
particular configuration and its life cycle cost.

2 System Description

The proposed hybrid renewable energy system is designed for the Kathajodi campus
ofKIITUniversity, Odisha. The various energy resource data such as solar irradiance,
wind speed, and temperature of the study area are taken fromNREL(NationalRenew-
able Energy Laboratory) and NASA (National Aeronautics and Space Administra-
tion) as input for designing the system. The proposed standalone renewable energy
system is designed by using PV, wind turbine, storage, converter, diesel generator,
and load components available in the HOMER Pro software. The PV panel, wind
turbine, and battery act as the primary components to provide power to the study area.
Diesel generator acts as standby for very bad weather conditions. The converter is
connected between the DC and AC bus for AC–DC/DC–AC power conversion. The
system architecture is shown in Fig. 1.

2.1 Energy Resources of the Location

The solar energy and wind energy production at a particular location depends on
the average solar irradiance, wind speed, and temperature of the particular location.
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Fig. 1 Architecture of the
proposed model
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Hence, the various energy resources data of the sitemust be analyzedbefore designing
the system [8, 9].

(A) Solar Irradiance
The monthly average solar irradiance of the study area for one year has been shown
in Fig. 2. The figure below shows that the solar irradiance is maximum (6.066
kWh/m2/day) on the month of April and minimum (4.09 kWh/m2/day) on the month
of December and has an average value of 4.81 kWh/m2/day throughout the year.

(B) Wind Speed
The monthly average wind speed of the study area is shown in Fig. 3. The wind
speed is maximum (6.370 m/s) on the month of June and minimum (3.160 m/s) on
the month of December and has an average value of 4.79 m/s throughout the year.

(C) Temperature
The monthly average temperature of the location for one year is shown in Fig. 4.
The temperature of the study area is maximum (38 °C) in the month of June and
minimum (20 °C) in the month of December and has an average value of 29 °C.

Fig. 2 Average solar irradiance of each month
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Fig. 3 Average wind speed of each month

Fig. 4 Average temperature of each month

2.2 Load Profile

The various departments that are present in campus-3 of KIIT University are the
School of Electrical Engineering, School of Civil engineering, School of Humanities,
Chemistry block, and a Sports and Gymnasium center. The major loads that are
connected are tube lights, ceiling fans, exhaust fans, air conditioner, LED floodlights,
Lab machinery, and experimental setup of different schools. The load demand is
very high from 9.00 am to 6.00 pm as compared to morning and night hours as
all the schools are closed by 6.00 pm. The power consumption of various labs and
classrooms are enlisted in Table 1, and the daily and monthly load profile of the
whole campus has been shown in Figs. 5 and 6, respectively [9]. In Fig. 6, if we
observe, the load profile, the peak load is less than 200 kW, and the average load
is 150–160 kW from the month of August to December. The peak load is less than
300 kW from the month of January to July and the average load is less than 200 kW.
So, this load variation is due to the air-conditioned classrooms, labs, offices, and
faculty chambers.
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Table 1 Load demand

S. No Different labs
and class rooms

Maximum load
demand (KW)

S. No Different labs
and class rooms

Maximum load
demand (KW)

1 Electrical drives
lab

17.1 12 Simulation lab 2.5

2 Electrical
science lab

11.9 13 Project lab 2

3 Electrical
machine lab

116 14 Geotechnical
engineering lab

10

4 Power system
lab

4.5 15 Computational
lab

2.5

5 Power
electronics lab

2 16 Hydraulic water
resource lab

25

6 Electrical
measurement
lab

1 17 Structural
engineering lab

26.2

7 Control system
lab

1.4 18 Concrete and
material testing
lab

10

8 Energy system
lab

4 19 Light, Fan and
AC

150

9 Microprocessor
lab

1 20 Chemistry lab 1

10 Plc lab 2.25 21 Sports and
gymnasium
centre

1
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Total demand 403.35

Fig. 5 Daily load profile



248 S. Sahoo et al.

Fig. 6 Monthly load profile

2.3 Components of Hybrid Renewable Energy System

The various components that are available in HOMER for designing a microgrid or
power plant are PV, wind turbine, generator, energy storage, converter, boiler, hydro
generator, hydrogen tank, grid, electrolyzer, thermal load controller, etc. The different
types and sizes of the components can be selected according to the requirement of
the design [10–12].

(A) PV Panel
A generic flat plate solar PV panel of 1 kW is considered for the proposed system.
HOMER optimizer optimizes the best size and the number of PV panels required for
the proposed system based on the load demand. The capital investment of the solar
PV panel is |30,000 for 1 kW, the cost of replacement is |27,000, and operation
and maintenance charges are |100 per year. The solar PV module has a lifetime of
25 years and has a derating factor of 85%.

(B) Wind Turbine
A 10-kW wind turbine (Bergey Excel 10-R) is selected for this application manu-
factured by Bergey Wind Power. The capital investment for a 10-kW wind turbine
is approximately |250,000, the cost of replacement is |230,000, and operation and
maintenance charges are |100 per year. The wind turbine has a lifetime of 20 years,
and the optimum height of operation is considered as 30 m. HOMER optimizer
optimizes the most suitable size and cost of the wind turbine.
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(C) Diesel Generator
A 320-kW diesel generator (CAT-400 kVA-50 Hz-pp) is selected for this application.
The capital investment of the DG set is approximately to be |150,000, the cost of
replacement is |145,000, operation and maintenance charges are |3000 per hour,
and the fuel price is |70 per liter.

(D) Battery Energy Storage
A 10-kWh battery manufactured by Power Safe SBS XC is selected for this applica-
tion. The initial cost of the battery is approximately |20,000, the cost of replacement
is |16,000, and operation and maintenance charges are |100 per year. HOMER
optimizer selects the required size and number of batteries required for different
configurations.

(E) Converter
A 250-kW converter (Dyno Power MPS 250) has been selected for this application.
The initial capital investment for 1 kW is |6,000, the cost of replacement is |5000,
and operation and maintenance charges are |10 per year. The converter has a lifetime
of 15 years and an efficiency of 96%. The converter size is selected based on the
peak load demand.

3 Homer Pro Software

HOMER Pro developed by National Renewable Energy Laboratory (NREL) can be
used for the optimal design of both standalone and grid-connected microgrids. The
different configurations of microgrids and power plants can be designed by using the
different components available in HOMER [13]. HOMER simulates all the possible
combinations of components considering the sensitivity variables. The minimum
net present cost with the best feasible configuration is the optimization problem
in HOMER software. HOMER uses Graham’s algorithm to solve the optimization
problems [14]. The equations for the calculation of net present cost are given below.

CNPC = Cannual, total

CRF(K , project)
(1)

where Cannual, total is the total annual cost, Rproject is the project lifetime, K is the
annual interest rate. The capital recovery factor can be calculated by the following
equation,

CRF(K , N ) = k(1 + k)N

k(1 + k)N − 1
(2)

where N is the number of years.
Levelized cost of energy (COE) is calculated by using the below given equation.
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Levelized OE = Cannual, total

Eload
(3)

where Eload is the total load connected to the system.

4 Results and Discussion

Thehybrid renewable energy system is simulated inHOMERPro software tomeet the
required load demand. The various sensitivity parameters that have been considered
for simulation are lifetime of battery (7 years, 6 years), PV panel derating factor
(80, 90%), wind turbine height (30, 20 m), minimum load ratio of diesel generator
(25, 30%). The sensitivity analysis result has been shown in Table 2. If we observe,
first and second row results in Table 2, the hub height of the wind turbine is varied
from 25 to 30 m; hence, the NPC is reduced from |40.7 M to |40.20 and the COE
is reduced from |3.76 to |3.71.

The optimal configuration of the system considering all the sensitivity parameters
has a net present cost (NPC) of |40.7million, operating cost of |588,418 per year and
cost of energy (COE) |3.76/kWh. The configuration consists of generic flat plate PV
panels of 515 kW,Bergery Excel-10wind turbine of 384 kW,Energy Power Safe SBS
XC 780 battery-194 string, Dynapower MPS-250 converter of 355 kW. The detailed
cost analysis of the optimal configuration has been shown in Fig. 7. In Fig. 7, we
can observe that PV panel cost is higher than the wind turbine, battery, and converter
cost. Maximum power generation is from solar energy than wind energy. The best
four optimization results having different configurations with an ascending order of
NPC have been shown in Table 3. In Table 3, we can observe that the NPC and COE
are minimum with the combination of both solar and wind energy resources. Now,
if we add a diesel generator to this existing system for increasing the reliability, then
NPC and COE are increased significantly. PV power generation, wind turbine power
generation, battery charging and discharging characteristics, w.r.t total electrical load

Table 2 Sensitivity analysis result

BAT DG PV Wind PV (kW) Wind
(kW)

Bat (kW) Converter
(kW)

NPC (M) COE/kWh

6 25 80 25 514.96 34 194 354.85 |40.7 |3.76
6 25 80 30 521.63 33 173 421.160 |40.20 |3.71
7 25 80 25 514.96 34 194 354.85 |39.7 |3.67
7 25 80 30 521.63 33 173 421.16 |39.3 |3.64
6 25 90 25 534.53 30 159 366.82 |38.7 |3.58
6 25 90 30 479.40 32 169 388.91 |37.9 |3.50
7 25 90 25 534.54 30 159 366.82 |37.9 |3.50
7 30 90 30 505.64 30 156 456.51 |37.4 |3.46
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Fig. 7 Detailed cost analysis of the optimal configuration

Table 3 The best four optimization results having different configurations

PV (kW) Wind
(kW)

DG
(kW)

Bat
(kW)

Converter
(kW)

NPC (|)
(M)

COE/kWh
(|)

Operating
cost (|)

Initial
cost (|)
(M)

514.96 34 × 194 354.85 40.7 3.76 588,419 33.1

860.124 × × 273 453.68 48.6 4.54 727,261 39.2

× 250 × 329 390.078 60.5 5.69 1.09 M 46.4

600.47 35 320 355 541.82 61.1 5.34 1.46 M 42.2

served on each day for one week in the month of July has been shown in Fig. 8. In
Fig. 8, we can clearly observe that the battery goes to charging mode when PV and
wind power generation is high and goes to discharging mode when PV and wind
power generation is low. Total electrical energy production of each month for one
year has been shown inFig. 9. In Fig. 9,we can clearly observe that the total renewable
power generation is high from the month of March to August. In the other months,

Fig. 8 Total power generation by PV, wind and battery w.r.t load
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Fig. 10 Cost analysis of the configuration with diesel generator

solar power generation is more as compared to wind power generation. The most
reliable configuration consisting of PV, wind, battery, converter, and diesel generator
has a net present cost of |61.1 million. The optimal cost analysis of the configuration
with diesel generator has been shown in Fig. 10.

5 Conclusion

Ahybrid standalone renewable energy systemconsists of PV,wind, battery, converter,
and diesel generator has been proposed in this paper. With the help of HOMER Pro
version 3.14.2, simulation is done for all the possible combinations of components
and the simulation results are arranged in the ascending order of net present cost. Solar
irradiance and wind speed data have been taken for the study area, KIIT University,
Bhubaneswar. The optimal configuration of the system has a net present cost of
|40.7million, operating cost of |588,418 and cost of energy |3.76/kWh. The optimal
configuration consists of PV, wind, battery, and converter without a diesel generator.
But if we want to design a more reliable system which consists of PV, wind, battery,
converter, and a diesel generator, then the net present cost, operating cost, and the
cost of energy will be |61.1 million, |1.46 million and |5.34/kWh, respectively.
Hence, the cost and feasibility analysis of the proposed model has been analyzed
successfully by using HOMER Pro software, and the same analysis can be done for
any location around the world.
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Design of Optimal Multi-band PSS
for Variable Solar-Penetrated Power
System

Samarjeet Satapathy, Arjit Gourav Patel, Bighnesh Samal, Narayan Nahak,
and Pravati Nayak

Abstract Power system stabilizer (PSS) has been traditionally used to damp low-
frequency oscillation (LFO). But multi-band PSS (MBPSS) provides damping of
local, inter-plant, and inter-area oscillations. Again, pertaining to random SPV pene-
tration, LFO damping is going to be a challenging task. In this work, optimalMBPSS
is proposed to damp LFO, subject to random variation in SPV penetration, where
the parameters of MBPSS are tuned by modified DE (MDE) technique. Time and
frequency analysis has been performed with step and random change in SPV output,
and oscillations are investigated with only PSS and MBPSS optimized by DE and
MDE algorithm. Time domain simulation for 200 s has been performed with detail
Eigen analysis. It has been found that damping capability of PSS is much enhanced
withMBPSS and effective tuning ofMBPSS parameters byMDE, enhances damping
efficacy of PSS. To verify effectiveness of proposed control action, multi-machine
system with varying SPV penetrations has been considered in this work.

Keywords PSS · MBPSS · Low frequency oscillations · SPV · Modified DE

1 Introduction

The LFO is becoming more challenge for system operators, particularly with
increased renewable penetration and interconnection of different power systems [1].
LFO is classified as local, inter-plant, inter-area oscillation [2, 3]. Local oscillations
exist between generators with remaining power system. These are generally 0.8 Hz
to 4 Hz. Inter-plant oscillations occur between two generators which are electrically
closed, and this is generally between 1 and 2Hz. Inter-area oscillations occur between
two different groups of generatorswhich are in different areas and lies between 0.2Hz
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and 0.8 Hz. These oscillations if not damped adequately in early stage, then may lead
finally to lose of synchronism [4, 5]. PSS has been used traditionally to damp LFO
and recent research in [6] proposed a new coordinated PSS and governor action.
PSS provides a stabilizing signal in excitation system of generator for compensating
phase lag that result from voltage regulator, exciter, and synchronous generator. So
due to this, overall damping of oscillation has been improved. Many researches have
been performed for oscillation damping using FACTS devices and co-ordination
of PSS with FACTS devices [7–11]. Tuning of FACTS with PSS is costly and has
complicated control structure. SPV being an important renewable source and its inte-
gration with conventional power generation is in the path progress [12]. When SPV
output varies randomly, LFO is being instigated much with increased solar pene-
tration [13]. Conventional PSS (CPSS) is modified as MBPSS in [14] where three
pairs of different lead-lag compensators are employed in the place of one lead-lag
compensator to handle the three oscillations through three frequency bands. So, in
this work, random variation in SPV has been performed with application of proposed
MBPSS controller. Another important issue is optimally setting of PSS parameter for
this modern optimization can be implemented. DE is the most powerful optimization
technique applied by many researchers, for different optimizing problems. Mostly,
conventional DE depends on mutation strategies and control parameters like F, CR,
G, and NP. To select the particular parameters and strategies for the objective func-
tion is a very big task. So, to eliminate this demerit of DE, MDE has been reported
in [15]. In MDE, to select appropriate F and CR value in the time of program run
has been improved.

2 Generator Modelling

The small perturbation generatormodel presented in Fig. 1.has k-constants calculated
at initial operating condition P0 = 0.8 pu and Q0 = 0.17 pu.

�ω = 1

2Hs + KD
(�TM − �Te) (1)

Fig. 1 Generator model
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�δ = 2� f0
s

�ω (2)

Te ≈ Pe = idud + iquq (3)

�Te = K1�δ + K2�e′
q (4)

�Vt = k5�δ + k6�e′
q (5)

The K constants of third-order generator model are given by:

K1 = �Te
�δ

∣
∣
∣e′

q
Ratio of deviation in torque and deviation in rotor angle at constant

d axis flux linkages.
K2 = �Te

�e′
q

∣
∣
δ
Ratio of deviation in torque and deviation in d-axis flux linkages at

constant rotor angle.
K3 = X ′

d+Xe

Xd+Xe
where xe is a pure impedance.

K4 = 1
K3

�e′
q

�δ
deviation in rotor angle due to demagnetizing effect.

K5 = �Vt
�δ

∣
∣
∣e′

q
Ratio of deviation in terminal voltage and deviation in rotor angle

at constant d-axis flux linkages.
K6 = �Vt

�e′
q

∣
∣
δ
Ratio of deviation in terminal voltage and deviation in d-axis flux

linkages at constant rotor angle.

3 Multi-machine System Modelling

To justify the control action of MBPSS, single machine system and multi-machine
system have been considered in this work. The configuration of single machine
system is shown in Fig. 2a and for multi-machine, three generators system is
connected to three generators as in Fig. 2b and an SPV is connected to bus 1, 2,
and 3 with G1, G2, and G3, respectively.

4 Multi-band PSS

Conventional PSS (CPSS) is modified as MBPSS in which three pairs of different
lead–lag compensators are employed in the place of one lead–lag compensator as
shown in Fig. 3. MBPSS handles inter-area oscillation through a low-frequency
band (LFB) whose range is from 0.01 to 0.1 Hz, inter-plant oscillation through an
intermediate-frequency band (IFB) whose range is from 0.1 to 1 Hz, and local area
oscillation through a high-frequency band (HFB) whose range is from 1 to 4 Hz.�ω
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(a)

(b)

Fig. 2 a Single machine model with MBPSS. bMulti-machine model with MBPSS

Fig. 3 MBPSS model

input is given to LFB and IFB. �Pe input is given to HFB. Both the bands output
has a gain (KL, K I, and KH) and a limiter. Finally, the output of both the bands are
summed and give to a limiter whose range from is VSTminto VSTmax.

GLMBPSS =
(

KL1
sTWL

1 + sTWLI

1 + sTL1
1 + sTL2

1 + sTL3
1 + sTL4

− KL2
sTWI

1 + sTWI

1 + sTL5
1 + sTL6

1 + sTL7
1 + sTL8

)

KL (6)
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GIMBPSS =
(

KI1
sTWI

1 + sTWI

1 + sTI1
1 + sTI2

1 + sTI3
1 + sTI4

− KI2
sTWI

1 + sTWI

1 + sTI5
1 + sTI6

1 + sTI7
1 + sTI8

)

KI (7)

GHMBPSS =
(

KH1
sTWH

1 + sTWH

1 + sTH1
1 + sTH2

1 + sTH3
1 + sTH4

− KH2
sTWH

1 + sTWH

1 + sTH5
1 + sTH6

1 + sTH7
1 + sTH8

)

KH (8)

Equations (6)–(8) are the transfer function of LFB, IFB, and HFB, respectively.

5 Objective Function

In this paper, deviation in angular frequency of alternator has been taken as input
signal. Which is considered in ITAE-based objective function for minimization as
given in Eq. (8). For multi machine system, �Ñ is the sum of speed deviations of all
generators.

J =
tsim∫

0

t |�ω|dt (9)

LFB parameters KL, KL1, TL1, TL3, KL2, TL5, TL7, IFB parameters K I, K I1, T I1,
T I3, K I2, T I5, T I7, and HFB parameters, KH1, TH1, TH3, KH2, TH5, TH7 are tuned by
suitable algorithm and the range of KL, KL1, KL2, K I, K I1, K I2, KH, KH1, KH2 is from
1 to 100 and the range of TL1, TL3, TL5, TL7, T I1, T I3, TI5, T I7, TH1, TH3, TH5, TH7 is
from 0.001 to 1. MDE is proposed to tune the gains which has been compared with
DE and PSO algorithm.

6 SPV (Solar Photovolatic) System

The output power of SPV is given in Eq. (10)

Pv = ηcSaϕv[1 − 0.005(Ta + 25)] (10)

where ïc, Sa, φv and T a are the SPV efficiency, 4084 m2 SPV array area,1kw/m2

SPV radiation and ambient temperature in °C, respectively. PV is independent on ïc
and Sa and changes with the value of φv and T a, PV value changes. In this work, T a

is taken as 25 °C and PV depends on φv. The first-order transfer function model of

Fig. 4 Transfer function
model of SPV system
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SPV is shown in Fig. 4 because present work based on low-frequency oscillation and
for simplified transfer function model losses are not considered here.

7 Modified DE

DE is the powerful optimization technique which depends on mutation methods and
control parameters such as scaling factor F crossover rate CR, population of NP and
generationG. But it is a difficult task to select the appropriatemethods and parameters
for optimization run. To overcome from this type of problem, in this paper, MDE
is improved in which fond CR value are selected during the program run. In MDE,
range of F and CR are taken 1–0.01 which is decreased exponentially. F and CR
values are evaluated as given in Eq. (11) and Eq. (12)

FG = Fmaxe
−a1G
Gmax (11)

CRG = CRmaxe
−a2G
Gmax (12)

The maximum value of FG and CRG comes at G = 0 and the minimum value of
FG and CRG comes at G = GMAX.

8 Result Analysis

AMBPSS has been employed here to damp local and inter-area oscillations subject
to change in mechanical input power and varying solar penetrations. PSS provides
additional electrical torque through excitation system, thereby providing damping
action to system oscillations.MBPSS can be used to damp both local mode and inter-
area oscillations. Both speed and real power deviation are taken as input to MBPSS.
PSO, DE, and MDE techniques are employed to tune the gains of MBPSS. ITAE
objective function being considered for optimization problem to minimize variation
in angular speed. Case studies have been considered with varyingmechanical turbine
power and solar power generation. A single machine system shown in Fig. 2a is
considered for case-1 and case-2. In case-1, input power is step increased by 10%
and in case-2, SPV output power is raised to 0.2 pu and then 0.6 pu. Step raise of
input power by 10% is considered for objective function. Initially, the system was
in steady state at real and reactive power output of 0.8 pu and 0.17 pu, respectively.
For case-1, the input power is suddenly raised by 10% and optimal MBPSS being
employed for oscillation damping. PSO, DE, and MDE are employed to tune the
gains of MBPSS. Figure 5 shows variation in angular speed with proposed MBPSS
control action for sudden change in mechanical power. Table 1 presents optimal
values of parameter, and Table 2 presents Eigen values of case-1. In case-2, the solar
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Fig. 5 Flow chart of MDE
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Table 2 System Eigen values for mechanical mode

Cases DE PSO MDE

10% raised in input
mechanical power

G1 −0.0005 + 0.8000i
−0.0005 - 0.8000i

−0.6500 + 0.31258i
- 0.6500 –0.31258i

−0.833 + 0.1200i
−0.833 − 0.1200i

G2 −0.0332 + 0.198i
−0.0332 − 0.198i

−0.0147 + 0.0051i
−0.0147 − 0.0051i

−0.9100 + 0.0039i
−0.9100 − 0.0039i

G3 −0.0083 + 0.0012i
−0.0083 − 0.0012i

−0.0005 + 0.0008i
−0.0005 −0.0008i

−0.6993 + 0.0009i
−0.6993 − 0.0009i

SPV output raised
by 0.2 pu

G1 −0.0107 + 0.0044i
−0.0107 − 0.0044i

−0.0136 + 0.0054i
−0.0136 − 0.0054i

−0.7957 + 0.8143i
−0.7957 − 0.8143i

G2 −0.0016 + 0.0036i
−0.0016 − 0.0036i

−0.0007 − 0.0090i
−0.0007 + 0.0090i

−0.1000 + 0.0999i
−0.1000 − 0.0999i

G3 −0.0043 + 0.0197i
−0.0043 − 0.0197i

−0.0056 + 0.0091i
−0.0056 − 0.0091i

−0.7222 + 0.0028i
−0.7222 − 0.0028i

SPV output raised
by 0.6 pu

G1 −0.0084 + 1.0449i
−0.0084 − 1.0449i

−0.0054 + 0.0012i
−0.0054 − 0.0012i

−0.136 + 0.0044i
−0.136 − 0.0044i

G2 −0.0030 + 0.0168i
−0.0030 − 0.0168i

−0.2385 + 2.4027i
−0.2385 − 2.4027i

−0.3700 + 0.0056i
−0.3700 − 0.0056i

G3 −0.0016 + 0.0285i
−0.0016 − 0.0285i

−0.0048 + 0.0091i
−0.0048 − 0.0091i

−0.0954 + 0.0035i
−0.0954 − 0.0035i

penetration has been charged and system oscillatory response has been observedwith
and without proposed MBPSS action. In case-2, two different condition are taken;
in condition-1, the solar power output is step raised by 0.2 pu, and in condition-2,
the solar power output is step raised to 0.6pu. It was observed that with large change
in solar output, the system oscillation is more enhanced. DE, PSO, and MDE are
employed to tune the gains ofMBPSS. Figure 6 shows variation in angular frequency
for condition-1, and Fig. 7 shows variation in angular frequency for condition-2. The
optimal parameter and Eigen values are presented in Tables 1 and 2, respectively.
In case-3, for three machines system as shown in Fig. 2b, SPV variation is executed
in random manner as shown in Fig. 8. Figure 9 presents rotor speed derivations for
G1, G2, and G3, respectively. At t = 0, SPV suddenly rises to 0.9 pu resulting in
heavy oscillation as given in Fig. 9, where the damped response is presented with

Fig. 6 Speed variation for 10% mechanical input
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Fig. 7 Speed variation for SPV output raised by 0.2 pu

Fig. 8 Speed variation for SPV output raised by 0.6 pu

Fig. 9 SPV random variation

proposed optimal MBPSS forG1,G2, andG3 where it is observed that with proposed
control actions, the oscillations are much damped with random variations in SPV
penetrations (Fig. 10).

9 Conclusion

In this work, MBPSS is employed to provide damping torque for electro-mechanical
oscillation resulting from disturbances such as varying input mechanical power and
varying SPV penetration. It observed that the varying input turbine power to gener-
ator and varying solar penetration excites system oscillation. These oscillations are
damped by proposed MBPSS whose parameters are optimally tuned by PSO, DE,
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Fig. 10 Speed deviations due to random SPV variations

and proposed MDE control laws. MBPSS can provide damping to local intra-plant
and inter-area oscillations, in comparison to single PSS. Also, MDE proposed in this
work can provide better performance as compared to PSO and DE algorithms. The
proposed MBPSS can be employed in future for large inter-connected power system
network with more distribution generation.
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TLBO Designed 2-DOFPIDF Controller
for LFC of Multi-area Multi-source
Power System

Nimai Charan Patel, Binod Kumar Sahu, and Ramesh Chandra Khamari

Abstract This article explains the load frequency control (LFC) inmulti-areamulti-
unit interlinked power system by employing two degree of freedom proportional
integral derivative controller with filter (2-DOFPIDF controller). A PID controller is
also separately implemented for performance comparison. Every control area in the
system possesses with a non-reheat thermal plant and a hydro generating unit. The
parameters of the implemented controllers are fine-tuned by application of teaching
learning based optimisation (TLBO) algorithm using integral time absolute error
(ITAE) as the fitness function. A comprative performance analysis is accomplished
between the two controllers by injecting an instantaneous load of 15% in area-1. It is
seen that the proposed 2-DOFPIDFcontroller yields significantly superior transient
response when compared to the PID controller. Finally, the robustness of the TLBO
optimised 2-DOFPIDF controller is verified by injection of a random step load in
area-1.

Keywords Load frequency control · Area control error · 2-DOFPIDF controller ·
Objective function · Teaching learning based optimisation · Transient response

1 Introduction

Frequency control is an essential task in interlinked power system. It is required to
keep the frequency at a constant value to ensure the stability and power quality of
a given power system. The system frequency at any given point of time depends on
the real power demand on the system at that time [1–3]. Practically, the real power
demand is dynamic in nature, and it never remains constant. Hence, it is essential
to implement a suitable secondary controller for regulation of the generated power
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according to the active power demand to keep the frequency within the prescribed
limit and this method of balancing the load and generation is known as LFC.

The foremost work on LFC was first carried out by Cohn in 1956 [4]. Since
then, numerous research works have been performed on LFC issues as mentioned
in the literature. In 1970, Elgerd and Fosha carried out an important research work
on LFC issues and presented an optimum method for LFC in multi-area system
[5]. Many control strategies for LFC including the application of various artificial
intelligence techniques along with the conventional controllers are mentioned in the
literature. Design of PI controller with fuzzy gain sceduling approach is described for
LFC of four area interlinked system [6]. Implementation of artificial neural newtork
(ANN) controller is described for LFC in multi-area system with various generation
sources [7]. Performance comparision of various classical controllers for LFC has
been outlined in [8]. Implementation of differential evolutionary (DE) algorithm
tuned 2-DOFPID controller has been illustrated for LFC of dual-area interlinked
thermal plant taking the effect of governor dead band (GDB) into account [9]. DE
and particle swarm optimisation (PSO) algorithm are hybridised for optimal tuning
of the fuzzy PID controller in interlinked power system [10]. DEPSO optimised PID
controller is implemented for controlling the frequency in interlinked power system
with nonlinearities [11]. Application of sine cosine algorithm (SCA) is explained
for optimum design of double loop PD + PI controller in dual area system with
different generating units [12]. LFC of dual-area solar thermal system by invasive
weed optimisation (IWO) algorithm tuned multi-staged PID controller is explained
in [13]. LFC analysis of thermal plant with electric vehicle (EV) aggregators having
time varying delay has been eplained in [14]. Cascading of moth flame optimisation
(MFO) based PDF and 1PI controller is discussed for LFC of dual-area thermal
plant [15]. LFCwith realistic high-voltage direct current (RHVDC) and realistic dish-
stirling solar thermal system (RDSTS) is demonstrated under dergulated environment
[16]. LFC of restructured power system incorporating phase locked loop (PLL), and
virtual inerial is illustrated [17].

In this study, a dual-area interlinked system with every area consisting of a non-
reheat thermal and a hydro plant is considered for LFC analysis with 2-DOFPIDF
controller. In the first step, the PID controller is fine-tuned separately by the appli-
cation of TLBO algorithm and the system response is observed. In the next step,
TLBO optimised 2-DOFPIDF controller is employed for further improvement of
system performance and stability. In both the cases, an instantaneous disurbance of
15% is imparted in area-1 to analyse the transient system performance. It is witnessed
that the 2-DOFPIDF controller gives significantly better result when compared with
the other controller. Finally, the robustness of the recmmended TLBO optimised
2-DOFPIDF controller is verified by the injection of a random step load in area-1.
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2 System Modelling

Themodel of the power system is sketched in Fig. 1. It comprises of two control areas
which are interlinked via the tie-line. The tie-line facilitates the power interchange
between the two control areas. Every area of the considered system possesses with a
non-reheat thermal and a hydro plant. Each area of the power system has a capacity
of 2000 MW.

Area control error (ACE) of every area is given by the following equations.

ACE1 = B� f1 + �Ptie (1)

ACE2 = B� f2 + �Ptie (2)

where, ACE1 and ACE2 denote area control errors of area-1 and area-2 respectively.
B is the frequency bias factor,� f1 and� f2 represent the frequency changes in area-1
and area-2, respectively, and �Ptie is the tie-line power change. Various parameters
of the considered model are mentioned in Appendix 1 [18, 19].

Fig. 1 Power system model under investigation
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Fig. 2 Configuration of the
PID controller

3 Proposed Control Approach

The various controllers used in this work are the PID and 2-DOFPIDF controller.
The description of theses controllers are outlined below.

3.1 PID Controller

PID controllers are very popular controller due to its simple design and robustness.
Also, it delivers better dynamic response and therefore, PID controller has always
been the 1st choice of engineers since many decades. Schematic arrangement of the
controller is sketched in Fig. 2. Here, ACE is the input to the PID controller.

3.2 2-DOFPIDF Controller

2-DOFPIDF controller has two control loops as shown in Fig. 3. Due to the presence
of two control loops in this controller, it delivers improved performance than the PID
controller. The two inputs in this case are the ACE and the frequency error. Different
setpointweights are allocated at the input for proportional aswell as derivative actions

Fig. 3 Configuration of 2-DOFPIDF controller



TLBO Designed 2-DOFPIDF Controller for LFC of Multi-area … 273

to obtain a weighted difference signal but no setpoints are allocated at the input for
integral action as illustrated in Fig. 3.

3.3 Optimal Design of Controllers

The time response of any given system is greatly dependent on the parameters of
the controller, and therefore, the parameters of controller must be properly selected
by using suitable optimisation technique. Optimisation technique employs a func-
tion known as the objective function or fitness function denoted by J and then the
optimisation problem is formulated by minimsation of this objective function under
the constraints of lower and upper limits of the parameters to be optimised. Various
objective/fitness functions for LFC analysis are mentioned in the literature. In the
present work, ITAE is selected as the objective/fitness function. ITAE is expressed
by the Eq. (3), and the optimisation problem is structured as minimisation of J under
the restrictions described by the Eqs. (4–5).

J = ITAE =
ts∫

0

(|� f1| + |� f 2| + |�Ptie|)tdt (3)

0.01 ≤ AP,D,I, PW, DW ≤ 5 (4)

10 ≤ N ≤ 500 (5)

where, AP,D,I represent the proportional, derivative and integral coeffeicients of the
PID and 2-DOFPIDF controller as per the subscripts used at any particular instance.
DW and PW are the setpoint weights corresponding to derivative and proportional
actions and N is the derivative filter coefficient of the 2-DOFPIDF controller. Various
optimisation techniques have beenmentioned in the literature for solution of different
optimisation problems in engineering and appropriate selection of the optimisation
technique is vital for a given problem otherwise it may lead to unsatisfactory result.
After a careful examination of the literature, TLBO has been chosen in this work to
solve the optimisation problem so as to get the optimumparameters of the controllers.

3.3.1 Teaching Learning Based Optimisation (TLBO)

TLBO was developed by Rao et al. in the year 2011 [20]. It is a metaheuristic popu-
lation oriented search algorithm stimulated by the teaching and learning procedure.
This algorithm simulates the effect of teacher’s impact on the outcome of students
in a particular class. The outcome of a student is assessed by the result or grades
secured by the student. The teacher is considered to be higly educated person than the
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students as he shares his experience and knowledge with the students and the quality
of the teacher considerably influences the output of the students. A quality teacher
imparts training on the students in such a way that the outcome of the students is
improved.The students can further enhance their knowledge andproducegood results
by interaction amongst themselves. The working method of TLBO is composed of
two phases. The first phase is the teacher phase which comprises of learning from the
teacher, whereas the second phase is the learner phase which comprises of learning
by interactions between the learners or students. Various steps of TLBO alorithm are
described below.

1. Initialisation: Initially, a population with size [NP× D] is generated randomly,
where NP represents the number of all learners and D represents dimension of
search region denoting the number of various subjects provided.

2. Teacher phase: Each teacher put his best effort to enhance the mean class result
in his assigned subject. The teacher is considered to be the highly educated
person as he trains the learners, and therefore, he is taken to be the ultimately
best learner. Hence, the best solution (Xbest) is found out and designtated as
teacher. The average or mean value of the marks secured in each subject by
different students is computed as:

Md = [m1,m2, ...,mD] (6)

The difference between mean value of the grades in a given subject and the grade
of respective teacher is determined by:

Mdiff = rand × [Xbest − TFMd] (7)

where, TF denotes the teaching factor, rand denotes a random positive real number
of value less than 1. The value of TF may be 1 or 2 and randomly decided using the
equations given below.

TF = round(1 + rand) (8)

where, rand denotes a positive real random number of value less than 1.
The existing population gets updated by using the following equation.

Xnew = Mdiff + X (9)

Elements of Xnew are retained if J (Xi,new) < J (Xi ), else elements of Xnew are
replaced by corresponding elements of X . Here, J denotes the objective function as
defined by Eq. (3).

3. Learner phase: A learner arbitrarily selects another learner and tries to enrich his
knowledge by mutual interactions with the other learner. The learner enhances
his knowledge throughmutual interactionwhen the other learner is more knowl-
edgeable than him. The procedure of learning in this step is described by the
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equations given below.

Xnew = rand(Xi − X j ) + Xi , if J (Xi < X j ) (10)

Otherwise,

Xnew = rand(X j − Xi ) + Xi (11)

where, Xi and X j are two arbitrarily selected learners and i �= j .
If Xnew performs better then it is kept. Step (ii) and (iii) will be repeated till the

stopping criterion is arrived and lastly the elements with best solution is retained.

4 Result Analysis

Figure 1 shows the scrutinised power system model. Each parameters of this system
are depicted in Appendix 1. The considered system is modelled and simulated in
the MATAB and Simulink environment. The controllers employed for LFC analysis
of considered power system are PID and 2-DOFPIDF controllers. TLBO algorithm
is scripted in the.m file and integrated with the considred model for optimal tuning
of the controllers. The numbers of population is taken as 50 (i.e., NP = 50) and
numbers of iteration is taken as 500 in each case.

4.1 Transient Performance Analysis

An abrupt disruption of 0.15 p.u. is imparted in area-1, and the transient system
response is examined independently by implementation of TLBO tuned PID and
2-DOFPIDF controllers. The optimal parameters of the various controllers obtained
by the injection of an abrupt disturbance of 15% in area-1 are given in Table 1. The
transient response of the tie-line power oscillations and frequency oscillations in both
areas with the two controllers are depicted in Figs. 4, 5 and 6 and the corresponding
transient response specifications with ITAE values for a simulation time of 40 s are
depicted in Table 2.

By careful examination of transient performance specifications and ITAE values
given in Table 2 and transient responses shown in Figs. 4, 5 and 6, it can be inferred
that the TLBO optimised 2-DOFPIDF controller performs better than the TLBO
optimised PID controller. Comparing the performance of both the controllers, it is
obvious that the TLBO optimised 2-DOFPIDF controller exhibits significantly less
peak undershoot (Ush), peak overshoot (Osh) and settling time (TS) for frequency
oscillation in area-1 and area-2 as well as tie-line power oscillation than the TLBO
optimised PID controller. Moreover, the TLBO optimised 2-DOFPIDF controller
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Fig. 4 Variation of the
area-1 frequency
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Fig. 5 Variation of the
area-2 frequency
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Fig. 6 Tie-line power
variation
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gives significantly less ITAE value than the TLBO optimised PID controller. There-
fore, it is obvious that the recommended TLBO optimised 2-DOFPIDF controller
delivers appreciably superior performance than the TLBO optimised PID controller.

4.2 Robustness Analysis

The robustness of the TLBO designed 2-DOFPIDF controller is verified with the
obtained controller parameters as depicted in Table 1 by injection of a random step
load in area-1 varying in the range [0.3–0.3] p.u.. The nature of the random load
(�PL1) and the corresponding frequency deviations in both areas (� f1 and � f2)
along with the tie-line power variation (�Ptie) are depicted in Figs. 7, 8, 9 and 10.

Fig. 7 Random step load
injected in area-1
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Fig. 8 Frequency variation
in area-1 due to injection of
random step load in area-1
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Fig. 9 Frequency variation
in area-2 due to injection of
random step load in area-1
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Fig. 10 Tie-line power
variation due to injection of
random step load in area-1
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From Figs. 8 and 9, it is witnessed that the frequency deviation in area-1 and
area-2 is effectively damped out. Also, it is seen from Fig. 10 that the tie-line power
oscillation is effectively damped out. Hence, the controller is proficient in retaining
the system stability even under the application of random load varied over a wide
range.

5 Conclusion and Future Scope

In this paper, a dual-area interlinked system consisting of a non-reheat thermal and
a hydro generating unit in each area is modelled and PID controller alongwith 2-
DOFPIDF controller are implemented for load frequency control. An instantaneous
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disruption of 15% is applied in area-1 to examine the transient system response with
various controllers. At first, the PID controller is optimised by TLBO algorithm and
the obtained response of the considered system is observed. In the next step, the
performance of the considered system is examined with the TLBO optimised 2-
DOFPIDF controller. It is found that the proposed TLBO optimised 2-DOFPIDF
controller gives the least ITAE value and delivers supreme performance when
compared to TLBO optimised PID controller. Finally, robustness of the proposed
controller is verified by injecting a randomly varying step load in area-1.

The research work presented in this paper leaves ample of scope to carry out
further research such as the presented control techniques can be applied for AGC of
power system under deregulated environment, new optimisation techniques may be
employed for optimal tuning of the controller parameters in the existing work for
further improvement of the system dynamics.

Appendix 1

Invesigated system parameters are given below.

Th = 0.08 s, Tt = 0.3 s, Tgh1 = 48.7 s, Tgh2 = 0.513 s,

K1 = 1.0, Tr = 5 s, TW = 1.0s, B = 0.425 p.u.MW/Hz,

R1 = 2Hz/p.u., R2 = 2.4Hz/p.u.,

T12 = 0.0707 p.u., KP = 100Hz/p.u., TP = 20 s.
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Automatic Generation Control
of an Interconnected Power System Using
2-degree of Freedom Fractional Order
PID Controller

S. Sahoo, N. K. Jena, D. P. Das, and B. K. Sahu

Abstract Here, in this work, two-degree of freedom non-integer order PID
controller is applied for the generation control of an equal two-area power system.
Diversified generating sources including renewable sources are present in each area.
The system is made more realistic by introducing governor dead band (GDB) and
generation rate constraint (GRC) in thermal unit and GRC in hydro unit. An innova-
tive optimization technique named as selfish herd optimization (SHO) is preferred
to obtain the gain values of the proposed controller. The superiority of the designed
control technique is established by comparing its dynamic response with that of
most widely accepted PID controller. From the results, it is verified that the proposed
controller improves the transient response of frequency and tie line power (T-Lpower)
and minimizes the area control error (ACE) due to which the system can be able to
supply good quality of electricity.

Keywords Automatic generation control (AGC) · Fractional order PID controller
(FOPID) · Selfish herd optimization (SHO) · Renewable energy sources (RES)
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Tg Time constant of governor
Tt Time constant of turbine
Kr Gain of the reheater
Tr Reheat time constant
Ti j Synchronization coefficient
Tw Water turbine time constant
TGH Hydro governor time constant
TRH Hydro reheat time constant

1 Introduction

The modern power system becomes larger in size and more complex due to contin-
uous increase in load demand. It consists of number of control areas, and each area
may consist of different kind of conventional or non-conventional sources to satisfy
the peak load of existing power system. Due to shortage of fossil fuel and to meet the
future load demand, nowadays non-conventional energy sources are preferred. It also
helps to reduce the pollution level in the environment. To maintain the equilibrium
of the power system, the generated power should match with the load demand and
loss. Any sudden change in power demand causes deviation in system parameter
such as frequency and voltage. For successful and stable operation of an intercon-
nected power system, the voltage and frequency should remain constant after any
load disturbance. Hence, automatic generation control (AGC) concept is used to keep
the system frequency and T-L power at a constant level during normal and abnormal
condition. The summation of change in system frequency and change in T-L power
is known as area control error (ACE) which is the controlled output of AGC.

Literature Review reveals that primary controller which includes the speed
governor system of the power plant may not able to maintain the frequency and tie-
line power due to frequent and large load change. Hence, various types of secondary
controllers are developed as a solution for AGC issues in an interconnected power
system. At first Elgerd et al. [1] developed the concept of conventional I/PI controller
for AGC. To obtain the better response of the conventional PID controller, different
optimization techniques are used to tune the parameters of the controller. Guha et al.
[2] applied differential search algorithm (DSA) for tuning the parameters of PIDF
controller for LFC of a two-area thermal system. The firefly algorithm is used to tune
PID controller of two equal area non-reheat thermal system by Pradhan et al. [3].
Hasanein et al. [4] proposed SSA to optimize the gains of PID controller of a multi-
area power system. BBO optimized PID controller is demonstrated by Rahman et al.
[5] for LFC of an interconnected system. Acharyalu et al. [6] used MFO technique
for tuning of PIDF controller for AGC of a multisource three-area power system.

In case of the system having nonlinearities and uncertainties, the classical
PID controller may not provide the desired dynamic response. Hence, several
artificial intelligence-based controllers such as fuzzy logic controller [7], sliding
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mode control [8, 9], self-adaptive fuzzy logic controller [10], adaptive neuro-fuzzy
controller(ANFIS) [11], non-integer controller [12], and cascaded controller [13] are
designed to make the system more stable. Though fuzzy logic-based controller and
neural network-based controllers are mostly used in the market, still they may not
always give better response because these are based upon assumed value of member-
ship function and predefined rule base. Hence, non-integer-type PID controller is
preferred which may give better transient response of frequency and tie-line power
for a wide range of step load perturbation. A non-integer ID controller is proposed by
Debbarma et al. [14] to stabilize the frequency of three unequal area thermal system.
Ismyil et al. [15] developed GA-based fractional order PID (FOPID) controller for
the AGC of a two-area thermal system. Tasnin et al. [16] demonstrated fractional
order cascaded controller for AGC of a deregulated multiarea system. The same
controller optimized with selfish herd optimization is proposed by Jena et al. [17] for
the AGC of a two-area system with renewable energy sources. Sahu et al. [18] took
a maiden attempt for the application of two-degree of freedom PID controller for the
LFC of an interconnected power system. Jena et al. [19] demonstrated two-degree
of freedom cascaded controller for AGC of a two-area multisource power system.
Two-degree of freedom fractional order PID controller is proposed by Mohapatra
et al. [20] for AGC.

From the above study, it is very clear that the performance of AGC depends upon
controller design and its gain parameters. To obtain the accurate gain value, several
optimization methods are used such as TLBO [7], WGA [10], GA [15], DE [18],
and QOSSA [20]. For the stability of an interconnected power system, an efficient
controller structure along with proper gain parameters is on demand. In this paper, a
new, efficient, and bio-inspired optimization method called selfish herd optimization
[21] is used for the tuning of two-degree of freedom fractional order PID controller
with filter for the LFC of an equal two-area multisource system.

Objective of the paper

(i) The two-degree of freedom fractional order PID (2DOFFOPIDF) controller
with filter is employed as supplementary controller for the stability of a
multisource two-area system.

(iI) The transient behavior of frequency and tie-line power is examined by taking
a wind power source in each area.

(iII) A comparative analysis is done in between 2-DOFFOPIDF controller and
classical PID controller to show the superiority of the 2-DOFFOPIDF
controller.

(iv) To establish the robustness of two-degree of freedom FOPIDF controller, a
random load is introduced in first area.

2 System Under Study

A two equal area diversified power system is considered to prove the efficiency of
designed controller as shown in Fig. 1. The MATLAB/Simulink platform of version
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Fig. 1 Two-area interconnected power system

2016b is chosen for the simulation. Three different sources are present in each area.
Due to exhaustion of rawmaterial for the traditional sources and to meet the growing
demand of load, renewable energy sources are introduced alongwith the conventional
system. In the proposed system,wind power system is added in each areawith thermal
and hydro units. The system parameters for thermal and hydro units are taken from
reference [22] and that of wind system is taken from reference [19]. For the analysis
of LFC, step load perturbation (SLP) of 0.01 pu is introduced in area-1 and the area
control error (ACE) of each area is the input to the controllers for minimizing.

3 Controller Structure and Objective Function

Different controllers are deployed as a secondary controller to reduce the frequency
deviation and T-L power deviation of an interconnected system after any disturbance,
thereby reduces the area control error (ACE) up to a remarkable extent. Here, in
this work, to reduce the frequency deviation, 2DOFFOPID controller with filter
is proposed and its response is juxtapposed with the result of conventional PID
controller. The fractional order PID controller is based upon fractional calculus. Since
it has more degree of freedom and more no. of tuning parameters, it outperforms the
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Fig. 2 2DOFFOPIDF controller structure

integer order PID controller in terms of overshoot and settling time. Filter is provided
to mitigate the noise quickly. To the proposed controller two inputs are given, one is
the reference signal R(s) and other one is measured output Y(s). U(s) is the controlled
output of the controller. Three analogous controllers having different gain parameters
are used for each unit of each control area of the proposed model. Figure 2 shows
the block diagram of the designed controller.

(bR(s) − Y (s))kp + (R(s) − Y (s))
ki
sλ

+ (cR(s) − Y (s))

(
kdsμN

sμ + N

)
= U (s) (1)

Controller structure with proper gain value plays a vital role for the stability of any
system. Hence, various optimization algorithms are used to obtain the controller gain
parameters. In this study, in order to die out the oscillations in frequency and tie-line
power, integral time absolute error (ITAE) is considered as the fitness function.

J = ITAE =
t∫

0

[|� f1| + |� f2| + |�ptie12|]t · dt (2)

where � f1 → Frequency excursion of area-1.
� f2 → Frequency excursion of area-2.
�ptiei j → T-L power excursion between area ‘i’ and ‘j’.

4 Selfish Herd Optimization (SHO) Algorithm

Fausto et al. [21] developed selfish herd optimizer (SHO) as an efficient, bio-inspired
algorithm for global optimization, which is based upon the selfish herd theory as
described by Hamilton (1971). This theory describes predatory interactions between
two groups of animals. The two groups are (a) prey and (b) predator. Each preymoves
one position to another to escape themselves from the hungry predators. The prey
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with maximum survival value is considered as safe and vice versa. The members of
predator move to destroy the prey. A predator will be able to kill a herd only if the
herd is within a predefined distance known as area of risk and the herd is less fit than
the predator. Figure 3 shows the flowchart for the SHO algorithm.

5 Result Analysis

Case-1: Transient study of given system
To analyze the dynamic stability of frequency and T-L power, a two equal
area system with both conventional and non-conventional sources is considered.
MATLAB/Simulink (2016b) platform is used to simulate the system, under study as
shown in Fig. 1. Here PID controllers and 2-DOFFOPID controllers with filter are
proposed to study the transient behavior of various parameters. To obtain the opti-
mized values of controller gain parameters, a novel swarm optimization algorithm
named as SHO technique is used. To carry out the transient study of the system, a step
load of magnitude 0.01 pu is inserted in first area at t = 0 s. The dynamic behavior
of frequencies and T-L power are given in Fig. 4. The performance indicators such
as undershoot (Ush), overshoot (Osh), and settling time (ts) are shown in Table 1.
Table 1 and Fig. 4 show that the 2-DOFFOPIDF controller provides better transient
response than classical PID controller in every aspects of the performance indicators.
Also, the ITAE in case of 2-DOFFOPIDF controller (0.0047) is less than that of the
PID controller (0.0511).

Case-2: Robustness analysis
The demonstrated controller is validated by injecting a randomly varying the load.
The random load in inserted in area-1. Figure 5 shows the random load, the change in
frequency in area-1 and change in tie-line power between area-1 and area-2. From the
transient response, the dynamic stability of the system is established also maintained
by randomly varying the load.

6 Conclusion

This work focuses on the performance of 2-DOF FOPIDF controller for mini-
mizing the frequency deviation and tie-line power deviation of an interconnected
power system having different sources. For the tuning of the gain parameters of
the different controllers, selfish herd optimization technique is preferred. In the
recommended system, wind power systems are inserted in each area to meet the
required load demand without pollution. The dynamic response of frequencies and
tie-line power concluded that 2DOFFOPIDF controller optimized by SHO technique
is more powerful than conventional PID controller in all aspects such as undershoot,
overshoot, and settling time.
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(a)

(b)

(c)

Fig. 4 Transient response curve of area frequencies and tie-line powers a frequency deviation in
area-1, b frequency deviation in area-2, and c tie-line power deviation between areas 1 and 2

Table 1 Transient parameters

PID FPIDF

Ush Osh ts Ush Osh ts

� f1 −6.9291 1.1209 8.798 −4.2720 0.0470 1.74

� f2 −1.3419 0.2953 17.5 −0.0985 0 4.021

�ptie12 −0.3984 0.0770 9.589 −0.1006 0 7.893
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Fig. 5 Random load and its effect on the transient response

7 Future Work

• This work can be extended by adding another area having different energy sources
to the existing power system. Again the system may be restructured to prove the
efficacy of the controller.

• Further to improve the performance of the proposed 2-DOFFOPIDF controller,
another degree of freedommay be addedwhich results in 3-OFFOPIDF controller.

Appendix

Kps1 = Kps2 = 120Hz/puMW, Tps1 = Tps2 = 20 s, Tsg1 = Tsg2 = 0.08 s,
TT1 = TT 2 = 0.3 s, R1 = 2.4Hz/puMW,R2 = 2.4Hz/puMW, R3 = R1B1 = B2 =
0.425 puMW/Hz, T12 = 0.0137 puMW/rad.

TRH1 = TRH2 = 28.75 s, TRS1 = TRS2 = 5 s, TGH1 = TGH2 = 0.2 s, Tw = 1 s,
kr1 = kr2 = 0.3, Tr1 = Tr2 = 10s,

K1 = 1.25, K2 = 1.4TP1 = 0.6 s, TP2 = 0.041 s.
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Performance Assessment of Three-Phase
Standalone PV System with Machine
Learning-Based Controller

Debswarup Rath, Akshaya Kumar Patra, Bidyadhar Rout,
Dillip Kumar Subudhi, and Sanjeeb Kumar Kar

Abstract This work demonstrates simulation and design of standalone PV system.
PV system consists of boost converter, multilevel inverter and proposed controller
(machine learning-PID controller). In this control approach, the disturbances which
caused tuning of PID controller cumbersome are eliminated by using machine
learning-based controller. Amongst various techniques, machine learning provides
various tools like regression analysis, forecasting, etc. which when used improves
efficiency of system. Levenberg–Marquardt algorithm also goes by the name damped
least squares method and is designed to work specifically to work with loss function,
and it optimizes the parameters of machine learning-PID controller (MLPIDC). The
proposed PV system along with MLPIDC has been checked for accuracy, robust-
ness, and stability through MATLAB/Simulink for better justification and real-time
implementation.

Keywords Multilevel inverter · PV system · MLPIDC · Levenberg–Marquardt
algorithm

1 Introduction

Over the years, solar energy had emerged as one of the viable alternatives to fossil
fuel [1, 2]. The basic energy elements of solar energy system are solar cells [3–5].
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Energy generated from solar cell is direct current (DC) in nature. It moreover is very
low in magnitude to be inverted to alternating current (AC). There is thus a need
to boost the DC voltage which is achieved through boost converters. Some of the
approaches that a boost converter can be modelled are classical, canonical approach,
discrete time approach, and interleaved models [6, 7]. Almost all of these approaches
suffer from performance related issues.

Essentially controllers aid in reduction of error, stabilizing circuit, smooth oper-
ation, and making system robust. A few well-known control algorithms include PID
controller (PIDC) [8], fractional order controllers (FOC) [9], proportional resonant
derivative (PRD) controller [10], LQG controller [11], model predictive controllers
(MPC) [12], fuzzy logic controllers (FLC) [13], slidingmode controller [14] amongst
others. PIDC are the most common type of controllers. It is a three-input controller.
Limitations of PIDC include there exists overshoot and undershoot in outputs, it gives
late response to disturbances, it is not stable over entire control process, and it has poor
or no recovery rate. However, the problems are not limited by choice of controllers
alone but by choice of optimization of controller parameter. It is seen eminently
that may not cope up with disturbances present in system. It became eminent that
researchers require more robust methods like machine learning techniques to over
disturbance issue. ML techniques like Levenberg–Marquardt algorithm (LMA) may
also be efficient [15].

Machine learning-based controllers are realized by using artificial neural networks
(ANNs). ANNs consist of number of highly interconnected information processing
units. MLPIDC is realized with feed forward neural network using LMA machine
learning architecture. After choosing and tuning the controller, it is imperative to
step up PV-generated voltage.

The stepped-up voltage is fed from inverter to convert into AC. This is done by
using reduced switch multilevel inverter (RSMLI). Triggering to these switches is
provided by third harmonic injected sinusoidal pulse width modulation (THISPWM)
technique which is a proven technique for performance improvement [16]. The
measure of total harmonic distortion (THD) and robustness forms the basis of
performance assessment. IEEE standards provide a measure for measuring harmonic
[17–19].

The remainder of proposed work is organized as follows. Section 2 contains
details about mathematical modelling of solar cell, boost converter, THISPWM, and
RSMLI. The detailed description of MLPIDC is in Sect. 3. Results and performance
analysis are discussed in depth in Sect. 4. Section 5 consists of conclusion following
future scope.

2 System Modelling and Problem Formulation

The proposed PV-based systemmodel consists of PV cell, boost converter, controller,
RSMLI, and THISPWM triggering circuits. The outline of the PV system is shown
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Fig. 1 Block diagram representation of: a boost converter system; b reduced switch multilevel
inverter system

in Fig. 1. In order to generate energy, solar cell uses solar irradiance and temperature
as its input. The detailed model of PV system is analysed in subsequent subsections.

2.1 PV Cell

In ideal case, solar cell is a current source in parallel with diode. However, it is not the
case. Hence, there are series and shunt compensators associated with the basic solar
cell structure [3–5]. Solar cell is modelled by analysing its mathematical equations.
Equations (1)–(3) represents output current of solar cell, current through diode, and
current through shunt resistance while Eq. (4) voltage across shunt resistance.

J = Jl − Jd − Jsh (1)
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Table 1 Performance indexes

Performance index Formula Machine learning equivalent Formula

ITAE
∫
t ∗ |e(t)|dt PSTAE

∑
tpeak ∗ ∣

∣epeak
∣
∣

IAE
∫
e(t)dt PSAE

∑ ∣
∣epeak

∣
∣

ISE
∫
e(t)2dt PSSE

∑ ∣
∣epeak

∣
∣2

Jd = Jo

(

e
Vj
nVt − 1

)

(2)

Jsh= Vj

Rsh
(3)

Vj = V + J Rs (4)

Substituting the values of shunt current and diode current in Eq. (1), while RS,J0,
Rsh and n are not measured directly so by using lambert function and using nonlinear
regression for compensating, we get Eq. (5). Table 1 lists out the meaning of various
symbols used.

J = Jl + J0
V
Rsh

1 + Rs
Rsh

− nVt

Rs
W

⎛

⎝ J0Rs

nVt

(
1 + Rs

Rsh

)e

⎛

⎝ V

nVt

(
1 − Rs

Rs+Rsh

)
+ (Jl + J0)Rs

nVt

(
1 + Rs

Rsh

)

⎞

⎠

⎞

⎠

(5)

2.2 Boost Converter

Boost converter as the name suggests is used to step up the magnitude of DC voltage.
The details of its modelling are described in appending sections.

2.2.1 Working Principle of Boost Converter

Figure 1a represents a boost converter. It has two switches. IGBT is a controlled
switch, and diode is an uncontrolled switch. It also has three energy storage elements
which are one inductor and two capacitors.

The boost converters are designed to convert fluctuating DC input voltage to a
constant magnitude output voltage [6–9]. IGBT and diode make a good switching
pair and are switched alternatively which provides better switching. These boost
converters have an efficiency (η) of 95%. The magnitude of output voltage depends
on duty cycle which is the ratio between changes in voltage to output voltage. It is
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expressed in per unit terms. It is represented by Eq. (6).

DutyCycle = D =
(

1 − Vin

Vb

)∗
η (6)

The relationship between output current (Io) and current (Iy) across output
capacitor (Cout) is expressed by Eqs. (7, 8), respectively.

IoRo − 1

Cout

t∫

0

Iydt = 0 (7)

Vb = IoRo = 1

Cout

t∫

0

Iydt (8)

Iy = Il − Io (9)

1

C in

∫
(Iin − Il)dt − 1

Cout

∫
Iydt = L

dIl
dt

(10)

Equation (9) expresses the relationship between Iy ,Io and current from inductor
(Il). Equation (10) expresses relationship between input current (Iin), Iy , and
Il respectively. Input voltage (Vin) is expressed mathematically in Eq. (11).
Equation (12) represents the current across input capacitor (Cin).

Vin = 1

Cin

t∫

0

(Iin − Il)dt (11)

Icin = Iin − Il (12)

2.3 Reduced Switch Multilevel Inverter (RSMLI)

The inverter converts DC electricity from sources like solar cells, batteries, etc. to
AC electricity. In this proposed model, the use of reduced number of switches in
a multilevel inverter is an efficient way to improve the performance of multilevel
inverters. The number of switches and sources required for realizing the structure of
RSMLI is given by Eq. (13–14)

Totality of controlled switching devices = P + 5

2
(13)
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Totality of source =
P − 1

2
(14)

where P is the level of RSMLI. In proposed RSMLI, P is taken as 9, and it has seven
switches and four sources.

In case of the reduced switch multilevel inverter (RSMLI), the pair of S1, S5, S6,
and S7 form the basic bridge circuit. S1, S5, S6, and S7 are complementary to each
other in pairs. First S6 and S7 triggered and then S1 and S5 turned on. S2, S3, and S4
are triggered to give the peak voltages.

2.3.1 Harmonics in RSMLI

Total harmonic distortion is defined as the ratio of sum of the powers of all harmonic
components to the power of the fundamental component. It is expressed mathemati-
cally by the expression Eq. (15), v1 is the fundamental component, and the harmonic
components are v2, v3 . . . vn . Low values of harmonic distortions indicate low peak
current, high power factor, and high efficiency.

THD =
√

((v2)2 + (v3)2.......(vn)2)

v1
× 100% (15)

2.4 Third Harmonic Injected Sinusoidal Pulse Width
Modulation (THISPWM)

In third harmonic injected sinusoidal pulse width modulation (THISPWM), a third
harmonic wave is added to the reference sinusoidal. The amplitude of the harmonic
injectedwave is one-sixth of the sinusoidal reference.Vcar , Vref aremaximummagni-
tude of the carrier and sinusoidal wave, respectively. The load frequency and the
modulation index are controlled by frequency. Modulation index controls root mean
square (RMS) value of the output voltage. The output voltage (VoutRMS) and themodu-
lation index (ma) are expressed as Eq. (16–17), where T is the total time period, and
Ton is the width of the nth pulse, then respectively. The modified sinusoidal reference
is expressed in Eq. (18)

VoutRMS = Vs

√√
√
√

(
2n∑

b=1

2Ton
T

)

(16)

ma = Vc

Vcar
(17)
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Vref = V1cmaxSin(ωt) + V3cmaxSin(3ωt) (18)

where V1max , V3max represent the fundamental and injected third harmonic component
of modified reference.

2.5 Feed Forward Neural Network (FNN)

The proposed controller is designed using feed forward neural network (FNN) archi-
tecture. FNN is a type of ANN where connections between nodes do not form a
cycle. It only moves in forward direction. It moves from input to output layer. Neural
network consists of input layer, output layer, and hidden layer. It only moves in
forward direction. In FNN, information moves in forward direction only. It moves
from input to hidden layer to output layer. Hidden layer does the intermediate compu-
tations before processing data forward. The proposedMLPIDC is modelled as multi-
layer neural network with 22 hidden layers and one input layer and one output
layer.

3 Weight Updating Algorithm

Broadly, the algorithms of interest for designing machine learning-based PIDC are
Levenberg–Marquardt algorithm (LMA).

3.1 Levenberg–Marquardt Algorithm (LMA)

LMA is also known as damped least square method. It is designed to work for cost
function or loss function. It works by computing gradient vector and Jacobianmatrix.
Let us consider a cost function or loss function f . It is defined below in Eq. (19).

f =
m∑

i=1

e2i (19)

where m is number of data sets. As per our classical practice, we often choose one
between integral time absolute error (ITAE), integral square error (ISE), integral
absolute error (IAE), etc. as performance indexes. However, with a slight modifi-
cation, the same formulas can be used as cost or loss functions. Machine learning
equivalent of performance indexes is Peak Sum Time Absolute Error (PSTAE), Peak
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SumAbsolute Error (PSAE), and Peak Sum Square Error (PSSE). Table 1 highlights
the relation between machine learning equivalents of performance indexes.

We can define cost function or loss function by Eq. (20)

f =
m∑

peak=1

tpeak ∗ ∣
∣epeak

∣
∣ (20)

We can define Jacobian matrix by Eq. (21)

Ji · j = ∂ei
∂w j

(21)

where ei andw j are error vector and parameter vector respectively. i and j are number
of instances of dataset and number of parameters, respectively. Gradient vector (∇ f )
and hessian approximation (Hf ) of cost function are defined by Eq. (22)

∇ f = 2J T · e
H f ≈ 2J T · J + λI

(22)

whereλ and I are damping factor and identitymatrix, respectively.The improvements
in parameter are expressed by formula in Eq. (23).

w(i+1) = wi = −(
J (i)T · J (i) + λ(i) I )−1 · (2J (i)T · e(i)

)
(23)

If an iteration fails, then λ increases by some factor but, however, if it is successful,
loss or cost function decreases with decrease in λ. This process is on contrary speeds
up iteration. Flowchart is represented in Fig. 2b.
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Fig. 2 a Regression analysis plot for Levenberg–Marquardt algorithm; b flowchart for Levenberg–
Marquardt algorithm
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4 Results

The comparison between the above-mentioned algorithms is given by Table 2.
The performance of algorithms is evaluated by obtaining different plots such as

error plot, regression plot, error histogram, plot fit, and training state, Mean Square
Error (MSE) and regression. Regression plots give the information about how the
data are scattered. It as maximum value of 1 and minimum value of 0.1 means model
is a perfect fit and 0 means model is not a fit; it is represented in Fig. 2a.

Number of bars in error histogram indicates how many times error had occurred.
Error histogram is plotted between error and its instance of occurring. If maximum
instances have no or less error, then training is good with minimum anomalies, and
error histogram is represented Fig. 3.

Training failures are highlighted by training state plot. It is observed that training
state plots give less or minimum number of failures; hence, it is best fit. Pool training
failures are represented in Fig. 4.

Table 2 Performance of Levenberg–Marquardt algorithm

Category of data Samples MSE R Algorithm

Training 147,023 1.4433e−8 1 Levenberg–Marquardt algorithm

Validation 42,007 1.16927e−8 1

Testing 21,003 1.10563e−8 1

Fig. 3 Error histogram
analysis plot for
Levenberg–Marquardt
algorithm
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Fig. 5 Performance analysis
plots for
Levenberg–Marquardt
algorithm

Training performance of algorithms is evaluated by training state plot. The perfor-
mance is satisfactory if the error value is less for every epoch, and the best validation
performance value should be minimum. Performance validation is represented in
Fig. 5.

The solar array output is very low to be inverted to alternating quantity. Boost
converter steps up direct current voltage. It steps up voltage from 17 to 36 V. This is
represented in Fig. 6.

After stepping up voltage, it is fed to inverter. The inverter is reduced switch
multilevel inverter. In this inverter, the direct quantity is inverted into three-phase
alternating quantity. This is represented in Fig. 7a, b. This three-phase supply is then
fed to load, while three-phase voltage and current are seen to be 550 V and 5 A.

The harmonic of load current is found out to be 0.19%, and its induced voltage
harmonic is 0.38%. This is represented in Fig. 8a, b.
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Fig. 6 Output of boost converter

Fig. 7 Output of three-phase multilevel inverter

Stability of any controller or for the matter of entire proposed PV system is
essential for any validation of model. The proposed model is analysed for a wide
range of frequency spectrum. It is seen from Fig. 9 that the proposed model is stable
for higher-order frequency response. It can be seen from Fig. 9 that smoothness for
the higher-order frequency explains its stability and validity.
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Fig. 8 a Current harmonic of three-phase multilevel inverter; b voltage harmonic of three-phase
multilevel inverter

Fig. 9 Stability response
(bode plot) of three-phase
multilevel inverter

Robustness is the ability of system to maintain constant output irrespective of
input fluctuations. The variation of irradiance is ten from 800 to 1300 W/m2. The
voltage of boost converter varies from 35 V to 35.9 V, while three-phase voltage and
current are seen to be invariant and remain fixed at 550Vand 5 amperes. Figure 10a–d
represents robustness of proposed PV system.

5 Conclusions

The work demonstrated simulation and design of PV system. PV system consisted
of boost converter, multilevel inverter, and proposed controller (machine learning-
PID controller). This proposed controller is seen to have inherited the character-
istics of PIDC, but it overcame the entire basic problem (which is already high-
lighted in previous sections) associated with traditional PIDC. Machine learning-
based approach proved effective which can be explained by simulations of proposed
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Fig. 10 Robustness analysis of proposed PV system a variation of irradiance; b fluctuation of
output voltage of boost converter; c fluctuation of output voltage of three-phase multilevel inverter;
d fluctuation of output current of three-phase multilevel inverter
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model. Themodel was analysed for performance, stability, and robustness. The simu-
lation results predict better performance, improved stability, and better robustness
ability, hence paving way for its real-time implementation.
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A Hybrid-Based Ensemble Learning
Model and DNN for Automated Diagnosis
of Brain Tumor from MRI Images

Basra Jehangir and Soumya Ranjan Nayak

Abstract A brain tumor is a life-threatening condition that can disrupt the human
body’s normal functioning. Manual detection of the type of tumor may be time-
consuming and sometimes may have many human errors. Hence, a need for an
automated process arises. This paper focuses on detecting brain tumor and tumor
classification into 3 types: meningioma, glioma, and pituitary tumor. In this work,
a simple convolutional neural network (CNN) for feature extraction and, finally, an
ensemble of Machine Learning algorithms for classification is used. The ensemble
of machine learning algorithms includes Random Forest Classifier, Support Vector
Classifier, K Neighbors classifier, Gaussian Naive Bayes, and boosting classifiers
such as XGBoost and gradient boosting classifiers. Finally, voting classification is
used, and the type of voting used is hard voting. In which, the support vector classifier
acquired the maximum classification accuracy of 92.72%.

Keywords Random forest classifier · K neighbor classifier · Support vector
classifier · Gaussian naïve bayes · Boosting classifiers · Ensemble

1 Introduction

A brain tumor is a mass of flesh with irregular cell growth and their multiplication.
There are 130 different brain tumors, each originating in different brain regions
depending on the cell type. The most common diagnostic tools for the detection and
examination of Brain Tumors are Computed Tomography (CT) scan and Magnetic
Resonance Imaging (MRI). Since digital Image processing is currently gaining high
popularity and is used in image classification, we have classified the images based
on whether the brain has a tumor and which type of tumor. In the health care system,
CNN has gained massive importance because of the advancements in biomedical
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image processing, reducing time and human resources [1–3]. It has reduced the
pressure on radiologists and doctors to diagnose and classify various diseases such
as chest disease, cancer cell, and tumor detection.

A multiclass classification of brain MRIs is performed in this work, and clas-
sification of data into glioma, meningioma, pituitary, and no tumor is performed.
The methodology followed is a combination of the CNN model and an ensemble
of several Machine Learning models. The CNN model used here is a 22 layered
model and is used for feature extraction of the data. These extracted features are then
inserted into the Machine Learning models. Based on extracted features, to clas-
sify brain tumors, machine learning models are prepared. Finally, after all of these
machine learning models have been combined to construct a voting ensemble that is
more effective than a single model, and the results are finally recorded.

2 Related Work

There are over 130 different types of brain tumors. These are majorly classified into
cancerous or malignant and non-cancerous or benign brain tumors. They can develop
in every part of our brain or spinal cord. We divided the data into three groups of
tumors in this study: meningioma, pituitary, and glioma tumor, and the fourth one
of no tumor. The meningioma tumor begins in the membrane that covers the brain
and spinal cord, known as the meninges. Glioma tumor starts in the glial cells. The
pituitary tumor starts in the pituitary gland. The classification dataset we used is an
open-source data collection available on GitHub that includes 3160 images of three
different types of tumors and no tumor.

Feature extraction reduces the dimensionality of data by removing redundant data,
which increases the training speed of the learned model. Kaplan et al. [4] extracted
brain tumor features and then classified their data using K-Nearest Neighbor (Knn)
and Artificial Neural Networks (ANN), Random Forest (RF), Averaged One depen-
dency estimator (AODE), and Linear Discriminant Analysis (LDA) classification
methods, with a 95.56 percent accuracy. Gumaei et al. [5] extracted the features by a
hybrid method and then classified the brain tumors by Regularized extreme machine
learning (REML). Sachdeva et al. [6] performed feature extraction, segmentation, and
multiclass classification in which classification was done using the combination of
PCA and ANN into six classes. Kumar et al. [7] extracted the features by the discrete
wavelet transform, Genetic algorithms for diminishing the number of features, and
SVM for image classification. Rammurthy and Mahesh [8] used cellular automata
and rough set theory to segment the data, then extracted features from the segments,
and used deep convolutional neural networks to detect brain tumors. Finally, the
proposed Whale Harris hawks optimization (WHHO) method is used to classify the
data. Tuba et el. [9], classification and feature selection by brainstorm optimization
and support vector machines is done.

Two types of neural networks were used by Paul et al. [10] to identify brain
tumor types: fully connected and convolutional neural networks. Mehrotra et al. [11]
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performed binary classification of brain tumors intomalignant and benign by transfer
learning of artificial neural networks. Mohammed et al. [12] also performed binary
classification by using CNN and achieved an accuracy of 95%. K. Machhale et al.
[13] performed a classification of 50 images by SVM, K-NN, and a hybrid of SVM
and KNN. For feature extraction, Cheng et al. [14] used a strength histogram, a gray
level matrix, and a bag of words (BOW). Hashemzehi et al. [15] used a hybrid of
NADE and CNN to train the images for the classification of a brain tumor.

Ghassemi et al. [16] used a pre-trained deep neural network as a discriminator
of GAN on different data sets of MR images, and then the fully connected layers
(FCLs) are replaced. The model is trained to produce a classification of 3 types of
brain tumor. In the work of Z. N. K. Swati et al. to close the distance between the
low-level features captured byMRIs of the brain and the high-level features captured
by the human eye, researchers used a content-based image retrieval (CIBR) system.
Rai Hari Mohan and Kalyan Chatterjee [17], in their work, tried to perform binary
classification of the normal and abnormal brain with the dataset of 233 MRIs and
Precision, Recall, Specificity, F-score, and Accuracy were used to test the proposed
model’s results, which was compared to the performance of the other two forms of
model, Le-Net and VGG-16.The accuracy of the proposed model was 98% and was
compared with VGG-16 and Le-net [18]. In Shahriar Sazzad et al. [19], threshold-
based OTSU segmentation is used in brain tumor classification, and the accuracy of
batch1, batch2 and batch 3 are 95 92.5, and 87.5, respectively. Lavanyadevi et al.
[20] performed classification and segmentation of brain tumor. The classification
was done by PNN algorithm, and the segmentation was done by k means clustering
algorithm.

This study’s work is based on a binary classification done by Saha et al. [21]
in classifying the chest x-rays as COVID-19 affected or healthy. Feature extraction
is done by a simple CNN model and the classification by an ensemble of Machine
Learning models. Similar kind of work also reported where CNN based architec-
ture and machine learning based algorithm used for feature extraction [22–24]. The
accuracy acquired by this model is 98.91%. However, in this study, multiclass clas-
sification is performed, and the number of Machine Learning models is increased
more to increase the scope of getting higher accuracy.

3 Proposed Work and Methodology

The data that is used for this study was acquired through GitHub. This data set
contains a total of 3160 images of different types of brain tumors. These images
were initially imported and then resized so that there is uniformity in terms of image
size. The data is then normalized for similarity in pixel distribution. After that the data
is divided into various parts of training, validation, and testing. Using the former two,
the CNNmodel is trained. The model is run over 60 epochs, at which the model gave
an expected result. The extracted features are taken just before the fully connected
layer and after which they are inserted into the Machine Learning algorithms. These
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ML algorithms are Random Forest, SVC, K Neighbor Classifier, Gaussian Naive
Bayes, and boosting algorithms such as XGBoost and gradient boosting Classifier.

3.1 Dataset Used

The brain tumor dataset used is a freely available data collection on GitHub [25]
that includes 3160 weighted photographs from patients with three different types
of brain tumors: meningioma, glioma, pituitary tumor, and no tumor. The Glioma
Tumor has 926 images, the Meningioma tumor has 937 images, the pituitary tumor
has 901 images, and the remaining 396 images are of no tumor. The MRIs provided
in this dataset is a combination of T1 and T2 types. The data is then divided into
Testing and Training as per requirement. Some of the images can be seen in Fig. 1.

(a) (b)

(c) (d)

Fig. 1 Sample images from data set, a glioma tumor, bmeningioma, c Pituitary tumor, d no tumor
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That contains sample images each from Glioma tumor in Fig. 1a, meningioma in
Fig. 1b, Pituitary tumor in Fig. 1c, and no tumor in Fig. 1d.

3.2 Preprocessing

All images are of different sizes. These images are resized to the scale of (70, 70) in
RGB format of equal sizes. Data normalization is also performed so that the images
can be inserted into a CNN model. The data is then separated into three categories:
training data, validation data, and testing data. Training data is used to train the
model, validation data is used to validate the model and perform hyper parameter
tuning, and testing data is used to test the model. The entire data set is divided into
a ratio of 6:2:2 for training, validation, and testing purposes. Further, this data is
normalized before passing through the CNN model.

3.3 Proposed Model

The proposed approach uses aConvolutionalNeuralNetwork and severalMLmodels
combined to form an ensemble. For feature extraction, the CNN model is used, and
Machine Learning algorithms are used for classification. The features extracted by
the CNN model connect the two models, and this can be seen diagrammatically in
Fig. 2.

3.3.1 The CNN Model

CNN is a deep learning model that is often used to explore visual imagery. The
main benefit of using a CNN over other DL models is that it is constrained to deal
with image data exclusively. The CNN sequential model that is used in this work is
relatively simple than other transfer learning models as it contains only 22 layers.
After performing image normalization, the pixels are inserted into the CNNmodel in
an array. The initial layer is a convolutional 2-dimensional input layer that receives
an input and outputs the shape (70, 70, 3). The CNN model can be seen structurally
in Fig. 3.

The deeper layers perform the feature extraction until the first fully connected
layer (FCL). TheConvolutional layer, Rectified Linear Unit and Pooling layer extract
features from the data set in the model.

The convolutional layer is the first layer that extracts features from the data. It
performs mathematical operations between the input image matrix and the filter or
kernel. The filter moved step by step and performed element-wise product between
the image and the filter. For the first layer, a filter size of 32 was used, which was
increased to 64, 128,256,512, and 1024 as the layers keep on increasing. The value
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Fig. 2 Proposed Hybrid model for brain tumor analysis

of stride determines how much we move the filter across the image. In this work,
the stride value is 1, lower the stride value higher is the output volume. The padding
that we used for the model in this work is the same so that the filter fully covers the
image.

The ReLu (Rectified Linear Unit) introduces non-linearity to our data by setting
all the negative values to zero. The shallow layers of the model are used to detect
low-level features such as edges and boundaries. However, as we go deeper into the
model, the complexity of features is increased gradually with each layer until the
fully connected layer.
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Fig. 3 Structure of CNN model deployed in proposed hybrid model

The pooling layer is similar to the convolutional layer because it reduces the spatial
size of the feature maps. The type of pooling used in this model is max pooling with a
pool size of (2, 2). This max pooling layer returns the maximum value in the portion
covered by the kernel. The main use of this max pooling layer is to prevent over
fitting and de-noising the data by providing an abstract form of data.

Convolution is an effective way of extraction of features as it is very efficient in
reducing the dimensions of data and producing less redundant data, which is then
fed to the flatten layer, which converts the resultant two-dimensional arrays into a
single long linear vector. After fattening the matrix, we feed it to the fully connected
layer (FCL). The number of neurons in FCL is 32. The activation function used in
the fully connected layer is “Softmax.” The structure of the CNN model can be seen
in Table1.

The model was run over 60 epochs; however, on using higher values, accuracy
started to saturate.

3.3.2 Machine Learning Model for Classification

After extracting features by the deeper layer of the CNN, the shape of the CNN
output produced is (1860, 1024), this output is then taken as input into the ML
algorithms combined to develop an ensemble classifier. The classification is done
based on voting classification. The type of voting classification used is hard voting.
Each model votes for a class in hard voting, also known as majority voting, and the
model with the most votes wins. The different Machine Learning models used are
Random Forest Classifier, SVC, K Neighbor classifier, Gaussian Naive Bayes, and
boosting classifiers such as XGBoost and gradient boosting classifiers. The entire
structure can be seen in Figs. 4 and 5.
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Table 1 Structure of CNN

Layer Patch size/stride Number of filters Dropout threshold Activation

Conv2D 3 × 3/1 32 – ReLu

Max pooling 2D 2 × 2/1 – – –

Dropout – – 0.4 –

Conv2D 3 × 3/1 64 – ReLu

Max pooling 2D 2 × 2/1 – – –

Dropout - – 0.3 –

Conv2D 3 × 3/1 128 – ReLu

Max Pooling 2D 2 × 2/1 – – –

Dropout – – 0.4 –

Conv2D 3 × 3/1 256 – ReLu

Max pooling 2D 2 × 2/1 – – –

Dropout – – 0.3 –

Conv2D 3 × 3/1 512 – ReLu

Max pooling 2D 2 × 2/1 – – –

Dropout – – 0.4 –

Conv2D 3 × 3/1 1024 – ReLu

Max pooling 2D 2 × 2/1 – – –

Dropout – – 0.3 –

Flatten – – – –

Dense – 32 – ReLu

Dense – 4 – Softmax

4 Result Analysis

Google collaborator was used to run the model. Google Collaborator is a free cloud-
based Jupyter notebook environment that lets us train algorithms using Google’s
free GPU. The data was initially run over a CNN model, which acquired accuracy
and loss of, and 90%, and 38.06 over validation data. The features acquired by the
CNN model were passed over an ensemble of Machine Learning models, which
consisted of Random forest, K nearest neighbor classifier, Gaussian NB, SVC, and
boosting classifiers such as gradient boosting and XGBoost classifier, the accuracies
that were recorded by each of them are 92.71%, 89.39%, 89.70%, 92.72%, 91.29%,
and 92.24% respectively. Precision, Recall, F1 score of machine learning, and CNN
models were also recorded in Table 2.

The value of Precision, Recall, and F1 score for the CNN model and ensemble of
machine learning models for each class is shown in Tables 3 and 4.

The confusion matrix for the CNN model and ensemble of machine learning
models for each class is shown in Figs. 6 and 7.

The graphical comparison of ML models can be seen in Fig. 8
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Fig. 4 Overall Structure of CNN model deployed in proposed hybrid model

Fig. 5 Classification Model using proposed Ensemble model
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Table 2 Accuracy, precision, recall, F1 score of CNN model and Ensemble of ML models

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)

CNN model 90.82 90.21 91.44 90.46

Ensemble of machine learning
models

92.72 92.88 92.52 92.62

Table 3 Precision, Recall,
F1 Score for our CNN model
as per the tumor type

Class Precision (%) Recall (%) F1 Score (%)

Glicoma 93.41 86.66 89.91

Meningioma 86.56 94.56 90.38

Pituitary 98.28 96.62 97.45

No Tumor 93.23 92.22 92.73

Table 4 Recall, F1 score for
an ensemble of machine
learning models as per the
tumor type

Class Precision (%) Recall (%) F1 Score (%)

Glicoma 96.02 80.55 87.61

Meningioma 92.69 89.65 91.16

Pituitary 89.44 100 94.42

No tumor 82.69 95.55 88.65

Fig. 6 Confusion Matrix for
CNN model

5 Conclusion

Brain tumor is a life-threatening disease and may have severe consequences if not
treated at the right time. The treatment may include many procedures like surgery
or radiotherapy, depending on the scenario. However, to start the treatment early, we
need early detection of the tumor and the type of tumor. We aim to minimize the
burden on the health workers by automating detecting brain tumors and determining
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Fig. 7 Confusion Matrix for ensemble of ML models

Fig. 8 Bar graph depicting the accuracies of ML models

the type of tumor a patient has for his/her early treatment. For this purpose, we have
made a model that uses CNN for feature extraction and an ensemble of machine
learning algorithms for classification. After performing experimentation, the model
showed an accuracy of 92.72%. Although the model is not entirely accurate, it may
have limitations and may sometimes misclassify brain tumors. However, this study
aims to decrease the human resources required in detecting the disease and can be
used instead of manually examining the MRI of the brain.
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Design and Implementation of Elliptic
Curve Digital Signature Using Bit Coin
Curves Secp256K1 and Secp384R1
for Base10 and Base16 Using Java

Deepak S. Sakkari and Mohammed Mujeer Ulla

Abstract Public key ciphers like Rivest, Shamir, and Adleman algorithm (RSA)
have been implemented extensively in computer network security. Earlier researchers
found RSA is not computationally feasible due to exponential growth of key size
and is not suitable for resource constrained devices where speed, storage, and band-
width play a prime importance. Due to which RSA cannot be used with Internet
of things [IoT]—end nodes like Raspberry Pi and Arduino. Elliptic curve cryptog-
raphy is a special type of cryptographic technique which actually is based upon
geometrical interpretations and is a classic combination of algebraic properties and
geometric techniques. In this paper, elliptic curves used by bit coins like secp256K1
and secp384R1 for base10 and base16 are implemented using Java programming
language on Raspberry Pi. This paper focuses on implementation of elliptic curve
digital signature (ECDH) on Raspberry Pi using bit coin curves secp256K1 and
secp384R1.

Keywords Internet of things (IoT) · Elliptic curve cryptography (ECC) · Elliptic
curve digital signature algorithm (ECDSA) · Rivest–Shamir–Adleman (RSA) ·
Elliptic curve discrete logarithm problem (ECDLP) · National Institute of
Standards and Technology (NIST) · Radio-frequency identification(RFID)

1 Introduction

Internet of things is a network in which every object or thing is given with a uniform
resource identifier, and data are transmitted without any human intervention [1].
Advancement in IoT technology has made things smarter and opening up for attacks
over the data [2]. Basically, IoT comprises of three layers such as sensing layer,
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data transmission layer, and application layer. Many end devices in sensing layer are
prone to denial of service attacks and many other problems exist like authentication
and authorization of sensor nodes [3]. Elliptic curve cryptography is used in public
key cryptographic protocols such as digital signatures and key exchange protocols
[4]. Today many international standards are available for selection of elliptic curves.
The curve selection is done based on security requirement and computational speed
[5].

During the initial, release of cryptographic standards for practical use of elliptic
curves was given with different key sizes. The recommended standards for different
security levels are defined over prime field or binary extension fields. Many of the
elliptic curves deployed over Internet are mostly defined over prime fields. In this
paper,we focus on analyzing elliptic curves over primefield. Inworld of elliptic curve
cryptography, an exponential time algorithm to choose between different forms of
elliptic curves based on multiplicative group of finite field is absent, so one could
achieve same level of security with an elliptic curve group that is smaller in size.
Some of the advantages of using smaller elliptic curves are shorter key sizes, lesser
bandwidth, and less computation times which remain the primary requirement for
deployment of resource constrained applications. Therefore, to implement elliptic
curve cryptography in e-commerce domain, it is quite important to find a suitable
curve that could work efficiently with resource constrained devices such as edge
nodes like Raspberry Pi, Arduino boards, RFID cards, and wireless devices.

2 Theoretical Principle

2.1 Elliptic Curve

Elliptic curve systems, as applied to cryptography, were first proposed in 1985 inde-
pendently by Neil Koblitz and Victor Miller. Elliptic curves are based upon discrete
logarithm problem. A discrete logarithm problem is defined as given Q e G, find
x such that Q = x P . The discrete logarithm problem on which elliptic curve is
believed to be more difficult than the corresponding problem in (the multiplicative
group of non-zero elements) the underlying field. An elliptic curve is a plane defined
by equation of form y2 = x3 + ax + b, over a finite field FP where p is prime (refer
Fig. 1). Elliptic curves are usually defined over prime p also known asGFP or binary
fields also known as GF(2m) in cryptography. An elliptic curve over finite field has
finite number of coordinates within that field. Consider an elliptic curve defined over
y2 = x3 + ax + b where a = 2, b = 3, and modulo prime field p = 5. The values of
a, b, and p (prime) are random.

x = 0 ⇒ y2 = 3 ⇒ No solution (mod 5)
x = 1 ⇒ y2 = 6 ⇒ 1 y = 1, 4 (mod 5)
x = 2 ⇒ y2 = 15 ⇒ 0 y = 0 (mod 5)
x = 3 ⇒ y2 = 36 ⇒ 1 y = 1, 4 (mod 5)
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Fig. 1 Elliptic curves

x = 4 ⇒ y2 = 75 ⇒ 0 y = 0 (mod 5)
Then, points on elliptic curve are (1,1), (1,4)(2,0), (3,1), (3,4)(4,0).
The values of x, y will always be within the prime field (n − 1). The elliptic curve

looks continuous, but is not continuous rather it is a collection of discrete set of
points, where the curve is symmetric over x-axis and variable x is cubic, i.e., elliptic
curve has three roots. Elliptic curves have nothing to do with ellipses and should not
be mistaken with ellipses [6].

2.2 Elliptic Curve Over Real

The elliptic curves are defined by the equation of form y2 = x3 + ax + b, where
collection of points (a, b) is derived from R. Elliptic curves are called as singular
curve if 4a3 + 27b2 = 0 else they are known as nonsingular elliptic curve, i.e.,
4a3 + 27b2 �= 0. This condition will ensure that we have third point of intersection
and there exists three real roots on elliptic curve [7], i.e., let a, b e R such that
4a3+27b2 �= 0. E= (x, y) | y2 = x3+ax+b and a, be R such that 4a3+27b2 �= 0
where θ is point at infinity.

Base point selection: Selection of base point or generator point in elliptic curve
cryptography is very crucial step for its security. To reduce overall computation, cost
optimal selection of base point is needed.One could choose randompoint on the curve
as base point while some choose the smallest point on the curve as generator point.
There are some algorithmswhich give optimumbase point selectionmethod. Initially,
we select a randompoint on the curve and thenwe perform scalarmultiplication using
a random point. Finally, the resultant of multiplication is being used to judge the base
point of the elliptic curve. Let us assume a and p are integers, where p > 0 [8].

Algorithm: ECC base point selection algorithm on GFP .
Input: a, b, p, n, h.

Output: Base point G on curve having order n.
S1. Select random value x such that (0 ≤ x < p).

S2. a = (x 3 + ax + b)modp.
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S3. If a e to quadratic residue of mod p, if yes go the step S4, if not, go to S1.
S4. Compute G = hG, then judging whether G meets y2 = x3 + ax + b and

G is not infinite point. If so G is the solved base point, then go S5, if not, go to S1.
S5. Return G.

Case 1: Point addition when x1 �= x2
Figure 2 demonstrates given two points P(x1, y1) and Q(x2, y2) on elliptic curve and
by drawing a tangent passing through (P, Q) will definitely hit the third intersection
point on elliptic curve which we call it as−R(x3,− y3), this is due to cubic properties
of a variable x in elliptic curve equation, i.e., y2 = x3 + ax + b [9]. By drawing
a perpendicular line from intersected point − R(x3, − y3) will give us the fourth
intersection point R(x3, y3) on the elliptic curve, which we call it as sum of points
(P + Q). Let us have an equation of elliptic curve y2 = x3 + ax + b and we choose
values for (a, b) such that non singularity condition exists, i.e., 4a3 +27b2 �= 0 [10].
The below sequence of derived equations helps us to recursively find the remaining
points (x, y) on elliptic curves [11].

The slope of the line is given by

λ = y2 − y1
x2 − x1

(1)

Equation of straight line is given by

y − y1 = λ(x − x1) (2)

Figure 2 demonstrates line with points P(x1, y1), Q(x2, y2) is passing through
point R(x3, y3), and therefore, Eq. (2) can be rewritten as

Fig. 2 Point addition
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−y3 − y1 = λ(x3 − x1) (3)

Rearranging the terms in above Eq. (3) to find y3

∴ y3 = λ(x1 − x3) − y1 (4)

Using Eq. (2) and rearranging terms to find value of y

y = y1 + λ(x − x1) (5)

The elliptic curve is defined by equation of form

y2 = x3 + ax + b (6)

Substituting Eq. (5) in Eq. (6)

(y1 + λ(x − x1))
2 = x3 + ax + b (7)

x3 − λ2x2 + . . . . . . . . . . . . · · · = 0 (8)

The roots of an equation are the values of x for which the function will be zero.
A root is nothing but value of x as y is zero. An algebraic equation of third-degree
is known as cubic equation. The general form of a cubic function is f (x) = ax3 +
bx2 + cx + d, and the cubic equation is of form ax3 + bx2 + cx + d = 0, where
a, b, and c are the coefficients, and d is the constant. Suppose, we wish to find roots
of a cubic equation x3 − 6x2 + 11x − 6 = 0, after factorization cubic equation has
three real roots, the solutions are (x = 1), (x = 2), and (x = 3). The curve passes the
x-axis three times, once where x = 1, once where x = 2, and once where x = 3. This
is demonstrated in Fig. 3.

Equation 8 shows the partial expansion of Eq. 7, expansion is done until we find
the first negative coefficient in the equation, i.e., −λ2x2. As discussed earlier and
from theory of equations, any cubic equation will have three roots. The expanded
Eq. 8 is a cubic equation which means the equation has three roots. By theory of
equation, we know that addition of all three roots is equal first negative coefficient
value, i.e.,x1 + x2 + x3 = λ2.

∴ x3 = λ2 − x1 − x2 (9)

Case 2: Point doubling
Figure 4 demonstrates when P(x1, y1) = Q(x2, y2), we obtain a tangent that touches
the points P and R, from equation [9], we have x3 = λ2 − x1 − x2. As stated earlier
P = Q, values of x1 = x2 and y1 = y2 and therefore the Eq. 9 can be rewritten as
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Fig. 3 Cubic equation

Fig. 4 Point doubling

x3 = λ2 − 2x1 (10)

From Eq. (4), we have y3 = λ(x1 − x3) − y1
The equation of elliptic curve is given by y2 = x3 + ax + b
To find the value of λ, for case 2, we differentiate above equation of elliptic curve

y in terms of x at point (x1, y1)
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Fig. 5 Point at infinity

2y
dy

dx
= 3x2 + a

dy

dx
(x1, y1) =

(
3x2 + a

)

2y

λ = 3x2 + a

2y
(11)

Substituting Eq. (11) in Eq. (4), we obtain

y3 = 3x2 + a

2y
(x1 − x3 − y1)) (12)

Case 3: Point at infinity
In this case, we assume two points P(x1, y1) and Q(x2, −y2) meet each other at third
intersection which is point at infinity x1 = x2 and y1 = −y2. (Refer Fig. 5)

P + Q = θ .
Q = − P.
P + (−P) = θ, where θ is an identity element.

3 Generic Procedure of ECDSA

Both parties agree on publicly known data items as follows:

1. Elliptic curve equations
2. Values of a and b
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3. Prime p
4. The elliptic group computed from the elliptic curve equation
5. The base point B taken from the elliptic group
6. Similar to the generator used in current crypto systems
7. Each user generates their public/private key pair
8. Private key = an integer, x selected from interval [1, p − 1]
9. Public key = product Q of private key and base point (Q = X * B)

4 Proposed Elliptic Curve Digital Signature Algorithm

In this section, we present implementation of signature-based scheme provided in
Fig. 6. As shown in the Figure, two users communicate with each other with set of
message exchanges. The above implementation is tested on platforms like Raspberry
Pi, Arduino UNO with ESP8266 and Microsoft windows with eclipse integrated
development environment (IDE) and Java development kit (JDK). The client server
communication is achieved with server listening to requests coming from local host
on port 4444. The concept of local host can be extended to work within a wide area
network (WAN) by replacing local host name by client IP address provided both the
client and server machines are connected to network.

Message exchanges between client and server are achieved by using JavaScript
object notation (JSON). Multithreading concept from Java is used to create multiple
instances of server to handle multiple requests from multiple clients. The bit coin
curves secp256K1 and secp384R1 recommended by National Institute of Standards
and Technology (NIST) are used in the implementation of both base10 and base16
modes.

The communication between Alice and Bob begins as follows

Fig. 6 Design and implementation of ECDSA using secp256K1 and secp384R1 curves
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• Alice wants to send a signed message to Bob so she selects domain parameters (a,
b, p, n, A, B) elliptic curves, coefficients a and b, prime number #p, and generator
point A for cyclic group with prime order n. Later, she picks secret key d where
value of d is 0 < d < n and calculate the Alice’s public key Bwhich is d hops from
generator point A.

• Once the exchange of public key between Alice and Bob is completed. The Alice
selects the ephemeral key such that 0 < ephemeral key < n holds good. Then,
calculates point R which is ephemeral key hops. Generator point A and sets r =
Rx finally computes s ≡ (h(x) + D ∗ r) ∗ inverse of ephemeral key mod n, i.e.,
sends the signed message (x, (r,s)) to Bob.

• NowBob starts to calculate the following things to validate themessage exchanges

1. calculate w ≡ s−1mod n
2. u1 ≡ w ∗ h(x) mod n
3. u2 ≡ w ∗ r mod n
4. calculate point p = u1 ∗ A + u2 ∗ B
5. finally, validate signature
6. −Px ≡ r mod n ⇒ valid signature
7. −Px ∼= r mod n ⇒ invalid signature

5 Experiments

First experiment is ECDSA for base10 where the parameters for a, b, p, n, h, g are
listed in Table 1 and 2 for Alice and Bob, respectively

5.1 Alice’s Key Generation and Encryption Process
for BASE10

Alice begins with public key generation using the domain parameters in Table 1 as
follows:

1. Alice selects the secret key d from < 2 …………..n − 1 >

Table 1 ECC parameters in
Base10 for alice

a = 4 n = 37 b = 20

h = 1 p = 29 G = (8,10)

Table 2 ECC
PARAMETERS IN BASE10
FOR BOB

a = 2 n = 19 b = 2

h = 1 p = 1 G = (5,1)
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2. Alice’s public key is computed B = dA and shared with Bob.
3. Secure hash key is generated SHA(x)
4. Alice selects ephemeral key between 0 < ephemeral > n.
5. Alice waits for public key of Bob, once it is received. The data are encrypted

and transmitted to Bob.

5.2 BOB’S Key Generation and Decryption Process
for BASE10

Bob generates his public key to be shared with Alice using the domain parameters
in Table 2 and secret key for self as follows:

1. Bob selects the secret key d from
2. Bob’s public key is computed B = dA and shared with Alice.
3. Secure hash key is generated SHA(x)
4. Calculate w ∼= s−1 mod n
5. Calculate u1 ∼= w*SHA(x) mod n
6. Calculate u2 ∼= w*r mod n
7. Calculate P = u1*A + u2*B
8. V = Px
9. Validate V ∼= r mod n

Finally, message is accepted only if it is signed by Alice’s private key.

5.3 Server Communication as Eavesdropper for BASE10

Server does eavesdropping on all communications between Alice and Bob but finds
only the values of a, b, p, n, h, Gx, Gy and public key but will not find the private key
of both the parties. To sign messages, as being Alice, eavesdropper needs to solve
elliptic curve discrete logarithm problem (ECDLP) and compute private key d or
ephemeral key of Alice.

System name: Alice

a: 2

b: 2

p: 17

n: 19

h: 1

Generator X: 5
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Table 3 Alice’s
Base10-domain parameters
obtained by eave

Name: Alice

a:4

b:20

p:29

n:37

h:1

Generator X:8

Generator Y:10

Public key X:6

Public key Y:17

[Eave]: to sign messages, as being ALICE needs to solve
ECDLP and compute his/her private key d or ephemeral key

Generator Y: 1

Public key X: 0

Public key Y: 6

Eave has domain parameters (curve and generator point) for Alice.

5.4 Alice’s Key Generation Encryption Process for Base16
Hex Input (Secp256K1 Curve)

The next elliptic curve for our experiment is secp256K1 for Alice and secp384R1 for
Bob. Alice begins with public key generation using the domain parameters in Table
3 and shares it with Bob as follows:

1. Alice selects the secret key d from < 2 ………..n − 1 >
2. Calculates send public key B = dA
3. Secure hash key is generated SHA(x)
4. Alice selects ephemeral key between 0 < ephemeral > n.
5. Once the public key of Bob is received. The data are encrypted and transmitted

to Bob.

5.5 BOB’S Key Generation Decryption Process for Base16
Hex Input (Secp384R1 Curve)

Bob generates his public key using domain parameters in Table 4, to be shared with
Alice and secret key for self.
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Table 4 BOB’S
base10-domain parameters
obtained by eave

Name: Bob

a:2

b:2

p:17

n:19

h:1

Generator X:5

Generator Y:1

Public key X:6

Public key Y:3

1. Initially, Bob selects the secret key d from < 2 …………..n − 1 > .
2. Bob’s public key is computed B = dA and shared with Alice.
3. Secure hash key is generated SHA(x).
4. Calculate w ∼= s−1mod n.
5. Calculate u1 ∼= w*SHA(x) mod n.
6. Calculate u2 ∼= w*r mod n.
7. Calculate P = u1*A + u2*B.
8. V = Px.
9. Validate V ∼= r mod n.

Finally, message is accepted only if it is signed by Alice’s private key.

5.6 Server Communications as Eavesdropper for Base16

Server does eavesdropping on all communications between Alice and Bob but finds
only the values of a, b, p, n, h, Gx, Gy and public key but will not find the private
key of both the parties. To sign messages, as being Alice or Bob, eavesdropper needs
to solve ECDLP and compute his/her private key d or ephemeral key as shown in
Tables 5, 6, and 7.

6 Performance Analysis

For analyzing different curves under secp, ESCDSA algorithm is applied for each of
the selected curve. Computation time needed for signature generation and signature
verification is recorded as shown in Figs. 7 and 8, respectively. Both Figures 7, 8 and
Tables 8, 9 indicate that the curve secp384R1 requires less computation time for the
signature generation and secp512R1 requires less computation time for verification
processes compared to other selected curves when the ECDSA is applied. The curve
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Table 5 ECC parameters in base16 for alice (NIST recommended parameters secp256K1)

a = 0

b = 7

p = FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF FFFFFFFFFFFFFFFFFFFFFFEFFFFFC2F

n = FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFE
BAAEDCE6AF48A03BBFD25E8CD0364141

h = 1

Gx = 79BE667EF9DCBBAC55A06295CE870B07
029BFCDB2DCE28D959F2815B16F81798

Gy = 483ADA7726A3C4655DA4FBFC0E1108A8F
D17B448A68554199C47D08FFB10D4B8

Table 6 ECC parameters IN base16 for BOB (NIST recommended parameters secp384R1)

a = FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF
FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFEFFFFF FFF0000000000000000FFFFFFFC

b = FFFFFFFFFFFFFFFFFFFFFFFFFFFF FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFEF
FFFFFFF0000000000000000FFFFFFFC

p = FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF
FFFFFFFFFFFFFFFFFFFFFFFFFFFFEFFFFFFFF 0000000000000000FFFFFFFC

n = FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF FFFFFFFFFFFFFFC7634D81F4

h = 1

Gx = AA87CA22BE8B05378EB1C71EF320AD746E
1D3B628BA79B9859F741E082542A385502F25D BF55296C3A545E3872760AB7

Gy = 3617DE4A96262C6F5D9E98BF9292DC29F8F4
1DBD289A147CE9DA3113B5F0B8C00A60 B1CE1D7E 819D7A431D7C90EA0E5F

Table 7 Base16 domain parameters obtained by eave

x: ABC

r = 30027192601241382348646442930055536941070746216113
231494302125324106354759043016420432432861926039164320 5266191774

s = :21202362728259308723571842196574583749593406946038
385850839763722700617002664952085691708846572529081734 910331914690

Fig. 7 Total time required
for signature generation (μs)
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Fig. 8 Total time for
signature verification in
milliseconds (ms)

Table 8 Signature
generation times IN μ

seconds of curves when used
for ECDSA

Type of curve Time to
compute (r)

Time to
compute (s)

Time to
compute (r, s)

Secp384R1 4345 31,612,001 1,616,347

Secp256R1 3998 2,204,409 2,208,407

Secp521R1 4915 2,639,882 2,644,798

Secp224K1 3172 5,032,156 5,035,329

Secp224R1 3052 5,044,813 5,047,866

Secp256K1 4562 15,161,901 15,166,463

Table 9 Signature
verification times of curves in
milliseconds when used for
ECDSA

Type of curve Time taken for signature verification

Secp521R1 57,288

Secp256R1 62,097

Secp224R1 64,719

Secp224K1 72,134

Secp256K1 98,503

Secp384R1 101,509

secp384R1 and secp512R1 are suitable for resource-constrained applications. The
advantage of using secp384R1, secp512R1 is that it has a smaller prime field.

7 Conclusions

The proposed elliptic curve cryptography implemented an asymmetric digital signa-
ture algorithm using Java programming language to protect the data. The results
demonstrated proposed algorithm is robust against eavesdropping and requires him
to solve discrete logarithm problem and obtain ephemeral key and secret key in order
to portray him as Alice or Bob. From the analysis, it is clear that when the field size
of the curves increases so does the required computation time. In future, we have
planned to use this concept to compare the time complexity involved with ECDH
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and RSA. The proposed implementations will help the common people to validate
themselves with each other on Internet of things platform and give an idea to select
best secp elliptic curves.
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Development of Conceptual Framework
for Reinforcement Learning Based
Optimal Control

Smriti Gupta, Sabita Pal, Kundan Kumar, and Kuntal Ghosh

Abstract The framework of reinforcement learning-based optimal control depends
on a mathematical formulation of intelligent decision making. In this article, we
demonstrated the comprehensive design framework for offline reinforcement learn-
ing algorithms that utilizes sparse and discrete data space for efficient decision-
making purposes. Learning is often difficult with the sparse reward function under
the absence of optimization. Hence, an optimizedmap can be used in the reward func-
tion to improve efficacy. Some reward functions outperform sparse reward, such as
“map completeness” and “information gain”. “Map completeness” is proportional
to the difference between the current time step and the previous time step, while
“information gain” utilizes the entropy information for measuring the uncertainty
in the map. On a whole. this article proposes a framework for the development of
optimized reward function-based reinforcement learning based control strategy.

Keywords Markov decision process · Reinforcement learning · Temporal
difference · Q learning · Sparse reward function

1 Introduction

Reinforcement learning was induced by an experimentation (TE) method, directed
by Thorndike in an investigation of feline’s practices in 1898. Later, in 1954, Min-
sky planned the principal neural PC called stochastic neural simple support num-
ber crunchers (SNARCs), which reproduced the rodent’s cerebrum to tackle the
labyrinth puzzle. Practically following twenty years, Klopf incorporated worldly
difference(TD) learning in TE to upgrade the computational conduct of the calcula-
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tion. Finally, in 1989, Watkins and Dayan introduced the concept of ideal control,
which includes bellman equality and the Markov decision process (MDP), as well
as TD finding out how to frame a significant Q-learning. Since then Q-learning is
boundlessly used to take care of genuine issues yet this calculation has a limit in
tackling the issue in the high dimensional environment as the quantity of estimations
increments radically [1]. As true issues turned out to be logically convoluted, there
are circumstances where one RL agent can’t manage and comes the requirement of
multiple agents. In a multi-agent system (MAS), learning agents ought to battle or
get together to get the best-optimized results. Busoniu et al. [2] provides a compre-
hensive survey of multi-agent reinforcement learning (MARL) techniques for fully
cooperative, fully competitive, and mixed tasks which focuses on autonomous mul-
tiple agents learning to solve complex tasks online using learning strategies based
on dynamic programming and temporal-difference RL. Sadhu et al. [3] proposed an
algorithm for MAQL with two appealing features which were unavailable in con-
vention Q learning. To begin with, an agent only needs to adapt one Q-table in joint
state-action space during the learning process, as opposed to m joint Q-tables for,
m agents in CQL. Second, instead of evaluating the computationally costly CE, a
clever method is used, in which the composite Q-values are computed during the
learning process, and the best option is chosen during the planning phase using the
learned composite Q-values. This has advantages in real-time planning because the
suggested technique avoids the time-consuming calculation of a CE. Spiros et al. [4]
presented a novel estimated value feature and test it on two particularly challenging
coordination problems: the climbing game and the penalty game. The action selection
strategy chosen was the Boltzmann strategy. MARL can speed up the task by parallel
computation, but it has several challenges like the difficulty of specifying a learning
goal, the nonstationarity of the learning problem, and the need for coordination [2].

Wang et al. [5] combinesQ-learningwithBoltzmann policy in themulti-robot sys-
tem for path planning optimization. Q-learning is delineated as a grid-based formula
that solves the low-dimensional issues and Boltzmann policy as applied mathemat-
ics finds a globally optimum solution. This approach cuts down on the number of
iterations and hence the number of explorations. This helps in the convergence of
the process. Sadhu et al. [3] has efficient convergence as it implements team-goal
exploration and joint action selection for the specified state. Chaplot et al. [6] focuses
on Active Neural SLAM, a modular navigational model. It uses analytical path plan-
ners and policies both local as well as global. It can relocalize the existing map to
enhance efficiency. Botteghi et al. [7] uses Deep Reinforcement Learning (DRL) to
generate a map-less path planning algorithm. The reward function is derived from
the generated map. It helps in obstacle avoidance in a complex environment with
high convergence. Arana-Daniel et al. [8] creates a robust navigation system using
an artificial intelligence approach. It applies reinforcement learning with SLAM for
creating a computational efficient map of an unknown environment. Reinforcement
learning has numerous applications, like multi-robot collaboration in the creative
manufacturing plants, multiplayer online AI ongoing interaction in PC, mechanical
controller control, traffic light frameworks, and self-sufficient military frameworks
like Unmanned Aerial vehicles (UAVs), surveillance, and shuttle etc. [1, 9].
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In this article, we demonstrated a detailed design framework for offline rein-
forcement learning algorithms, which utilizes the advantage of sparse and discrete
data space for efficient decision-making. Under this framework, we demonstrate the
working of the coupled function for policy optimization that is comprised of different
parameters such as learning rate, discount factor and exploration rate. This paper aims
to provide a basis for the creation of reward function-based reinforcement learning
with optimized reward functions.

The rest of this article is segmented as follows. The background and preliminary
ideas about reinforcement learning and its mathematical formulation using MDP
are described in Sect. 2. Different variations of RL methods are presented in Sect. 3.
Section4 discusses the challenges in RL, and Sect. 5 concludes the paper.

2 Background and Preliminaries

2.1 Reinforcement Learning

Reinforcement Learning is a TE-based learning algorithm where the learner is the
agent a decision-maker, and anything outside it is considered as the environment.
The agent learns directly by interacting with the environment, self teaches itself,
and learns what decision to take to reach a designated goal. Agent, Environment,
reward, and action are the four basic components of RL. In RL, an agent’s main goal
is to optimize the reward for a sequence of actions to reach a designated goal in a
dynamic environment [10]. Reinforcement learning offers a mathematical formalism
for management-based learning. An agent can mechanically acquire near-optimal
behavioral skills, expressed by policies, using reinforcement learning to optimize
custom reward functions.

The reciprocity between an agent and its environment, as depicted in Fig. 1, occurs
in three stages:

1. The agent begins by interacting with the world by performing an action at
2. The agent performs action at and transitions from state st to state st+1.
3. Following that, the agent will be rewarded rt+1 for the action it took.

Based on reward the agent will decide whether to proceed with the same action or
to take some different activities that will maximize the reward. Most feasible moves
give a small negative reward, which punishes moves that don’t make progress and

Fig. 1 Agent-environment
interaction model diagram

Agent

Environment

Action
At

Reward
Rt

State
St

Rt+1

St+1
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therefore discourage going in circles. Obstacle state and goal state are assigned with
high negative and positive reward respectively. The main objective of the agent is to
reach the desired target with maximum cumulative reward and minimal number of
iteration steps at the same time should avoid collision with obstacles [7]. The agent’s
choice of action is standardized by defining the concept of policy. A policy π is a
function that maps any perceived state s to the action that should be taken as a result
of that state [1].

π = �(s) =
{
p (an | s) | ∀an ∈ �π ∧

∑
n

p (an | s) = 1

}
(1)

where �π represents all probable actions of the policy π .
Reinforcement learning entails iteratively accumulating knowledge by engaging

with the environment, usually the most recently learned policy, and then using that
experience to enhance the policy [11]. RL satisfies an oblivious condition known as
the Markov decision Process (MDP) since the succeeding state st+1 and reward rt+1

are exclusively dependent on the present state-action pair inadvertent of the previous
history.

2.2 Markov Decision Process (MDP)

Any RL problem is formulated using the Markov Decision Method. A tuple (S, A, R,
P) defines it, where S and A are a finite set of states and actions taken by an entity.
P(st , at , st+1) is the transition function, that provides the likelihood of achieving
next state st+1 after performing action at in state st . Finally, R(st , at , st+1) provides
an immediate reward for the transformation (st , at , st+1) [12]. The reward function
is classified into two types: a sparse function in which reward is given when the
agent reaches the desired state or failure state, and the other one is a dense function
that rewards all state activity by a basis of assessment [8]. The expected discounted
cumulative reward that an agent receives when starting from state s and following
policy is denoted by the value of a state, V π (s) [13].

V π (s) = E

[ ∞∑
k=0

γ krt+k+1 | st = s

]
(2)

where the expectation operator is employed to average over random transitions and
probably over a stochastic policy and a stochastic reward function.

For a given policy π , the state-action value function is given by [13]

Qπ (s, a) = E

[ ∞∑
k=0

γ krt+k+1 | st = s, at = a

]
(3)
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It is the expected sum of the discounted rewards for an agent starting at state s,
taking an action a, and then following policy π .

The goal of MDP is to find an optimal policy that will result in a maximum
cumulative reward for all states.

π∗ = argmaxVπ (s),∀s ∈ S (4)

We can represent the optimal value function using bellman optimality equation

V ∗(s) = max
∑
s ′∈S

Pa
ss ′

[
Ra
ss ′ + γ V ∗ (

s ′)] (5)

3 RL Methods

Two conventional RL strategies are 1) Monte-Carlo (MC) and 2) TD learning. These
strategies don’t need the environment’s complex knowledge and can handle larger
state-space issues.

1. The Monte-Carlo method entails the following steps: It is a model-free method
of learning. By Creating and recording episodes regularly, the average return at
each state is used to evaluate the value function. Two assumptions must be made:
first, the episode must have a large number of episodes, and second, each state
must be inspected a sufficient number of times.

2. The Temporal-Difference process, unlike MC, does not attempt to wait until the
end of the scene to make a change. It uses the Bellman equation to create a report
on each venture within the scene, resulting in faster convergence [1]. TD method
uses a TD update rule to find state-action value function, which is defined as:

V i (st ) ← V i−1 (st ) + (1 − α)
(
rt+1 + γ V i−1 (st+1)

)
(6)

Both of these methods are again classified as the on-policy and off-policy meth-
ods. On-policy uses the same policy for exploration as well as exploitation process,
whereas off-policy uses different policies for the same. Due to simplicity, off-policy
is more desirable, but for stability, on policy are best suited [1].

3.1 Q-Learning

Q-learning is a model-free reinforcement learning technique for determining the best
action-selection strategy for any (finite) MDP. It functions by looking at an action-
value function that calculates the expected utility of taking a particular action in a
given state and then implementing the best policy. [5]. It is an off-policy TD control
learning which is the most widely used reinforcement learning method. Q- learning
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Fig. 2 Flow chart of
classical Q-learning
algorithm

is an iterative computation and incremental learning process. The flow chart of the
algorithm is shown in Fig. 2. The algorithm beings with the initialization of the Q-
table, which represents the state-action value. Then agent takes an action by a certain
strategy, reaches to next state, and gets an immediate reward. Q(s,a) is update using
TD update rule as given below [14]. The process continues until the agent reaches
the target state.

Q(s, a) = (1 − λ)Q(s, a) + λ

[
r + γ max

a′ Q
(
s ′, a′)] (7)

3.1.1 Meta Parameters in Q-Learning

For successful reinforcement learning, three parameters i.e. α, ε, and γ need to be
chosen carefully.

• The learning rate (α) is key to maximize the rate of learning. If chosen very small,
it results in slow learning, at the same time large valuewill induce oscillations [15].
The learning rate affects how much fresh information will take precedence over
old information. A factor of 0 means the agent will learn nothing, whereas a factor
of 1 means the agent will only evaluate the most recent input. Larger values of
the learning rate increase the influence of both current and future rewards at the
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expense of past rewards. For a stochastic environment, the procedure converges
under some technical constraints that need the learning rate to decline to zero [16].
Most Optimal policy is achieved by initializing a higher learning rate close to 1,
for faster learning but with time it should decay for getting an optimum result. If
there is a learning disability, then the optimization process will be affected.

• The exploration parameter (ε) is also an important parameter, which controls the
exploitation-exploration trade-off. When the robot enters a new state, it must
choose and act as the action list. It should be possible to attempt as many dif-
ferent actions as possible to complete the task, but this will raise problems with
algorithmic convergence [5]. As a result, an appropriate exploration strategy must
be devised. In starting, exploration is required but as time passes the agent gets
acquainted with the environment, and exploitation should be done. This is possible
by using a decaying function for updating the exploration rate. Depending on the
type of strategy chosen, its value varies. Some of the well-known strategies are:

• Epsilon greedy policy: This is a common policy, in which a parameter of
0 < ε(t) < 1 is used to select an action based on a set of criteria [3, 17].

μt (x) =
{

random b ∈ A(x), with p = ε(t)
argmaxb∈A(x) Q(x, b), with p = 1 − ε(t)

(8)

where p signifies the likelihood of taking a particular action. A lower value of
ε(t) indicates that the agent is using more previous experience and exploiting
the optimal policy. Typically, the parameter ε(t) is a decaying function with an
initial value close to 1 for better exploration.

• Boltzmann policy: The policy is typically described using the action-value func-
tion Q(s, a), which indicates the amount of future rewards the agent would
receive if the action was taken at state s and followed the current policy in later
stages. The probability of action selection is given by the function

P(a | x(t)) = eβQ(s,a)∑M
a′=1 e

βQ(s,a′)
(9)

The exploitation-exploration trade-off is controlled by the inverse temperature
β. Ideally, β should start low to allow for a lot of exploration when the agent
doesn’t have a solid map of which activities will be lucrative, and then steadily
grow as the agent starts reaping higher and higher benefits [15].

• Each discount factor (γ ) option will result in a different MDP optimal policy. For
γ = 0, the agent acts myopically to maximize immediate reward as it changes
reinforcement learning to supervised learning. Using γ = 1 would, on the other
hand, frequently result in minimal task efficiency, a situation is known as the pos-
itive circuits problem and the expectation of return from states will consequently
be infinity [18]. The complexity of learning a value function increases with the
increase of 1

1−γ
[15].The ideal value of γ chosen in most practical real-world

problems varies between 0.7 and 0.9.
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Fig. 3 Pseudo-code of Q-learning algorithm using epsilon greedy policy

The pseudo-code for Q-learning algorithm using epsilon greedy algorithm is given
in Fig. 3 [9].

3.1.2 Variations in Q-Learning

As In classical Q-learning an infinite number of iterations are required to update the
Q-table, which increases run time complexity and is not suitable for large state space.
So to improve CQL, Konar et al. [19] proposed a new deterministic Q-learning which
uses a locking property once an optimal action is taken. Thus updating the Q-table
requires less number of states and increasing the performance.

4 Practical Challenges in Reinforcement Learning

Applying reinforcement learning to robotics is not yet a simple task, but rather
one that necessitates a certain level of expertise. In this segment, we discuss some
practical challenges faced inRL. Future research in this area results from the practical
challenges that robot reinforcement learning faces.
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• Exploiting data sets in a better way: Locally learned information from previous
data sets must be reused for training an agent at a global level for complex tasks.

• Comparable Experiments and Consistent Evaluation: The cost, fragility, and varia-
tions in hardwaremake large-scale experiments difficult to perform and reproduce.
This is amajor limitation in robotic reinforcement learningwhichmust be resolved
for self-improving robot research to progress.

• Sparsity in reward function: When the reward is sparse, there is a significant delay
between an action and the associated meaningful reward and it can lead to learning
disability [20].

5 Conclusion

Reinforcement learning has been validated in several simulated environments, but
RL algorithms have limitations in real-world applications. A real-world environment
presents more obstacles than a virtual environment, including larger state spaces,
increased technical complexity, major safety concerns, and longer performance pro-
cessing times. RL algorithms fall short when dealingwith complex high-dimensional
functions like deep neural networks, high-dimensional state or observation spaces,
and temporally extended tasks. Also, the learning problem is difficult with sparse
reward function. Results show that the RL agents that manipulate the information
stored in the map, outperform the “sparse” reward function in training environments.
Also, it helps in obstacle avoidance in a complex environmentwith high convergence.
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Stock Index Movement Prediction:
A Crow Search-ELM Approach

Sidharth Samal and Rajashree Dash

Abstract Predicting the direction of the stock index is a challenging task to tackle
because of the inconsistent and noisy stock market data. Extreme learning machine
(ELM) being a simpler yet faster machine learning algorithm has the potential to be
used for stock market trend analysis due to its better generalization ability. However,
the performance of ELM is heavily affected by the input weights allocated to the
edges connecting the input layer and hidden layer neurons. On this basis, the crow
search (CS) optimization algorithm being a recent and unexplored metaheuristic
approach has shown very promising outcomes in various fields of research. This
study develops a stock index movement prediction framework combining ELM and
CS called CS-ELM. CS-ELM optimizes the weights of ELM for getting an improved
accuracy. Furthermore, its performance is compared with default ELM as well as
traditional optimization algorithms in particular particle swarm optimization and
differential evolution implemented on similarly developed ELMmodels. The empir-
ical analysis has been carried out utilizing BSE SENSEX and NIFTY 50 benchmark
stock index datasets and the outcomes show that CS-ELM achieves better forecasting
performance in contrast with other prediction models.

Keywords ANN · ELM · Crow Search · Stock prediction

1 Introduction

Financial time series movement forecasting is considered to be a crucial affair as it
can be helpful to investors and traders. However, the high volatility and uncertainty in
stock market data escalate the dilemma of developing a prediction model with lower
complexity and higher accuracy. An ample amount of machine learning frameworks
such asK-nearest neighbor [1], support vectormachines [2], and radial basis function
network [3], etc., have been experimentally analyzed in the literature with the inten-
tion of stock indexmovement prediction. Themain drawbacks of thesemodels are the
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network complexity, several parameter tuning, iterative learning process, and back-
propagated error minimization. These drawbacks can be overcome by using another
popular machine learning model known as ELM. Huang et al. proposed ELM in
2006 having a single-hidden layer feed-forward neural network (SLFN) architecture
[4]. As the name suggests, SLFN architecture consists of only one hidden layer in
between its input and output layer [5, 6]. A comprehensive literature review also
shows that ELM has held its position as the faster learning model in various areas
of research such as medical diagnostics, signal and image processing, financial time
series prediction and so on [7, 8].

The main advantage of using ELM is its single-iteration learning scheme with no
further back-propagated errorminimizationwhich reduces the network training time.
One of the key components of ELM which affects the prediction performance is the
weights assigned to the edges connecting the input layer neurons and hidden layer
neurons. The fundamental theory of ELM suggests to assign these input weights with
random values in a certain range [9]. However, it is not guaranteed that wewill obtain
themost optimumweight by randomweight assignment. Therefore, optimizing those
random weights using a suitable optimization technique is recommended.

In this paper, theCSoptimization algorithmproposedbyAskarzadeh [10] has been
implemented over ELM weight assignment for stock index movement prediction
over BSESENSEXandNIFTY50 benchmark stock indices. This experiment aims to
generate themost optimal inputweights for increasing the accuracy of the framework.
CS has been used in various fields of research as well as in solving real-world
optimization problems [11, 12] as CS has a simpler implementation, adaptability,
flexibility, and lesser control parameters. A comparative study among default ELM,
PSO-ELM,DE-ELM, and theproposedCS-ELMis also carried out in this experiment
which shows the superiority of CS-ELM over other prediction models. The results
obtained after experimentation also shows that CS-ELM has faster convergence and
better results than other optimization-based ELMs.

The remainder of this paper is arranged in the following format. Section 2
depicts a detailed flow of the proposed stock index movement prediction using CS-
ELM model. Section 3 specifies the empirical result analysis. Subsequently, Sect. 4
provides the concluding remarks.

2 Proposed CS-ELM Based Predictor Framework

The working principle of suggested CS-ELM-based stock index movement predic-
tion framework is explained in this section. Six popular technical indicators such
as simple moving average (SMA), moving average convergence and divergence
(MACD), stochastic K and D, relative strength index (RSI), and William’s R%
are adopted from [3] and normalized using min–max normalization scheme. The
proposed CS-ELM scheme is represented in Fig. 1. The output data values are
calculated using the formula in Eq. (1) given below.
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Fig. 1 Architecture of CS-ELM-based stock index movement predictor framework

movement(i) =
{
1, cPrice(i − 1) < cPrice(i)
0, cPrice(i − 1) > cPrice(i)

(1)

where, movement (i) represents the stock index movement of current trading day,
cPrice(i-1) is the closing price of previous trading day, cPrice(i) is the closing price
of current trading day.

The preprocessed data consists of 1208 samples which are further split into 70:30
as training and testing set sequentially. Themathematical operating principle of ELM
for this experiment has been adopted from [4]. During the training phase, the input
weights of the ELMmodel are updated using the CS algorithm adopted from [10] to
get the best accuracy for a given iteration. The workflow of ELM and CS algorithm
is given in this section. The optimized weights are used for testing the generalization
ability of ELM using testing data. Both training and testing performance of the
proposed predictor are evaluated based on 3 performance measures given in Eq. (2)–
(4). Finally, the proposed model generates the predicted stock index movement.

Accuracy = True Positive + TrueNegative

Total number of samples
(2)

F - measures = 2 × Precision × Recall

Precision + Recall
(3)

G - Mean = √
Specificity × Sensitivity (4)
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2.1 Crow Search-Extreme Learning Machine

ELM is an SLFN model in which only one hidden layer is present in between the
input layer and output layer. ELM is also a single-pass training network, i.e., ELM
takes only one run to be trained over any dataset and no back-propagated error
minimization is needed. ELM has very few parameters to be tuned; hence, it has
extreme learning capability unlike other traditionalmachine learning algorithms such
asMLP, SVM,KNN, etc. The input weights of ELM are generated randomly, and the
output weights are mathematically calculated using Moore–Penrose pseudo-inverse
matrix. In this paper, the ELM network architecture and mathematical modeling are
adopted from [4].As the input weights of ELM are generated arbitrarily; we need
to perform multiple runs to find the best result yielding weights. However, we may
or may not achieve the most suitable weights in those runs. Therefore, using an
optimization scheme for acquiring, the input weights of ELM are the most feasible
and efficientway.Crowsearch is a recently developed optimization schemewhich has
shown tremendous outcome in various fields of research and in solving optimization
issues existing in the real-world. CS tries to imitate the behavior of crow birds present
in nature. The pseudo-code of CS-ELM is given below.

CS-ELM pseudo code

1. Initialize crows: position, memory, flock size
2. Initialize ELM parameters: input (X), actual output(O)
3. Begin training ELM
4. for iteration = 1 to max iteration do
5. for i = 1 to flock size do
6. Obtain input layer weight (w)
7. Calculate hidden layer output (H)
8. Calculate output weight 
9.
10. Compute final(predicted) output of network
11. Evaluate fitness value (Accuracy)
12. end for
13. Apply CS to improve fitness
14. end for
15. end
16. Store best fitness value and memory of the respective crow
17. ELM testing using optimized weights

Where, X = input to the ELM (6 technical indicators)
O = actual output (0 or 1 class labels).
w = input weights between input layer and hidden layer neurons.
b = bias.
H = hidden layer output
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⇒ Z = wX + b

⇒ H = f (Z)

f(Z) = activation function
β = output weights
H † = Moore–Penrose pseudo-inverse matrix (adopted from [4]).

3 Experimental Result Discussion

The experiments carried out using CS-ELM for stock index movement prediction
are described in this section. This research aims to obtain the optimum input weights
needed in ELM architecture for stock index movement prediction by using CS algo-
rithm. As the input weights are randomly generated in ELM, it may hamper the
performance of the prediction. Therefore, optimizing the input weights using CS
optimization algorithm can provide a better prediction outcome. This hypothesis is
simulated using BSE SENSEX andNIFTY 50 benchmark indices data collected over
a time frame of May 2014 to May 2019 which consist of 1234 days of the raw stock
index day to day data. Data preprocessing step yields a total of 1208 samples for both
the datasets consisting of 6 stock market technical indicators which are additionally
split into 847:361 training and testing samples, respectively. Their respective class
labels are calculated using Eq. (1), i.e., 0 or 1. The number of hidden neurons for the
entire experiment is set to 6 through trial and error. In this experiment, the activation
function used for hidden layer neurons is Leaky Rectified Linear Unit which can be
calculate using Eq. (5).

f (x) =
{
0.001 × x for x < 0
x for x ≥ 0

(5)

During training stage, the input weights are optimized using CS algorithm, and
the output weights are calculated using the Moore–Penrose pseudo-inverse tech-
nique. Afterward, the testing is done using the optimized weights and output weights
obtained from the training phase to evaluate the generalization ability of ELM. The
prediction performance is evaluated using accuracy, f-measure, and g-mean using
Eqs. (2)–(4). A comparative analysis has been done among the proposed CS-ELM
with default ELM, PSO-ELM, and DE-ELM which are represented in Tables 1
and 2 over BSE SENSEX and NIFTY 50 dataset, respectively, over testing dataset.
The parameters utilized for CS algorithm for this experiment are 0.1 for awareness
probability, flight length as 2, lower bound as -1, and upper bound as 1.

The testing results obtained from proposed CS-ELM over BSE SENSEX and
NIFTY 50 datasets are represented in bold face in Tables 1 and 2 respectively. The
data in Tables 1 and 2 show that CS-ELM outperforms other prediction models in
terms of all three performance measures in both datasets. The testing prediction
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Table 1 Predictor performance comparison for BSE SENSEX dataset

Predictor framework Accuracy F-Measure G-Mean

ELM 0.8088 0.8011 0.8095

PSO-ELM 0.8531 0.8481 0.8542

DE-ELM 0.8670 0.8554 0.8650

CS-ELM 0.8919 0.8800 0.8881

Table 2 Predictor performance comparison for NIFTY 50 dataset

Predictor framework Accuracy F-Measure G-Mean

ELM 0.8060 0.7784 0.7997

PSO-ELM 0.8698 0.8544 0.8670

DE-ELM 0.8559 0.8255 0.8414

CS-ELM 0.8864 0.8706 0.8816

Table 3 Predictor accuracy improvement comparison of CS-ELM with other models

Predictor model BSE sensex (%) NIFTY 50 (%)

PSO-ELM 4.55 1.91

DE-ELM 2.87 3.56

ELM 10.27 9.97

accuracy improvement of CS-ELM over other prediction models is represented in
Table 3. From Table 3, it can be observed that CS-ELM has an improved accuracy
than ELM, PSO-ELM, and DE-ELM with more than 10.27%, 4.55%, and 2.87%,
respectively, for the BSE SENSEX dataset and 9.97%, 1.91%, and 3.56% for NIFTY
50 dataset.

The convergence curves ofCS-ELMalongwith PSO-ELMandDE-ELMobtained
after 200 iterations over testing dataset represented in Fig. 2 and 3 show that CS-ELM
has a faster convergence as well as better accuracy in the case of both datasets.

4 Conclusion

This study proposes a CS-based ELM predictor scheme for predicting the upcoming
movement of stock index. The experiment is carried out over BSE SENSEX and
NIFTY 50 benchmark indices. The recommended framework takes the advantage of
ELM’s faster learning ability andCS’s faster convergence property to capture the non-
linearity in stock market data. Instead of the traditional random weight assignment,
here the input weights of a basic SLFN model are optimized using CS algorithm.
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Fig. 2 Performance of optimization techniques for BSE SENSEX dataset

Fig. 3 Performance of optimization techniques for NIFTY 50 dataset

A comparative study among default ELM, PSO-ELM, DE-ELM, and proposed CS-
ELM is also provided with the aid of accuracy, f-measure, and g-mean. The results
show that CS-ELM shows more than 10%, 2%, and 4%more accuracy in the case of
BSE SENSEX dataset and 9%, 3%, and 1% better accuracy in the case of NIFTY 50
dataset over ELM, PSO-ELM, and DE-ELM, respectively. In addition to accuracy,
the experimental result shows that CS-ELM performs superior in terms of f-measure
and g-mean than other models. This experiment shows that in an ELM based stock
index movement predictor, instead of randomweight assignment, optimized weights
can yield a better outcome.
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Small Signal Stability Improvement
of Wind Penetrated Power System
by Lightning Search Algorithm Tuned
Fractional STATCOM

Sankalpa Bohidar, Samarjeet Satapathy, Narayan Nahak,
and Ranjan Kumar Mallick

Abstract In this work, a fractional STATCOM-based controller action is proposed
for small signal stability enhancement of a variable wind integrated power system.
The controlled action is provided by a fractional lead-lag compensation based on
STATCOMwhose parameters are optimized using lightning search algorithm (LSA)
in contrast with PSO and DE techniques. The system response and eigenvalues
are analyzed prior to and post damping action of the power system with step and
random wind penetrations and also varying turbine input power. Eigenvalue anal-
ysis of mechanical modes of system with different case studies has been analyzed.
Also, time domain analysis has been performed for 200 s with random wind pene-
trations to prove the efficiency of proposed controller. It is observed that fractional
control action based on STATCOMwith parameters tuned by LSA canmuch enhance
system oscillation damping subject to step and random mechanical and wind power
variations.

Keywords STATCOM · Wind source · Small signal stability · Lightning search
algorithm
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1 Introduction

In the modern power system, continuously, more efforts are put on renewable pene-
trations to existing synchronous generations. There are several aspects of such inte-
grations and challenges faced by power system operators subject to such integrations.
Wind sources with wind energy conversion systems are prime renewable sources as
per researches. Also, wind generations costs are nearly same as the generations by
fossil fuels [1–3]. Different experiments have been conducted by many researches
pertaining to small signal stability (SSS) of a variable wind penetrated power system
[4]. In [5], investigations conducted for grid integrated wind sources by probabilistic
methods. Also, case studies are conducted in [6] for observing the effect of wind
penetrations on power system. As per [7], SSS is dependent on the system operating
conditions. Also, as per [8], the SSS is affected by system oscillations due to varying
wind generations. In [9], simulations have been conducted in time domain with
different renewable sources for SSS enhancements and FACTS-based controllers are
found to bemuch efficient in comparison with conventional PSS as reported bymany
researches [10–14]. In [15], STATCOM coordinated control action is proposed and
in [16] imperial competitive algorithm [ICA] is proposed for STATCOM controller.
Also detailed analysis of STATCOM-based stabilization has been performed in [17].
STATCOM, being as shunt compensating device, can be used for SSS enhancement.
Currently, fractional order controllers are gainingmore popularity in industrial appli-
cations to enhance robustness of PID control. Podlubny [18] proposed fractional PID
action involving differentiator and integrator of order μ and λ, respectively. In [19],
FOPI UPFC is presented to mitigate SSR. In [20], fractional SSSC is proposed for
enhancing the dynamic stability of power system. The next issue is tuning of the
damping controller parameter. Different swarm and evolutionary optimization tech-
niques have been reported by different researches for optimal setting of FACTS-based
controller in [21, 22]. STATCOMprovides simple controlled action to improve oscil-
latory instability. LSA is proposed in [23], and in [24], lightning search algorithm
(LSA) is proposed for voltage and frequency control, and LSA is justified to be
a challenging algorithm for controller design. In this work, LSA has been imple-
mented to tune fractional STATCOM controller parameters to enhance SSS subject
to variable wind generations.

2 SMIB System Installed with STATCOM

The single machine system installed with STATCOM is depicted in Fig. 1 where
wind generation has been integrated. STATCOMmodulating index and phase angles
being represented bymE and δE. These parameters can alter operation and control of
power system.
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Pe

1XT 2XT1XL 2XL

3XT

KWG/(1+sTWG)

PW

PWG

Vb

Fig. 1 Single machine wind integrated power system

3 Small Signal Modelling of Power System with STATCOM

The modelling of STATCOM with power system is represented by the following
equations. Figure 2 presents low frequency model of STATCOMwith power system
and the fractional control action based on STATCOM is depicted in Fig. 3.

δ̇ = ω0.ω (1)

ω̇ = (Pm − Pe − D.ω)/M (2)

Fig. 2 Small signal
modelling of power system
with STATCOM

Fig. 3 Fractional lead-lag
controller Kp sTw /

(1+sTw)
(1+sT1)P /(+sT2)PΔω

ΔU
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Pe = e
′
q Vm

x
′
d+x1

sin θ + V 2
m
2 .

x
′
d−xq(

x
′
d+x1

)
.(xq+x1)

sin 2θ (4)

Vmd = (xq+x1)V sin δ+Is X2 sin θ(xq+x1)
X1+X2+xq

(5)

Vmq =
(
x

′
d+x1

)
V cos δ+e

′
q X2+Is X2 cos θ

(
x

′
d+x1

)

X1+X2+x
′
d

(6)

Vm = Vmd + jVmq (7)
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.
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KVmδ = ∂Vm
∂δ

(17)
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4 Objective Function

In this paper, deviation in angular frequency of alternator has been taken as input
signal which is considered in ITAE-based objective function for minimization as
given in Eq. (19). For SMIB, �ω is the sum of speed deviations of all generators.

J =
tsim∫

0

t |�ω|dt (19)

where gains range is 1–100 for Kp and T 1, T 2 between 0.01 and 1 and the p range
is 0–1. LSA is proposed to tune the gains which have been compared with DE and
PSO algorithm.

5 Model of Wind Energy Generation

The speed Vw varies with coefficient Cp in proportion to λp, tip speed ratio and βp

angular blade pitch [9].

λp = Rbωb

VW
(20)

where Rb is blade radius (23.5 m.) and ωb = blade speed (3.14 rad/s). Cp is given as

CP = (0.44 − 0.0167βp) sin

[
π(λp − 3)

15 − 0.3βp

]
− 0.0184(λp − 3)βp (21)

So, the wind power is given by

Pw = (1/2)ρaAsCpV
3
W (22)

whereρa is air density (=1.25 kg/m3).As is blade swept area (=1735m2).Wind energy
modelling is being presented in Fig. 4 and shown by Eq. 23.

Fig. 4 Modelling of wind
generator system

K WG

(1+sT WG )
PW PWG
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GWG = KWG

1 + sTWG
= �PWG

�PW
(23)

6 Lightning Search Algorithm (LSA)

LSA is a challenging metaheuristic [23]. Considering cloud change differences, this
algorithm is developed imitating natural lightning mechanism. There are transition,
space and lead projectiles as represented by the following equations [23].

Transition projectile: Initial input (population) is provided by this transition
projectile. By using a uniform distribution probability function, the random values
are generated from tip of step leader in thunder as projectiles and hence named. PDF
is given by

f (xT ) =
{ 1

b−a for a ≤ xT ≤ b
0 otherwise

(24)

where xT = a randomly generation number.
The space projectile function is

f (xs) =
{

1
μ
e
(

−xs

μ

)
for xs ≥ b

0 for xs ≤ b
(25)

where xs = randomly generation variable managing direction of projectiles and
initial location is given by

psi_new = psi ± exp rand(μi ) (26)

Lead projectile equations are depicted by

f (x L) = 1

σ
√
2π

e

( −(xL−μ)
2σ2

)

(27)

Here, σ = scale parameter governing exploitations of LSA.

PL
new = PL + norm rand(μL , σL) (28)



Small Signal Stability Improvement of Wind Penetrated Power … 363

7 Result Analysis

In this work, LSA optimized fractional STATCOM action is proposed to damp oscil-
lations of a variable and random wind penetrated power system. To verify the effec-
tiveness of proposed action, three different cases havebeen takenunder consideration.
ITAE-based objective function being implemented for minimizing speed variations,
which is the input for control action. In case-1, the prime mover power is step raised
by 10% and proposed control action being employed for oscillation damping in
contrast to PSO and DE optimizations. Figure 5 presents speed variations with DE,
PSO and LSA optimized fractions STATCOM action. It was found that the frac-
tion STATCOM tuned by LSA, and oscillations are damped heavily in comparison
with DE, PSO optimal action. Tables 1 and 2 present optimal parameters and system
mechanical eigen. In case-2, step variation in wind power output has been considered
taking Pw = 0.2 pu and Pw = 0.6 pu with two different conditions. DE, PSO and
LSA optimized fractional STATCOM actions are implemented to damp resulting
speed variations. Figures 6 and 7 depict speed variations for Pw = 0.2 pu and Pw =
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Fig. 5 Speed variation for 10% mechanical input change

Table 1 Optimal parameters

Cases Optimization technique Kp p T1 T2

10% raised in input
mechanical power

DE 25.7219 0.4420 0,2613 0.6095

PSO 37.2529 0.9898 0.4657 0.7630

LSA 31.53350 0.9423 0,7353 0.6254

Wind power output
raised by 0.2pu

DE 47.1446 0.7889 0.3457 0.4797

PSO 34.9531 0.8202 0,3724 0.2614

LSA 39.6084 0.6342 0.5046 0.7816

Wind power output
raised by 0.6pu

DE 43.0498 0.2620 0.8644 0.5904

PSO 39.5214 0.4432 0.3026 0.6234

LSA 59.0808 0.3676 0.3963 0.1230
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Table 2 System eigenvalues for mechanical mode

Cases DE PSO LSA

10% raised in input mechanical
power

−1.2411 +4.4024i
−1.2411 −4.4024i

−2.2874 +3.8385i
−2.2874 −3.8385i

−2.1995 +1.0002i
−2.1995 −1.0002i

Wind power output raised by
0.2pu

−1.6984 +2.8057i
−1.6984 −2.8057i

−1.6580 +1.5820i
−1.6580 −1.5820i

−2.8851 +0.1075i
−2.8851 −0.1075i

Wind power output raised by
0.6pu

−0.6000 +4.4289i
−0.6000 −4.4289i

−0.7868 +3.2929i
−0.7868 −3.2929i

−0.9133 +1.8980i
−0.9133 −1.8980i

0 2 4 6 8 10

Time (s)

0

5

10

15

20

Va
ria

tio
n 

in
 s

oe
ed

 (p
u) 10 -4

No  controller
DE-Fstatcom
PSO-Fstatcom
LSA-Fstatcom

Fig. 6 Speed variation for wind power output raised by 0.2pu
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Fig.7 Speed variation for wind power output raised by 0.6pu

0.6 pu, respectively. Tables 1 and 2 present optical parameters and system mechan-
ical modes. It is found that increased heavy wind penetrations excite oscillations in
speed, and LSA tuned fractional STATCOM action is observed to be much efficient
for oscillation damping in contrast to DE and PSO tuning actions. The system eigen
is observed to be shifted to much left side with proposed action justifying efficacy
of proposed action. In case-3, a time domain stimulation being performed pertained
to random variations in wind power generations. The pattern of variations in wind
generation is shown in Fig. 8. The variation in speed subject to random wind pene-
tration is shown in Fig. 9. By implementing proposed control action, the variation in
speed is much damped as compared to only PSO and DE algorithms tuned action.
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8 Conclusion

A random wind penetration power system is considered, here, the SSS enhancer.
An optimal fractional STATCOM-based control action is proposed in this work, the
gains of control action are optimized by LSA and put in comparison with PSO and
DE algorithms. Different case studies are conducted with varying input prime mover
power, step and random variations in wind penetration. Time stimulations have been
conducted with 200 s for random wind variations with proposed control actions. The
eigenvalues are analyzed for different conditions. From speed variations response and
eigen analysis, it is observed that fractional STATCOM controller optimized by LSA
can much efficiently damp system oscillations resulting from varying mechanical
power and wind power output variations. The efficacy of control action has been
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verified with PSO and DE tuned control actions. This work can be further modified
for large extended power system in the future.
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Improved Grid Synchronization
Technique Under Adverse Grid
Condition

Banishree Misra , Poonam Tripathy , and Byamakesh Nayak

Abstract The identification and extraction of positive sequence fundamental
component from an unbalanced and polluted grid signal have a vital role in control-
ling the grid integrated electrical power converters. The mostly used synchronous
reference frame phase lock loop (SRF-PLL) fails in executing this task for an unbal-
anced and harmonically distorted grid voltage. In this paper, the SRF-PLL along
with a low pass filter (fourth order Butterworth filter) is utilized to extract the posi-
tive sequence fundamental signal from a distorted grid voltage. The detailed study
of the proposed low pass filter with second order generalized integrator (SOGI)
and SRF-PLL is presented to exhibit its adaptability to adverse grid conditions and
power quality issues. The proposed synchronization structure will provide fast and
robust performance under voltage sag, harmonics, and sudden phase jump without
compromising the dynamic performance and stability of the overall synchronization
structure. To validate the performance of the proposed technique, a detailed dynamic
analysis and harmonic analysis are carried out in MATLAB/Simulink environment.

Keywords Synchronous reference frame · Second order generalized integrator ·
Low pass filter · Voltage sag · Harmonics · Phase jump

1 Introduction

Maintaining good power quality is a challenging task for power electronic converter-
controlled grid integrated distributed power generation system. During grid synchro-
nization process, maintenance of desired phase, frequency, and grid magnitude at the
point of common coupling (PCC) [1, 2] is amajor concern. Hence,monitoring, detec-
tion and extraction of correct magnitude, phase and frequency of the utility voltage
signal have the foremost significance in reference signals generation. Under healthy
grid condition, grid voltage is balanced and sinusoidal; but in case of faulty grid or
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nonlinear loads usage, grid voltage is unbalanced and distorted. Under such situa-
tion, it is highly essential to maintain the continuity of grid supply for uninterrupted
generation and running. Hence, proper synchronization of the grid converters must
be ensured.

But increased nonlinear loads usage or transient fault conditions make the grid
signal no longer sinusoidal which affects the accuracy in the information given to the
PLL creating a weak distributed generation system. Therefore, the performance of
the PLL must be robust in both normal and abnormal grid operating conditions and
this can be ensured by injecting a perfect sinusoidal fundamental grid signal [3, 4]
to the input of the PLL. In the balanced grid condition, the grid voltage comprises of
only positive sequence component with identical synchronization angle for both grid
voltage and its positive sequence component. During unbalanced grid conditions,
the grid voltage is decomposed into its positive and negative sequence integrant
where the positive sequence component is provided as the feed in to the phase lock
loop. So, the positive sequence, negative sequence, and all harmonic components
must be extracted from the grid input current before processing in the PLL or for
the generation of current command signal [5]. This paper proposes a method to
segregate out the major harmonics, fundamental positive sequence, and negative
sequence component of grid current signal using second order generalized integrator
(SOGI) with synchronous reference frame phase lock loop (SRF-PLL) and a low
pass filter [6, 7].

2 SRF-PLL Synchronization Structure

By using park’s transformation
[
Tdq

]
SRF-PLLmethod can be represented as shown

in Fig. 1. The grid voltage is transformed from the natural/abc reference frame to the
synchronously rotating/DQ reference frame. In the DQ reference frame, the angular
position is administered by a feedback response by making the q component zero.
The d component represents the amplitude of the voltage vector, and the output of
the feedback loop indicates its phase in steady-state condition.

In ideal utility conditions having balanced system voltage with no harmonics, a
SRF-PLL with high bandwidth can precisely detect the magnitude and phase of the
main voltage vector while for a utility voltage, unbalanced or polluted with higher-
order harmonics, a reduced bandwidth of SRF-PLL can reject and nullify the effect

Fig. 1 Basic arrangement of
SRF-PLL

Tdq

PI 1
S

ωω

Vd

Vq
Vc
Vb
Va Vd Vs

Voltage amplitude

Phase angle
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of harmonics. But the SRF-PLL with reduced bandwidth in polluted grid will lead
to inaccurate estimation of the grid phase angle and amplitude, thereby deteriorating
the quality of power delivered to the main grid [8]. So, the proposed technique uses
adaptive filters like second order generalized integrator (SOGI) and a low pass filter
connected with the SRF-PLL synchronization structure for accurately estimating the
phase angle and amplitude of the utility grid signal.

3 SOGI Low Pass Filter SRF-PLL Synchronization
Technique

3.1 SOGI-Based Filter

The second order generalized integrator (SOGI)-based adaptive resonant filtering
technique is designed on the basis of fundamental frequency of grid. The higher-order
harmonics (fifth, seventh, and more) can be filtered out by adjusting the bandwidth
of the adaptive filter [9]. Stability of the filter depends on its bandwidth and damping
factor. Proper choice of bandwidth [10, 11] can eliminate higher-order harmonics
from the output of SOGI, keeping the system stability intact. However, the fullmagni-
tude of negative sequence current appears with positive sequence current component
at the filter output which is confirmed by the following equation:

The voltage vector represented in the Cartesian αβ stationary reference frame
using Clarke transformation for the nth harmonic voltage is given as

vαβ =
[

vα

vβ

]
= [

Tαβ

]
.vabc =

∞∑

n=1

vn

[
cos(nωt + ∅n)

sin(nωt + ∅n)

]
+

∞∑

n=1

v−m

[
cos

(−mωt + ∅−m
)

sin
(−mωt + ∅−m

)
]

(1)

where

[
Tαβ

] = 2

3

[
1 − 1

2 − 1
2

0
√
3
2 −

√
3
2

]

To filter or extract the negative sequence component current, an algorithm must
be developed and placed in between the SOGI and the PLL. This section proposes a
new algorithm by combining the SOGI structure with a low pass filter for extraction
of positive sequence fundamental signal from unbalanced and polluted grid signals.
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Fig. 2 Fourth order Butterworth filter [12]

3.2 Butterworth Fourth Order Low Pass Filter

The proposed synchronization structure comprises of the SOGI filter with a fourth
order Butterworth filter to generate the required positive sequence fundamental
component for the SRF-PLL as shown in Fig. 2. The structure of fourth order Butter-
worth filter in Fig. 2 comprises of two cascaded op-amps integrated with four capac-
itors and four resistors producing maximally flat frequency/magnitude response in
the passband.

The transfer function for the Butterworth filter can be written as

V0(s)

Vi (s)
= w2

c1.w
2
c2(

S2 + wc1
/
Q1

+ w2
c1

)(
S2 + wc2

/
Q2

+ w2
c2

) (2)

The cut-off frequencies (wc1,wc2) and quality factors (Q1, Q2) can be derived as

wc1 = 1√
R1R2C1C2

wc2 = 1√
R3R4C3C4

(3)

Q1 =
√
R1R2C1C2

R1C1 + R2C1
Q2 =

√
R3R4C3C4

R3C3 + R4C3
(4)

Quality (Q) factor corresponds to the ratio of cut-off frequency to bandwidth.
Higher quality (Q) factor means smaller bandwidth that is comparatively lower rate
of energy loss in comparison with its stored energy and vice versa.

3.3 Proposed Synchronization Technique Under Adverse
Grid Condition

The structure of the proposed synchronization technique is provided in Fig. 3. The
effectiveness of the proposed filtering techniques is validated in MATLAB/Simulink
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environment for different case studies. The main purpose of the new filtering tech-
nique is the extraction of fundamental positive sequence voltage V+′

abc from an asym-
metrical and distorted three-phase grid voltage. Initial grid parameters are at their
normal value with grid fundamental frequency at 60 Hz. In the case study, the pre-
fault voltage is set to Vabc = 1∠0◦ in per unit base. Then, different faults or instabil-
ities like two-phase voltage sag, harmonics, and phase jump were applied at various
instants and the system dynamic response was studied. The details of the faults or
instabilities applied at different intervals of time are as follows:

(Test case I) Two-phase voltage sag:
Initially, a two-phase voltage sag registering a drop of voltages to 0.6 pu in two

phases at the point of common coupling is considered.
(Test case II) Harmonics:
In the second interval, addition of fifth and seventh order harmonics with magni-

tude 0.2 pu and 1/7 pu, respectively, to the grid voltage along with a two-phase sag
(voltage drop in two phases to 0.6 pu) is considered.

(Test case III) Phase jump:
In the last interval, C type asymmetrical fault is considered where there is a

change in magnitude as well as phase angles of two phases. Accordingly, the positive
and negative sequence fault voltages are given by V+1 = 0.75∠30° pu and V−1 =
0.25∠−30° pu.

For the proposed synchronization technique, resonating frequency of the SOGI-
QSG filter is assumed to ideally synchronize with the grid frequency given by ω =
2π60 rad/s and setting the gain at k = 1.414. Next section discusses simulation results
of the proposed synchronization method including the response of the separated
fundamental signal in both natural and DQ frame of reference. Here, detail simulated
results are provided to get the phase angle information, the total harmonic distortion
of the extracted waveforms and the settling time analysis of the SRF-PLL response.
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4 Simulation Results

4.1 Conventional SRF-PLL System

Figure 4 shows the SRF-PLL performance under both balanced andpolluted grid
conditions. Figure 4a shows introduction of different disturbances at different inter-
vals. When the grid signal is perfectly balanced at t = 0 s with no oscillations, d-axis
component provides absolute amplitude of the extracted fundamental component and
zero value of the q-axis component confirms the accurate estimation of phase angle
of the extracted signal. Figure 4b, c showing all the disturbance intervals for which
both d-axis and q-axis components fluctuate about the mean value. It concludes that
the amplitude as well as the phase angle of the extracted fundamental signal cannot
be exactly determined by simply using the SRF-PLL structure.
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A second order lowpassButterworth filterwith the SOGI-SRF-PLL can be used to
compensate the fluctuating mean value of the d-axis and q-axis component providing
a better response for amplitude plus phase angle restoration which is explained in
the next section.

4.2 SOGI Low Pass Filter-Based SRF-PLL

Figure 3 shows the synchronization structure using a low pass fourth order Butter-
worth filter alongwith a SOGI filter to estimate themean value of the extracted signal
whichdetermines the amplitudeof the positive sequence fundamental voltage compo-
nent. Figure 5 shows the SOGI low pass filter SRF-PLL responses. From Fig. 5b,
c the mean value of the extracted d-axis component is used to estimate the funda-
mental grid signal amplitude. Figure 5d confirms accurate estimation of phase angle.
A little distortion in the amplitude of extracted three-phase fundamental component
is registered during phase jump with a THD of 0.8%. The THD after compensation
of voltage sag is 0.17% and harmonics is 0.16%, which are very low. The q-axis
and d-axis components are stable and also accurately estimated as desired by the
SRF-PLL. The response time of SOGI low pass filter-based SRF-PLL under various
grid fault conditions are analyzed.

The assessment of the proposed synchronızatıon technique is provided in Table
1. A comparison of SRF-PLL and SOGIlow pass filter SRF-PLL with respect to
different features under distorted grid conditions is provided in Table 2.

5 Conclusions

The simulation results, dynamic analysis, and response time of the proposed low
pass filter-based SOGI PLL synchronization technique confirm its robustness and
accuracy. The results are validated based on the quality of the extracted fundamental
positive sequence component from the distorted grid signal. The dynamic behavior
and stability of the synchronization technique are well studied in both natural andDQ
reference frames. The steady-state error in the phase angle of the extracted signal is
almost zero except a minimum amplitude error, which can be noticed in case of phase
jump. The response time is a little more in case of two-phase voltage sag condition
but the harmonic profile confirms the precision of the proposed technique.
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Table 1 Assessment of the proposed synchronızatıon technique

Test case Two-phase voltage sag
(0.2–0.35 s)

Harmonics
(0.35–0.45 s)

Phase jump
(0.45–0.6 s)

Settling time (ms) 120 0.8 10

THD of the extracted
signal (%)

0.17 0.16 0.8

Observation Little sluggish
response with accurate
estimation of
amplitude

Fast response and
accurate restoration of
amplitude

Exact estimation of
phase angle with a
small amplitude error

Table 2 Performance comparison of SRF-PLL and SOGI low pass filter SRF-PLL

Features SRF-PLL SOGI low pass filter SRF-PLL

Computational burden Lowest Low

Phase error Exist Less as compared to SRF-PLL

Dynamic Performance Poor Better

Filtering Performance Poor Better

Application Works effectively under ideal grid
condition. Fails to perform under
distorted and unbalanced grid
condition

Performs effectively under
distorted and unbalanced grid
conditions like two-phase voltage
sag, harmonic distortion, and
phase jump condition
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Automated Visual Inspecting System
for Fruit Quality Estimation Using Deep
Learning

Debaniranjan Mohapatra, Niva Das, Kalyan Kumar Mohanty,
and Janhawi Shresth

Abstract Automated visual inspection using deep learning is widely used in recent
years. In the field of agriculture, deep learning can be deployed to reduce effective
man power, best time utilization, and supreme classification with improved accu-
racy. In agriculture, DL can be imported in many applications like soil identification,
disease classification, fruit grading, and many more. Fruit quality classification is
an essential part in farming as it implies to the return directly. Hence, an automated
system is much needed to improve the classification of fruits with high accuracy and
less time. In this paper, three different CNN models are proposed, namely simple
CNN, ResNet50, and VGG19 for the said purpose. A comparison between CNN and
two other forms of CNN (ResNet50 and VGG19) is presented in terms of perfor-
mance. This work has achieved the optimum result with grading accuracy over 94%
using VGG19 model.

Keywords Deep learning · CNN · ResNet50 · VGG19

1 Introduction

Agriculture is themain source of national income for a country. The national economy
is directly related to agricultural outcome [1]. When we think about a developing
country like India, agriculture is the backbone of Indian economy. Farming provides
17% of total GDP and also 60% of employment out of 1.3 billion people in India.
The fulfillment of basic requirements like food, shelter, and cloths is not possible for
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government when it is dealing with huge number of populations. Hence, we need
to satisfy the basic requirements like food so as to proceed toward technological
growth.

Crop or fruit quality detection is very much essential for farmers as the whole
income depends on it. A good fruit quality will capture high price as well as demand
and the price will decrease according to decreased fruit grade. Fruit quality is an
important parameter in estimating shelf life, and it is directly reflected in customers
purchasing choice. Presently, fruit market is operated with the brokers or middle men
who takes the fruit at very less price from Farmers. Hence, farmers are not getting
the exact value of it though they worthy of it. Hence, an automated system is needed
to classify the healthy and diseased crops so that a farmer can easily justify his price
according to the cultivated fruit [2]. The application of this system is that farmers
can get notified about the exact price of their fruits by suppressing the role of middle
men or brokers.

In this work, images of apple, banana, and oranges have collected from Kaggle
site. A total of 849 data of both healthy and diseased images were collected. We have
used 80% of the total data for training phase and rest images (170) for testing the
data. Proposed paper is organized as follows. Section 2 presents literature review,
Sect. 3 explains the proposed methodology, Sect. 4 consists of results and analysis
followed by a conclusion at Sect. 5.

2 Literature Review

In order to conduct research, a proper literature review should be maintained so as to
extract the research gap; hence, we have explored some of the related works of this
research. Nandi et al. [3] have worked in this sector to contribute their effort for the
development of a fine fruit grading system. They have developed a grading system
of mango (Mangifera Indica L.) fruit according to its maturity. They have followed
some attributes like size, shape, surface defect, etc., they have gradedmangoes in four
categories based on local market distance and market values. They have captured the
images from videos taken by charged couple device (CCD). Then, they have applied
several image processing techniques to collect those features which are sensitive to
fruit maturity and quality. They have employed support vector regression (SVR) for
maturity prediction. Fuzzy incremental learning algorithm was adopted by them to
support multi-attribute decision making process and they have reached to accuracy
about 87%.

Hu et al. [4] have worked on crop disease detection with the combination of both
IoT and deep learning. The application of their work is their system identifies the crop
disease automatically and sends the correspondingprecautions to the farmers directly.
They have implemented ResNet architecture which is a multidimensional feature
compensation network model. ResNet model considers mainly three dimensions,
namely species, coarse grained, and fine grained and generates a compensation layer
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for disease identification purpose. They have concluded that ResNet model performs
better than any other existing deep learning model.

Ponce et al. [5] have worked on olive fruit classification using image processing
and CNN model. They have taken 2800 numbers of data of olive fruit with seven
different categories. They have preprocessed the images with image processing tech-
niques and then trained the model with these images. They have got remarkable hit
rates after testing the data in Inception-ResNet-V2 architecture. They have reached
accuracy near about 95.91% in the entire work.

Hossain et al. [6] have developed an efficient frame work for fruit classification
using deep learning. The entire architecture is composed of two learning models,
out of which the first one is a six layered CNN and the second is a fine-tuned visual
geometry group-16 (VGG16) deep learningmodel.Moneny et al. [7] have introduced
an accurate cherry fruit classification based on deep CNN model. This work aims
to detect the appearance of cherries and provide an appropriate grading system. The
authors have estimated the image properties through KNN, ANN fuzzy EDT, and
compared the results of CNN model with HOG and LBP algorithms as well.

3 Proposed Methodologies

Proposed work comprises with three different forms of CNN that are simple CNN,
ResNet50, and VGG19. The structural and functional analysis is listed below.

CNN stands for convolutional neural network, it is a class of deep learning which
aims to analyze visual imagery. In CNN, the convolution is done between kernel
filters and the input matrix by the means of shifting; hence, it is also known as
shift invariant or space invariant artificial neural networks (SIANN) [8, 9]. This
convolution process brought feature maps which contain important and key points
from the input and pooling operation are done on it to collect the important char-
acteristics. The architecture of CNN model is given in Fig. 1. Nowadays, CNN
is used in image and video processing, medical image analysis, recommendation
system, natural language processing, etc., [10]. Some architectures of CNNs are
LeNet, AlexNet, VGG,GoogleNet, ResNet, andmore. CNN is composed ofmultiple
layers (input, hidden, and output) with neurons, in which each neuron of a particular
layer is connected to other neuron of different layer and hence supporting multilayer
perceptron. The fully connectivity of CNN network provides data overfitting. CNN
provides many ways of regularization by means of weight decay, skip connection,
dropout, etc. In this work, weight and bias values are used as CNN parameters for
training. These features make CNN into a self-learning model by which the model
provides an optimum accuracy. The key concept of the model is forward propagation
and backward propagation. Forward propagation receives input data, process it, and
generates output, whereas backward propagation calculates the error and updates the
parameters.

In this work, we have six predictions at the outputs like y1, y2 … y6 for classi-
fication. The modified neuron is obtained by “((img. ∗ w) + b),” where “w” is the
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Fig. 1 Architecture of entire work in CNN

weight filter of size 3 ∗ 3 and “b” is the bias associated with each individual filters.
Here, we are using ten filters so the size of bias is 10 ∗ 1.Then, we are taking the
ReLU function in Eq. 1 as

β = ReLU((img. ∗ w) + b) (1)

where “β” is the ReLU operation operated on the image. After the completion
of ReLU operation, we are using max pooling operation as “max pool(β).” After
pooling, we are able to obtain a reduced height and width image with constant
channel. Now, this process propagates in a loop manner to the last layer. Now, we are
leading toward backward propagation to update the weights of the filters. Suppose
we are getting the estimated results as yn and the original results Yn then we can find
the error or loss as L = l1, l2 . . . ln by taking the differences. To update the weight
and bias, we need to find the derivative of loss function with respect to weights and
bias as

[
∂L
∂w , ∂L

∂b

]
. Now, we are able to obtain the new weight and bias using gradient

descend formula as shown in Eqs. 2 and 3. So mathematically:

Wnew = Wold − α ∗ ∂L

∂w
(2)

Bnew = Bold − α ∗ ∂L

∂b
(3)

where Wnew and Bnew corresponds to new weight and bias.
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Fig. 2 Intermediate stages
in CNN

Here, in Fig. 2, “x” is the input neurons, “z” is called as logits, and finally, softmax
layer is places. The transformation of logits is mapped to softmax layer in terms of
probability. The relationship is established in Eqs. 4–6 as follows:

Y1 = eZ1

∑3
k=1 e

Zk
(4)

Y2 = eZ2

∑3
k=1 e

Zk
(5)

Y3 = eZ3

∑3
k=1 e

Zk
(6)

The generalized form of softmax output is represented in Eq. 7 as

Yi = eZi

∑3
k=1 e

Zk
(7)

where

Zi =
5∑

J=1

wji ∗ X j + b (8)

In the final layer which is sometimes called a loss layer too, softmax function
is used mostly to solve the overfitting problem. Now, the cross-entropy loss to this
multiclass classification is defined in Eq. 9 as

Loss = −
3∑

i=1

Yi log(yi ) (9)

This loss explains the model behavior after each iteration of optimization, and it
is tried to be minimized to achieve the best result.

ResNet is also a class of deep learning and resembles with simple CNN but
utilizes skip connection as shown in Fig. 3. Skip connection or shortcut is introduced
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Fig. 3 ResNet50 functional
block diagram

in ResNet to avoid vanishing gradient problem and higher training error. In simple
terms, let us consider a database is to be trained where input is equals to output using
multilayer perceptron model. The easiest solution to this problem is to fix weight
value = 1 and bias = 0 in hidden layers but practically the model will generate a
complex mapping value after back propagation. This complex mapping will lead
to a wide range of weight and bias value. Skipping connection provides a simpler
network in the initial training phase. An enhanced speed and lower execution time are
also achieved after reducing vanishing grading problem. A neural network without
residual parts consists more feature space; hence, it will create more confusion [11].

VGGNet is a convolutional neural network invented at Oxford University by
Simonyan and Zisserman in the year 2014 [12]. This was awarded as the runner
up in classification task in ImageNet large scale visual recognition competition.
VGGNet is very useful in object detection and classification of unseen objects as
it is capable of good feature extraction. Idea behind the introduction of VGG is to
enhance the classification accuracy by increasing the depth of CNNs [13, 14]. Five
max pooling filters having been embedded with CNN model in this work to down
sample the input information.

We have implemented a confusion matrix to check the degree of performance
of our system. We have estimated the parameters like precision, recall, accuracy
percentage (AP), and error associated with themodel. The confusionmatrix is shown
in Table 1 for concept visualization-

The parameters are estimated as follows:

Precision = TP

TP + FP
,Recall = TP

TP + FN
,

Accuray = TP + TN

TP + TN + FP + FN

Table 1 Comparison of
confusion matrixes of all
models

Category Disease Healthy

Disease True positive (TP) False positive (FP)

Healthy False negative (FN) True negative (TN)
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4 Results and Analysis

In this work, a total of 849 images of three different fruits (apple, banana, and orange)
with healthy and rotten category is taken for each fruit class. Hence, a total of six
predictions is obtained. Some sample images of the fresh and rotten fruits are given
in Fig. 4 for understanding. The objective of this section is to classify the fruit quality
(healthy or rotten) with proposed models and to extract a comparison between the
respective models by means of some parameters.

Here (Fig. 5), the graphical representation of CNN accuracy and loss is provided.
It is observed that the validation accuracy has reached over 78% in CNN model and
the loss is about 0.30%.

Here (Fig. 6), the graphical representation of ResNet50 accuracy and loss is
provided. It is observed that the validation accuracy has reached over 83% in
ResNet50 model and the loss is about 0.1%.

Here (Fig. 7), the graphical representation of VGG19 accuracy and loss is
provided. It is observed that a high degree of validation accuracy has reached over
94% in VGG19 model, and the loss is optimum about 0.02%. It is noted that VGG19
issues best result despite 20 epochs which is 100 in other cases.

In this section (Table 2), a confusionmatrixes of all respectivemodels are provides
which inform about true positive, true negative, false positive, and false negative
predictions done by the models. The number of true positive in the VGG19 model

Fig. 4 Some sample images of the fresh and rotten fruits
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Fig. 5 Graphical representation of accuracy and loss using CNN

Fig. 6 Graphical representation of accuracy and loss using ResNet50

Fig. 7 Graphical representation of accuracy and loss using VGG19

is 163, whereas CNN and ResNet have 132 and 136, respectively. The accuracy
that clearly implies VGG19 performance is more accurate compared to another two
models.

In this section (Tables 3, 4, and 5), a detailed analysis of deep neural network
models is given by means of classification report. Here, the notations from 0 to 5 are
the categorical variables corresponding to the six classes present in the confusion
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Table 2 Comparison of confusion matrixes of all models

Labels CNN ResNet50 VGG19

Fresh Banana
Fresh Orange
Rotten Apple
Fresh Apple
Rotten Banana
Rotten Oranges

[[13 0 0 0 3 1]
[0 17 6 0 0 3]
[0 1 24 0 2 2]
[0 0 0 38 0 0]
[1 0 0 0 19 9]
[0 2 7 0 1 21]]

[[13 0 1 0 1 2]
[1 15 8 0 1 1]
[0 1 27 0 0 1]
[0 0 0 38 0 0]
[0 0 0 0 28 1]
[0 0 16 0 0 15]]

[[14 0 0 0 3 0]
[0 25 0 0 0 1]
[0 0 27 0 0 2]
[0 0 0 38 0 0]
[0 0 0 0 29 0]
[0 2 2 0 0 27]]

Fresh banana
Fresh Orange
Rotten Apple
Fresh Apple
Rotten Banana
Rotten Orange

Fresh banana
Fresh Orange
Rotten Apple
Fresh Apple
Rotten Banana
Rotten Orange

Fresh banana
Fresh Orange
Rotten Apple
Fresh Apple
Rotten Banana
Rotten Orange

Table 3 Classification report of CNN

Notation Precision Recall F1 score Support

0 0.93 0.76 0.84 17

1 0.85 0.65 0.74 26

2 0.65 0.83 0.73 29

3 1.00 1.00 1.00 38

4 0.76 0.66 0.70 29

5 0.58 0.68 0.63 31

Table 4 Classification report of ResNet50

Notation Precision Recall F1 score Support

0 0.93 0.76 0.84 17

1 0.94 0.58 0.71 26

2 0.52 0.93 0.67 29

3 1.00 1.00 1.00 38

4 0.93 0.97 0.95 29

5 0.75 0.48 0.59 31

Table 5 Classification report of VGG19

Notation Precision Recall F1 score Support

0 1.00 0.82 0.90 17

1 0.93 0.96 0.94 26

2 0.93 0.93 0.93 29

3 1.00 1.00 1.00 38

4 0.91 1.00 0.95 29

5 0.90 0.87 0.89 31
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Table 6 Model comparison Model type Accuracy Execution time (s) Support

CNN 0.78 1.63 170

ResNet50 0.80 0.92 170

VGG19 0.94 1.10 170

matrix. These reports are generated inside the code sections and placed here for clear
and better understanding.

In Table 6, a comparison between the parameters is given on different models. It
is clearly viewed that VGG19 model performs best among all models and ResNet50
exhibits less computational time as compared to rest two models.

5 Conclusion

In this paper, a novel fruit quality estimation system is proposed for agricultural
applications. Threemodels (CNN,ResNet50, andVGG19) have been investigated on
a dataset, and it is found thatVGG19performs the best in terms of accuracy.ResNet19
also performs well and its performance is best as far as execution time is considered.
In RseNet and VGG, testing accuracy is a bit less than training; indicating overfitting
due to some noise and fluctuations. This application can be deployed in real-time as
it can solve some primary requirement for farmers. Transferred learning models like
ResNet and VGG are basically a derived CNN models with some modifications in
hidden layers. In future, we will try to improve the accuracies with introducing other
transfer learning models like VGG16 and Inception-ResNet.
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Multi-objective Optimal Allocation
of DSTATCOM Using an Improved
Student Psychology Based Algorithm

Subrat Kumar Dash, Swapnil Pani, and Sivkumar Mishra

Abstract The placement and sizing problemofDSTATCOMare solved in this paper
using a new meta-heuristic approach. For this, a new improved student psychology-
based algorithm is proposed. The considered objectives are minimization of the real
power loss, voltage deviation minimization and maximization of a voltage stability
index. The proposed approach is validated using a standard 33-bus radial test distri-
bution system with a multi-objective framework for four different loading scenarios.
The results and their comparisionwith recent approaches are included in the analysis.

Keywords DSTATCOM · Optimal allocation · Improved student
psychology-based algorithm · Real power minimization

1 Introduction

With the rising trend of energy demand, distribution networks (DN) areworst affected
in minimizing real power loss (RPL), curbing voltage deviation (VD) within the
nominal range and keeping an adequate voltage stabilitymargin (VSM). Further, with
rapid industrialization, a lot of non-linear loads operating at lowpower factors are also
regularly getting connected to theDNwhich adds to themisery. Traditionally, several
planning methods such as shunt capacitor bank (SCB) allocation, interconnection of
the synchronous condenser (SC), integration of distributed generation (DG) units are
being practiced to improve the performance of DN. However, the intermittent nature
of DGs poses additional challenges for their integration to DN. Similarly, SCBs can
not provide variable reactive power support at the time of need and also can cause
ferroresonance effect in the DN. SC rated below 200 H.P. are not economically
viable as well as need frequent maintainance. Due to recent developments in power
electronics technology, flexibleAC transmissions (FACTS) devices are now available
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in downsize, suitable for distribution voltage level especially aimed at improving the
power quality of DN. These devices are now called custom power devices (CPD)
[1]. One such CPD is distribution static compensator (DSTATCOM) which is now
projected as an alternative to improve the performance of the DN by providing
variable reactive power at a competitive cost. Better reactive power management
is possible if DSTATCOM of optimal capacity is placed at a strategic location. So
for distribution utilities (DU) optimal DSTATCOM allocation (both placement and
sizing) (ODA) plays a crucial role to draw maximum benefits.

In the past, a lot of research articles are published that addresses ODA. Modeling
and incorporation of DSTATCOM to distribution load flow is proposed in [2]. Some
of theDSTATCOMallocation approaches utilize various sensitivity based techniques
to pre locate the candidate nodes of DSTATCOM such as loss sensitivity factor (LSF)
[3], index vector method (IVM) [4], voltage stability index (VSI) [5], new voltage
stability index (NVSI) [6], power stability index (PSI) [7]. Kanwar et al. [8] used an
intelligent search mechanism to reduce the search space and then obtained optimal
capacities of distributed generation (DG) units and DSTATCOM simultaneously.
Though, reduce search spacemay offer less computational burden but are not efficient
to deliver optimal results.

Several metaheuristic approaches such as improved cat swarm optimization
(ICSO), immune algorithm (IA), harmony search algorithm (HSA), differential
evolution algorithm (DEA), gravitational search algorithm (GSA) and, firefly algo-
rithm (FFA) presented in [8–13], respectively, are used to determine the optimal
capacities of DSTATCOM units at the pre located nodes. However, these meta-
heuristic approaches struggle with local and or premature convergence. So, to over-
come these deficiencies improvised or hybrid metaheuristic approaches are also
applied to solve ODA. A hybrid of whale and grey wolf optimizers is proposed
in [14] to decide the optimal allocations of DSTATCOM. A new discrete and contin-
uous version of theChu–Beasley genetic algorithm is suggested to solveODA in [15].
Further, a brief review of the ODA methods including analytical and metaheuristic
approaches are presented in [16]. The application of metaheuristic approaches for
both DG and DSTATCOM allocations is reviewed in [17]. A study on the impact of
DSTATCOM allocation on various load models is presented in [18] for minimizing
RPL only. However, the effect of load modeling for DSTATCOM allocation on VD
and VSM is not investigated.

In the light of the above discussions, thismanuscript proposes an improved student
psychology-based optimization algorithm (ISPBOA) to determine the optimal loca-
tion as well as the size of the DSTATCOM unit considering a multi-objective frame-
work encompassing several load models. The remaining of the paper is structured
as follows. Section 2 introduces DSTATCOM and its modelling. In Sect. 3, the
detailed problem formulation is presented. ISPBOA and its implementation strategy
for obtaining ODA are elucidated in Sect. 4. The results and analysis of the proposed
work are presented in Sect. 5. Finally, Sect. 6 concludes the findings of the work.
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2 Static Compensator (D-STATCOM)

A GTO/IGBT based voltage source converter acts as the heart of DSTATCOM
which is supported by a DC capacitor bus and a tuned filter is connected to limit
the harmonics. This arrangement is connected across the compensating bus via a
coupling transformer to alleviate the power quality issues of the DN by fast exchange
of the reactive power.

A DN reduced to two-bus equivalent, and without DSTATCOM is depicted in
Fig. 1. The KVL for the equivalent DN without DISTACOM can be written as:

Ut+1∠θt+1 = Ut∠θt − (Rm + j Xm)Im∠δm (1)

Themodified KVL equation for DNwith DSTATCOMconnected at (t + 1)th bus,
can be expressed as in Eq. (2). Figures 2 and 3 portrays the DN with DSTATCOM
placed at (t + 1)th bus and the resulting phasor diagram, respectively.Where,Rm and
Xm are the branch resistance and reactance, respectively. IDSTATCOM is the current
injected by the DSTATCOM and at ψ is its corresponding phase angle.

Ut

Pt+ jQt
Pt+1 + jQt+1

Im

Rm+jXm

Ut+1

Fig. 1 Two bus equivalent of a DN

IDSTATCOM

VDC

U’t

Pt+ jQt Pt+1 + jQt+1

Im

Rm+jXm

U’t+1

Fig. 2 DN with DSTATCOM placed at (t + 1)th bus
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U’
t

Ut+1IDSTATCOM

U’
t+1

Im

Fig. 3 Phasor diagram of DN with DSTATCOM

U ′
t+1∠θ ′

t+1 = U ′
t∠θ ′

t − (Rm + j Xm)(Im∠δm + IDSTATCOM∠ψ (2)

DSTATCOMbeing a source of reactive power will force, the phase angle between
the compensated bus and the current injected by the DSTATCOM to be in quadrature
Therefore, one can write:

ψ = π

2
+ θ ′

t+1 (3)

Now, the power pushed by the DSTATCOM at compensating bus is expressed as:

− j QDSTATCOM = U ′
t+1∠θ ′

t+1 I
∗
DSTATCOM∠

(π

2
+ θ ′

t+1

)
(4)

3 Problem Formulation

To solve ODA, a weighted sum multi-objective function (MOF) is proposed, whilst
satisfying the system operational constraints. MOF is optimized using an improved
student psychology-based optimization algorithm to determine both the placement
as well as the size of the DSTATCOM unit simultaneously.

3.1 Multi-objective Function (MOF)

A DN owing to its radial mode of operation experiences huge RPL, increased VD
and mostly operates at the verge of stability. Increased load demand causing reac-
tive power scarcity further worsens this condition. Hence, it is essential to put a
check on RPL, VD and VSM. Therefore, a multi-objective function is formulated by
suitably combining the indices of three solo objectives namely index of real power
loss (IRPL), index of voltage deviation (IVD) and index of voltage stability margin
(IVSM) through appropriate weights as given in Eq. (5).
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MOF = λ1 ×
(
plossdstat

plossbase

)
+ λ2 ×

(
VDdstat

VDbase

)
+ λ3 ×

(
(1/VSIdstat)

(1/VSIbase)

)
(5)

where, plossdstat, plossbase, represents RPL with and without integration of
DSTATCOM, respectively. Similarly, VDdstat and VDbase, are the voltage devia-
tion of the DN with and without DSTATCOM, respectively. VSM with and without
DSTATCOM is denoted as VSIdstat and VSIbase, respectively. Where, λ1, λ2 and λ3

are the weights that glorify the importance of respective indices on the overall MOF.
In the present work the values of λ1, λ2 and λ3 are considered as 0.4, 0.3 and 0.3,
respectively [19].

3.2 Constraints

For optimizing Eq. (5) to solve ODA, the following constraints are formulated.
Node Voltage Constraint:
The voltage of each node of the DN is allowed to vary between 0.95 p.u. and 1.05

p.u. of the substation voltage.

Uimaxmin (6)

Feeder Flow Constraint:
It restricts the branch currents within the thermal limit of the feeder which may

be altered due to the integration of D-STATCOM.

|Im | ≤ ∣∣I specifiedm

∣∣ (7)

D-STATCOM Position Constraint:
The candidate bus for D-STATCOM allocation is uniquely created for all buses

except the substation bus.

2 ≤ Ldstat ≤ NB (8)

D-STATCOM Sizing Constraints:
The size of the D-STATCOM is allowed to be within a minimum and maximum

limits of the total reactive power load as defined in (Eq. 9).

0.2 ×
NB∑
i=1

Qload(i) ≤ QDSTATCOM ≤ 0.8 ×
NB∑
i=1

Qload(i) (9)
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3.3 Load Modeling

The active and reactive powers for different load models (LM) such as constant
power, industrial, residential and commercial loads can be expressed as in Eqs. (10)
and (11). Where, Pn and Qn are the active and reactive power at nominal bus voltage
Un, respectively. The exponents α and β assume different values for different load
models [18].

P = Pn

(
U

Un

)α

(10)

Q = Qn

(
U

Un

)β

(11)

4 Optimal DSTATCOM Allocation

In this work, the ODA is solved using an improved student psychology-based opti-
mization algorithm (ISPBOA). So, at first, the ISPBOalgorithm is described followed
by the implementation strategy of the proposed method for ODA is presented.

4.1 Improved Student Psychology Based Optimization
Algorithm (ISPBOA)

Student psychology-based optimization (SPBO) is a recently proposed [20]
population-based algorithm that emulates student psychology to perform better in
class performance. Based on the class performance students are first categorized
into four groups namely best student (BS), good student (GS), average student (AS)
and below-average student (BAS). The class performance is a random process that
can be modeled as a normal distribution curve. So, this paper proposes a normal
distribution based approach of classifying students into the above categories. The
psychology of students belonging to different groups are different to excel in their
class performance. The best student (student having the best marks in the class) tries
to perform better than any other student of the class. So, his/her performance can be
modeled as:

pk+1
mn = pkbest,mn + (−1)a × rand × (

pkbest,mn − pkrn
)

(12)

A good student tries to compete with the best and to be the next best student. So
Eq. (13) will describe his /her class performance.
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pk+1
mn = pkbest,mn + rand × (

pkbest,mn − pkmn

)
(13)

However, few GS try to follow the BS as well as try to do better than any AS.
So, the performance of, GS can also be expressed as Eq. (14). A random number is
generated to select any one of the performance improvement mechanisms between
Eqs. (13) or (14).

pk+1
mn = pkmn + ∣∣rand × (

pkbest,mn − pkmn

)∣∣ +
∣∣∣rand ×

(
pkmn − pkavg

)∣∣∣ (14)

Anaverage student often puts average effort to improve his/her performancewhich
can be expressed as in Eq. (15).

pk+1
mn = pkmn +

∣∣∣rand ×
(
pkavg − pkmn

)∣∣∣ (15)

ABASstudent does not have any focused approach for performance improvement.
So its best described in Eq. (16).

pk+1
mn = pmin,m + [

rand × (
pmax,m − pmin,m

)]
(16)

where, pk+1
mn and pkmn , is the performance of any student m for nth subject in the

class at (k + 1)th and kth iteration, respectively. The performance of the best student
and any random student of the class for nth subject in kth iterations are represented
by pkbest,mn and pkmn , respectively. p

k
avg is the subjectwise average performance of the

class for kth iteration. pmin,m and pmax,m are the maximum and minimum bound of
the decision variables, respectively. ‘a’ is a constant which can assume a value of 1
or 2 randomly.

4.2 Implementation of ISPBOA for ODA

The detailed pseudo code for ODA using the proposed method is shown in Table 1.

5 Results

In the present work, ODA is solved using an improved student psychology algorithm.
A 33-bus test system [22] is considered to validate the proposed work by considering
four scenarios encompassing four different load modeling such as constant power
load (CPL), industrial load (IL), commercial load (CL) and residential load (RL),
respectively. To minimize the statistical error, the best results out of 10 independent
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Table 1 Pseudocode for ODA using ISPBOA

Step 1 Input the system data, i.e. line data and load data

Step 2 Set the control parameters of ISPBOA, i.e. class size = 40, maxiter = 100

Step 3 Randomly generate the initial class performance as P = p1, p2, . . . , pNS where each p
contains the location and size of DSTATCOM

Step 4 Evaluate the initial class performance using (5). This is done by performing load flow
[5]

Step 5 Set the iteration counter k = 1

Step 6 Classify students into different group such as BS, GS, AS, BAS

Step 7 Update the class performance of each student belonging to different groups using
(12–16) as applicable

Step 8 Evaluate the performance of the class for updated class using (5)

Step 9 If the present class performance is better than the previous class performance then
replaces the previous class with present class

Step 10 If maximum iteration is reached then go to step 11 else increment the iteration counter
k = k + 1 and go to step 6

Step 11 Print the best solution

trial runs of the algorithm are reported. A laptop having Intel(R) Core (TM) i3-
6006U CPU @ 2.00 GHz, 4GB RAM is used to simulate all results in MATLAB
environment.

5.1 Single Objective Optimization

At first, the optimal size and location for DSTATCOM is obtained for minimization
of the RPL only. It can be seen from Table 2 that the performance of the DN in
the absence of DSTATCOM is very poor as the RPL, minimum bus voltage and
VSI are 202 kW, 0.9038 p.u. and 0.6951 p.u., respectively. However, with optimal
DSTATCOM allocation, there is a significant improvement in RPL of 143.5 kW
from 202 kW. Similarly, improvement in voltage profile and maximization of VSM

Table 2 Comparision of results for DSTATCOM allocation to minimize RPL

Methods Location Size, MVAr Ploss, kW Vmin (p.u.) VSI (p.u.)

Base case – – 202.0 0.9038 0.6951

Proposed 30 1.3149 143.5 0.9256 0.7340

MoSCA [21] 30 1.3060 143.5 0.9255 0.7338

GA [9] 12 1114.2 173.9 – –

IA [9] 12 0.9624 171.8 – –

DE [11] 30 1.2527 143.5 0.9256 –
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Table 3 Comparision of results for ODA for MOF considering different LM

Scenarios Location Size, MVAr IRPL IVD IVSM

CPL 30 1.7101 0.7346 0.5088 0.9329

IL 7 1.8400 0.7188 0.4039 0.8821

CL 7 1.8400 0.6857 0.4035 0.8835

RL 7 1.7881 0.6567 0.4008 0.8829

is also apparent from 5th and 6th columns of Table 2. The results obtained by
different approaches for ODA are also compared in Table 2. The optimal capacity of
DSTATCOM obtained by the proposed method is 1.3149 MVAr which is marginally
higher than that obtained by MoSCA. However, the proposed method reported the
same RPL of 143.5 kW with significantly better results in terms of minimum bus
voltage and VSI as obtained by the rest of the reported methods. Hence the proposed
method is quite effective in solving ODA.

5.2 Multi-objective Optimization

This section presents the results of allocation of DSTATCOM for different load
models such as CPL, IL, CL and RL when optimized using ISPBOA in a multi-
objective framework. Table 3 compiles the results of optimal location, optimal size,
IRPL, IVD and IVSM for above said loading scenarios. From Table 3, it is evident
that the optimal size of the DSTATCOM is the highest for both IL and CL owing to
larger reactive power demand for these scenarios. Performance of DN is significantly
improved in the presence of optimally allocated DSTATCOM for CPL than the rest
of the loading scenarios. However, in the presence of DSTATCOM, the performance
of the DN is better than the base case for all loading scenarios. The convergence
characteristic (CC) for ODA using the proposed method for MOF considering the
above four loading scenarios is depicted in Fig. 4. It shows ISPBO is effective in
solvingODAfor all loading scenarios. The branch-wise power loss (BPL) andvoltage
profile (VP) for the base case as well as for all loading scenarios are shown in Figs. 5
and 6, respectively.

6 Conclusion

In this work, simultaneous optimal allocation (both location and size) of the
DSTATCOMunit in a multi-objective framework for four different loading scenarios
using the proposed ISPBOA has been investigated. A normal distribution based
student classification scheme has been proposed to improvise the original SPBOA.
The detailed analysis of results has shown that the performance of the DN in terms
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Fig. 4 Convergence
characteristic for ODA using
ISPBOA for different LM

Fig. 5 Voltage profile of DN
for ODA obtained by
ISPBOA for different LM

Fig. 6 Branch power loss of
DN for ODA obtained by
ISPBOA for different LM
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of RPL minimization, enhancement in VSM and reduction in VD is better when
DSTATCOM is optimally allocated. The proposed method, i.e. ISPBOA has been
quite effective in solving ODA and also has performed better than other estab-
lished approaches mentioned in the literature. Results also reveal that different load
models have impacted differently to the optimal location as well as the size of the
DSTATCOM. The optimal size of the DSTATCOM was found to be the highest for
both IL and CL.
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Symbiotic Organism Search (SOS)
Algorithm Based Load Frequency
Control for Hybrid Power System
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Abstract This paper presents the optimal tuningof Proportional Integral andDeriva-
tive (PID) controller for maintaining the tie-line power exchange between the areas
within the desired limits along with frequencies of both areas. Two intelligent
optimization techniques named Particle Swarm Optimization (PSO) and Symbi-
otic Organism Search (SOS) have been used to find the optimal parameters of the
PID controllers for hybrid power systems. For diversity, two unequal areas have
been considered comprising of various power generation sources such as thermal
power plant, hydro power plant, diesel power plant, and wind power plant. Area 1
includes wind, hydro, and thermal power plants, whereas in area 2, diesel power,
thermal, and hydro power sources are used. Test system has been investigated by
both optimization techniques by taking Integral Time multiplied by Absolute Error
(ITAE) performance indices as objective function for different operating conditions.
Comparison has been made for dynamic response of all the states variables in terms
of settling time and overshoot / undershoot between the SOS and PSO based PID
controllers.
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1 Introduction

The flat frequency profile is themain objective in any power system. The prime inten-
tion of AGC is to furnish finer frequency control in the power system and to sustain
the power of the tie-line at predefined level regardless of load demand in any area. An
interconnected power system strives for generation, distribution, and transport of the
power at base frequency and nominal voltage. The frequency of the power system
will drift from the rated value if there is any difference between real power generated
and the real power consumed [1, 2]. Because of unforeseen disturbances or any other
causes if the load demand is more than the active power generation, the frequency
decreases and there will be violation of the system frequency from its rated value. So
it is the work of AGC to diminish the deviation in frequency as rapidly as possible
and to retain the power in the interconnected tie-line at desired value. Controlling
the deviation in power in the tie-line and deviation of the frequency are the sole
objective of AGC system. A speed governor cannot provide constant frequency in an
interconnected power system. Hence, an extra controller is needed to counteract the
effects of the unexpected changes in load [3–5]. Different researchers in the world
over have come up with different control as well as optimization techniques on AGC.
K.P.S. Parmar et al. [6] described the concepts of optimal control theory. Different
types of controller like Integral [7], Proportional-Integral [8], Proportional-Integral-
Derivative [9], A tilt integral derivative controller is implemented using constrained
nonlinear optimization [10]. Y. Arya et al. considered natural choice of power plants
using optimal control theory in multi sources power system [11]. Khuntia et al. [12]
proposed a new controller which is combination of a fuzzy controller and ANN. It
shows a quick response. It is also adaptable to different situation. Pan et al. [13]
proposed a controller implementing fuzzy technique to optimize a hybrid power
system. In this paper, different generation systems like solar photovoltaic, diesel
engine, aqua electrolyzer, wind turbine, and fuel-cells have been considered. Battery,
ultra-capacitor, and flywheel have also been used as energy storage devices. Fuzzy
control scheme is employed for controller tuning with PSO technique. Gheisarnejad
et al. [14] proposed a fuzzy based fractional order PID controller with derivative
filter. A new fuzzy based PID controller Mohapatra et al. [15] implemented FOPID
Controller in a Power System with different generation area. It is a fuzzy based
controller. SSA algorithm is used to optimize the controller gain. Lamba et al. [16]
designed a FOPID Controller. The stability boundary locus method is used. The
system parameters are varied by using the Kharitonov theorem. Arya et al. [17]
designed aFOPIDcontroller using fuzzy logy.Debbarmaet al. [18] presented a robust
cascaded combination of 2-DOF-PI controller with Double Derivative controller in
a three unequal area thermal system. Nature-inspired firefly algorithm (FA) based
optimization is implemented. Zhao et al. [19] proposed a two-degree-of-freedomPID
controller based on predictive optimal control (PO-2-DOF-PID). He implemented a
three area system to test the potency of the abovementioned controller. Tripathy et al.
[20] presented a cascade controller in a hybrid system implementing Spider Monkey
Optimization technique. He put forward a different controller. He has combined two
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different controller, proportional–derivative controller with filter, and proportional–
integral controller in cascade. Dash et al. [21] presented a different controller by
cascading a PD controller with a PID controller which is optimized by Bat algo-
rithm. He has made a maiden attempt to implement BA to optimize this cascade
controller in AGC, considering generation rate constraints of 3%/min.

The proposed work presented the application of PSO and SOS optimization tech-
nique optimal tuning of PID controller for keeping the power flow in the intercon-
nected tie-line between the two areas and frequency within the desired limits. Two
intelligent optimization techniques named Symbiotic Organism Search and Particle
Swarm Optimization have been implemented to find the best optimized gains of
the PID controllers for hybrid system. Section 2 gives the information about PID
controller whereas two area system with different generating sources is presented in
Sect. 3. Section 4 gives the detail about intelligent optimization techniques. Section 5
shows result and discussion and Sect. 6 concludes thework. Appendix has been given
in Sect. 7.

2 Proportional Integral and Derivative (PID) Controller

Equation for Proportional plus Integral Controller (PID) can be written as:

U (t) = Kpre(t) + Ki

∫
e(t)dt + Kd

de(t)

dt
(1)

where u(t) is the output, e(t) is error input to PID controller, Ki integral gain, Kpr.

3 Multi-area Hybrid Power System

For diversity two unequal areas have been considered comprising of various power
generation such as thermal power plant, hydro power plant, gas, and wind power
plant. Area 1 includes thermal plant, hydro plant, and wind power plant, whereas
in area 2, thermal power plant, hydro plant, and diesel power plants are used.
MATLAB/SIMULINK model of the hybrid test system including different energy
resources have been shown in Fig. 1. For each power plant one PID controller has
been used for load frequency control and maintaining the discrepancy in power flow
in tie-line, frequency and Area Control Error within a desired limits. The output vari-
ation for each plants depend upon their participation factors which are different for
each power plants with various operational shifts in the system such as load change.
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Fig. 1 Transfer function model of multi-source two area power system

3.1 Objective Function for Load Frequency Control

Optimal tuning of all parameters of PID controllers have been done by two intelli-
gent optimization techniques. Tuning of the controllers includes robustness of model
uncertainty, tracking of desired dynamic response of different variables and mini-
mizing the oscillations. The PID feedback controller is a popular feedback controller
used in various modern industries and is widely applicable in variety of control
systems. Two intelligent optimization techniques named SymbioticOrganismSearch
(SOS) and PSO have been implemented to perceive the optimal gain constant of the
controllers for the proposed test system.

Many researchers have reported the use of different performance indices such as
Integral of Time multiplied Absolute Error (ITAE), Integral Absolute Error (IAE)
and Integral Time weighted Squared Error (ITSE). However, ITAE has been found
the best objective function for the use of Automatic Generation Control (AGC)
problem in terms of overshoot/ undershoot and settling time. Therefore, ITAE has
been considered in the proposed work as an objective function.

J = I T AE =
tsim∫

0

(|�F1| + |�F2| + |�Ptie|).t.dt (2)
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�Ptie is the tie-line power variation, �F1 and �F2 are the change of frequency in
area 1 and area 2, respectively. The objective function is beingminimized by different
intelligent optimization techniques for finding best solution for PID controllers.

Inequality Constraints:

KPmin < KP < KPmax

KImin < KI < KImax

KDmin < KD < KDmax

The differential equation for PID controller has been shown in Eq. (2).

U1 = KP1 ∗ ACE1 + KI1 ∗
∫

ACE1 + KD1 ∗ dACE1

dt
(3)

U2 = KP2 ∗ ACE2 + KI2 ∗
∫

ACE2 + KD2 ∗ dACE2

dt
(4)

where,

ACE1 = �Ptie + B1�F1 (5)

ACE2 = −�Ptie + B2�F2 (6)

4 Intelligent Optimization Technique

4.1 Particles Swarm Optimization (PSO) Technique

Particles swarm optimization is an intelligent algorithm based on social behavior of
bird flocking [22]. Here, each individual variable is represented by a particle. All the
particles moves with the velocity which updates accordance with the combination
of own and others particles velocity. Meanwhile all the particles look at the best
particles in their paths. Each particle should consider the current velocity, current
position, and distance from gbest and pbest in order to update its position. Here,
particles position is not in real number but in 0 and 1 form. Particles position and
velocity can be updated by:

vt+1
id = vt

id + r1 ∗ c1
(
pbestt − xtid

) + r2 ∗ c2
(
gbestt − xtid

)
(7)

xt+1
id = xtid + vt+1

id (8)
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where, pbest and gbest are personal best and global best of particle, c1 and c2 are
acceleration coefficient, r1 and r2 are random numbers, xid is ith particle’s position
in dimension d and vt

id is the ith particle’s velocity in dimension d.

4.2 Symbiotic Organism Search (SOS) Algorithm

Implementation of Symbiotic Organism Search requires the three different stages.
Procedural algorithm:

Step 1: Set total no of organisms & Maximum number of iteration.Set iter = 1.
Step 2: Recognize the best organism from the fitness function.
Step 3: Select randomly one organism Xj so that Xj �= Xi. Calculate the Fitness
Value of the organism.
Step 4: Mutual relationship vector (Mutual_Vector) is determined using the
equation given below.

Mutual Vector = (Xi + X j )/2

Step 5: Determine the benefit factor (BF). It can be determined randomly either
1 or 2.
Step 6: Update organism Xi.

Xinew = Xi + rand(0, 1) × (Xbest − Mutual Vector × BF1)

Step 7: Update organism Xj using the mutual relationship

X jnew = X j + rand(0, 1) × (Xbest − Mutual Vector × BF2)

Step 8: After updation of organisms, Calculate the Fitness of the newly modified
organisms;
Step 9: If mutated organisms are superior than the older use the updated organisms
Xi new and restore the previous organisms else reject modified organisms Xi new
and keep the previous organisms.
Step 10: A organism Xj is randomly selected such that Xj �= Xi.
Step 11: Create a Parasite Vector from the Organism Xi.
Step 12: Evaluate the Fitness Value of the newly chosen organism Xj & the
corresponding fitness value of created Parasite vector.
Step 13: If Parasite _Vector is better than organism Xj, then organism Xj is
replaced by the Parasite _Vector.
Step 14: IfXj is better than organismParasite_Vector, then deleteParasite_Vector
& Keep organism Xj as it is.
Step 15: Check the stopping criterion. If yes then that is the optimal solution else
iter = iter + 1 & repeat step 2.
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The test model has been developed in MATLAB/SIMULINK while SOS algorithm
is developed in MATLAB coding (.m files).

5 Result and Discussion

The reported work of optimal tuning of PID controller parameters for hybrid power
system has been developed and tested in MATLAB (2016a) software with i5-6200
CPU@ 2.30 GHz with 8 GB RAM. MATLAB Simulink is used to develop hybrid
multi source power systemwhile optimization algorithms are developed inMATLAB
coding (.m files). To demonstrate the effectiveness of the proposed concept for load
frequency control various case study have been considered under dynamic change in
system operating conditions. Perturbation response of have been compared for SOS
optimization with PSO technique. Figure 1 reveals the simulation model of multi-
source system with thermal plant, hydro plant and wind power plant connected in
each area. ITAE performance has been used as the objective function to be minimize
by the optimization techniques. To check the robustness of the algorithm various
cases have been considered.

Case Study I: Step load change of 1 percentage in Area 1 has been considered and
parameters of PID controllers are optimally tuned with PSO and recently devel-
oped SOSoptimization technique. ITAEhas been considered as objective function
to beminimized and finding best possible parameters of PID controllers. Dynamic
response of the state variables for both areas have been compared with opti-
mization based controller. The comparison has been made in terms time domain
performance indices. Figure 2 shows the dynamic response of � f1, � f2, and

Fig. 2 Perturbation response of two area multi source system for Case I
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Table 1 Optimally tuned Pid controller’s parameter-Case Study I

Optimization technique Kp Ki Kd ITAE

SOS driven PID controller PID1 1.4679 2.0000 2.0000 0.0003

PID2 0.4644 0.4644 1.9951

PID3 1.9886 2.0000 1.9979

PID4 1.8839 0.4276 1.9984

PSO driven PID controller PID1 1.7063 1.6912 1.9801 0.0004

PID2 0.4467 0.6304 0.4740

PID3 1.0349 0.3055 1.4497

PID4 1.0770 1.0180 0.9745

Table 2 Overshoot and settling time for all the states variables-Case Study I

Case Study I

Optimization
technique

States
variables

Undershoot
Ush × 10−3 in Hz

OvershootOsh × 10−3 in
Hz

Settling time
T s in s

SOS driven PID
controller

�f 1 −17.58 2.338 7.52

�f 2 −5.429 0.4349 9.781

�P12 −2.726 0.4598 11.61

PSO driven PID
controller

�f 1 −16.71 1.504 14.96

�f 2 −6.227 1.15 16.86

�P12 −3.459 0.6839 13.42

�P12 when 1 percentage change of load is considered in area 1. Table 1 shows
optimally tuned PID parameters using both techniques whereas settling time and
overshoot of dynamic response of state variables are given in Table 2. From
Fig. 2 and Tables 1 and 2, it can be noticed that SOS based PID controller is
yielding improved performance and shows better robustness as compared to PSO
technique.
Case Study II: A Step load perturbation of 1 percentage in both area 1 and 2
has been considered to analyze the robustness of the algorithm. Time domain
response of � f1, � f2, and �P12 for this case have been shown in Fig. 3 with
the comparison of both technique. Optimal parameters of PID controllers using
both PSO and SOS technique have been shown in Table 3, while Table 4 gives the
settling time and overshoot of the state variables. From Fig. 3 and Tables 3 and 4,
it is marked that SOS based PID controller is giving preferable performance and
shows better robustness as compared to PSO technique.

Where, Pg1, Pg2, and Pg3 are thermal power plant, hydro power plant and wind
power plant in area 1, while Pg4, Pg5, and Pg6 are thermal power plant, hydro power
plant, and diesel power plant in area 2, respectively as shown from Fig. 4 and Fig. 5.
From both the case studies, it can be states that the SOS optimization technique
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Fig. 3 Perturbation response of two area multi source system for Case II

Table 3 Optimally tuned Pid controller’s parameter case study II

Optimization technique Kp Ki Kd ITAE

SOS driven PID controller PID1 2.0000 1.9457 2.0000 0.0003

PID2 0.8989 0.1061 2.0000

PID3 1.9896 1.7924 1.9829

PID4 1.9616 1.7303 2.0000

PSO driven PID controller PID1 0.7917 1.3940 2.0000 0.0005

PID2 2.0000 0.3513 1.0525

PID3 1.1868 0.5454 0.6906

PID4 0.4438 2.0000 0.0100

Table 4 Overshoot and settling time for all the states variables Case Study II

Case Study II

Optimization
technique

States variables Under-shoot
Ush × 10−3 in Hz

Over-shoot
Osh × 10−3 in Hz

Settling time T s
in s

SOS driven PID
controller

�f 1 −17.64 1.687 10.76

�f 2 −6.089 0.6047 13.19

�P12 −2.421 0.3808 9.284

PSO driven PID
controller

�f 1 −21.24 2.558 15.38

�f 2 −6.662 1.121 17.02

�P12 −4.09 0.5139 13.32
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Fig. 4 Output power for all power plants for Case-II

Fig. 5 Responses for random load in both areas

out performed well known PSO optimization technique in terms of time domain
specification like settling time, overshoot, and undershoot by optimal tuning of PID
controllers under various load change in both areas.

6 Conclusion

This paper addresses the different issues of load frequency control for multi-area
multi-sources power system. Thermal power plant along with hydro, diesel, and
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wind have been considered in both areas. A newly developed symbiotic organism
search (SOS) has been applied for optimal tuning of PID controller parameters and
comparison have been made with well known Particles Swarm Optimization (PSO)
technique. ITAE has been considered as an objective function to tune the parame-
ters for different operational shifts mSystem performance is examined considering
perturbation step load change in both the areas. From the results, it can be states
that the SOS optimization technique out performed well known PSO optimization
technique in terms of settling time, and undershoot/overshoot by optimal tuning of
PID controllers under various load change in both areas.

7 Appendix

Typical values for the system parameters are:

PR = 2000 MW (rating); Frequency (f ) = 50 Hz; B1 = 0.4312 pu MW/Hz, B2

= 0.4312 pu MW/Hz; PL = 1840 MW; T t = 0.3 s; K r = 0.3; T r = 10 s; T sg =
0.08; KT = 0.543478; R1 = R2 = R3 = 2.4 Hz/pu MW; T rh = 28.75 s; T gh =
0.2 s; KG = 0.130438; KH = 0.326084; Y c = 1 s; Xc = 0.6 s; cg = 1; bg = 0.5;
TW = 1 s; T rs = 5 s; T ps = 11.49 s; T cd = 0.2 s; T fc = 0.23 s; T cr = 0.01 s; Kps

= 68.9566 Hz/pu MW; T12 = 0.0433 pu; a12 = −1.

Symbiotic organism search Optimization Technique: No. of Iteration: 50, No.
of particles: 30. PSO Parameters: No. of Iteration: 50, No. of particles = 30.
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Simulink and FPAA Implementation
of FSK Signals

Bikram Choudhury and Aruna Tripathy

Abstract Fundamental to all wireless communication is modulation, the process in
which the message data is transmitted on a high frequency radio carrier. Most of
the wireless transmissions today are digital as it has more advantages than analog;
the effect of distortion, noise, interference is minimized through the use of inge-
nious digital signal processing as compared to analog communication system. In this
paper, we have considered binary frequency shift keying (BFSK) as the modulation
technique to send data over a wireless channel. The corresponding demodulator is
responsible for retrieving the transmitted data from thenoisy, faded signal as impacted
by the channel. The metric usually used to evaluate a digital modulation scheme is its
average probability of bit error. We have evaluated the bit error rate (BER) of BFSK
signals in both the additive white Gaussian noise (AWGN) and flat Rayleigh fading
channels. The evaluation has been carried out in both MATLAB and SIMULINK
platforms which are subsequently validated by the corresponding theoretical values.
After the simulated, BER values are verified and matched with their corresponding
theoretical values, hardware realizations have been attempted. The contribution of
this paper is (a) the BER evaluation of BFSK through MATLAB simulation and
SIMULINK platform, followed by theoretical validations in two different channels
and (b) investigation of a hardware platform called Field Programmable Analog
Array (FPAA) to build and test a BFSK modulator demodulator (MODEM). Test
results show promising outcomes as to the suitability of such MODEM. Indeed data
is retrieved at the expense of a small delay.
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1 Introduction

Frequency Shift Keying (FSK) is a modulation scheme that is widely used in digital
communication system due to the simple construction of both its modulator and
demodulator (MODEM), the ease of generation of orthogonal carriers and simple
envelope detection at the receiver. Here, the frequency of the carrier (which is usually
a sinusoidal signal) is varied according to the amplitude of themessage bearing or the
baseband digital signal. For binary baseband signal, a higher carrier frequency (fH)
called mark frequency is produced for a binary ‘1’, whereas for binary ‘0’, a lower
carrier frequency (fL) called as space frequency is produced. Numerous efforts have
been reported [1–10] that assess BFSK over different channels. The contribution of
this paper is an attempt to assess the performance of aBFSKsignal in both the additive
white Gaussian noise (AWGN) as well as frequency flat Rayleigh fading channels
using simulations carried out on MATLAB as well as SIMULINK. The simulated
performances are validated with the corresponding theoretical values. The almost
perfect match shown by the simulated results with their corresponding theoretical
boundsmotivated attempts to design a BFSKMODEMon a reconfigurable hardware
platform. Hardware implementations of a number of analog functional blocks are
reported on other platforms [11–17]. However, the suitability of an FPAA to construct
and subsequently test it for information retrieval using BFSK is missing in literature.
The novelty of this paper is one of the hardware implementation of a BFSKMODEM
and to assess its suitability to detect data from themodulated waveform on a platform
called Field Programmable Analog Array (FPAA) from Anadigm Designer 2. The
MODEM shows promising results of information retrieval at the expense of a small
delay. The necessarymathematical expressions used to evaluate a givenMODEMare
presented in Sect. 2. Section 3 discusses the systemmodels developed in SIMULINK,
followed by the FPAA implementation. Results are discussed in Sect. 4, followed by
concluding remarks in Sect. 5.

2 Theoretical Bit Error Rate of BFSK in AWGN
and Rayleigh Flat Fading Channels

A BFSK signal can be represented as

V f sk(t) = Vc cos{2π [ fc + Vm(t)� f ]t}, 0 ≤ t ≤ Tb, (1)

where V f sk(t) represents the binary FSK waveform, Vm(t) is the digital message
signal, � f = frequency deviation from the carrier frequency, Vc = Peak analog
carrier amplitude and Tb is the bit duration. So when Vm(t) = +1, we will get the
frequency component as fc+� f and fc−� f when Vm(t) = –1. So in this sense, for
binary ‘1’, we are sending a higher carrier frequency ( fH ) called as mark frequency,
whereas for binary ‘0’, lower carrier frequency ( fL ) is called as space frequency.
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We note from Eq. 1 that a multilevel base band signal changes the carrier frequency
in multi steps instead of binary. The theoretical equation for probability of average
BER in AWGN is,

Pe = Q

(√
2Eb

N0

)
(2)

Eb represents energy per bit while N0 is the one-sided power spectral density of
white noise in (2). The simulated values are compared with Eq. 2. For Rayleigh flat
fading channels, the average BER is expressed as [4]

Pe,Rayleigh =
[
1

2
(1 − μ)

]L L−1∑
k=0

(
L − 1 + k

k

)[
1

2
(1 + μ)

]k

(3)

In our work,

L = 1, μ =
√

γc

1 + γc
(4)

Further,

γc = Eb

N0
(5)

The expressions are simplified to the following in our work as,

Pe,Rayleigh = 1

2
(1 − μ) (6)

For AWGN channels, the theoretical average BER is evaluated by (2), whereas
for Rayleigh flat fading channels, use is made of Eq. 6 in the subsequent sections.

3 Simulink Models and Validation of Results

In this section, the SIMULINK models for a BFSK MODEM in both AWGN and
Rayleigh flat fading channels are presented. A comparison is also made between
the simulated BER with the theoretical ones using Eq. 2. The SIMULINK model of
BFSK in AWGN is presented in Fig. 1.

The BER of BFSK in AWGN as obtained in Fig. 1 has been compared with the
theoretical one using Eq. 2 in Fig. 2 and both show a good match.
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Fig. 1 BFSK SIMULINK Model in AWGN Channel

Fig. 2 BER curve of BFSK under AWGN Channel in SIMULINK Model

The model used to assess the BER of BFSK in flat Rayleigh fading is shown in
Fig. 3. The Rayleigh fading block is used after the BFSKmodulator block in order to
determine the effect of Rayleigh fading effect in BFSK. The math function 1/u acts
as a normalizing factor. The Spectrum Analyzer block accepts input signals with
discrete sample times and displays frequency spectra of these signals. The Error
Rate Calculation block compares input data from a transmitter with input data from
a receiver and helps to obtain the BER curve.
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Fig. 3 BFSK SIMULINK model in Rayleigh fading

The BER of BFSK in flat Rayleigh fading as obtained in Fig. 3 has been compared
with the theoretical one using Eq. 6 in Fig. 4 and both are in good agreement.

MATLAB 2014 version has been used to simulate the BFSK signal where binary
data is taken as input. Two carrier signals C1(t)and C2(t) are generated. According
to two carriers, FSK signal is generated and demodulated.

The simulation for probability of bit error for BFSK over AWGN and Rayleigh
Fading is done by using MATLAB 2014 and the parameters considered for this
simulation are mentioned in Table 1.

Figure 5 shows the comparison of simulated BER curve which is simulated in
MATLAB of BFSK in AWGN and Rayleigh fading channel. Here, SNR dB is taken
from 0 to 12 dB. It is observed from this figure that the BER performance of BFSK

Fig. 4 BER curve of BFSK in Rayleigh fading in SIMULINK model compared with the
corresponding AWGN curve
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Table 1 Parameter table for
simulation of bit error
probability of BFSK over
AWGN and Rayleigh fading

Modulation order (M) 2 (BFSK Coherent)

No. of Bits 1,000,000

Samples/bit 20

SNR 0:1:12 dB

Carrier frequencies 1 Hz, 2 Hz

Fig. 5 Comparison of MATLAB Simulation of BER curves of BFSK in AWGN and Rayleigh
fading channel

over AWGN is better than BER performance of BFSK over Rayleigh channel. This
is for the sake of completeness.

From Figs. 2 and 3, the Spectrum analyzer is used after the BFSK modulator
baseband block to obtain the Power spectral density of BFSK in Simulink model
and to validate those results in MATLAB simulation, we have used FFT algorithm
to obtain the Power Spectral Density in MATLAB 2014 version. The results for PSD
of BFSK from SIMULINK and MATLAB simulation are mentioned in Figs. 6 and
7.

The PSD of BFSK signal is the superposition of PSD of two signals generated for
0 and 1. As we are computing PSD of BFSK, we observe two sharp peaks in Figs. 6
and 7. This is due to the two carrier frequencies used in BFSK. This is because of
the orthogonal nature of the basic functions. From Figs. 7 and 8, two main lobes
are generated exactly at the same distance from the center frequency. Two lobes
from both the simulations correspond to the energy of the two symbols/frequencies.
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Fig.6 Simulated power spectral density of BFSK in SIMULINK Model

Fig.7 Simulated power spectral density of BFSK in MATLAB

The spike at center of each frequency lobe represents the carrier frequency of each
symbol.

Next, we have shown one hardware implementation of a BFSK modem. Some
of the readily available FPAA software sources are as follows: ANADIGM (CMOS
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Fig. 8 Generation of BFSK
Modulated signal using
Anadigm Designer-2

Technology, 2 MHz BW), MOTOROLA (Discrete time Technology, 200 kHz BW),
IMP Inc. (CMOSTechnology, 125 kHzBW), FASTANALOGSOLUTION (Bipolar
Technology, 4 MHz BW), University of TORONTO (CMOS Technology, 100 kHz
BW). But in this paper, the hardware realization has been carried out on ANADIGM-
2 FPAA. FPAAs help in the algorithmic implementation of the analog circuit creation
policies, provides a very convenient medium in which analog circuits and systems
can be designed and implemented in a very short time frame. Anadigm Designer 2
software has designed all the functional codes and blocks as analog units and the
programs that are inscribed in each block are suitable for analog modulation and
demodulation scheme. However, some of the functional blocks like periodic wave
generator, zero cross detector, etc., essential for a BFSK MODEM implementation
are suitable and helpful in digital modulation schemes. Utilization has been made of
these functional blocks to construct and test such a MODEM on this platform.

4 FPAA Implementation of BFSK Modulator

A hardware implementation of BFSK modulator has been carried out on a platform
called ANADIGM DESIGNER 2. The message signal and two carrier signals are
generated by the Signal Generator Controller andwe set the frequency and amplitude
of each signal used in this block. The message signal has 10 kHz frequency, and
the 2 frequencies are 50 kHz and 20 kHz, respectively, and amplitude of 1 V. The
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Fig. 9 Output of BFSK modulated signal

square wave message signal is passed through an inverter to produce 0 and 1 with
equal probabilities. Then the message signal is multiplied with both the carriers with
the help of two multipliers. Both multiplied signal passed to an adder to get the
modulated signal. For the sum purpose, we have used the SumFilter. (It creates a
full cycle summing stage with up to three inputs that includes a single pole low pass
filter.) The inputs may be either inverting or non-inverting so that both sums and
differences may be created in the transfer function. The modulator for BFSK signal
in ANADIGM DESIGNER 2 is shown in Fig. 8, while its output is illustrated in
Fig. 9.

From Fig. 9, we can observe that we are getting a high-frequency signal for +
1 of the binary wave and a low frequency signal for –1 of the binary wave. In this
diagram, the purple color signal is the message signal, blue color signal indicates
higher frequency signal, the yellow color signal is the lower frequency signal, and
the green color signal indicates the modulated signal of BFSK technique. Next, we
show one implementation of a BFSK demodulator using ANADIGM 2.

Figure 10 shows a realization of coherent demodulator. The modulated signal
is multiplied with the same carriers as used in the modulator. Then these signals
are passed through LPFs (Low pass filter) having cutoff frequency 25 kHz to get
two output signals. Finally these signals are passed through a comparator to get the
original message signal. The comparator will produce a digital output level of ±2 V,
based on the chip reference voltages. The output of this FPAA design is described
in Fig. 11.

The Purple line indicates themessage signal and the blue line indicates the demod-
ulated signal. In this case, we are getting a delay in demodulated signal as compared
to the message signal. This is attributable to the fact that all the functional blocks in
an FPAA are designed to process analog signals leading to inherent delays between
connecting blocks produced by the various functional blocks that process the analog
signals.
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Fig. 10 BFSK demodulator on FPAA

Fig. 11 Output of BFSK demodulated signal

5 Conclusion

The aim of this Simulink Model is to analyze the modulation/demodulation scheme
BFSK using BER as a performance indicator. The BER characteristics as obtained
throughMATLAB simulation and SIMULINKmodels match their theoretical values
both in theAWGNchannel andRayleigh fading for almost all the SNRvalues consid-
ered. The successful simulation of BFSK has motivated to construct and test a BFSK
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MODEM.This has been carried out on a hardware platformcalledAnadigmDesigner
2’s FPAA. One of the possible implementations of a BFSK modem shown in this
paper uses coherent detection in the absence of any real channel. During modulation
process we are getting accurate outputs as desired but during demodulation process
we observe some time shift at the outputs as Anadigm Designer 2 makes use of all
analog signal processing blocks. Both the input signal and demodulated waveforms
show a good match at the expense of a delay of about 15 µS.
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Analysis of Lung Cancer by Using Deep
Neural Network

Sourav Shandilya and Soumya Ranjan Nayak

Abstract Lung cancer is one of the world’s deadliest cancers and one of the highest
mortality rates. There has been a recent increase in the prevalence of lung cancer. The
key aim of this research was to create a computer-aided diagnostic (CAD)method for
classifying histopathological photographs of lung tissues. For the creation and vali-
dation of CAD, we used a publicly available dataset (15,000 samples) of histopatho-
logical photographs of lung adenocarcinoma, lung squamous cell carcinoma, and
benign lung tissue from three different types. In order to extract image features,multi-
scale processing was used. Finally, the comparison study has been made based upon
seven pre-trained convolution neural network (CNN) models, including MobileNet,
VGG-19, ResNet 101, DenseNet 121, DenseNet 169, InceptionV3, InceptionResNet
V2, and MobileNetV2 for classification of lung cancer. All pre-trained models are
hyper-tuned by considering several factors such as batch size, learning rate, number
of epochs, and model accuracy. Among all, ResNet 101 had the best accuracy of
these CNN version, at 98.67%. This research will aid researchers in the development
of more successful CNN-based lung cancer detection models.

Keywords Transfer learning · Lung cancer · Classification · CNN ·Multi-scale
processing

1 Introduction

Cancer is a term used to describe a group of diseases in which mutated cells form
within the human body as a result of random mutations. When these cells are born,
they differentiate rapidly and disperse across the body. Most cancers will lead to
death if they are not treated in a timely manner. After coronary diseases, cancer is
the leading cause of death worldwide. In 2020, there will be almost 228,820 new
lung cancer patients in the United States alone. Lung cancer [1] is the primary cause
of cancer-related deaths in the United States, accounting for about one-quarter of all
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cancer deaths. Based on information gathered between 2015 and 2017, at any point
in their lives, two out of every five Americans will be diagnosed with cancer. Cancer
cells can form in any part of the body, but the lungs, breast, brain, colon, rectum,
stomach, scalp, and prostate are the most commonly affected organs. Lung and colon
cancers are the most common cancers that cause mortality in both men and women.
Cancer is caused by a variety of factors, including behavioral characteristics such
as a high BMI, nicotine and alcohol use, as well as physical carcinogens such as
ultraviolet rays and radiation, as well as some genetic and biological carcinogens.
The source, on the other hand, can differ from one person to the next. Fractal feature
[2] also plays a major role to analysis of cancer detection by using machine learning
and deep learning.

Cancer staging refers to how far the disease has gone throughout the body and the
way serious it is. Staging aids health care professionals and patients in determining
the simplest course of therapy.

The most basic style of staging is as follows:

1. Localized, wherein the cancer is within a limited area
2. Regional, wherein the cancer has spread to nearby tissues or lymph nodes
3. Distant, wherein the cancer has spread to other parts of the body

Non-small cell carcinoma stages
The phases of non-small cell carcinoma are commonly described by health care

experts using tumors size and spread, as follows:
Hidden or occult: On imaging scans, the cancer does not manifest, although

malignant cells may emerge in phlegm or mucus.
Stage 0: Only the highest layers of cells lining the airways contain aberrant cells.
Stage 1: A tumor exists within the lung, but it is but four centimeters (cm) in

diameter and has not migrated to other areas of the body.
Stage 2: The tumor has grown to a diameter of seven centimeters or less and has

spread to adjacent tissues and lymph nodes.
Stage 3: The cancer has progressed to lymph nodes and other regions of the lung

and its surroundings.
Stage 4: The cancer has progressed to other parts of the body, such as the bones

or the brain, at this stage.
Carcinoma of small cells is divided into several categories. Limited and extended

stages include the development of cancer within or outside the lungs. The cancer
will only affect one side of the chest at this stage [3], but it will already be present
in some nearby lymph nodes. Around a 3rd of persons with this type discover they
need cancer when it is still in its early stages. Radiation treatment will be accustomed
treat it as one region by health care specialists. At the advanced [4] stage, the cancer
has spread over one side of the chest. In addition to other areas of the body, it has
potential to influence the opposite lungs. Around two-thirds of individuals with small
cell carcinoma discover that they need it when it is already within the extensive stage.
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Fatigue, discomfort, respiratory problems, weight loss, and a variety of other
symptoms are among the most frequent symptoms of cancer. As a result, detecting
the presence of cancer without a screening test such as a computed tomography (CT)
scan, magnetic resonance imaging [5] (MRI), positron emission tomography (PET)
scan, ultrasound, or biopsy is usually difficult. In certain cases, the patients exhibit
little or no symptom in the early stages, and by the time symptoms appear, it is
usually too late [6]. In certain cases, a person inherits the cancer-causing gene from
his or her parents. People who are at a higher risk of having hereditary cancers may
have regular checkups. Lung cells that become cancerous as they mutate and expand
uncontrollably form a cluster, which is referred to as a tumor. We can see from the
knowledge that the carcinomas commonly reside in the flesh of smokers [3], but it
can also appear face to face in non-smokers. The two prevalent forms of carcinoma
are adenocarcinoma and epithelial cell carcinoma; however, other histological types
include small and large cell carcinomas.

Adenocarcinoma of the carcinoma is most common in active or former smokers,
although itmay also occur in non-smokers. This form of cancer ismost likely to strike
young women and children, and it is usually located in the lungs’ outer layers, before
it gets out of hand. Smokers are more likely to develop epithelial cell carcinomas.
On the other hand, small and large cells can form in any part of the lung and have a
proclivity to expand and enroll quickly, making treatment more difficult.

CNN is often used to interpret medical imaging, such as CT scans orMRI, in order
to track, diagnose, and improve patient-specific equipment [7, 8]. Medical imaging
is currently completed by taking slices of the depth of the tissue to be examined, but
since the body is made up of moving 3D objects, all of the images must be seen in
context to be effective. Processes like identifying cancerous cells, evaluating arterial
health, and structural imaging of brain tissue can be processed by a 3D CNN by
integrating these static images with volume or spatial background, minimizing the
time taken for individual assessment and allowing quicker patient treatment. First,
the input image is improved for image contrast using histogram equalization, and
then denoised using an adaptive bilateral filter (ABF) [2]. After preprocessing, the
next step is to locate and remove the lung area. The artificial bee colony (ABC)
segmentation technique is used to isolate the lung area. Inside the ABC segmented
image, the holes in the lung region are filled using a mathematical morphology
technique. Currently, feel functions are being extracted in order to locate cancerous
lung nodules.After locating the cancerous lung nodules, the next step is to identify the
lung disease name and incidence, which is aided by function extraction. In context
to bio-medical image processing, most of the literature has shown the interest on
various transfer model by hyper-tuning the model along with performing numerous
kind of preprocessing and statistical techniques [2, 9, 10].
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2 Proposed Work and Methodology

We propose a machine learning (ML) model for sub-classifying non-small cell lung
cancer photographs into squamous cell carcinoma and adenocarcinoma in this article.
In a wide variety of medical image processing systems, CNN [11] models have been
shown to produce superior performance. In such situations, models based on the
principle of transfer learning (TL) can be useful. In TL, the information obtained
by a DL model trained on a big task is applied to a task with a smaller size. This
reduces the need for a broad and lengthy learning period, which is required by DL
methods that are taught from scratch.DenseNet 121,DenseNet 169, InceptionResNet
V2, Inception V3, MobileNetV2, MobileNet, and ResNet101 were included in this
analysis.

2.1 Dataset Used

There are 25,000 histopathological photographs [12] in the dataset, divided into five
classes. Images have a resolution of 768 × 768 pixels and are saved as jpeg files.

The photographs were created using an inspired sample of HIPAA compliant
and authenticated sources, consisting of 750 total images of lung tissue (250 benign
lung tissue, 250 lung adenocarcinomas, and 250 lung epithelial cell carcinomas)
and [9] 500 total images of colon tissue (250 benign colon tissue and 250 colon
adenocarcinomas), which were then augmented to 25,000 using the Augmenter kit.

The dataset is divided into five classes, each with 5000 images: (i) lung tissue that
is not cancerous, (ii) adenocarcinoma of the lungs, (iii) epithelial cell carcinoma of
the lungs, (iv) adenocarcinoma of the colon, and (v) colon tissue that is benign.

The dataset can be downloaded as LC25000.zip, a 1.85 GB zip format. After
removing the lung colon image set archive, which includes two subfolders, colon
image sets and lung image sets. The colon image sets subfolder contains two
secondary subfolders: colon aca,which contains approximately 5000 images of colon
[12] adenocarcinomas, and colon n, which contains approximately 5000 images of
healthy colonic tissues. Lung aca subfolder contains 5000 images of lung adenocarci-
nomas, lung_scc subfolder contains 5000 images of lung epithelial cell carcinomas,
and lung n subfolder contains 5000 images of benign lung tissues in the subfolder
lung image sets.
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Fig. 1 Architecture of inception

2.2 Preprocessing

As we all know, when deeper networks begin to converge, a degradation problem
arises; when the network complexity grows, precision becomes saturated and quickly
degrades. The approach is to use direct mapping of a few stacked non-linear layers
to solve the problem. To classify, we built a deep CNN with the following layers and
parameters:

2.3 Proposed Models

The proposed approach uses a convolutional neural network [13] and several ML
models combined to form an ensemble. For feature extraction, the CNN model
is used, and machine learning algorithms are used for classification. The features
extractedby theCNNmodel are clearly depicted inFig. 1, and its detaileddescriptions
are described in following sub-sections:

Input Layer

The data is loaded and sent to the first convolution level by the input layer. The input
in this case is a 150× 150 pixel image [14] with three channels: red, blue, and green.

Convolution Layer

Convolution layer is used for inputting a filter image that can be learned for learning
the spatial image structure [15]. This model has a total of three core layers of 3 ×
3 filters in size. The first filters consist about 32 layers, and the two layers with 64
filters have Gaussian distribution initialized for this purpose. An extra ReLU [14]
activation is added after all these layers to increase the general efficiency.
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Pooling Layer

The pooling layer allows CNN to distinguish functionalities of different images
regardless of the illuminated differences and the angle of view and of the images. For
pictures outputing fromapreceding layerwhich convolution layer [5] is used pooling.
After any convolution layer with pooling size of 2, we have added a pooling layer
that is kept true by design. Besides, all of the bundling layers have been maintained
to use the most popular limit bundling.

Flatten Layer

The next move is to flatten the layers until the pooling process is complete and
the pooled function map is received. In this procedure, the entire pooled functional
map matrix is transformed into a single column [16], then fed into the completely
connected sheet.We used it in this layer to transform a 1D tensor from the convolution
layer for a very thick layer.

Fully connected layer

The flattened function map passes into a neural network after the flattening has been
completed. This stage consists of a completely connected layer, input layer, and
output layer [17]. The output layer is the layer we have the class we have fore-
seen. These are the layers that handle the input like a basic vector and provide us
with a vector output. The model uses a total of two dense. First, the neurons are
approximately 512, and second, the neurons are 3.

3 Experiment and Results

In this section, the findings of several studies are presented. About 10,500
photographs in 3 groups were found. And, 4500 pictures of three groups were
found. We investigated the effects of many factors associated with these models
and conducted a comparison of eight CNN model. Finally, the most effective model
is discovered.

We have contrasted our findings to recent state-of-the-art methods. To ensure
the classifiers generalize well, the data was divided into three groups, with 80–
10–10 percent of the data going into preparation, checking, and validation sets,
respectively.When it comes tomedical image analysis [18], there are two approaches
to assess it. The first is at the patient stage, which involves calculating the number of
accurately identified photographs for each patient. Secondly, the number of images
categorized correctly may be assessed in an image. Therefore, we agreed to proceed
to a subsequent approach (Riquelme and Akhloufi 2020) [13] in LC25000 3 for
assessing model success in no knowledge on patients.
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4 Discussion

As from the above results, we can clearly see [19] that ResNet 101 got the highest
percentage of accuracy with 98.67%, and with its first epoch, it started with 96.80%,
and by Epoch 8, it went up to 98.67%. Similarly, the VGG-19 got the 97.78% at
its Epoch 10, started with 95.73% at the Epoch 1. InceptionResNet V2 got the
accuracy of only 46.04% at its Epoch 6, started with 66.44% at Epoch 1. DenseNet
121 accuracy kept getting increased by every epoch started with 41.78% at its first
Epoch and it went up to 94.71% by Epoch 8. DenseNet 169 accuracy went up to
95.78% by Epoch 10. MobileNetV2 is not suitable for the model as it only goes up
to 81.42%, and the accuracy of Inception V3 and InceptionResNet V2 is 85.02% and
46.04%, respectively. The detailed outcome of proposed scheme is tabulated in Table.
1. The following is derived from the above models’ confusion matrix. The confusion
matrix is a tool that is often used to assess the consistency of a designation. M(i,j)
is proportional to the number of observations proven to be in group i and expected
to be in group j, according to the concept of an uncertainty matrix an presented in
Fig. 2. For testingmemory, specificity, precision, and accuracy, an uncertaintymatrix
is very useful.

5 Conclusion

In this article, we carried out a series of experiments using a deep learning method
on the LC25000 data collection. Various pre-trained CNN architectures used the
transfer learning concept, many essential elements were assessed, and their findings
were compared in LC25000 datasets. The results indicate that ResNet 101, with an
accuracy of 98.67%,was able to operate against other competing networks and should
also be considered a potential predictor of lung cancer. The radiologists will use or
use this same CNN model to validate its scanning and reduce the cancer detection
work. We have also managed in this analysis to further improve successful deep
CNN models to detect lung cancer more precisely. For a multi-class classification
query, the efficacy of the proposed model will be tested in further studies. In this
field, we will discuss, along with the CNN models used in this analysis, the various
optimization algorithms to produce a more accurate model.
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Table 1 Training
performance of all the
proposed models

Model Epoch Valid accuracy (%)

DenseNet 121 1 41.78

2 93.29

3 94.49

–

8 94.71

VGG-19 1 95.73

2 96.73

3 97.29

–

10 97.78

ResNet 101 1 96.80

2 96.49

3 97.29

–

8 98.67

MobileNetV2 1 89.91

2 75.51

3 88.53

–

6 81.42

InceptionResNet V2 1 66.44

2 36.49

3 36.40

–

8 46.04

DenseNet 169 1 90.71

2 81.78

3 95.78

–

6 95.29

InceptionResNet V2 1 79.16

2 80.71

3 83.69

–

10 85.02
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Fig. 2 Confusion matrix of ResNet 101
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A Novel 7-Level Switched-Capacitor
Multilevel Inverter with Reduced
Components for Renewable Energy
Conversion Systems

Tapas Roy and Pradip Kumar Sadhu

Abstract A novel 7-level multilevel inverter (MLI) with inherent output voltage-
boosting ability is proposed in this paper. The inverter uses the switched-capacitor
voltage-boosting technique to step up the output voltage at the load-end. Further,
the inverter can balance the capacitor voltages inherently. It requires lower switches,
drivers, and capacitors compared to the recently proposed 7-level switched-capacitor
MLIs. This lower component count leads to more cost-effectiveness of the proposed
inverter and reduces conduction losses as compared to others. Detailed operating
principles, voltage stress analysis, and high-frequency modulation strategy for the
proposed inverter are presented in detail. Furthermore, the dynamic performance
of the proposed inverter has been verified by closed-loop operation using the
finite control set model predictive control (FCS-MPC) technique. An extensive
open-loop and closed-loop simulation study of a 1 kW proposed inverter on the
MATLAB/Simulink platform has been presented to validate the proposed inverter.

Keywords Boosting factor ·Multilevel inverter · Switched capacitor · Total
standing voltage · Voltage balance

1 Introduction

Nowadays, one of the viable DC to AC power converters is multilevel inverters
(MLIs). The application ofMLIs expands in different industrial fields such as electric
vehicles, renewable energy conversion systems, UPS, FACTs, induction heating.
MLIs can produce near sinusoidal output voltage waveform using switching devices
and passive components from single or multiple DC sources [1]. Generally, the
conventionalMLIs are three types. They are cascadedH-bridge (CHB), neutral-point
clamp (NPC), and flying capacitor (FC)MLIs. TheseMLIs have become viableMLIs
for different industrial applications. However, for realizing high-level output voltage
waveform, these MLIs suffer from a high component count. The CHBMLI needs
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many isolatedDC supplies, whereasNPCMLI andFCMLI require several capacitors,
switches, drivers, and diodes as the output voltage level enhances. Also, NPC and
FC MLIs need separate circuits for keeping the capacitor voltages balanced. They
make the inverter bulky, costly, and complex. Besides, the conventional MLIs do not
have output voltage-boosting ability. This feature of MLIs is essential for converting
the energy from renewable resources as the output voltages of these sources are low
in magnitude [1, 2]. In recent years, researchers have developed several innovative
MLIs with lower components [3]. However, they do not have boosting capability.

For incorporating the boosting feature with conventional MLIs, researchers have
developed several innovative MLI structures. One of the prominent and emerging
MLIs is switched-capacitor MLI (SCMLI). By charging and discharging the capaci-
torswith respect to source, SCMLIs can balance the capacitor voltages and can boost-
up the output voltage. They do not require extra circuits for capacitor balancing. This
feature reduces the size and cost of the inverter. The first SCMLI was reported in the
literature in 1998 by introducing a 31-level output voltage waveform from a single
supply voltage [4]. However, the structure needs so many switches, drivers, and
capacitors. Two numbers of cascaded SCMLIs using compact SC cells have been
proposed in [5]. However, both the inverters require H-bridge circuits for voltage
polarity generation. These H-bridge circuits increase the component count as well as
switch voltage stress. The SCMLI proposed in [6] consists of a cascade configuration
of SC cells and a back-end H-bridge circuit. The requirement of a large number of
diodes hinders the reactive power flow capability of the inverter. The researchers
of [7] have proposed an SCMLI with self-polarity generation capability. However,
the necessity of higher switches and drivers increases the cost and complexity of
the structure. The researchers of [8] have introduced a modified cascaded SCMLI
with reduced TSV. The structure was developed from CHBMLI by changing the
DC sources with capacitors. However, the high component count is the major draw-
back for the structure. The researchers of [9] have reported a 7-level SCMLI using
a minimum number of capacitors. However, the inverter needs higher switches and
corresponding drivers. The SCMLI proposed in [10] needs lower components for
realizing the output voltage level. However, the switch voltage stress and TSV of the
inverter are higher. The SCMLIs proposed in [11, 12] also require several compo-
nents for realizing the higher output voltage level. The large component count and
high TSV increase the rating, size, and cost of the inverters.

The high component count is one of the prime limitations of recently proposed
SCMLIs. This paper proposes a novel 7-level SCMLI that needs reduced components.
This lower component count improves the cost-effectiveness of the proposed inverter.
Further, the inverter requires to conduct a lower number of switches for synthesizing
the voltage levels at load. This feature reduces conduction losses and improves the
efficiency of the inverter. The inverter has self-polarity generation capability.

The paper is organized as follows: Section 2 describes the proposed inverter, its
operation, and voltage stress analysis. Implementation of a high-frequency switching
strategy is illustrated in Sect. 3. Section 4 describes the comparative study. The
description of closed-loop control of the proposed inverter using finite-set model
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predictive control is presented in Sect. 5. Sections 6 and 7 present the simulation
study of the proposed inverter in open-loop and closed-loop conditions. Finally, the
conclusions and references are presented.

2 Proposed SCMLI Circuit

Figure 1depicts the proposed7-level SCMLI. It comprises six unidirectional switches
(S1, S2, S3, S6, S8, and S9), three bidirectional switches (S4, S5, and S7), two capacitors
(C1 and C2), and a DC power supply (V in). Switches S1 and S2 form a leg across the
supply, whereas S8 and S9 form a leg across the capacitor bank. The capacitor bank
is the series combination of the utilized capacitors C1 and C2 as depicted in Fig. 1.
The switches S3, S4, S5, and S6 form a bridge that helps V in to connect in series or
parallel with the capacitors. Switch S7 is connected between the mid-points of the
capacitor bank, and the leg comprises S1 and S2 as depicted in Fig. 1.

In the proposed inverter, both capacitors can be charged to V in. Considering the
capacitors are fully charged by the source, the realization of different voltage steps is
shown in Fig. 2. Further, Table 1 shows the ON switch list and capacitor states where
the charging, not connected, and discharging states of the capacitor are depicted by
C, N, and D. The inverter can realize the various voltage steps as follows:

(a) ±0V in voltage step realization: By short circuiting the load, the inverter synthe-
sizes these voltage steps between the load terminals. When S1, S5, and S8
conduct, the load gets short circuited and the +0V in voltage level is realized
as depicted in Fig. 2a. Similarly, whenever S4, S2, and S9 conduct, the load
gets short circuited and the –0V in voltage level is synthesized as presented in
Fig. 2b.

(b) ±1V in voltage step realization: The inverter can synthesis these voltage steps
by directly connecting the source voltage between the load terminals. Further,
the capacitors store charges from supply during these voltage steps as shown
in Table 1. When S2, S5, S7, and S8 conduct, V in is placed across the load and
the capacitor C1 as presented in Fig. 2c. Hence, +1V in is realized, and C1

Fig. 1 Proposed 7-level
SCMLI structure
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Fig. 2 Realization of various voltage steps in the developed SCMLI a +0V in, b –0V in, c +1V in,
d –1V in, e 2V in, f –2V in, g +3V in, h –3V in

Table 1 Switch and capacitor states for realizing different voltage steps

State no. vo(t) ON switches Capacitor state

C1 C2

1 +3V in S2, S3, S8 D D

2 +2V in S2, S4, S8 D D

3 +1V in S2, S5, S8, S7 C N

4 +0 S1, S5, S8 N N

–0 S2, S4, S9 N N

5 –1V in S1, S4, S9, S7 N C

6 –2V in S1, S5, S9 D D

7 –3V in S1, S6, S9 D D
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gets charged to V in voltage level. During this circuit condition, C2 remains in
neither charging nor discharging state as shown in Table 1. Similarly, when S1,
S4, S7, and S9 are ON, V in becomes in parallel withC2 and the load. The switch
combination connects the source across the load in the opposite polarity as that
for +1V in voltage level as presented in Fig. 2d. So, the load voltage becomes
–1V in, and C2 gets charged to the V in voltage level.

(c) ±2V in voltage step realization: These voltage steps can be synthesized by
connecting the capacitor bank between the load terminals. When S2, S4, and
S8 conduct, connecting the capacitor bank between the load terminals, +2V in

voltage step is realized as depicted in Fig. 2e. Similarly, when S2, S6, and
S9 are turned ON, the capacitor is placed between the load terminals and –
2V in voltage step is synthesized by the inverter as depicted in Fig. 2f. During
these voltage steps, the load is supplied by the capacitor bank only. Hence, the
capacitors discharge their energy to the load.

(d) ±3V in voltage step realization: The highest positive and negative voltage steps,
i.e., +3V in and –3V in are realized whenever the series combination of input
source and capacitor bank appears between the load terminals. Figure 3g shows
the current flow path and equivalent circuit for realizing +3V in voltage level.
When S2, S3, and S8 are turned ON, V in becomes in series with the capacitor
bank, and the whole series combination appears between the load terminals.
Hence, the +3V in voltage step is realized. Similarly, when S1, S6, and S9 are
turned ON, placing the source in series with the capacitor bank and whole
series combination appears between the load terminals as depicted in Fig. 2h.
So, the –3V in voltage level is synthesized.

The proposed inverter can realize the peak amplitude of output voltage that is
three times the input supply voltage. Hence, the inverter has a boosting factor (B) of
3. From Fig. 2, it can be observed that S1 and S2 are complementary to each other
across V in. So, the maximum voltage stress across them is V in. Similar, S8 and S9
have a peak stress voltage of 2V in each as they are connected across the capacitor
bank. From Fig. 2a, it can be observed that when S5 is ON, the capacitor bank appears
across S3. Hence, the voltage stress of S3 is 2V in. Similarly, the peak stress voltage
across S6, S5, and S4 are 2V in, 3V in, 3V in, respectively. From Fig. 2e,f, the peak stress
voltage across S7 is 2V in. The inverter has a TSV of 19V in. The ratio of the TSV to
the peak output voltage, known as per-unit TSV (TSVpu), for the proposed inverter
is 6.33.

3 Switching Strategy

This section describes the implementation of a high-frequency switching strategy
for the developed inverter. Due to the symmetric nature of output voltage waveform,
the implementation of switching strategy for positive half-cycle has been discussed
in detail. Figure 3a depicts the carrier signals and reference signals in a positive
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Fig. 3 Implementation of
high-frequency modulation
strategy in positive
half-cycle a Carrier signals
versus ref. signal. b Logic
circuit 1. c Logic circuit 2

half-cycle. It has three high-frequency carrier signals (Cr1, Cr2, and Cr3) and low-
frequency sinusoidal reference signals (Ref.).

S1 = R11 + RR1 + RR22 + RR2 + RR33 + RR3 (1)

S3 = R3, S5 = R11 + R1 + R22 + RR2 + RR33 (2)

S7 = R1 + R22 + RR1 + RR22, S8 = R11 + R1 + R22 + R2 + R33 + R3 (3)

For implementing this modulation strategy, two logical circuits have been build
up. Figure 3b shows the Logical circuit 1. In this circuit, the DC values 0, 1/3, and
2/3 have been compared with the reference sinusoidal signals, and I1, I2, I3 are the
output signals. In Logic circuit 2 as shown in Fig. 3c, the reference signal has been
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compared with the carrier signals first. The produced logic signals are then logically
ANDwith I1, I2, and I3 as shown in Fig. 3c. After AND, the generated signals areR1,
R2, and R3. The complement of R1, R2, and R3 are R11, R22, and R33, respectively, as
shown in Fig. 3c. In the positive half-cycle, the generated logical signals from Logic
circuit 2 are (R1, R11), (R2, R22), and (R3, R33). Similarly, in the negative half-cycle,
the generated logical signals are (RR1, RR11), (RR2, RR22), and (RR3, RR33). The
switching pulses S1, S3, S7, and S8 for the proposed inverter can be derived by using
the logical equations as shown in (1)–(3). Similarly, the pulses for other switches can
be derived.

4 Comparative Study

The comparative studyof the proposed inverterwith others is presented in this section.
The proposed inverter uses lower switches (N sw) than the inverters developed in [7, 8,
11]. It requires the same N sw as that for the inverters developed in [9, 12]. However,
it requires a higher N sw than the inverter reported in [10].

As compared to the required drivers (Ndr), the proposed inverter needs the lowest
drivers than all the suggested inverters. Furthermore, it does not require power diodes
(Ndi). For the required capacitors (Nc), the proposed inverter utilizes lower capacitors
than the inverters presented in [8, 12]. However, it has the highest per-unit TSV. For
a fair comparison, the overall costs of the structures per boosting factor per level
(CF/B/NL) have been evaluated for all the inverters as per a standard cost-effective
function (CF) as depicted in (4).

CF = (nsw + ndr + ndi + nca) + β × (TSV+ PIV)pu (4)

As per Table 2, the developed inverter has the lowest value of CF/B/NL than all
the suggested inverters. This feature validates that the developed inverter is a more
cost-effective solution than others for realizing the same output voltage levels.

Table 2 Comparative table of developed SCMLI with others

Topology N sw Ndr Ndi Nc Npath (TSV)pu B CF/ (B × NL) Negative
levelβ = 0.5 β = 1.5

[7] 14 14 2 2 6 4.67 3.0 1.63 1.85 Inherent

[8] 13 13 3 3 6 5.00 3.0 1.64 1.88 Inherent

[9] 12 11 0 2 6 5.33 3.0 1.32 1.57 Inherent

[10] 10 10 4 2 3 6.00 3.0 1.38 1.67 Inherent

[11] 16 14 0 2 6 4.67 3.0 1.63 1.85 Inherent

[12] 12 12 4 4 6 5.33 3.0 1.65 1.90 Inherent

Proposed 12 9 0 2 3 6.33 3.0 1.24 1.54 Inherent
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Furthermore, the developed inverter conducts lower switches for realizing the
highest voltage step, i.e., Npath than the inverters reported in [7–9, 11, 12]. This
feature reduces the conduction losses of it than others. Lastly, it has inherent negative
voltage-level generation capability as suggested inverters. This means, it does not
require an H-bridge circuit that reduces the switch count as well as the voltage stress
across the switches.

5 Model Predictive Control (MPC) of Proposed Inverter

To evaluate the performances of the proposed inverter under closed-loop condi-
tions, the popular finite control set model predictive control (FCS-MPC) technique
is described here. In FCS-MPC, the load current (iL) tracks the reference current
(iref) based on a predictive model of the system. It predicts the load current for the
next sample instant (k + 1) based on the sample at the present instant k. After that,
the optimum switching state will be selected by ensuring the minimization of the
cost function [13]. The block diagram for MPC control of the proposed inverter is
shown in Fig. 4.

The predicted load current (iL(k+1)) can be expressed by (5) by using Euler’s
forward method. Similarly, the predicted reference current (iref(k+1)) can be evaluated
by Lagrange extrapolation by (6). The cost function (g(n)) expresses the absolute
error between the predicted reference current and the load current as shown in (7).
In an iteration, the predicted current needs to evaluate for all the possible voltage
levels (n= 1 to 7) (as per Table 1). For each predicted load current, the cost function
g(n) needs to be evaluated. Theminimum g(n) provides the optimum switching state.
After that, the optimum switching state is selected and applied to the inverter.
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Fig. 4 FCS-MPC for the proposed 7-level inverter
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iL(k + 1) =
(
1− RTs

L

)
iL(k) + Ts

L
vo(n) (5)

iref(k + 1) = 3iref(k) − 3iref(k − 1) + iref(k − 2) (6)

g(n) = |iref(k + 1) − iL(k + 1)| (7)

6 Simulation Study: Open Loop

To evaluate the performances of the developed inverter, an extensive simulation
study was conducted on the MATLAB/Simulink platform on a 1 kW inverter. The
selected DC source voltage is 120 V. Based on 1 kW output power and 50 Hz output
frequency, the selected capacitance values for SCs are C1 = C2 = 1880 μF [9, 11].
To carry out the simulation study, MOSFETs with on-state resistance of 0.18� have
been selected as switching devices. Further, the equivalent series resistance (ESR)
of each capacitor is considered as 0.1 �. The simulated results under different load
conditions are presented as follows.

With considering a resistive load of 54 �, the simulated output current (iL(t))
and output voltage (vo(t) are depicted in Fig. 5a. The vo(t) has seven output voltage
steps with a peak amplitude of 320 V. Further, iL(t) has also seven steps with a peak
amplitude of 6 A and in phase with vo(t). Considering the same load condition, the
simulated steady-state voltages for capacitors are depicted in Fig. 5b. As per this
figure, the voltages are stable and well-balanced by the utilized switching technique.

The average magnitude of steady-state capacitor voltages is 110 V each. Consid-
ering the same load, Fig. 6a presents the profiles of stress voltages profiles for S4, S5,
and S7. Figure 6b depicts the simulated waveform of iL(t) and vo(t) for the resistive-
inductive load (L = 50 mH, RL = 54 �). As per this figure, iL(t) is sinusoidal in

Fig. 5 Simulated waveform of a Load current (iL(t)) and output voltage (vo(t)). b Steady-state
voltages across capacitors for resistive load (RL = 54 �)
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Fig. 6 Simulated waveform for a Voltage stress across S4, S5, and S7 under resistive load (RL =
54 �). b Output voltage and current under resistive-inductive load (RL = 54 �, L = 50 mH)

nature and lags vo(t). Furthermore, Fig. 7a depicts the simulated waveform of vo(t)
and iL(t) for L = 175 mH. As per this figure, iL(t) is sinusoidal in nature and lags
vo(t) by 90°.

To validate the dynamic performances of the developed inverter in an open-loop
condition, the inverter has been initially loaded with a resistive-inductive load of
(RL = 108 �, L = 50 mH). After some time (Load change point 1 in Fig. 7b), the
inverter is loaded with (RL = 54 �, L = 50 mH). Because of the sudden decrement
of load resistance, the load current has been increased as well as the capacitor ripple
voltage has been increased as presented in Fig. 7b. However, after Load change point
1, output current, and capacitor voltages remain stable. The same can be observed
whenever the load resistance has been increased to its initial value after Load change
point 2. Hence, the inverter is stable and performs well under sudden load change
conditions.

Fig. 7 Simulated waveform for a Output voltage and current under inductive load (L = 175 mH).
b Output voltage, load current, and voltages across capacitors for dynamic/sudden load condition
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7 Simulation Study: Closed Loop

To evaluate the closed loop and dynamic performances of the proposed inverter,
the FCS-MPC was implemented in the MATLAB/Simulink platform. The DC link
voltage and capacitance for capacitors are the same as in the open-loop study. The
selected sample time (T s) for close loop study is 50 μs. The study was performed
considering resistive-inductive load (L = 50 mH, RL = 54 �). Figure 8a shows the
inverter voltage and inverter current waveform. Initially, iref is set at 3A; hence, the
output voltage is 5 level. At time t = 0.7 s, the iref is suddenly increased to 5.5 A.
So, the output voltage becomes 7 level. Similarly, after t = 0.17 s, the iref is suddenly
decreased to the 3 A; hence, the output voltage again becomes 5 level. Figure 8b
depicts the tracking of load current (iL) to the reference current (iref). As per this
figure, the load current or the inverter current tracks the reference current in well
manner. Further, Fig. 8c shows the zoom version of the sudden change portion of the
reference current waveform.

Figure 8d shows the voltage profiles of switched capacitors during the FCS-MPC
operation with the sudden reference current change condition. As per this figure, the
voltages across the capacitors are near about 120 V and well-balanced throughout

Fig. 8 Simulated waveform for a Inverter output voltage (100 V/div) and output current (5A/div).
b Reference current and load current. c Zoomed reference and load currents during sudden changes
condition. d Capacitor voltages under closed-loop operation of proposed inverter using FCS-MPC
technique
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the operation. However, the voltage ripple depends upon the magnitude of the load
current. With the increment of the load current, the capacitor voltage ripple increases
as depicted Fig. 8d.

This study shows that the proposed inverter can perform well under closed loop
and dynamic load conditions. The inverter performance is stable and balanced with
the specified operating condition.

8 Efficiency Comparison and THD

The efficiency, conduction losses, and switching losses of the developed inverterwere
evaluated and compared with the inverters presented in [9, 11, 12]. For this study,
the conduction and switching losses were evaluated based on the process described
in [14]. Figure 9a depicts the comparison of conduction losses for different power
levels. As per this figure, the developed inverter has the lowest conduction losses for
all power levels. However, it has the highest switching losses as shown Fig. 9b. The
efficiency comparison of the inverters is shown in Fig. 9c. The proposed inverter has
a higher efficiency than others for all the power levels.

Fig. 9 Comparison of a Conduction losses. b Switching losses. c Efficiency of proposed topology
with other inverters for different power levels. d FFT analysis of output voltage for resistive load
of 54 �
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Furthermore, considering resistive load (54 �) and high-frequency switching
strategy (carrier frequency= 2.5 kHz), the output voltage’s FFT profile is presented
in Fig. 9d. As per this figure, the output voltage waveform has high-frequency
components and a THD of 19.54%. This THD is measured without any filtering
operation.

9 Conclusions

A novel inverter with boosting ability was developed and analyzed in this paper.
The inverter can synthesize seven output voltage steps and can boost the output
voltage three times the input supply voltage. The operating principle, stress voltage
analysis, and high-frequency switching strategy for the inverter were discussed in
detail. A comparative study based on the component count, TSV, boosting factor, the
number of conducting switches, and cost function were presented. The developed
inverter uses a lower component than others. Further, the inverter has a lower cost
function than others at the same boosting factor and level. The closed-loop operation
of the developed inverter using FCS-MPC was presented. The inverter shows a well
dynamic performance in respect of reference current tracking and capacitor voltage
balancing. The structure has significantly lower conduction losses than others. As the
inverter has the inherent boosting ability, it applies to photovoltaic (PV) applications.
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Design of Variational Autoencoder
for Generation of Odia Handwritten
Numerals in CNN Model

Abhishek Das, Saumendra Kumar Mohapatra, and Mihir Narayan Mohanty

Abstract Generative models have fascinated attention of researchers as it learns the
important features from the trained data to generate the structures similar to the data
provided for training. Autoencoders are the basic building components of generative
models. In this work, we have designed a variational autoencoder to generate a large
number of data to support the generative adversarial network model. The encoder, as
well as the decoder of the proposed model, is designed using convolutional layers.
The proposed method is verified on IIT Bhubaneswar Odia handwritten database.
The encoder generates the feature vectors with the probability distribution of each
category in latent space that follows the Gaussian distribution. It is verified that the
decoder recognizes the features due to proper training. The generated images are
quite similar to original data that validate the proposed VAE is well-generative. To
measure the performance of the model, loss is calculated using binary cross-entropy
along with Kullback–Leibler divergence loss. The proposed model is trained with
Adam optimizer.

Keywords Generative models · Autoencoder · Variational autoencoder ·
Convolutional neural network · Odia handwritten recognition

1 Introduction

In opposition to an ordinary autoencoder, which figures out how to encode some
contribution to a point in latent space, variational autoencoders (VAEs) figure out
how to encode likelihood distributions of trained data into latent space, given their
setup typically Gaussian ones. Rather than the more standard employments of neural
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networks as regressors or classifiers, VAEs are ground-breaking generative models,
presently having applications as different as creating fake human-like faces [1–3], to
deliver simply syntheticmusic [4, 5]. TheVAEs are also used to generate the labels for
the image aswell in generating captions by studying the features of the image. Pu et al.
[6] have used a Bayesian support vectormachine for labels generation and a recurrent
neural network for caption generation. In the field of anomaly detection, An et al.
[7] used a probabilistic variational autoencoder which uses the variational difference
among the variables as a reconstruction probability measure. Direct optimization of
loss function using the arg max function to the discrete latent variable model is done
where no other optimization techniques such as the use of the softmax activation
function or Adam optimizer are used in case of a variational autoencoder [8].

Someworks have been proposed onOdia handwritten character recognition. Dash
et al. have given a summarized study [9] on different methods used in both Odia
printed and handwritten alphanumeric recognition where no work has been found
to implement VAE. For Odia handwritten numeral recognition, a study has been
conducted, a combined CNN-RNN model has been proposed in [10], and recurrent
networks such as long short-term memory (LSTM) have been used by Das et al.
[11] and the accuracy in recognition in these approaches are found to be 99.99% and
97.93%, respectively. Application of support vector machine in Odia handwritten
recognition has been found in the work of Sanjibani Sudha [12] where the model
provided 85% accuracy. The linear discriminant analysis (LDA) model was used
to recognize Odia handwritten numerals. In that work, Jena et al. [13] have given
a comparison study of LDA with principal component analysis (PCA) and found
that LDA performs better in comparison with PCA. Dash et al. [14] have proposed
a hybrid model that used Krisch gradient-based operator and curvature details of
handwritten Odia numerals features for recognition. Authors have also used PCA
for feature reduction in dimension to minimize the computational constraint. Dash
et al. [15] have proposed the use of Stockwell transform, a non-redundant method
of transformation, and also optimal zoning method based on bio-inspired algorithms
for classifying handwritten Odia numerals. Various forms of zone extraction are
proposed for the development of features. For Odia handwritten character recogni-
tion, Rushiraj et al. [16] have taken 48 geometrical features including distance-based
features, shadow features, and centroid features to train themodel. Euclidean distance
was considered as a distance feature in their approach. An artificial neural network
with two stages has been used based on features like zonal centroid distance and
standard deviation for Odia handwritten recognition [17].

The encoder generates the feature vectors with a probability distribution of each
category in latent space which follows the Gaussian distribution. The decoder recog-
nizes the features due to proper training and generates images similar to original data
from those extracted features which make VAEs generative. In this work, we have
designed a variational autoencoder for handwritten Odia numerals.

The rest of the paper is organized as follows. Section 2 describes the method
adopted for designing VAE. In Sect. 3, the results are given and the discussion is
done. Section 4 concludes the work.
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2 Methodology

The proposed variational autoencoder is designed with the convolutional layer acti-
vated byReLU activation function followed by batch normalization, flatten layer, and
dense layer in the encoder, and the reconstruction is done in the decoder for which the
dense layer followed by transpose_convolutional layers and batch normalization are
used. The reconstruction loss is calculated by applying binary cross-entropy along
with Kullback–Leibler (KL) divergence loss to ensure that the latent space created
in between encoder and decoder is continuous and complete.

Instead of mapping the input image to a fixed point vector in the case of normal
autoencoders, in the proposed VAE, we have mapped the latent space as a continuous
Gaussian distribution (pθ ), parameterized in terms of θ . If the input data is repre-
sented by x and the latent space information as l, then the following distributions
are possible, i.e., (a) prior pθ (l), (b) likelihood pθ (x |l), and (c) posterior pθ (l|x). To
generate real-like data, two steps are followed such as:

(i) A sample li is extracted from the prior distribution pθ∗(l)
(ii) Real-like image data xi is then generated from the conditional distribution
pθ∗(x |l = li ), where θ∗ is the known parameter which is given by

θ∗ = argmax
θ

n∐

i=1

pθ (x
i ) (1)

The function used to approximate the function representing the input x is intro-
duced as qϕ(l|x) parameterized in terms of ϕ. The graphical representation of the
variational autoencoder is given in Fig. 1.

The dotted lines in the above figure represent qϕ(l|x) an approximation to the
posterior distribution pθ (l|x), and the solid lines represent the generative function
pθ (•).

The loss function to be minimized is the combination of binary cross-entropy
and the KL loss. The KL divergence between approximation function qϕ(l|x) and
pθ (l|x) is given by Eq. (2) as:

Fig. 1 Graphical representation of VAE
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DKL(qϕ(l|x)||pθ (l|x)) = log pθ (x) + DKL(qϕ(l|x)||pθ (l)) − El∼qϕ(l|x) log pθ (x |l)
(2)

The total loss calculated in our approach is given by Eq. (3) as:

LVAE = Binary Cross Entropy + DKL(qϕ(l|x)||pθ (l|x)) (3)

The objective of the model is to minimize the above loss, and the network is
optimized using Adam optimizer to train the model properly for better results.

3 Results and Discussion

The proposed VAE model is verified with the Odia numeral database collected from
IIT Bhubaneswar [15]. It is having 5165 total images. To reduce the computation
time, the dataset is resized to 28 × 28 pixel images and converted to binary form.
These samples of each category starting from “Suna” to “Na” are shown in
Fig. 2.

The method of VAE described above is implemented using Jupyter Notebook
with Python 3 environment. The number of epochs used to get the result from this
model is 100. TensorFlow with GPU environment is used in Google Colaboratory
for faster implementation. The latent space generated after the encoder is shown in
the two-dimensional scatter plot in Fig. 3. In the scatter plot, different colors are
representing the location of the distribution of the ten numbers starting from zero to
nine. From this scatter plot, it can be observed that at (0,0), the density of the points
is high, and it decreases as we move away from (0,0) which can be represented as a
Gaussian distribution.

The numerals generated after 100 epochs with variational distribution are shown
in Fig. 4. The numbers with less distance among them are shown nearer to each other.
This relation is also observed in latent space representation in terms of the scatter
plot above.

Thewhole dataset is divided into training and validation sets with an 8:2 ratio. The
loss calculated in this approach is shown in Fig. 5. The training loss and the validation
loss after 100 epochs are found to be 149.4915 and 147.9843, respectively.

Suna Eka Dui Tin Chari Paanch Chha Saat Aath Na

Fig. 2 Sample of input images to the VAE model
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Fig. 3 Scatter plot of latent space

4 Conclusion

In the field of image processing, different methods are developed, and scopes to
develop new methods are also there. In this work, we have designed a variational
autoencoder using convolutional neural networks and used the KL divergence as a
loss function along with binary cross-entropy to recognize and generate Odia hand-
written numerals. Training loss and validation loss obtained in our proposedwork are
149.4915 and 147.9843, respectively, which is a remarkable achievement in hand-
written numeral processing. Variational autoencoder is found to be a better generative
model in image processing which needs to be explored more with less loss in the
future. We are also thankful to Google Colaboratory for providing an online GPU
that efficiently decreased the runtime for 100 epochs.
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Fig. 4 Numeral outputs from the proposed VAE model after 100 epochs

Fig. 5 Loss plot of the
proposed VAE model after
100 epochs

References

1. Hou X, Shen L, Sun K, Qiu G (2017) Deep feature consistent variational autoencoder. In: 2017
IEEE winter conference on applications of computer vision (WACV), pp. 1133–1141. IEEE

2. Guo Qi, Zhu C, Xia Z, Wang Z, Liu Y (2017) Attribute-controlled face photo synthesis from
simple line drawing. In: 2017 IEEE international conference on image processing (ICIP),



Design of Variational Autoencoder for Generation of Odia … 457

pp. 2946–2950. IEEE
3. Lombardi S, Saragih J, Simon T, Sheikh Y (2018) Deep appearance models for face rendering.

ACM Trans Graphics (TOG) 37(4):1–13
4. Roche F, Hueber T, Limier S, Girin L (2018) Autoencoders for music sound modeling: a

comparison of linear, shallow, deep, recurrent and variational models. arXiv preprint arXiv:
1806.04096

5. Mor N, Wolf L, Polyak A, Taigman Y (2018) A universal music translation network. arXiv
preprint arXiv:1805.07848

6. Pu Y, Gan Z, Henao R, Yuan X, Li C, Stevens A, Carin L (2016) Variational autoencoder for
deep learning of images, labels and captions. In: Advances in neural information processing
systems, pp 2352–2360

7. An J, Cho S (2015) Variational autoencoder based anomaly detection using reconstruction
probability. Special Lecture on IE 2, no. 1

8. Lorberbom G, Gane A, Jaakkola T, Hazan T (2019) Direct Optimization through arg max for
Discrete Variational Auto-Encoder. In: Advances in neural information processing systems, pp
6200–6211

9. Dash KS, Puhan NB, Panda G (2017) Odia character recognition: a directional review. Artif
Intell Rev 48(4):473–497

10. Das A, Mohanty MN (2021) An useful review on optical character recognition for smart era
generation. In: Multimedia and sensory input for augmented, mixed, and virtual reality, pp
1–41. IGI Global

11. Das A, Patra GR, Mohanty MN (2020) LSTM based Odia handwritten numeral recognition.
In: 2020 international conference on communication and signal processing (ICCSP), pp 0538–
0541. IEEE

12. Pattanayak SS (2017) Recognizing ODIA handwritten scripts. In: 2017 second international
conference on electrical, computer and communication technologies (ICECCT), pp 1–4. IEEE

13. Jena OP, Pradhan SK, Biswal PK, Nayak S (2018) Implementation of linear discriminant anal-
ysis for Odia numeral recognition. In: 2018 international conference on information technology
(ICIT), pp 166–171. IEEE

14. Dash KS, Puhan NB, Panda G (2014) A hybrid feature and discriminant classifier for high
accuracy handwritten Odia numeral recognition. In: 2014 IEEE region 10 symposium, pp
531–535. IEEE

15. Dash KS, Puhan NB, Panda G (2015) Handwritten numeral recognition using non-redundant
Stockwell transform and bio-inspired optimal zoning. IET Image Proc 9(10):874–882

16. Rushiraj I, Kundu S, Ray B (2016) Handwritten character recognition of Odia script. In: 2016
international conference on signal processing, communication, power and embedded system
(SCOPES), pp 764–767. IEEE

17. Padhi D, Senapati D (2013) Zone centroid distance and standard deviation based feature matrix
for Odia handwritten character recognition. In: Proceedings of the international conference on
frontiers of intelligent computing: theory and applications (FICTA), pp 649–658. Springer,
Berlin, Heidelberg

http://arxiv.org/abs/1806.04096
http://arxiv.org/abs/1805.07848


Classification of Skin Lesions Using Deep
Convolutional Neural Network

Bhanja Kishor Swain, Susanta Kumar Rout, Mrutyunjaya Sahani,
Upasana Muduli, and Renu Sharma

Abstract The melanoma is a type of skin cancer which develops frommelanocytes,
responsible to provide the skin color. The severity of melanoma cancer is defined
on the basis of different stages which depends upon the depth of penetration and the
early detection of melanoma at its prodromal stage is very crucial to stop its advance-
ment. In this work, a novel variant of deep convolutional neural network (DCNN)
is developed to perform a binary classification of normal nevus and melanoma by
using the dermoscopic images of the PH2 dataset. Finally, the classification accuracy
of the proposed DCNN emerged as the best method to categorize the normal nevus
and melanoma with competitive classification accuracy.

Keywords Deep convolutional neural network (DCNN) · Dermoscopic images ·
Binary classification · Melanoma · Normal nevus

1 Introduction

It has been found that melanoma has now become the most common type of cancer,
and it ismostly seen in thewhite population. There is a huge number of the population
which have been affected by this disease. It has been found that it can be cured by
performing surgical excision, but there is a condition that it must be detected before
it spreads to other organs. The research found that a huge number of people get to
know aboutmelanoma disease in their ending stage, and due to this, we receive a high
mortality rate. People should know to make difference between the normal nevus
and melanoma so that the recovery rate can be increased.

However, the latest technologies had made this possible, by the use of machine
learning and computer vision. Now, these diseases can be classified just by looking
at an image, and this process has made the detection easier, cheaper, and quicker
than using biopsy. Even it will make the therapy easier. In 2019, an experiment

B. K. Swain · S. K. Rout (B) · M. Sahani · U. Muduli · R. Sharma
Shiksa ‘O’ Anusandhan Deemed To Be University, Bhubaneswar, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. Mishra et al. (eds.), Innovation in Electrical Power Engineering, Communication,
and Computing Technology, Lecture Notes in Electrical Engineering 814,
https://doi.org/10.1007/978-981-16-7076-3_40

459

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7076-3_40&domain=pdf
https://doi.org/10.1007/978-981-16-7076-3_40


460 B. K. Swain et al.

was performed to detect melanoma disease by an image, between different derma-
tologists having various experiences and an application called convolutional neural
network (CNN) algorithm [1]. It was found that the CNN has better performance
in comparison with the performance of dermatologists. CNN algorithms work by
machine learning and data analysis. The result was found that in terms of sensitivity
and specificity the performance of CNN is superior to that of dermatologists. This
experiment showed that the CNN algorithm is highly designed so that it can capture
the disease by just looking into the picture. There are different layers used to form
a convolutional neural network (CNN) like convolutional layer, pooling layer, recti-
fied linear unit (ReLU) layer, and fully connected layer. CNN algorithms had been
updated by using max pooling. The filters are given some more weight by updating
backpropagation, as this is the reason for CNN to recognize a picture. In [2], about
122 features were taken from segmented skin lesions and are fed to CNN for the
classification into different classes. Yuan, et al. applied Gabor filter to extract the
distinguished features from the dermoscopic images and fed them to support vector
machine (SVM) to classify the melanoma from other skin lesions [3]. The testing
was performed on 22 images of skin lesions, and the result found the accuracy was
70%. In [4], the skin lesions are divided into different parts, and then, their extracted
size, color, and shape were frd to the classifier to categorize different classes, and
this process was done by using automatic region growing [4]. This was performed on
60 melanoma images, and this gave an accuracy of 83.3%, sensitivity of 80.0%, and
specificity of 86.7%.The research showed a positive result,while two things thatwere
used tomake the classification performance better are conventional machine learning
and the computer vision method. In this paper, the classification of skin lesions into
common nevus and melanoma is performed on a publicly available dataset. A novel
architecture of a deep convolutional neural network (DCNN) is proposed to perform
a binary classification of the dermoscopic images. The resized images of PH2 dataset
are used as input to the proposed classifier. Finally, the classification accuracy of the
proposed DCNN emerged as the best method to categorize the normal nevus and
melanoma with competitive classification accuracy.

2 Related Research and Methodology

In the literature, various types of convolutional neural networks classifiers are
proposed for the detection of melanoma [5–9]. For instance, Dorj et al. have tried to
address the requirements of an intelligent as well as fast classification system [10].
To extract the distinguished features from the dermoscopic images, the AlexNet
pre-trained DCNN is applied. Then, the skin cancer images are classified by using
error-correcting output codes support vector machine (ECOC-SVM). The accuracy,
sensitivity, and specificity of themethod are found to be very competitive. In [11], the
problem of data imbalance is addressed. An augmented dataset and a non-augmented
dataset are prepared, and both the datasets are fed to a CNN classifier. Applying the
same classifier for two different datasets resulted in a conclusion that the augmented
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dataset can achieve a better accuracy than the non-augmented dataset. A multi-tract
CNN is proposed by Kawahara et al. to classify the skin lesion [12]. This method
provides an accuracy of 77.3% with auxiliary loss and 75.5% without auxiliary loss.
Then, for further improvement, the data augmentation method is used to achieve
an accuracy of 79.5%. Codella et al. [13] proposed a method consisting of parallel
paths; one path usesCNNwith transfer learning, and the other one uses sparse coding.
The maximum accuracy achieved is 93.1% by using nonlinear SVM with histogram
intersection kernel. The accuracy for classification of melanoma and non-melanoma
is 93.1%, and melanoma and atypical nevus is 73.9%. Neol et al. [14] proposed a
segmentation method using fully convolutional neural network, and the nonlinear
SVM is applied for classification purpose. This method produced a precision of
0.649 by combining some specific features like sparse coding, edge histogram, color
histogram, etc.

3 Dataset

For the binary classification of melanoma and normal nevus, in this proposed work,
the publicly available PH2 dataset is employed. This dataset contains high-quality
digital images acquired at the Dermatology Service of Hospital Pedro Hispano,
Matosinhos, Portugal. The RGB color space is used represent the images in the
dataset, and each RGB image is represented in 8-bits with a resolution of 768 ×
560.The dataset contains a total of 200 8-bit RGB images out of which 80 images
are for normal nevus, 40 images are for melanoma and remaining 80 images are
for atypical nevus. Figure 1 shows some selected samples of dermoscopy images
collected from PH2 dataset.

(a)  Common nevus (b) Melanoma

Fig. 1 Selected samples from PH2 database
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4 The Deep Convolutional Neural Network (DCNN)

In the field of deep learning, the convolutional neural network similar to the artificial
neural network (ANN) has been a very effective machine learning technique. With
the application of a greater number of convolutional layers, the network gets deeper,
and hence, it is called as a deep convolutional neural network (DCNN). Generally,
the DCNN has four main blocks to construct its architecture; they are convolutional
layer, rectified linear unit (ReLU) layer, pooling layer, and fully-connected (FC)
layer [15–17]. Finally, after all the layers, the softmax layer does the classification
of various classes.

4.1 Convolutional Layer

Themain part of theDCNN is the convolutional layer. The output of the convolutional
layer is represented in Eq. (1), which is obtained by applying pre-defined filters of
certain sizes. The filters are allowed to slide over the input images to produce the
output either in the form of cubic or in the form of rectangular blocks of neurons.

Cm =
N−1∑

n=0

fnkm−n (1)

where k and f are the input signal and the filter selected for convolution operation
respectively. Cm is the mth output element, and the total number of data points are
represented by N .

4.2 Rectified Liner Unit (ReLU) Layer

The activation function of ReLU layer produces dead neurons that means if the input
is positive; it outputs the input directly otherwise, and it outputs zero. The ReLU
activation function is given as follows.

f (m) =
{
M; m ≥ 0
0; Otherwise

(2)

Batch normalization operation is used to normalize the input of a layer by the
methodof subtracting themeanofmini-batch anddividing it by the standarddeviation
of the mini-batch.
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4.3 Pooling Layer

The max pooling operation is applied to select the maximum number of elements
of the feature map covered by a pre-selected filter. As a result, the new feature map
obtained after the max pooling operation contains the most prominent features of the
previous feature map.

4.4 Fully-Connected Layer

Fully connected (FC) layer is an example of the very common feedforward neural
network. The output of the last convolutional layer is flattened and given as the input
to the FC layer. In FC layer, all the inputs from one layer are connected to every
activation unit of next layer. The output of fully connected layer is the sum of the
product of input with the weights w and bias b and is represented in Eq. 3.

xi =
∑

j

w j i y j + bi (3)

where x represents the output of current layer and y represents the output of previous
layer.

4.5 Softmax Layer

The softmax layer employs the concept of probability distribution where the sum
of the probability of the occurrence of all the classes is one. The softmax activation
function is given as

Pi = exi
∑k

m exi
(4)

where P(xi ) belongs to the class of xi and represents its probability within a range
of 0 to 1. Figure 2 shows the complete architecture of the proposed DCNN.

5 Result and Discussion

In this work, the dermoscopic images of PH2 dataset is used. The proposed DCNN
for the binary classification of melanoma and normal nevus has 14 individual layers
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Fig. 2 Architecture of the proposed deep convolutional neural network (DCNN)

including the FC layer, and the softmax is used for classification at the end of the last
FC layer. The architecture has three blocks each containing a set of convolutional,
ReLU, batch normalization, and max pooling layers, respectively. After three main
blocks, the feature map is flattened and represented by two FC layers. Finally, the
output of last fully connected layer is given to the softmax layer to classify the
melanoma and normal nevus images. As shown in Table 1, the filter size of the first

Table 1 Architecture of fast deep convolutional neural network (fast-DCNN)

Layer Name Output nodes Filter size Stride

0–1 Convolution [598 × 798 × 3] × 8 3 1

1–2 ReLU [598 × 798 × 3] × 8 1 1

2–3 BN [598 × 798 × 3] × 8 10 10

3–4 MP [299 × 399 × 3] × 8 2 2

4–5 Convolution [295 × 395 × 3] × 5 5 1

5–6 ReLU [295 × 395 × 3] × 5 1 1

6–7 BN [295 × 395 × 3] × 5 10 10

7–8 Max pooling [147 × 197 × 3] × 5 2 2

8–9 Convolution [138 × 188 × 3] × 5 10 1

9–10 ReLU [138 × 188 × 3] × 5 1 1

10–11 BN [138 × 188 × 3] × 5 10 10

11–12 MP [69 × 94 × 3] × 5 2 2

12–13 FC 100 × 1 0 0

13–14 FC 2 × 1 0 0
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Fig. 3 Performance of the proposed fast-DCNN classifier

convolutional layer is 3×3 andwith a stride of 1 and the debt of the first convolutional
layer is 8. Similarly, for the second block, the filter size chosen is 5 × 5 and with a
stride of 1, and the debt of the second convolutional layer is 5. Again, for the third
block, the filter size chosen is 10×10 and with a stride of 1, and the debt of the third
convolutional layer is 5. In this proposed method, the debt of each convolutional
layer is increased gradually. Many combinations of filter size, stride, and debt are
tried and after numerous simulations with several combinations of filter size, stride,
and debt the best performance in terms of classification accuracy is achieved with
the proposed architecture. The last feature map from the third convolutional layer is
flattened to a size of 100 × 1 to form the first FC, and later, it is reduced to a size of
2 × 1 at the last FC as it is a case of binary classification of melanoma and normal
nevus. The digital images obtained from the dataset is of different sizes; hence, all
the images are resized to a size of 600× 800× 3; then, the resized images are fed as
input to the DCNN. The maximum classification accuracy with minimum training
loss as shown in Fig. 3 is achieved by the proposed DCNN.

6 Conclusion

The binary classification of normal nevus and melanoma are performed by using
the resized dermoscopic images of PH2 dataset. A novel deep convolutional neural
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network (DCNN), consistingof three sets of convolutional layers, two fully connected
layers, and the probability density function-based softmax layer is proposed and
developed to perform a binary classification of normal nevus and melanoma by
using the dermoscopic images of the PH2 dataset. Finally, the classification accuracy
of the proposed DCNN emerged as the best method to categorize the normal nevus
and melanoma with competitive classification accuracy.
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A Genetic Algorithm-Based Demand
Side Management Program
for Implementation of Virtual Power
Plant Integrating Distributed Energy
Resources

Sarthak Mohanty, Subhasis Panda, Binod Kumar Sahu,
and Pravat Kumar Rout

Abstract The concept ofVirtual Power Plant (VPP) provides flexibility in the opera-
tion of current Smart Grid (SG) based electric power systems. Demand SideManage-
ment (DSM) programs present a lot of scope in the optimization of the load consump-
tion and curtailing of loads during peak usage periods. VPP and DSM together
enable communication-based dispatching of loads depending upon the consump-
tion pattern of consumers and generation capacity of Distributed Energy Resources
(DER). Various optimization techniques have been proposed for efficient and cost-
effective dispatch schedules within the intended power networks. In this paper, a
GeneticAlgorithm (GA) based optimization approach is presented to allow for reduc-
tion of the overall cost of themarket price of electricity and reduction of burden during
peak periods of use after integration of DERs and Demand Response (DR) strategy.

Keywords Genetic algorithm · Virtual power plant · Demand side management ·
Demand response

1 Introduction

The present power system scenario has seen a transition from centralized generation
and distribution to the setting up of a smaller-scale interconnected microgrid (MG)
system [1, 2]. Individual MGs allow for localized setup of power generation and
supply systems based upon the load requirement and usage patterns. MGs also allow
for a more flexible, local, and independent operation without compromising on secu-
rity, quality, resiliency, and reliability [3]. To facilitate their operation in handling
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various power demands, Distributed Energy Resources (DERs) are often integrated
with MGs.

These DERs may either be based on conventional energy sources or renewables.
Renewable source-based DERs have increasingly sparked the interest in setting up
demand for greener sources of energy, mainly due to the current energy crisis, their
abundance of generating sources, and for being highly reproducible. DER operation
allows for the utility to compensate for various shortfalls in the meeting of load
demands during peak periods of operation. This brings down the burden on elec-
trical utility and allows for a less stressed network to function, thereby increasing
the reliability of the Distribution Network (DN). These small-scale power generation
units are eventually replacing conventional generation sources due to lower carbon
footprints and government incentivized installation schemes. With the current trend
of the shift from conventional grid systems to smart grid systems, greater emphasis
has been put on the development of communication and dispatch capabilities of these
DER units within MG systems. DER units coupled with Information and Communi-
cation Technologies (ICTs) have enabled faster and more efficient dispatch of power
when and wherever it is required.

The interconnection of theseMGs and DERs have allowed for the development of
the Virtual Power Plant (VPP) concept in recent years [4], with optimized integration
ofDERs and focus on improvement of ICT and dealingwith the intermittent nature of
most of the Renewable Energy Sources (RES). This concept allows for smaller DERs
to participate in coordinationwith the controllable loads and Energy Storage Systems
(ESSs). It integrates the ICT infrastructure either through a cloud or a stand-alone set
up to connect, monitor, and coordinate the operation of various controllable loads and
operating schedule of loads using Demand Side Management (DSM) techniques [5,
6] through the Internet of Things (IoT) connected loads and devices at the consumer
premises.

Proper scheduling of these DER sources allows for better and lower energy
production costs and curtailment of emission of greenhouse gases, thus maximizing
profits and making the whole supply and distribution network sustainable. VPP with
its ICT features allows for a more market-centric generation of power with the gener-
ating units playing an important part in the regulation of electricity prices in the
market.

Excess power generation can thus be sold in electricity markets, thereby making
the whole system more profitable in operation during times of peak generation and
low demand for power. It also allows for various features to be implemented in the
current conventional MG set up segregating it from the former as in structural and
operational differences as well as the services offered by it. Some of these features
are discussed below:

• Along with the integration of various DERs, ESSs, VPP allows for control over
controllable loads and dispatching of RES to account for unpredictability in the
operation of the MG system [7].

• It gives greater scope for the participation and conglomeration of DERs, ESSs,
and IoT-connected devices in the SG setup.
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• They can be coupled with other nearby grid setups using open communication
protocols to allow for the various constituent units to participate in electricity
wholesale markets.

• They can facilitate intercommunication over a larger geographical area and diverse
MG setups by using newer communication protocols and technologies [7].

• They can not only manage the basic operations undertaken byMGs but also make
the overall system offer a higher degree of control and operation by offering
ancillary services [8] like frequency regulation, contingency protocols, Demand
Response (DR) programs [9, 10] like peak load shaving, and load shifting as well
as price regulation of electricity market prices.

In this paper, a VPP setup is implemented for the DSM-based DR program using
Genetic Algorithm (GA) to allow for Load Shifting and Peak Load Shaving along
with the integration of DERs.

2 Genetic Algorithm

The Genetic Algorithm is a search-based algorithm incorporating natural selection
and gene-based heredity. It forms a subdivision of a large area of a computational
process calledEvolutionaryComputation. It is a probability-based evaluation process
in nature, but on the contrary, they are effective in local random search to identify
the best possible solutions, as historic data makes it more complex and intricate.
The solutions obtained after initialization of the population go through a process
of recombination as well as mutation of genes. This results in the offspring having
different characteristic values as that of the parents and this process continue for
multiple generations. Each chromosome is evaluated using a distinct fitness value
which is calculated using a predefined objective function. The individuals who are
more fit have a greater probability of mating to reproduce more fit individuals. This
entire process results in the creation of fitter individuals having better solutions
in each succeeding generation and the process is continued till the final stopping
criterion is fulfilled.

2.1 Operations Involved in GA

Generally, GA comprises three main operations for obtaining fitness values:

• Selection
• Crossover
• Mutation
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Fig. 1 Genetic algorithm flow chart

The whole process is illustrated in Fig. 1, which starts with the population initial-
ization with chromosomes and genes being encoded. After that, the fitness value of
all the chromosomal genes is evaluated by applying the fitness function.

After the initialization process, the selection of chromosomes having larger fitness
values are selected and then processed through crossover and mutation operations
based on crossover and mutation factor and process. When the iterative process is
completed, better fitness value individuals replace the parent chromosomes and the
whole cycle is repeated until the stopping criterion is fulfilled. The chromosomes
referring to solutions have been processed through the entire process in GA, and the
best individuals having optimal chromosomal values are returned. Thewhole process
is continued till the solution has been satisfactorily obtained satisfying the allowable
tolerance value.

3 Problem Setup

The problem setup has been based on the scheduling of loads during 24 h’s time
period.The loadhas been studied beforePhotovoltaic (PV)Arrays andWindTurbines
(WT) have been integrated and optimized using single-objective GA to present lower
electricity consumption costs for the consumer and also to reduce peak loads during
DER generation periods.

The developed model presents a VPP comprising three-generation sources: PV.
Arrays,WindTurbinePowerPlants (WTPP), andConventional PowerPlant (CPP)

represented by the electricity grid supply. The power output of the PV andWT-based
sources is simulated using models in SIMULINK and the power output is logged
accordingly. The total electrical power consumption load logged by the PV inverter
system at the premises over 24 h is taken into consideration after averaging out daily
load consumption over a week.

The VPP is responsible for the timely dispatch of DER generation to deliver
contracted energy to customers in hourly blocks and tominimize the power consumed
from the electric grid supply.
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4 Problem Formulation

The VPP optimization problem is based on the minimization of the operation cost of
VPP by a reduction in consumption of power from the CPP and ensuring maximum
dispatch possible from DERs. A modified version of the objective function used in
is incorporated as the objective function in this paper.

Objective function

Profit =
N∑

i=1

T∑

t=1

(Cu .Pub) −
N∑

i=1

T∑

t=1

(
Cu .Pu + Cdr .Pdr + Cpv.Ppv + Cw.Pw

)
(1)

where profit is inRs/KWh,Cu is the cost of each kWhof utility generation inRs/kWh,
Pub is the number of units of energy consumed from the utility grid before application
of DSM in kWh, Pu is the number of units consumed from the utility grid after DSM
and GA application in kWh, Cdr is the cost of each kWh of DR-based generation
in Rs/kWh, Pdr is the number of units consumed from the utility grid through DR
reduction in kWh, Cpv is the cost of each kWh of PV-based generation in Rs/kWh,
Ppv is the number of units consumed from PV plant generation in kWh, Cw is the
cost of each kWh of WT-based generation in Rs/kWh and Pw is the number of units
consumed from WT plant generation in kWh.

Subject to:

Constraints

The utility, PV, and WT power consumption must remain between their minimum
and maximum limits.

Pmin
u ≤ Pu ≤ Pmax

u ; ∀t ∈ T (2)

Pmin
pv ≤ Ppv ≤ Pmax

pv ; ∀t ∈ T (3)

Pmin
w ≤ Pw ≤ Pmax

w ; ∀t ∈ T (4)

Pdr ≤ Pu; ∀t ∈ T (5)

Equalities

PFG = Pu + Pdr − Ppv − Pw (6)

where, Pmin
u and Pmax

u are the minimum and maximum values of power consumption
from the utility in kWh, Pmin

pv and Pmax
pv are the minimum andmaximum values of PV
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power generation in kWh, Pmin
w and Pmax

w are the minimum and maximum values of
WPP power generation in kWh, and PFG is the final net generation from the utility
grid and through reduction of peak load using DR, PV, and WPP generation sources
in kWh.

5 Case Study

The VPP considered in this case study consists of WPP with an installed capacity of
61.8 kW, and PV with an installed capacity of 176.6 kW. Here the PV case study is
done on a grid-tied PV plant installed at OUAT (Odisha University of Agriculture
and Technology), Bhubaneswar, Odisha.

The installed PV system selected for the case study is installed on the building
rooftop of the OUAT premises, Bhubaneswar, Odisha, India. The arrangement
comprises 570 PV modules over a total area of 1760 m2. The total power gener-
ation capacity is 176.6 kWp based on the campus load requirements. The WAREE
WS-310 multi-crystalline Silicon modules of 310 Wp capacity and conversion effi-
ciency of 15.97% under standard test conditions (STC) are used. The PV modules
are installed with the base at an angle of 10° tilt angle. Table 1 illustrates the technical
specifications of the PV plant and the PV module specifications carried out in this
case study. Figure 2 shows the SIMULINK PV array model implemented in this
paper.

For the WT plant source, a SIMULINK/MATLAB model is implemented using
as reference documentation comprising three individual wind turbine generators of
20 kW each. The maximum aggregated power output from the WPP is 60 kW. For
the choice of simulation, RyseEnergy E-20 HAWT is chosen as a test case model.
The technical specifications of the chosen WT system are given in Table 2. The
SIMULINK model of E-20 HAWT is shown in Fig. 3.

The VPP is on a bilateral contract with customers on the electricity market and
is contracted to deliver energy at a preset market price after the integration of DER
energy production. The power delivery is on a contractual basis of an hourly period.
The RES sources produce maximum power as they can deliver at any given time and
the remaining is covered by the CPP if required. Figure 4 shows the hourly electricity
consumption of the case study logged by the PV inverter system before integration
of DSM principles, PV, and WPP sources.

The hourly market prices for the utility are obtained using the Indian Energy
Exchange’s (IEX) Day-Ahead Market Data Tool available on IEX website with the
average data chosen according to the time frame taken for the load consumption data.
The hourly market prices at Market Clearing Price (MCP) is applied in the utility
contract power delivery is illustrated in Fig. 5.
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Table 1 Technical
specifications of 176.6 kW
PV plant and PV module
specifications

Parameters Specifications

No. of connected PV
modules

570

PV panel technology Multi-crystalline Si

Manufacturer of PV module WAREE

No. of series strings 19

No. of parallel strings 30

Rated power of PV Plant 176.7 kWp

Tilt angle 10°

Total area span 1760 m2

Tracking system Perturb and Observe

Installed number of inverter
units

3

Manufacturer of inverter SUNGROW

VOC 45.20 V

ISC 9.14 A

VMP 36.70 V

IMP 8.45 A

Power thermal coefficient (γ) –0.3845

Efficiency % of the module 15.97%

Fill factor 0.75

Dimension of each PV
module

1960 mm × 990 mm × 40 mm

Solar cells per module 72 (12 × 6)

Nominal maximum module
Power

310 Wp

Operating temperature –40 to 85 °C

Fig. 2 PV system model in SIMULINK
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Table 2 Technical
specifications of 20 kW WT
system

Parameters Specifications

Generator type Permanent magnet

Configuration Horizontal axis

Manufacturer of WT RyseEnergy

No of blades 3

Blade length 4.5 m

Rotor diameter 9.8 m

Swept area 75.4m2

Nominal rotor speed 120 rpm

Cut-In speed 2 m/s

Rated wind speed 9 m/s

Cut-Out speed 30 m/s

Survival speed 70 m/s

Weight of rotor 1000 kg

Pitch Downward active pitch

Yaw Assisted yaw

Turbine design class IEC 61400-2 Class I

Operating temperature –20 to 50 °C

Lattice 15–36 m

Monopole 18–27 m

Tilt-Up 18–27 m

Rated power 18 kW

Maximum power 20 kW

Fig. 3 WT system model in SIMULINK
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Fig. 4 Total power consumption before integration of PV, WPP, and DSM techniques

Fig. 5 Hourly utility market prices

6 Results of Simulation and Discussion

Simulation of PV and WPP is carried out for an entire day time frame based on the
meteorological data supplied by SolCast Database and National Renewable Energy
Laboratory (NREL) datasets. The same is simulated using MATLAB/SIMULINK
and the PV and WPP output are obtained. The power generated from PV and WPP
sources are illustrated in Fig. 6.

Next, GA constraints are defined and the parameters used in the GA are
represented by a function as follows [11]:

GA = (
pi , I, λ, length,FF, NG, e, c,m, S, eqc

)
(7)

where, pi = Initial population size; I = Encoding of chromosomes; λ = Size of
population; length = Chromosome length; FF = Fitness function; NG = Generation
number; e = Elitism function; c = Crossover function; m = Mutation function;

S = Stopping criterion; and eqc = Equality constraints.
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Fig. 6 PV and WPP
generated output power

In the optimization method, the following parameters are assigned to solve the
GA problem: (1) Number of Generations: 400, (2) Population Size: 50, (3) Crossover
Rate: 0.7, (4) Mutation Rate: 0.03, and (5) Elitism Rate: 0.25.

The execution of GA on forecasted hourly values of load resulted in peak shifting
of loads from peak usage periods to a more levelized usage pattern before the inte-
gration of RES. This eventually results in lower utility power purchase costs. The
resultant optimized load pattern through GA is illustrated in Fig. 7.

After completion of the GA optimization, the optimized load values are integrated
with the power generated from PV and WPP, and the units of consumption of utility
are calculated. The final power consumed from the utility is then used to calculate
the final cost of the utility consumption. The reduction in peak load shaving and
peak load shifting operations is calculated using Load Demand Response (LDR).
The comparative graph between final utility consumption and the consumption after
LDR techniques is illustrated in Fig. 8.

The final objective of the optimization is to maximize VPP profits [12]. This has
been achieved by the reduction in the cost of power consumption from CPP and
by supplementation of different pricing mechanisms of RES and DR-based sources.

Fig. 7 Load after
application of DSM
principles using GA
algorithm
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Fig. 8 Final utility power
consumption and generation
using LDR

The final difference in the cost of hourly power consumption for the system as a
whole has been illustrated in Figs. 9 and 10 indicate the before-after cost reduction

Fig. 9 VPP cost before and
after GA algorithm and DER
integration

Fig. 10 VPP profit over
unoptimized scheduling
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policies of the system as a whole with integrated DER components and the VPP
profit maximization percentage chart respectively.

7 Conclusion

The objective of this research paper is to provide a profit-maximizing framework
for VPP optimal operation. The main importance to achieve profit maximization is
to influence the shift from CPP-based generation towards non-conventional genera-
tion sources which provide cheaper energy consumption tariff rates and cleaner less
carbon-emitting sources [13]. Based on the provided results, it is observed that.

optimization techniques like GA present convenient algorithms in DSM and DR-
basedprograms.OtherArtificial Intelligence (AI) andNature-inspired techniques can
induce similar optimization results due to their suitability in dealing with forecasted
market data without distortion of data falling into either local maxima or minima.

Future work will be oriented towards the improvement of the presented optimiza-
tion model by the inclusion of dynamic pricing of CPP and DR reduction price of
utility based on PV and WPP production. Further work can be focused upon the
inclusion of ESS and uncertainty modeling. Universal interaction scheme modeling
of VPP with other market entities can provide greater scope for participation in the
market framework to improve profit maximization/cost reduction policies.
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Analysis of Evaporation Rate Based
Water Cycle Algorithm Tuned 2-DOF
PIDF Controller for Automatic
Generation Control of Power System

Gauri Sahoo, Rabindra Kumar Sahu, and Sidhartha Panda

Abstract This study addresses Automatic Generation Control of Two Equal Area
Interconnected Reheat Thermal Power System Including Non-Linearity. The 2-DOF
PIDF controller leads to faster disturbance rejection with minimum peak values in
set point tracking and also mitigates the effects due to any changes in the reference
signal, as compared to PID controller. Hence, 2-DOFPIDF controller is implemented
in this paper. Evaporation Rate Based Water Cycle Algorithm (ERWCA) is an opti-
mization technique that demonstrates smooth coordination between exploration and
exploitation due to which it gives a high probability of finding global optima with
faster convergence. In this constrained optimization problem, controller gain param-
eters are tuned using Evaporation Base Water Cycle Algorithm till the Objective
Function (ITAE) reaches a minimum value. Initially, ITAE values were computed
using ERWCA, Firefly Algorithm, and Particle Swarm Optimization techniques for
the power system model with PID controller and it was observed that ERWCA
optimization technique yields least ITAE. Further, 2-DOF PIDF controller tuned by
ERWCA was implemented in the model and it was found that the ITAE value is
further reduced as compared to the PID controller. Time domain system dynamic
characteristics of the power system model are analyzed.

Keywords Evaporation rate water cycle algorithm · 2DOF PIDF · Automatic
generation control

1 Introduction

Frequency deviation in an interconnected power system adversely affects the power
system operation and reliability. Frequency deviation is a useful index that indicates
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the imbalance between the generation and electrical load. Automatic Generation
Controller (AGC) is responsible for frequency control and power interchange, as
well as economic dispatch. Frequency control is one of the most important issues
in power system control. An intelligent AGC simultaneously minimizes the system
frequency deviations and regulates tie-line power flows to match total generation
and load demand using intelligent control methodologies. In modern thermal power
plant, exit steam from the high-pressure turbine is reheated by a super heater, and
the reheat steam is again passed through an intermediate and low-pressure turbine
to optimize the thermal efficiency. In a practical thermal power plant, due to the
limitations of thermal andmechanical stresses, the rate of change of power generation
is physically constrained byGenerationRateConstraint (GRC).Also, speed governor
may not immediately react to change the valve position for mismatch in generation
and electrical load until the input signal reaches a threshold value. For large steam
turbines, Governor Dead Band (GDB) is set for 0.06% (0.036 Hz). Hence, for a
realistic approach of a thermal power plant, such non-linearity needs to be addressed
while modeling the power system [1–3].

In recent times, several natures inspired intelligent computational methods based
on swarm and evolutionary optimization algorithms have been proposed for AGC
studies. Researchers around the world have applied these approaches for improve-
ments in performance of AGC. Computational methods like Firefly Algorithm (FA)
[4], Particle Swarm Optimization Technique (PSO) [5], Hybrid BFOA–PSO [6],
Teaching Learning Based Optimization (TLBO) Algorithm, and Genetic Algorithms
(GA) has been used for study of AGCs. From these literature reviews, it is under-
stood that for achieving accurate and reliable AGC performance heuristic-based opti-
mization techniques are preferred for research studies. A 2-DOF PIDF controller is
preferred over the classical PID controllers in view of achieving better tracking of
set-points and regulation against the disturbance input signals [7]. ERWCA demon-
strates smooth coordination between exploration and exploitation due to which it
gives a high probability of finding global optima with a faster convergence [8].

In this paper, automatic generation control using 2-DOFPIDFcontroller optimally
tuned by ERWCA has been demonstrated. For a realistic approach, non-linearity like
GRC and GDB has been included in this power system model. In this constrained
optimization problem, the controller gain parameters are tuned till the Objective
Function (ITAE) reaches a minimum value. Time domain system dynamic perfor-
mances are verified under normal and abnormal load conditions. Further, robustness
of the controller is investigated by sensitivity analysis. The supremacy of control
strategy is compared with other techniques based on the computed ITAE values and
time domain system dynamic characteristics.

2 Power System Under Study

The power system considered for investigation consists of two interconnected control
areas with reheat thermal power units shown in Fig. 1. Each area is operating at 50%
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Fig. 1 Power system model

of its rated capacity and has a rated generation capacity of 2000 MW. The nominal
system frequency of each generator is 60 Hz. In a practical power plant, the speed
governor does not change the valve position immediately for control of mismatch
between the generation and load demand until the input signal reaches a threshold
value. Due to the limitations of thermal and mechanical stresses, the rate of change
of power generation is physically constrained by Generation Rate Constraint (GRC)
which increases oscillations in the system dynamics. For large thermal power plants,
typical values of GRC are selected in the range of 2–10% per minute, and GDB is
typically specified as 0.06% (0.036 Hz). For reheat thermal power plants, the power
fraction for HP turbine is specified to 31%. The power system model parameters are
defined and typical values used in this paper are given in Appendix. The mismatch
in power (�PTie), deviation in system frequency (�f ), and frequency biasing factor
(B) for each area are given by Area Control Error (ACE) in Eq. (1),

ACE1 = �PTie12 + B1.� f1
ACE2 = �PTie12 + B2.� f2

}
(1)

ACE1 and ACE2 are used as input signals to the controllers.

3 The Proposed Approach

The 2-DOF PIDF controller includes set point weightages on the proportional and
derivative terms. The 2DOF-PIDF controller can lead to fast disturbance rejection
without any significant increase in peak values in set point tracking and is also useful
for mitigating the influence on the control signal due to any changes in the reference
signal. The 2-DOF PIDF controller structure is shown in Fig. 2. C(s) is 1-DOF
controller, D(s) is applied load disturbance and F(s) is a pre filter for R(s) as shown
in Fig. 3.
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Fig. 2 2-DOF PIDF controller structure

Fig. 3 2-DOF PIDF control system

4 Modeling of Objective Function and Constraints

In this constrained optimization problem, controller gain parameters are adjusted till
the Objective Function is computed for its minimum value. ITAE is the performance
index that produces smaller overshoots and oscillations than other control system
performance indices. In this paper, ITAE is the objective function.General expression
for ITAE is given in Eq. (2).

ITAE =
tsim∫
0

t.

⎡
⎣ 2∑

i=1

|� fi | +
1∑
j=1

|�PTie|
⎤
⎦.dt (2)

The controller gain parameters are tuned within their allowable limits so as
to compute the minimum value of Objective Function ITAE using the ERWCA
optimization technique. The problem constraints are given in Eq. (3).
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−2 ≤ Kn
P ≤ 2

−2 ≤ Kn
I ≤ 2

−2 ≤ Kn
D ≤ 2

0 ≤ wP ≤ 5
0 ≤ wD ≤ 5
0 ≤ N ≤ 500

(3)

5 Simulation Results, Demonstration, and Discussions

In this paper, AGC for the power system model is implemented using
MATLAB/SIMULINK version: 9.0.0.341360 (R2016a), 64-bit on an Intel(R)
Core™ i5-7300HQ CPU @ 2.50 GHz, 8.00 GB RAM, 64-bit Operating System
LAPTOP-50GFA3PT. The viability of the proposed ERWCA-based AGC is investi-
gated and demonstrated. The AGC of power system model is verified in SIMULINK
environment, whereas the computational code is written in MATLAB files. In this
paper, power systemmodelwith non-linearity (GRC±0.001pu/s andGDB0.036Hz)
is considered for investigation. The reheat thermal power plant power fraction for
high-pressure turbines is considered 0.31. The typical values of system parameters
are given in Appendix A. ITAE values were computed for the power system model
with PID controller using ERWCA, Firefly Algorithm (FA), and Particle Swarm
Optimization (PSO) techniques and it was observed that ERWCA optimization tech-
nique yields the least ITAE. The convergence graphs shown in Fig. 4 justify that
ERWCA gives faster convergence than FA and PSO.

In the power system model, Area-1 was given with a step load disturbance of
+1%. Time domain simulations were demonstrated. The optimal tuned parame-
ters of controllers were generated by estimating the objective function using FA,
PSO, and ERWCA. The corresponding system performance index is measured using
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Fig. 4 Convergence of ITAE by FA, PSO, and ERWCA
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the optimized controller gain parameters. From Table 1, it can be observed that
PID controller tuned by ERWCA technique gives better performance than tuned
by PSO and FA which establishes that ERWCA is a better optimization technique
for AGC studies. Tuning of 2-DOF PIDF controller gain parameters is carried out
using ERWCA technique which gives the best performance among all the controller
strategies mentioned in this paper. The least ITAE value is 6.3729 for ERWCA tuned
2-DOF PIDF controller. The minimum damping ratio is found to be 0.1624 and peak
values (overshoot) for �f 1, �f 2, and �PTie are found to be 0.0115 Hz, 0.0099 Hz,
and 0.0012puMW respectively. The optimal tuned gains of 2-DOF PIDF controllers
are given in Table 2. The time domain system dynamic responses of the power system
model with the optimally tuned gains of 2-DOF PIDF controllers is shown in Fig. 5.

Further, Eigen values were computed for each of the controller strategies and
shown inTable 3,where it canbeobserved that for all controller strategies these values
are found to be in the left half of s-plane. Hence, the closed loop system is inherently
stable for uncertainties in system parameter variation. Sensitivity analysis is done
to examine the robustness of the control system. Uncertainties of ±50%, ±25% in
Frequency Biasing Coefficient (B), Synchronizing Torque Coefficient (TP12), Steam
Turbine Time Constant of Steam Chest (TCH), and Steam Governor Time Constant
(TGT) are applied and the system dynamic characteristics in terms of ITAE, MDR,
Peak values and settling time is computed. It can be observed that for uncertainties in
all system parameter variations, the values of ITAE, MDR. Peak value and Settling
Time are very close to each other. Hence, it can be concluded that the control strategy
for AGC of the power system model optimized by ERWCA is robust and stable for
the above uncertainties in system parameters. Again, the tuned values of controller

Table 1 System dynamic characteristics comparison to other competing methods

Optimization
technique

ITAE MDR
(ζ)

Peak values (overshoot) Settling time, Ts (seconds)
(±2% band)

�f 1
(Hz)

�f 2
(Hz)

�PTie12
(puMW)

�f 1 �f 2 �PTie12

ERWCA-PID 8.2779 0.2894 0.0243 0.0225 0.0009 24.3668 23.9779 25.9726

ERWCA-PIDF 6.9155 0.3543 0.0172 0.0149 0.0009 20.8949 19.9410 25.5942

ERWCA-2DOFPIDF 6.3729 0.1624 0.0115 0.0099 0.0012 19.9099 20.7617 20.7823

FA-PID 12.8681 0.2276 0.0442 0.0423 0.0003 25.3204 25.3837 27.6216

PSO-PID 17.8587 0.4385 0.0591 0.0562 -0.0010 27.5075 27.4845 27.4531

Bold represents supremacy of 2DOFPIDFController using ERWCAover other optimization techniques
and controllers

Table 2 Optimal tuned gains of 2DOF-PIDF controllers

2-DOF PIDF KP KI KD N wP wD

(1) 1.0622 −0.0000 0.8157 254.0180 0.0000 3.0083

(2) −1.9440 −0.0026 1.9990 0.0509 0.0061 0.4040
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Fig. 5 System dynamic responses of the power system model

gain parameters need not be re-evaluated for such variations. Table 4 summarizes the
computed values of ITAE, MDR, Peak Values, and Settling Time under variations in
system parameters.

The systemEigen values were computed for the uncertainties in system parameter
variations using the tuned parameters of 2-DOF PIDF controller and shown in Table
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Table 3 Comparison of system Eigen values for different techniques and controllers

ERWCA
PID

ERWCA
PIDF

ERWCA
2DOF PIDF

FA-PID PSO-PID

−101.05
−99.90
−17.42
−8.58 ± 6.11i
−2.75
−0.68 ± 2.25i
−0.28 ± 0.20i
−0.06 ± 0.03i

−22.6173
−16.8272
−4.3442 ± 6.8089i
−2.7628
−0.9257 ± 2.4437i
−0.1552
−0.3399 ± 0.1294i
−0.0503 ± 0.0243i

−268.75
−1.85 ± 11.25i
−14.04
−5.42
−0.83 ± 2.09i
−0.10
−0.32 ± 0.15i

−100.19
−100.13
−15.47
−15.92
−3.73
−0.64 ± 2.72i
−0.32 ± 0.25i
−0.05 ± 0.02i

−100.98
−100.06
−16.36
−8.58 ± 5.39i
−2.85
−1.10 ± 2.26i
−0.28 ± 0.21i
−0.05 ± 0.07i

Table 4 Sensitivity analysis

Uncertainties ITAE MDR
(ζ)

Peak values Settling time, Ts (seconds)
(±2% band)

�f 1
(Hz)

�f 2
(Hz)

�PTie12
(puMW)

�f 1 �f 2 �PTie12

B Nominal 6.5286 0.1624 0.0784 0.0802 0.0094 19.8886 20.6615 20.7884

+25% 6.6909 0.1537 0.0784 0.0802 0.0094 19.6623 19.1125 23.1496

−25% 6.8775 0.1690 0.0784 0.0802 0.0094 21.8683 21.0669 22.7335

+50% 7.1430 0.1449 0.0783 0.0802 0.0094 19.5002 19.3670 24.3127

−50% 8.9251 0.1659 0.0800 0.0813 0.0094 29.2548 28.4249 28.1981

TP12 Nominal 6.5286 0.1624 0.0784 0.0802 0.0094 19.8886 20.6615 20.7884

+25% 6.9368 0.1493 0.0789 0.0774 0.0095 21.9340 21.3933 22.6098

−25% 7.5018 0.1752 0.0792 0.0823 0.0093 22.5943 22.2710 20.9664

+50% 7.0580 0.1360 0.0799 0.0782 0.0095 21.7445 21.1819 22.5130

−50% 6.9254 0.1876 0.0856 0.0808 0.0092 18.1669 20.1967 22.7863

TCH Nominal 6.5286 0.1624 0.0784 0.0802 0.0094 19.8886 20.6615 20.7884

+25% 6.6108 0.2859 0.0786 0.0804 0.0094 19.9699 20.9421 22.7109

−25% 6.4475 0.0122 0.0781 0.0800 0.0094 19.8104 18.9579 20.8058

+50% 6.6991 0.3892 0.0788 0.0806 0.0094 20.0431 21.0868 22.8353

−50% 6.3694 0.1914 0.0779 0.0798 0.0094 19.7057 18.8893 20.8444

TGT Nominal 6.5286 0.1624 0.0784 0.0802 0.0094 19.8886 20.6615 20.7884

+25% 6.6399 0.1612 0.0785 0.0803 0.0094 19.9976 20.9837 22.7397

−25% 6.4271 0.1662 0.0782 0.0801 0.0094 19.7628 18.9547 20.8433

+50% 6.7826 0.1611 0.0787 0.0805 0.0094 21.7960 21.1363 22.7335

−50% 6.3506 0.1760 0.0781 0.0800 0.0094 19.4862 18.8684 20.9264
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Table 5 Comparative system Eigen values for uncertainties

Uncertainties Nominal + 25% −25% + 50% − 50%

B −268.75
−1.85 ± 11.25i
−14.04
−5.42
−0.83 ± 2.09i
−0.32 ± 0.15i

−268.85
−1.92 ± 12.35i
−14.04
−5.41
−0.73 ± 2.08i
−0.31 ± 0.14i

−268.65
−1.72 ± 10.02i
−14.03
−5.43
−0.98 ± 2.09i
−0.34 ± 0.17i

−268.94
−1.96 ± 13.36i
−14.04
−5.40
−0.66 ± 2.07i
−0.30 ± 0.13i

−268.56
−14.03
−5.45
−1.45 ± 8.63i
−1.26 ± 2.05i
−0.38 ± 0.18i

TP12 −268.75
−1.85 ± 11.25i
−14.04
−5.42
−0.83 ± 2.09i
−0.32 ± 0.15i

−268.75
−1.70 ± 11.27i
−14.03
−5.45
−0.96 ± 2.31i
−0.32 ± 0.15i

−268.75
−2.00 ± 11.24i
−14.04
−5.39
−0.70 ± 1.83i
−0.32 ± 0.15i

−268.75
−1.55 ± 11.29i
−14.03
−5.48
−1.10 ± 2.49i
−0.32 ± 0.15i

−268.75
−2.14 ± 11.23i
−14.04
−5.35
−0.57 ± 1.50i
−0.32 ± 0.15i

TCH −268.75
−1.85 ± 11.25i
−14.04
−5.42
−0.83 ± 2.09i
−0.32 ± 0.15i

−265.91
−2.86 ± 9.59i
−14.80
−4.05
−0.87 ± 2.13i
−0.33 ± 0.15i

−273.38
−0.16 ± 13.30i
−11.46
−9.07
−0.78 ± 2.05i
−0.32 ± 0.15i

−263.99
−15.21
−3.51 ± 8.17i
−3.28
−0.92 ± 2.17i
−0.33 ± 0.15i

−282.27
−3.12 ± 15.98i
−11.37 ± 5.60i
−0.74 ± 2.02i
−0.32 ± 0.15i

TGT −268.75
−1.85 ± 11.25i
−14.04
−5.42
−0.83 ± 2.09i
−0.32 ± 0.15i

−265.79
−1.65 ± 10.11i
−10.20
−5.92
−0.84 ± 2.09i
−0.32 ± 0.15i

−273.70
−2.17 ± 12.87i
−19.87
−5.14
−0.82 ± 2.08i
−0.32 ± 0.15i

−263.82
−1.51 ± 92.6i
−6.95 ± 1.29i
−0.85 ± 2.09i
−0.32 ± 0.15i

−283.64
−31.17
−2.77 ± 15.47i
−4.95
−0.81 ± 2.08i
−0.32 ± 0.15i

5, where it can be observed that for allmentioned uncertainties, these values are found
to be in the left half of s-plane. Hence, the closed loop system is inherently stable
for system parameters variations. The system dynamic response for uncertainties in
Frequency Biasing Coefficient (B), Synchronizing Torque Coefficient (TP12), Steam
Turbine Time Constant of Steam Chest (TCH), and Steam Governor Time Constant
(TGT) are shown inFigs. 6, 7, 8 and 9 respectively. Further, robustness is demonstrated
by applying random step load disturbances varying between −0.1 to +0.2% with a
sample time of 100 s and applied in area-1. The random step load disturbance and
oscillations of system dynamic response profiles are shown in Fig. 10. Hence, AGC
of the power system using 2-DOF PIDF controller gain parameters optimized by
ERWCA is capable to deal with random step load disturbances efficiently and also
stabilizes the system.
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Fig. 6 System dynamic response for uncertainties in frequency biasing coefficient (B)

Fig. 7 System dynamic response for uncertainties in synchronizing torque coefficient (TP12)
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Fig. 8 System dynamic response for uncertainties in steam turbine time constant of steam chest
(TCH)
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Fig. 9 System dynamic response for uncertainties in steam governor time constant (TGT)
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6 Conclusion

Automatic Generation Control for a realistic power system model with non-linearity
was developed and investigated. It was observed that ERWCA optimization tech-
nique gives faster convergence than FA and PSO. PID controller tuned by ERWCA
technique gives better performance than tuned by PSO and FAwhich establishes that
ERWCA is a better optimization technique for AGC studies. Time domain system
dynamic characteristics are analyzed. From the simulation result, it is observed that
using 2-DOF PIDF controller optimized by ERWCA, computes the least ITAE value
and gives better quality measures as compared to classical PID controllers. The
control strategy is robust, performs efficiently under the effect of uncertainties and
random load disturbances.

Appendix

System Parameters used for investigation are:
f 0 = 60 Hz; B1, B2 = 0.425 puMW/Hz; R1, R2 = 2.4 Hz/puMW; TGT1, TGT2 =

0.06 s; FHP1, FHP2 = 0.31; TRH1, TRH2 = 10.0 s; TCH1, TCH2 = 0.3 s; KPS1, KPS2 =
120 Hz/puMW; D = 1/120puMW/Hz; TPS1, TPS2 = 20 s; GDB = 0.036 Hz; GRC
= 0.001pu/s; a12 = −1; TP12 = 0.0866pu; A1 = 0.01puMW; A2 = 0.00puMW.

The adapted parameters of ERWCA are: Maxiter = 50, Npop = 500, N sr = 8 and
dmax = 10−16.
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A Critical Assessment of IoT Based
Landslide Prediction Systems Using AHP

Abhipsa Kar and Manas Ranjan Das

Abstract Worldwide landslide is a serious hazard that causes great damage not only
to the economic and societal development but also to precious human lives. Therefore,
there is an urgent need for a good landslide prediction system. Recently, Internet of
Things (IoT) has emerged as a popular technology that has a quick response to rapid
changes in data. Hence, it has been widely used for landslide monitoring and predic-
tion. Present study focuses on a review of existing IoT based landslide prediction
systems. Ten most widely referred systems developed by various researchers have
been reviewed. A comparative analysis of their key features has been performed.
Prioritization of these ten systems has been done using Analytical Hierarchy Process
(AHP) based on three factors, i.e., Cost, number of parameters sensed, and tech-
nology. The most suitable IoT based landslide prediction system as obtained from
AHP based prioritization is recommended for implementation.

Keywords Landslide · IoT · Prediction · AHP

1 Introduction

Landslide is a geological phenomenon caused due to perceptible downward and
outward movement of soil, rock, and vegetation under the influence of gravity.
Landslides can be classified according to geotechnical properties of rocks, move-
ment of materials, etc. Landslide movement can be of various types viz., fall, slide,
topple, spread or flow. The velocity can vary from very slow to rapid [1]. Moun-
tainous regions are generally considered landslide prone areas. In low-relief areas
like roadway and relief excavations, landslides occur as cut and fill failures, river
bluff failures, lateral spreading landslides, collapse of mine-waste piles (especially
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coal), and a wide variety of slope failures associated with quarries and open pit
mining. Landslides may be natural or anthropogenic. There are various morpholog-
ical, geological, and environmental causes that trigger the occurrence of landslides.
Furthermore, anthropogenic activities like construction, farming, deforestation and
removal of vegetative cover, etc. are responsible for triggering landslides. These
activities cause significant changes in groundwater table and increase the slope
gradient resulting in unstable slopes. Landslides result in severe economic losses
and casualties. Moreover, these catastrophes cause significant loss of infrastructure
by damaging road networks, railways, electrical supply lines, bridges, etc. It also
affects the emotional well-being of people by destroying their personal belongings
and causing death of their near and dear ones as well as increasing their psycho-
logical stress. The Himalayan region, Eastern and Western Ghats, Vindhya range,
Nilgiris, and Indo-Burmese range are some of themajor landslide prone areas of India
[2]. It is very important to identify the parameters which control the occurrence of
landslides and develop an early warning system for minimizing these tremendous
losses [3]. Protection of infrastructure and population is the major purpose of land-
slide monitoring. There is a necessity for a real time monitoring system to follow the
changes in driving factors for proper forecasting and rapid detection of instantaneous
landslides [4, 5]. Various researches have been conducted on prediction, detection,
and monitoring of landslides done using various technologies like satellite remote
sensing, machine learning algorithms, wireless sensor networks, etc. Furthermore,
various follow-up methods viz., LIDAR, electrical resistivity measurements, GPS,
electrical resistivity tomography (ERT), etc. have been effectively used for landslide
monitoring.

Internet of things (IoT) has emerged as a popular technology that has a quick
response to rapid changes in data and transfer of these data to analysis centers [6].
It connects the physical world and virtual things. It has been applied in various
fields like smart houses, personal healthcare, water quality analysis, smart traffic
management, spatio-temporal prediction, etc. [7]. IoT consists of embedded sensors
and controllers which have the capability of communicating with the internet world
resulting in modeling of new and innovative processes which help in reducing the
associated risks and costs of the existing processes. Along with an increase in yields,
they also help in decision making process of the end users. It relates the physical
world to the internet through organization of data and exchange of information. The
main objective of IoT is to establish a connection between devices viz., vehicles,
smartphones, office connected devices, etc. where each device provides information.
IoT is a data driven approach that has been effectively used in landslide detection
and early warning. Present study attempts a comparative analysis and prioritization
of IoTs developed by various researchers for most effective landslide prediction.
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2 Causes and Impacts of Major Landslides

Landslides are complex phenomena that have several types of movements based on
types of materials. Some of the major landslides which occurred around the globe
are mentioned in Table 1 [8].

On 7th August 2010, heavy rainfall triggered a devastating landslide in Zhouqu
County of Gannan Tibetan Autonomous Prefecture. Debris flow started flowing
towards south county from north county destroying multiple houses along the road
killing around 1287 people. By 18th August 2010, 457 people were reported to be
missing.

A mid-day cloudburst led to a devastating landslide in Uttarakhand, India in June
2013 which became the worst natural disaster after the Tsunami which took place
in 2004. The landslide resulted in heavy flooding of the area. Major overflow was
caused due to the blockage of rivers by debris. Heavy rainfall occurred in Haryana,
Uttar Pradesh, Delhi, Himachal Pradesh, some parts of western Tibet, and Nepal.
The water drained through river system inundating Uttarakhand leading to 89% of
casualty killing around more than 5000 people. The floods affected more than 4200
villages.

A landslide hit Malin village of Pune district, Maharashtra, India on 30th July
2014. Themajor cause of the landslidewas intensive rainfall, practice of deforestation
in that area, and changing agricultural practices. The landslide killed at least 151
people and 300 cattle.

On 22ndMarch 2014, a devastating landslide occurred inWashington, USA.Mud
and debris flow occurred due to the collapse of a portion of an unstable slope. The

Table 1 Major landslides and their causes

S.no Event (year of occurrence) Cause Nature of cause

1 Landslide in Zhouqu county
(2010)

Heavy rainfall Natural

2 Uttarakhand landslide (2013) Mid-day cloud burst Natural

3 Malin landslide, Pune (2014) Intensive rainfall triggered due to
anthropogenic activities like
agricultural practices and
deforestation

Anthropogenic

4 Washington landslide (2014) Debris flow due to failure of
unstable slope

Natural

5 Debris flow in Columbian town,
Mocoa (2017)

Extreme rainfall Natural

6 Hiroshima landslide (2018) Dreadful rains Natural

7 Landslide in Gajapati district,
Odisha (2018)

Rainfall due to cyclonic storm Titli Natural

8 Landslide in Gajapati district,
Odisha (2019)

Heavy rains Natural
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landslide engulfed a rural area killing 43 people and destroying 49 homes. It was
found that loosening of debris occurred due to previously weakened slope material
which was disturbed by the slide which occurred in 2006.

A powerful debris flow hit the Colombian town ofMocoa on 1st April 2017 which
resulted in an overflow of rivers. The flood along with vast amounts of rocks and
soil, swept through the town causing around 329 deaths, injuring 332 people while
70 were reported as missing.

Hiroshima, Japan suffered extensive damage in July 2018 due to landslides caused
due to dreadful rains. The catastrophe killed at least 108 people and the flood induced
due to the landslide increased the fatality count by over 120.

In October 2018, the cyclonic storm Titli caused incessant rainfall in Barghara
village, Gajapati district, Odisha. The rainfall triggered a landslide that killed around
16 people, including five children.

A landslide that occurred on 24th October 2019 in Gajapati district, Odisha state,
damaged around 20 houses. Heavy rainfall triggered the landslide.

Impact of these catastrophes could have been reduced much by an effective early
warning system based on advanced technology. Present study projects IoT as a
solution in this direction.

3 Comparative Analysis of Key Features of IoT Based
Landslide Prediction Systems

IoT has the capability of providing accurate real time monitoring and proper fore-
casting of landslides by generating alerts well beforehand which will help in evacu-
ation of lives under potential risk and danger. In this section, the key features of ten
no’s of IoT based landslide prediction systems have been reviewed and comparative
analysis among them has been presented.

Moulat et al. [1]modeled aground-basedmonitoring system formountainous zone
of North-Western RIF of Morocco. It consisted of multiple sensors in which data
acquisition units were installed for recording sensor measurements. The triggering
of landslides may occur due to reactivation of the tectonic layering which may lead
to huge damage and casualties. They identified the areas susceptible to landslides
using twomethods viz.,Weights of Evidence (WofE) andLogisticRegression (LR) in
their previous researches. They developed a robust groundmonitoring systemwith an
earlywarningmechanism for timely and proper evacuation. The real time-monitoring
system was employed with automated data processing unit and communication was
done via IoT.

Sruthi et al. [2] proposed a system based on IoT viz., Input, data processing,
and decision making. Data input was generally done through two sensors viz., flex
sensor (to sense angle of bending) andmoisture sensor (to measure water content and
humidity). After the data acquisition process, the transmission of sensor values was
done to the server for comparing them with a threshold value. The decision making
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process was done using a Fuzzy logic multi attribute algorithm. The end user was
considered as admin in the disaster management center. A notification regarding
landslide prediction was sent to the registered user via internet applications after the
decision was made.

Mala et al. [7] introduced a ground-based landslide tracking framework using
IoT technologies. The IoT based system consisted of autonomous ground sensors
like rain gauge sensor (measuring effect of rainfall on slope and pore water pres-
sure), accelerometer (for sensing suddenmovements), dielectric moisture sensor (for
measuring water content), humidity and temperature sensor (for sensing changes
in soil and water with a change in temperature). The wireless and low cost Lora
network was used for data transmission to cloud servers. A mechanism of early
warning system was designed which had the ability to activate when the sensor
values exceeded the threshold value. After collecting data from Lora network, a
graph was plotted between sensor results and date using ThingsSpeak which helped
in evaluation and real time monitoring.

Singh et al. [4] developed an intelligent monitoring system based on machine
learning and IoT. They also studied topographic and hydro-meteorological factors
which led to slope failure. A statisticalmodelwas establishedwith the employment of
standard deviation to an intelligent algorithm. Accurate results were collected from
the data collected through a back end developed software that was integrated with
IoT for early warning. The early warning system was capable of working separately
for zones having different vulnerabilities. The calibration was done with the help of
an optimization algorithm.

Chaturbedi et al. [3] designed an IoT based landslide monitoring framework
which consisted of sensing units in which accelerometers measured ground acceler-
ations and moistures sensor sensed soil moisture; data logging and thresholding unit
and an alert generating unit. In this section, a detailed description of each of these
components is provided. GSM is used for transmission of data for better strength in
signal. The alert generating unit generates alerts through SMS when the threshold
values/critical values were breached. The preregistration of mobile numbers was also
provided for sending SMS alerts.

Butler et al. [9] developed an IoT system for efficient monitoring of landslides for
Bournemouth Borough Council (UK). The system consisted of sensing devices that
were custom-made. The sensing devices transmitted data through wireless network
connections like SigFox network to MQTT broker and ELK stack for visualization
of data. The system was easily deployed, cost efficient, provided high precision data,
and was user friendly.

Bhatt and Papola [10] developed a landslide prediction model for Uttarakhand,
India using WEKA tool. The model was developed with the help of landslide data
of Uttarakhand. They used two techniques namely J48 and LMT for categorizing
the subjects into four classes viz., Non-susceptible, Less-susceptible, Moderately-
susceptible, and High-susceptible. The analysis of classifiers was done on WEKA
tool and the landslide predictionmodel was implemented inMATLAB. The landslide
prediction models were developed using landslide data of Uttarakhand. They found
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that J48 classifier performed better than LMT and also concluded that WEKA tool
may be used for landslide prediction in mining areas.

Pitambar et al. [11] proposed a system capable of detecting the conditions
responsible for landslides and providing an early warning so that necessary preven-
tive measures could be taken well before the occurrence time. Soil moisture and
accelerometer sensors were used for measuring sensing parameters. Transmission of
sensed data occurred to Raspberry Pi (Rpi) in the control room via MQTT protocol.
The Raspberry Pi was capable of displaying the entire data range as SAFE,MIDDLE
and DANGER.When the sensed value exceeded the threshold value, alert was given
for MIDDLE and DANGER zone. The pattern and purpose of alert varied according
to the zone. First alert was given when the sensed data lied in MIDDLE Zone and
final alert was given when the sensed value belonged to DANGER zone.

Abraham et al. [12] determined the threshold values of rainfall which proved to be
effective in predicting the occurrence of landslides in the Himalayan regions using
IoT. They used multiple false alarms as warning systems which were observed as a
major drawback. For a LEWS (landslide early warning system) to be successfully
operational, it is obligatory to reduce the number of false alarms using physical
monitoring. The active landslide prone slopes of Chibo, Darjeeling Himalayas were
monitored using a network of sensors viz., volumetric water content sensors, and
MEMS based tilt sensors to enhance the efficiency of the early warning system. Real
time monitoring of the slopes was done during the monsoon for three consecutive
years (2017–2019). Then, a comparison of data was done with the rainfall data and
field observations.

Huang et al. [13] modeled a Series of system along the three Gorges and cases
from the literature. Furthermore, they proposed a theoretical model to analyze the
impact of deformations in landslide based on the monitoring data from Bazimen
landslide, Zigui County; rainfall data of Shahzen and Guizhou, water level change
data of the Three Gorges dam. Regression analysis was used to establish correlation
and hysteresis of lands. They used BP neural network model for predicting Bezimen
landslide and concluded that there needs further improvement in the model accuracy
for short term forecasting.

There are various literatures available on IoT based landslide monitoring and
prediction systems. But in the present study ten most widely referred IoTs have been
considered for analysis based on an opinion from experts. These IoT based landslide
prediction systems have been designated as mentioned in Table 2.

Table 3 presents a comparative review of IoT based landslide prediction systems.

4 Critical Evaluation of IoT Based Landslide Prediction
Systems by Prioritization Using AHP

Present section focuses on prioritization of IoT based landslide monitoring systems
based on performance. Again, performance is assessed considering three selected
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Table 2 Designations of
various IoT based landslide
prediction systems

Developers Designations of various IoT based
landslide prediction systems

Butler et al. [9] IoT1

Mala et al. [7] IoT2

Chaturbedi et al. [3] IoT3

Pitamber et al. [11] IoT4

Sruthi et al. [2] IoT5

Bhatt and Papola [10] IoT6

Huang et al. [13] IoT7

Singh et al. [4] IoT8

Abraham et al. [12] IoT9

Moulat et al. [1] IoT10

factors. AHP is used to find the relative effectiveness and priority of different IoT
based monitoring systems. This method has also been widely used in determining
the susceptibility of landslides [14]. The whole process of AHP is implemented in a
step-by-step procedure as shown in Fig. 1.

The AHP model is conventionally based on a rating system provided by opinions
and judgments of various experts. Three influencing factors have been chosen for the
assignment of weights based on an intensive review of the literature and judgments
froma panel of technical expertswhich consisted of three field experts viz., a geotech-
nical consultant, an IoT engineer, and an environmentalist; three academicians viz.,
Professor of electronics and communication engineering, Professor of computer
science and engineering and Professor of electrical engineering. The selected factors
include: cost; number of parameters sensed and technology. The IoT based land-
slide prediction system have been compared based on these factors on the basis of
past literature and experts’ feedback. Further calibration was done on a numerical
pair-wise comparison scale (Saaty’s scale) starting from 1 to 9 [15]. The maximum
Eigen value, consistency ratio CR, consistency index CI were computed to check the
consistency of the assigned ranks. The matrix with the lowest value of CR (<10%)
was taken into consideration for computation of priority vectors.

Cost: The performance of an IoT based monitoring system is directly dependent
on the costs of the components used [16]. Hence, before deployment of solution, the
solution developer must be conscious regarding the budget. The cost incurred for
computational aspects, memory, and privacy aspects may vary accordingly. Budget
constraints play a very significant role in selecting the components of IoT. Therefore,
this factor has been considered significant in the present study.

Number of parameters sensed: Sensor is a physical device that is responsible
for detecting change in the physical system and then converting it into quantifiable
data which can be measured by a data acquisition system. The life on earth and the
changes in its surroundings are dependent on each other. There have been tremendous
advancements in wireless sensor networks in recent years because of small size, low
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Table 3 Review of IoT based landslide prediction systems

IoT Key features Advantages

IoT 1 Wireless SigFox network
MQTT broker and ELK stack

High reliability
Low cost
User friendly

IoT 2 Autonomous sensing devices fitted with
specially tailored suit
LORA network powered by Cloud Server
Soil moisture sensor, temperature &
humidity sensor, rain gauge sensor,
accelerometer sensor

Robustness and flexibility
Low cost

IoT 3 IoT framework (sensing unit, data
logging, and thresholding unit, alert
generating unit)
MEMS based accelerometers & moisture
sensors
GSM module

Low cost

IoT 4 Soil moisture and accelerometer sensors
MQTT Protocol & Raspberry Pi
Cloud Server
ThingSpeak

Low power
Consumption

IoT 5 Moisture sensor and flex sensor
Fuzzy logic algorithm for decision making

Early prediction

IoT 6 WEKA Tool
MATLAB

High accuracy and capability

IoT 7 Linear regression
BP Neural network model

Accuracy of training network

IoT 8 IoT and machine learning based
intelligent monitoring system
Standard deviation and intelligent
algorithm

Intelligent technique
Top-notch sensors

IoT 9 LEWS (landslide early warning system)
MEMS based tilt sensors
Volumetric water content sensors
WSN

Detection of very slow ground movements

IoT 10 Weights of evidence
Logistic regression
Ground-based monitoring system via IoT

Robust
Improved storage efficiency

cost, and capability of powerful data processing and communication [17, 18]. More
the no. of parameters that the monitoring system can sense, more robust will be the
prediction of ground movements indicating landslides. Hence, this significant factor
has been considered in the present analysis.

Technology: The unique platform of IoT is gaining huge popularity with time
because of its capability of getting linked to everything. The objective of the present
work is to identify the depth and diversities of various technologies used in IoT. In
IoT, data is transmitted from the physical system to the world of internet. Hence,
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Development of the hierarchical structure of the project

Pairwise comparisons of criteria against the objective

Establishment of the comparative judgment matrix

Calculation of the priority vectors for 
criteria

Calculation of the priority vectors for 
alternatives

Check the consistency of the given matrix

Calculation of the aggregation of projects

Final decision

Fig. 1 Flowchart of the step-by-step procedure of AHP

coverage and connectivity are challenging tasks for an IoT application. The system
developers always opt for enhancement of their solution by different data processing
techniques [19]. Therefore, technology is considered a significant factor in the present
work.

Pair-wise comparisons of the ten IoT based landslide systems along with class
ranking and weights of influencing factors have been mentioned in Table 4.

The prioritization of three criteria after pair-wise comparison has been given in
Table 5.

After the implementation of AHP, the acquired weights of the influencing factors
(cost, no. of parameters sensed and technology) and the ranks of different classes
(various literature considered in the study), the consistency of the rankswere checked
after calculating the Eigen value of these pair-wise comparison matrices. The ranks
were accepted as the consistency ratio was less than 0.1. The priorities of the
prediction systems based on influencing factors are shown in Table 6.

The matrix of priority vector of different alternatives (10*3) is multiplied with
the priority vector of criteria (3*1) to obtain the global rating as shown in Table 7.

After AHP analysis, it has been found that on the basis of cost, the priority of the
IoT based landslide prediction system developed by Mathew Butler et al. is highest
with a priority of 0.281. On the basis of a number of parameters sensed by the system,
IoT based landslide prediction system developed by Mathew Butler et al. is again
found to be most suitable with a priority of 0.281. The system developed by Vinay
Kumar Singh et al. has been found to be the best on the basis of technology with a
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Table 4 Pair-wise comparison matrix with class rankings and weights of influencing factors

Pair-wise comparisons

Factor Cost

IoT1 IoT2 IoT3 IoT4 IoT5 IoT6 IoT7 IoT8 IoT9 IoT10

IoT1 1.000 2.000 3.000 4.000 5.000 5.000 8.000 9.000 9.000 4.000

IoT2 0.500 1.000 1.500 2.000 2.500 3.500 7.000 8.000 9.000 2.000

IoT3 0.333 0.667 1.000 1.330 1.500 2.000 5.000 7.000 9.000 1.500

IoT4 0.250 0.500 0.752 1.000 2.500 3.500 7.000 9.000 9.000 2.000

IoT5 0.200 0.400 0.667 0.400 1.000 1.500 2.500 5.000 7.000 0.667

IoT6 0.200 0.286 0.500 0.286 0.667 1.000 2.000 3.000 5.000 0.500

IoT7 0.125 0.143 0.200 0.143 0.400 0.500 1.000 1.500 2.000 0.333

IoT8 0.111 0.125 0.143 0.125 0.200 0.333 0.667 1.000 2.000 0.200

IoT9 0.111 0.111 0.111 0.111 0.143 0.200 0.500 0.500 1.000 0.143

IoT10 0.250 0.500 0.667 0.500 1.500 2.000 3.000 5.000 7.000 1.000

Factor No. of Parameters Sensed

IoT1 IoT2 IoT3 IoT4 IoT5 IoT6 IoT7 IoT8 IoT9 IoT10

IoT1 1.000 2.000 3.000 5.000 5.000 7.000 7.000 9.000 3.000 5.000

IoT2 0.500 1.000 1.500 3.000 5.000 8.000 7.000 8.000 5.000 5.000

IoT3 0.333 0.667 1.000 3.000 3.000 5.000 5.000 7.000 0.500 3.000

IoT4 0.200 0.333 0.333 1.000 1.500 5.000 7.000 9.000 0.330 1.500

IoT5 0.200 0.200 0.333 0.667 1.000 3.000 4.000 5.000 0.200 0.667

IoT6 0.143 0.125 0.200 0.200 0.333 1.000 0.333 0.330 0.143 0.333

IoT7 0.143 0.143 0.200 0.143 0.250 3.000 1.000 0.333 0.200 0.250

IoT8 0.111 0.125 0.111 0.143 0.200 3.000 3.000 1.000 0.330 0.200

IoT9 0.333 0.200 2.000 3.000 5.000 7.000 0.500 3.000 1.000 5.000

IoT10 0.200 0.200 0.333 0.667 1.500 3.000 4.000 5.000 0.200 1.000

Factor Technology

IoT1 IoT2 IoT3 IoT4 IoT5 IoT6 IoT7 IoT8 IoT9 IoT10

IoT1 1.000 3.000 3.000 1.500 5.000 7.000 3.000 0.500 5.000 4.000

IoT2 0.333 1.000 2.000 0.500 5.000 7.000 2.000 0.330 5.000 5.000

IoT3 0.333 0.500 1.000 0.333 2.000 8.000 3.000 0.667 5.000 2.000

IoT4 0.667 2.000 3.000 1.000 2.000 9.000 5.000 0.330 5.000 1.500

IoT5 0.200 0.200 0.500 0.500 1.000 5.000 0.330 0.143 0.333 0.667

IoT6 0.143 0.143 0.125 0.111 0.200 1.000 0.200 0.111 0.200 0.500

IoT7 0.333 0.500 0.333 0.200 3.000 5.000 1.000 0.333 2.000 2.500

IoT8 2.000 3.030 1.500 3.000 7.000 9.000 3.000 1.000 7.000 7.000

IoT9 0.200 0.200 0.200 0.200 3.000 5.000 0.500 0.143 1.000 3.000

IoT10 0.250 0.200 0.500 0.667 1.500 5.000 0.400 0.143 0.333 1.000
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Table 5 Pair-wise comparison of the influencing factors

Factors Cost Number of parameters
sensed

Technology Priority vector

Cost 1 3 5 0.648

Number of parameters
sensed

0.333 1 2 0.230

Technology 0.2 0.5 1 0.122

Table 6 Priority vectors of different IoT based landslide prediction systems based on influencing
factors

IoT Priority vector based on cost Priority vector based on no.
of parameters sensed

Priority vector based on
technology

IoT1 0.281 0.281 0.192

IoT2 0.179 0.223 0.116

IoT3 0.126 0.128 0.099

IoT4 0.133 0.083 0.157

IoT5 0.075 0.056 0.035

IoT6 0.055 0.018 0.014

IoT7 0.027 0.023 0.061

IoT8 0.020 0.027 0.248

IoT9 0.015 0.102 0.038

IoT10 0.089 0.059 0.040

Table 7 Global priority
vector representing the final
ranking of the IoT based
landslide prediction systems

IoT Global priority vector

IoT1 0.270

IoT2 0.181

IoT3 0.123

IoT4 0.124

IoT5 0.065

IoT6 0.056

IoT7 0.030

IoT8 0.050

IoT9 0.037

IoT10 0.076

priority of 0.248. Overall, in all the three aspects of cost, no. of parameters sensed
and technology, the IoT based landslide prediction system developed by Mathew
Butler et al. with a priority of 0.270 is found to be the best among all the ten IoT
based prediction systems considered in the present study.
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5 Conclusion

The prediction of uncertainty in soil parameters is a complex and tedious process as
a slight change in these parameters will affect the strength and deformation behavior
of land on a slope. Change detection cannot be done by field observations at the time
of occurrence. Therefore, there is a necessity for a real time monitoring system to
identify the landslide susceptibility of a slope/ground.

In this context, IoT based early warning system is believed to provide a good
solution for effective real time monitoring of slopes. In the present study, an attempt
has been made to critically review existing IoT based landslide prediction systems
developed by various researchers. Ten numbers of most widely referred IoT based
landslide prediction systems have been considered out of a lot for analysis based
on expert opinion. AHP based prioritization of these systems has been done which
will help policy planners. Following conclusions on the most preferred IoT based
landslide prediction system have been drawn.

1. Considering the cost aspect, IoT based landslide prediction system developed
by Mathew Butler et al. is found to be most suitable.

2. Considering most critical parameters that a system can sense for better predic-
tion, IoT based landslide prediction system developed by Mathew Butler et al.
is again found to be most suitable.

3. If technology advancement will be considered, then the system developed by
Vinay Kumar Singh et al. is observed to be most suitable.

4. In overall, considering all three aspects, the IoT based landslide prediction
system developed by Mathew Butler et al. is found to be most suitable and
hence, recommended for implementation by policy planners.

Presentwork is a state-of-the-art demonstration ofAHPbased prioritization of IoT
based landslide monitoring systems. More numbers of criteria could be considered
for a robust analysis.
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Design and Analysis of Memductor
Based PID Controller for AVR

Sunita S. Biswal, Dipak R. Swain, and Pravat Kumar Rout

Abstract In this work, a design of the PID controller constructed on the memductor
model concept and its performance is evaluated further by applying it to an auto-
matic voltage regulator (AVR). The idea is to adjust the PID controller gain settings
online through the variation of memconductance during abnormal or transient condi-
tions. The current-feedback operational amplifier (CFOA) is used to regulate the
transient response. Further, a charge-controlled grounded emulator (CCGE) circuit
is employed for the memductor PID controller (MPID). The proposed approach
results in a varying optimum gain parameter of the PID controller instead of constant
gain parameter operation in the case of conventional PID controllers. To support
the controller’s performance, the challenges generally occurred to regulate output
voltage automatically by the excitation voltage control in case of synchronous gener-
ators under various conditions are taken for investigation and to provide a solution to
it. In the end, the superiority and robustness of the memductor based PID controller
in comparison to the conventional PID controller are presented and verified with
stability analysis in both time and frequency domain form. The comparative simula-
tion results are demonstrated to justify the possibility of real-time application of the
proposed approach due to its better performance for numerous power system control
applications.
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1 Introduction

In general, the AVR is used in power system engineering and is categorized by
its dynamic performance [1]. The major objective is to regulate and control the
output voltage of an alternator at a precise level through calibrating the generator
exciter voltage. Due to the variation in the load of the alternator, the terminal voltage
produces a slow and unstable response due to the associated nonlinearity and complex
dynamics of the power system and the machine itself. To avoid this situation and to
provide the desired level of stability for the AVR [2], it is necessary to add an optimal
controller. Therefore, it is required to design a proper control scheme for the AVR
which not only enhances the performance of AVR operation but also contributes
significantly to the overall stability of the power system [3].

Rapid industrialization and automation industries need to upgrade the process
control applications for a stable, smooth, and higher performance in operation. To
make it a reality, the system needs a robust and adaptive closed-loop control to obtain
an ideal and automatic response. Even with wide progress in digital systems, to date
the industrial process extensively used conventional proportional-integral-derivative
(PID) controllers [4] with constant gain control parameters. The major attraction for
its wide acceptance is its simplicity in design, cost-effectiveness, trouble-free main-
tenance, and moderate efficiency. The PID-based controller consists of three major
parameters (Kp, Ki , and Kd ) and these parameter values are needed to be set at their
optimal values to achieve accurate and better performance during real-time applica-
tions. However, it is found at reduced performance under widely and rapidly varying
nonlinear and complex dynamic conditions. In many cases, a steady-state error is
accompanied by the conventional PID controller applications. So, it is a formidable
task and an open issue for research to develop a superior control strategy-based
controller, which varies adaptively online in proportionate to the system variation
and associated error occurrence. This paper initiates this issue with an objective to
build a new online adaptive PID controller based on the idea model of a memductor.
The memductor is employed, when the current flow to the memductor is halted by
its memductance, and thus this characteristic states that it is feasible to upgrade the
gains of PID controllers online.

Amongmany suggested methods, the gain parameter estimation through Ziegler–
Nichols (ZN) [5] is the oldest and simplest one. However, this approach to set the
PID controller’s gain subject to complex and large nonlinear systems does not result
in improved performance. Apart from that this approach provides undesirable large
overshoot and settling time. Later, as an up-gradation to the limitations of the above
approach, a better technique is suggested by Cohen and Coon [6] for tuning the PID
gain parameters. But, enhanced performance in restricted plant cases did notmake the
method to be so attractive. The limitation still exists due to constant gain parameters
and not easy to implement for adaptive gain computation. Ultimately, this results
in poor dynamic response. Afterward, many innovative methods are suggested as
a solution to these limitations based on fuzzy logic [7], robust control technology
[8], neural network [9], evolutionary optimization [10], and adaptive control method
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[11], etc. These methods are not independent of the system parameters and need to
change their strategy to make the system adaptive under the change in conditions.
The unresolved issue and challenge with regards to controller design to up-date
parameters online as a continuous process till an open field of research to focus
further.

In this study, an innovative control approach based on the memresistor [12]
concept is recommended to improve controller performance. Memristor is a two-
terminal element with flux or charge regulated functioning. In the current year, the
memristor is applied in the classical control method to resolve the difficulty that the
gains of controllers cannot be tuned conveniently. This is because of memresistance.
The memristor resistance can be tuned spontaneously in on changing of voltage.
Hence amemristor [13] canbe accepted as an adjustable gain. In thiswork, the resistor
employed in the PID controller circuit schematic has been replaced by the memris-
tors, and then the impulse voltage is applied to the memristor within the PID [14]
controller and then the performance of an MPID controller is analyzed. Memristor
[15] is relatively appropriate for control applications because of its compact struc-
ture and energy-saving ability. The effective execution of the MPID controller [16]
is estimated with its transient response characteristics (peak time, maximum over-
shoot, etc.) and also compared with the conventional PID controller. The result of
MPID controllers demonstrates its peripheral attributes, energy efficiency, quick
convergence characteristics, and proficiency over the PID controller. Additionally,
the robustness of the MPID has also been investigated by allowing 50% uncertainty
in the AVR model. In this study, a charge-controlled incremental type grounded
memductor emulator circuit (GMEC) is employed, whose behavioral model has
been experimentally confirmed in [13]. An interested reader can obtain a complete
theory related to memresistor or memductor in L. Chua, 1971 [17].

The following parts are the organization of this paper. Section 2 describes the basic
components of theAVRand its transfer function. Section 3 discusses the design of the
conventional PID controller. Section 4 introduces the MPID controller. In Sect. 5 the
corresponding comparative simulation results of the proposed approach in contrast
to the conventional PID controller for the AVR application are presented. At last, the
paper concludes with the findings of the study and future possibilities of research in
this direction.

2 AVR Modeling

AVR is regarded as one of the most important power system control schemes, as it
operates locally in a synchronous generator. The simple AVR model has four major
mechanisms: an amplifier, an exciter, a synchronous generator, and a feedback sensor.
The objective of the AVR operation is to retain the terminal voltage �Vt(s) of a
generator at a fixed value. This terminal voltage can be regulated at its desired or
reference value by the excitation control of the generator even under abnormal and
changed conditions. A feedback sensor receives the terminal voltage. The voltage at



516 S. S. Biswal et al.

the reference terminal is set to �Vr(s). The difference between �Vr(s) and�Vt(s)
is used to calculate the error voltage�Ve(s). After that�Ve(s) is amplified and used
to control the generator’s excitation. The configuration of the AVR design and the
dynamic response in the absence of a controller is illustrated in Fig. 1a, b respectively.

The standard parameter ranges for a stable AVR model and time constants are
shown in Table 1.

From Fig. 1, the equation for the transfer function of the AVR can be modeled as
follows:

�Vt(s)

�Vr(s)
= 0.1 × s + 10

0.0004 × s4 + 0.045 × s3 + 0.555 × s2 + 1.51 × s + 11
(1)

Fig. 1 a Block diagram illustration of AVR and b dynamic response (not using a controller)

Table 1 Transfer function with AVR model parameter values

Models Transfer function Parameter ranges Values of parameters

Amplifier K1/(1 + sT1) 10 ≤ K1 ≤ 400, 0.02 ≤ T1 ≤ 0.1s K1 = 10, T1 = 0.1

Exciter K2/(1 + sT2) 1 ≤ K2 ≤ 200, 0.4 ≤ T2 ≤ 1s K2 = 1, T2 = 0.4

Generator K3/(1 + sT3) 0.7 ≤ K3 ≤ 1, 1 ≤ T3 ≤ 2s K3 = 1, T3 = 1

Feedback Sensor K4/(1 + sT4) K4 = 1, 0.01 ≤ T4 ≤ 0.06s K4 = 1, T4 = 0.1
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Table 2 Response of the
AVR model

Parameters Values of parameters

Rise time (s) 0.2504

Peak time (s) 0.748

Settling time (s) 6.9823

Maximum overshoot (%) 64.5283

From Fig. 1b, it can be observed that the AVR output voltage Vt(s) is not giving
the required performance in terms of large settling time and peak overshoot. Table 2
shows all the parameters values of AVR.

Using the numerical expression given in (1), the pole-zero, and bode plots are
illustrated in Fig. 2a, b. These plots indicate that the closed-loop response of AVR is
not stable and has poor transient response specifications.

TheAVRgain and time constant have been reviewed in numerous research papers.
For ease of use, a linearized AVR is analyzed here concerning the huge time constant
while escaping saturation and extra non-linearities. Several control strategies have
been employed and tested in the present study to a better realization of the AVR
along with an upgraded dynamic response.

3 Design of Conventional PID Controllers

The most utilized industrial application controllers are PID. Because of their
simplicity, dependability, and adequate performance, these are excellently applied
for the design of an efficient AVR system. Figure 3 illustrates the basic structure of
the AVR model with a conventional PID controller.

Basically, this conventional controller has three parameters: proportional (P), inte-
gral (I), and derivative (D). Each one of these parameters is adjusted to obtain the
best possible outcome. The transfer function of the controller can be represented as:

T (s) = Kp. + Kd. × s + Ki. × 1

s
(2)

The above equation can be incorporated with CFOA as illustrated in Fig. 4. The
transfer function of this circuit is as follows:

T (s) = Av1Av2

Ai
{(R1/R2) + (C2/C1) + R1C2s + (1/R2C1s)} (3)

where Av1,2 and Ai denotes the voltage and current gains of the voltage and current
followers with values ≈ 0.98 and are placed between Y-X, Z-W, and X-Z terminal
respectively. The values of resistances and capacitances are R1 ≈ 2K�, R2 ≈
6.8K�, andC1 = C2 ≈ 5nF. From Eqs. (2) and (3), the three controller gains have
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Fig. 2 a Pole-zero, b bode representation of AVR (not using a controller)

the form:

Kp = Av1Av2

Ai
{(R1/R2) + (C2/C1)}

Kd = Av1Av2

Ai
(R1C2)

Ki = Av1Av2

Ai
(1/R2C1) (4)
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Fig. 3 AVR system with conventional PID controller

Fig. 4 Conventional PID
controller in using CFOA

The required dynamic response of AVR through the PID controller depends
on the controller gains. However, it is not easy to adjust the settings of the PID
controller. Once these parameters are adjusted, they remain fixed throughout the
control processes. Therefore, an appropriate tuning of controller gains needs to be
used to achieve proper control and the ideal response of AVR. For this reason, a new
control strategy has been designed based on the concept of memresistor, which is
applied in support of automatic tuning of the controller parameters and is described
in the next section.

4 Memductor PID Controller (MPID)

The concept of memductor PID is based on charge-controlled memresistor emulator
circuits. The design of memristor emulator circuits and performance is further
exploited in this study. There are two versions of this circuit: floating and grounded.
Grounded memristor circuits are fabricated using analog multipliers and operational
amplifiers. Nevertheless, the connection of these emulator circuits to other circuit
parts,whether serial or parallel, is restricted. Furthermore, afloatingmemristor circuit
has been used; however, it needs numerous integrated circuits, making them compli-
cated and massive, with limitation of the low frequency pinched hysteresis loop. In
this study, a grounded memductor emulator circuit has been selected. It is simple in
design as shown in Fig. 5. According to [15], the memductance has the form:
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Fig. 5 Circuit of CCGE referred from [6]

im(t)

vm(t)
= 1

Rm + Rx
± Av Ai

10(Rm + Rx )(C1 + Ca)

∫ t

0
im(τ )dτ (5)

where Rm ≈ 5.8k�, Rx ≈ 75� are the parasitic resistance and the parasitic capaci-
tance Ca ≈ 5.5pF are linked correspondingly at the terminal X and Z. Av,i ≈ 0.98,
similar as denoted in Eq. (3) and of limited bandwidth. These gains are considered
frequency-dependent. Therefore, the MPID controller operating frequency is chosen
less than its corner frequency. When the operating frequency is infinite, time ‘t’
becomes zero and the linear time-varying memductor element is also zero. Therefore
Eq. (5) has the form:

im(t) = vm(t)

Rm + Rx
(6)

In Fig. 5 when switch ‘S’ is coupled to terminal ‘I’ and denoted as (+ve) sign in
Eq. (5) an incremental action is acquired and a decremental action is obtained when
that switch is coupled to ‘D’ and denoted as (−ve) sign as given in Eq. (5). In this
study, incremental type is used. Using Eqs. (5) and (6), a MATLAB SIMULINK
model of the CCGE circuit can be built which is shown in Fig. 6.

The memductor has been developed for 300 Hz operation [15] with Cm ≈ 2.2nF.
As the GMEC circuit has been applied therefore in Fig. 4, R1 and R2 are considered
as grounded resistors. As previously discussedmemresistor resistance can vary adap-
tively with its voltage changes. So, any one of the resistors can be replaced by the
memductor in the parallel capacitor. In this study, only R2 is chosen to be replaced
by the tuneable resistor or memductor M2 of Fig. 5 to redesign the rise time, peak
time and also reduce the overshoot, error [13]. Using Eq. (5), in Eq. (3) the transfer
function of an MPID controller has the form:

Tm(s) = Av1Av2

Ai
{(R1M2) + (C2/C1) + R1C2s + (M2/C1s)} (7)
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Fig. 6 MATLAB SIMULINK model of CCGE circuit

where R2 = 1
M2

. Based on the references [13] and [14]memductance can be increased
or decreased and the correspondingmathematical simulations canbedone.TheMPID
controller provides more robustness with additional gain margin and phase margin.
MPID can improve system stability in comparison to the PID. MPID controller
responds more quickly and stoutly, and in addition to that few parameters of this
controller adjust adaptively with the input.

5 Simulation Outcomes and Discussion

This segment scrutinizes the efficacy of the MPID controller applying for the AVR
model. This study has been done with the execution in MATLAB (Simulink). The
results based on the memresistor technique-based MPID are compared with the
conventional PID controllers tuned by the ZN method. Figure 7 represents the

Fig. 7 MATLAB Simulink model of AVR with MPID controller
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MATLAB Simulink model of the AVR using the MPID controller. The discussed
technique is applied to the accurate and ideal design ofMPID to upgrade the dynamic
response of the system. The following subsections present the study’s significant
observations and analysis.

5.1 Transient Response Based Analysis

The classical parameters of PIDwere first approximated using the ZNmethod [4]. R,
Ccomponents, and active devices are employed as integral anddifferential parts of the
conventional PID controller [15], therefore the values are Ri = Rd = 4K�,Ci =
0.05μF andCd = 0.4μF. The result shows that the MPID controller with AVR
system has an improved response than the conventional controller. Table 3 shows
the finest probable values of the parameters PID andMPID controller determined by
using MATLAB (Simulation) to the equations given in Sects. 3 and 4.

The above-mentioned table clearly shows that MPID provides a better response
than ZN-PID. This is due to the memductor’s inherent arbitrariness. This is not
possible with the ZN technique. As a result, memconductor PID can be used as a
viable solution for complex problems. From Fig. 8, it is obvious that the transient
behavior for step response of the MPID approach gives improved results than the
PID approach.

Table 3 Performance indices comparison between PID and MPID controllers

Controllers Maximum overshoot (%) Peak time (s) Rise time (s) Settling time (s)

PID 29 0.620 0.413 2.572

MPID 18 0.6 0. 442 1.847

Fig. 8 Transient response of AVR using MPID and PID controllers



Design and Analysis of Memductor Based PID … 523

5.2 Robustness Based Analysis

This section analyzes the robustness of theMPIDcontroller by varying time constants
of the fourmajor parts of theAVR in the range of−50% to +50%within steps of 25%
and outcomes are studied. Figure 9 and Table 4 analyze the transient response under
these different intervals. As can be observed from this table, all of the deviations for

Fig. 9 Output voltage responses line up (−50% to + 50%) for a T1, b T2, c T3, and d T4

Table 4 Robustness study of AVR step response parameters by MPID

Parameter Rate of change Peak overshoot
(pu)

Rise time (s) Settling time (s) Peak time (s)

T1 −50%
−25%
+25%
+50%

1.004
1.053
1.163
1.210

0.489
0.404
0.394
0.404

1.005
1.258
2.147
2.452

0.540
0.502
0.540
0.560

T2 −50%
−25%
+25%
+50%

1.006
1.055
1.150
1.180

0.781
0.375
0.418
0.442

1.234
1.297
1.722
1.965

0.848
0.460
0.568
0.620

T3 −50%
−25%
+25%
+50%

1.021
1.079
1.129
1.141

0.322
0. 356
0.432
0.466

1.769
1. 846
1.803
1.941

0.366
0.446
0.580
0.628

T4 −50%
−25%
+25%
+50%

1.095
1.102
1.119
1.128

0.408
0.399
0. 384
0. 389

1.507
1.674
1.583
1.801

0.522
0.520
0.518
0.508
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the specified condition are equal. In general, system parameters are in tiny ranges.
For the time constant T4, there are essentially no variations. Changes in gains are
influenced by larger deviations than changes in time constants. It is proved that the
MPID controller provides more robustness besides uncertainties in the AVR model.

5.3 Stability Based Analysis

The analysis of the MPID-AVR performance is also evaluated using two stability
criteria (pole/zero and bode plot) and is illustrated in Fig. 10a, b. The findings of
the stability study reveal that all the closed-loop poles are on the left side of the
s-plane. In addition, the peak gain, gain margin, and phase margin obtained from
Bode Plot analysis are shown in Fig. 10b. As a consequence, a stable system and a
good frequency response may be achieved.

All two plots obtained from Fig. 10 of the MPID-controlled AVR model are
compared to the AVR model shown in Fig. 2. All plots of the above figure yield
the necessary information regarding the stability of the AVR model. As a result, it
is clear that the MPID-AVR system is considered to be more stable than the AVR
without the controller. Hence, the efficiency of the MPID controller for the AVR is
confirmed by differentiating its performance from that of the conventional controller
for the same model.

6 Conclusion

In this paper, the MPID controller has been demonstrated for the analysis while
implemented for controlling the AVR executed for maintaining the output voltage
of the alternator in real-time applications. It is found that the simulation and results
have fewer oscillations, favorable damping ability, andmore stable transient response
in comparison to the traditional PID controller. The memristor can vary the time
to intelligently control the electrical circuits. As a result, the MPID controller can
deal with the nonlinear behaviors and system disruption adaptively. The controller’s
robustness is proven with the change in AVR model parameters. At the end of this
study, the stability of the MPID controller is investigated through pole-zero and
bode plots. It is also revealed that the MPID controller in AVR increases dynamic
performance. Therefore, because of these qualities of MPID with the AVR model, it
can be devoted to the power system application.
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Fig. 10 a Pole-zero, b bode representation of AVR with MPID controller
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Solar Photo Voltaic Renewal Energy:
Analyzing the Effectiveness of Marketing
Mix Strategies
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Abstract Over the years, fossils fuel ismassively used for the purpose of energy. It is
the decomposition of dead organisms which releases energy combustion containing
more percentages of carbon. In the form of petroleum, coal, kerosene and natural gas
fossil fuel have enlarged its usage across the world. Particularly the renewable energy
has wider potential in developing countries that balance economy and stability. The
renewable energy facilitates the balance in both economic-technical systems and the
environment in the world. Now the adoptions of renewable energy technologies are
very negligible. The public awareness of its advantages should penetrate the public
through a proper marketing mix program that will definitely increase the market
share of renewable energy technology. Solar photovoltaic technology is the ultimate
development in renewable technology for household purposes which could reduce
the greenhouse effect and balance the ecosystem when widely adopted. So a strong
adoption theory and a proper marketing strategy will definitely enlarge the scope of
solar PV market. This paper is systematic review of selected papers on solar energy
adoption and marketing. Here the researcher analyzed that a proper promotional
message and product adoption will create a distinct place in solar energy sector.
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1 Introduction

Over the years, fossils fuel is massively used for the purpose of energy. It is the
decomposition of dead organisms that releases energy combustion containing more
percentages of carbon. In the form of petroleum, coal, kerosene and natural gas fossil
fuel have enlarged its usage across the world. People living in the rural villages have
the common practice to use cow dunk in the form of fossil fuel. The proportion of use
of fossil fuel createdmany problems for the earth and also imbalanced the ecosystem.
The severity of environmental effect is considering climate change and probability
of natural disaster emphasizing the future of fossil fuel demand. Looking at this
difficulty, sustainable development and the impact of energy on environment in the
world, we must adopt renewable energy to balance the ecosystem. Today, renewable
energy such as solar, wind, and geothermal are ready to satisfy the needs for energy
across the world. Particularly the renewable energy has wider potential in developing
countries that balance economy and stability. The renewable energy facilitates the
balance in both economic-technical systems and the environment in theworld.Wecan
observe many advantages of renewable energy in the form of security features, fewer
dependencies on fossil fuel, conservation of natural resources, pollution, quality
energy, and less cost. However, the market share of renewable energy is very less
compared to non-renewable energy. People still do not have trust in renewable energy
technologies. The adoptions of renewable energy technologies are highly negligible
which needs greater awareness among the public to sustain this technology. The
public awareness of its advantages should penetrate to the public through a proper
marketing mix program will definitely increase the market share of the renewable
energy technology and could also bring trust among the public [1].

Considering the factors affecting the adoption of renewable energy technology, a
proper policy or guideline by the government should also help to increase the further
adoption of renewable energy. There must have a proper strategy on the product
quality, price, promotion, and supply chain to market renewable energy. Since the
various forms of fossil fuel or conventional technologies for electricity production
have captured the market share, it may be a complex task for the marketer or the
government to create a specific identity of renewable energy technologies. Among
various renewable technologies, solar energy has a long history. Earlier the solar
energy was used for water heating, to run engines, or for irrigation purposes. But
now there are massive developments in solar energy technologies observed since
1954 when solar photovoltaic (PV) cells were invented at Bell Labs in the United
States. The decline in oil price had a phenomenal growth of solar photovoltaic (PV)
in 1980. Further, the solar energy market regained its market share in early 2000. The
solar-based installation capacity has increased its phenomenal growth of electricity
generation to 40 GW in 2010. It also observed that there is an impressive techno-
logical shift in solar energy technologies which consists of small-scale photovoltaic
(PV) cells to large-scale PV systems that feed into electricity grids. But in recent days
there was a drop in solar energy market which is absolutely due to improper policy
to control the use of fossil fuel [2]. In their article de Sousa Stilpen et al. (2015),
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articulated that Brazil was facing difficulties to provide conventional energy to its
public. With the initiation of the government of Brazil, they were able to replace
solar energy instead of convention energy and also provided solar photovoltaic tech-
niques on large scale. The government declared auction of solar photovoltaic to all
communities [3]. In this connection, we can extend the interest of customers with
a proper marketing mix program to market and adopt solar photovoltaic across the
world.

In this paper, a brief review is conducted on the usage level of Solar Photo Voltaic
Renewal Energy and effect of marketing mix strategies. The paper is classified into
six sections. Section 2 is dealing with the background of the study. Section 3 is
extending the review of literature, Sect. 4 is conceptual framework, Sect. 5 is critical
analysis and finally, Sect. 6 has expanded the discussion and conclusion.

2 Background Study

Solar photovoltaic technology is the ultimate development in renewable technology
for household purposes which could reduce the greenhouse effect and balance the
ecosystemwhenwidely adopted. Solar PV technology is a cost effective tool suitable
for any roof space for solar to subside the nation’s electricity demand. [4, 5] The US
official reduced the residential PV prices in 2010 and also reduced the installation
cost. Despite the suitable efforts of the government, the process of selling solar to
consumers needs strong market growth. Several studies revealed that the adoption of
PV technologies is absolutely depending on the advantages of cost, awareness about
the product, adequate promotion, and third party installation widely adopted [6]. In
this connection, the PV installation could attract the perceived risk of consumers
vividly where they can compare it with the conventional energy. In their article
Lan, Haifeng, et al. (2020) proposed that solar feed in tariff (FiT) policy works as
electricity generation through PV system and could promote household solar panel
adoption in Australia. The results showed that the installation of household solar
panels was correlated with the change of FiT policies. In this paper, the author
revealed that installation of PV panels is not only a rational decision making on
investment perspective but is influenced by neighborhood peer effect and market
speculation [7]. According to Peter Raja et al. (2002), renewable energy has an
important role in providing needed power in the context of growing global concern
about sustainable energy supplies and protecting the environment from the poor
effects of fossil fuel utilization. In their paper, they identified the factors which
influenced the adoption of solar-based technology. They suggested that innovation
and diffusion of technologies are basic requirements to market solar PV in the global
market [8]. So in this competitive world, there must have proper policies structure
and marketing plan to sell solar PV.
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3 Classification of Marketing Mix Strategies of Solar Power

In this section, various classifications marketing mix such as product, distribution,
price, and promotion mix of solar power have been explained. In his article Singh
(2016) examined the innovation and diffusion of off-grid power supply, i.e., solar
energy in the areawithout grid. He found that withmore than 300million populations
in India innovation and diffusion of recent technology like off-grid solar power will
have insignificant adoption due to several reasons. The reasons may be the cost,
government policies like subsidies, or proper promotion. It has been seen that most of
the companies are not offering proper service to the consumers where they are living
without grid power.The likelihoodof thesefirms is slowlydefameddue to imbalanced
market conditions. The author suggests that without a proper marketing strategy the
survival of off-grid technology could not possible. He conducted an extensive field
survey about off-grid solar technologies and found that most off-grid solar energy
enterprises in India are not functioning in the government subsidy market and more
than half are not offering any form of financial benefits to their customers. Hence
the firm should take all kinds of necessary measures to secure the position in energy
market and also capture the attention of the customers [9]. In their article, Faiers
and Charles (2006) studied the consumer attitude towards household solar energy
in the UK. They found that the diffusion of innovation model is the most important
concept to understand the customer psychology towards household solar energy.
From the article, it observed that the attributes of customers towards solar energy is
having twocharacteristics such as earlymajority and early adopters.Among these two
conceptions, earlymajority have positive perception of environmental characteristics
of solar power, its financial and economic, and aesthetic characteristics are limiting
adoption. However, the other factors like relative advantage of solar power energy,
cost, and its availability also increase the adoption [10].

The adoption of solar PV inUS residential was growing quickly because of several
reasons such as economic, likelihood, or attitude of the individual customers. In spite
of providing several incentive plans by the government, the customers are not ready
to adopt the technology. So a proper marketing plan, door to door canvassing, trusted
contacts from social networks, third party guarantee could be helpful to increase the
market share of solar photovoltaic [11]. In their paper, Kumar et al. (2020) stated that
the customer attitude towards solar power energy is influenced by green purchase
behavior and government initiatives rather than the promotion or advertisement [12].
There is a growing demand for restructuring electricity power and replacement of
renewable energy for a decade. The marketing approaches like advertising or promo-
tion may not be sufficient to attract the customer towards renewable energy because
the customer may think of price or other related factors. Now, the customers are
demanding environmentally friendly electricity like green power which could act as
the voluntary provision of public goods. Therefore the green marketing of renewable
energy could able to attract the customer’s attention and market the product across
the globe [13]. The review of literature is classified according to the marketing mix
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Table 1 Different contributions on product mix of solar energy

Sl. No Contributions Suggested outcomes Reference

1 Techno-economic analysis of CSP • Hybrid technologies PTC with
biogas, solar PV, and biomass

[17]

2 Optimal placement and sizing of
solar

• Non-polluting and sustainable
• Intermittent generation

[18]

3 Natural convection mix-mode solar
dryer (NCMMSD) for drying
agricultural products

• Drying air
• Reduce moisture
• Dry agri-products

[19]

4 Life time assessment of solar plant • Clean electricity [20]

5 Economic growth of solar energy • Improving quality of work life [21]

decision of solar photovoltaic viz. product mix, distribution mix, price mix, and
promotion mix decision.

3.1 Product Mix of Solar Power

Marketing of any product will be easy and quick when the quality of product, its
effectiveness, consistency, performance, etc. are remarkable. The authors studied
that in rural Cambodia, the customers believe in the quality and performance of
the solar PV than other attributes. So in order to satisfy the customer, we have to
prepare the product according to the customer satisfaction and preferences [14]. Solar
photovoltaic is having various features which provide a clean energy source from the
sun. It does not release any pollutants or hazardouswaste.We can find the solar panels
markets in Europe (Germany, Spain, Italy, Greece, France, and Portugal) and also the
USA,China, Japan, SouthKorea, India. Solar photovoltaic is providing uninterrupted
service on rural electrification, water pumping, small consumers of electricity, etc.
[15]. Hence the solar photovoltaic is highly incredible for smart villages to smart
cities. Solar energy can be marketed through CSRmodel where SHGwill support all
kinds of technical and managerial support to the customers [16]. Table 1 illustrates
various important contributions to product mix of solar energy.

3.2 Distribution Mix of Solar Power

Solar energy supply is an important area of demand and supply of a commodity. The
supply or distribution of solar energy in the world is leading to the availability of
energy sources. The renewable energy sources in the world have wide demand than
the fossil fuel because it produces green energy without pollution. The approximate
value of solar energy is about 1.5 × 1018 kW h/year. So we can appreciate estab-
lishing solar energy in different parts of the world to replace conventional energy
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Table 2 Different contributions on distribution mix of solar energy

Sl. No Contributions Suggested outcomes Reference

1 Optimal mix of solar PV • It can minimize the classical power
generation

• Wide distribution

[26]

2 Minimize annual energy loss • Rural distribution is strong
• Expansion of distributed generation
(DG) units

[26]

[22]. The change in weather conditions is also depending on the distribution of solar
PV market. Due to climate change variable renewable energy (VRE) will help to
wide distribution of the solar energy among the common customer [23]. Therefore
marketing and distributing solar energy is significantly affected by climatic condi-
tions [24]. In order to strengthen themarket situation, the Thailand government made
two different models of solar energy distribution, i.e., Stand Alone System (SAS)
and Grid Connected System (GCS). The SAS is used for DC current while GCS
is for AC. The SAS is very cheap and has wide acceptance while GCS recharges
the battery for water pump, lighting, etc. However, the distribution of solar PV and
others requires a proper distribution system to connect all kinds of customers [25].
Table 2 views the distribution mix of solar energy such as an optimal mix of solar
PV and minimization of energy loss.

3.3 Price Mix of Solar Power

According to the experts, price is a deterministic factor to expand the market. In case
of solar PV market in developing countries, it is observed that the price of the solar
PV and its equipment are significantly expanding the market. Today the demand of
auction sales is also balancing the price to stimulate the demand for solar PV [27].
The price of VRE is an alternative decision to capture the attention of consumers.
The author explained that reduction of price in the solar energy segment improves
almost 15%market penetration [28]. So a proper pricing mix decision like discounts,
rebates, benefits, off, and other relative concessions should be provided to attract the
customer towards the solar PV. Various other contributions on price mix of solar
energy are represented in Table 3.

3.4 Promotion Mix of Solar Power

Next to the pricing decision, the marketing of a solar PV is hugely dependent on the
awareness of renewable energy. The combustion of fossil fuel effect and carbon emis-
sion greatly affected the air which converted the climate change and also greenhouse
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Table 3 Different contributions on price mix of solar energy

Sl. No Contributions Suggested outcomes Reference

1 Price of PV installation and a
battery

• Increase the electricity price than
the demand for battery increases

[29]

2 Incentive program to encourage
solar power

• Early adopters will get more
incentives than late adopters

[30]

3 Economic developments of solar
energy

• Less subsidy
• Lack of awareness
• Institutional support is less

[31]

4 Price reduction in solar PV • More supply reduction in price [3]

5 Cost reduction and government
policies on solar energy

• Solar energy benefits from tariff
rates, taxes, or other incentives
provided by the government

[2]

6 Solar portfolio management • Cost reduction and tax incentives to
customers

[32]

effect. Therefore a proper and institutional promotional program like advertising,
publicity, public relations, sales promotion, etc. has to extend its service to enlarge
the solar energy market. Perception of buyers towards solar PV is incredible with
various benefits posed by the public like financial, environmental, technical, social,
aesthetic, etc. Most people believe that the roof top solar PV is wastage of invest-
ment. In this regard, a better promotional message should reach the individuals to
attract attention and create awareness on the solar PV [33]. The awareness of solar
energy can also be brought through public preferences. In the Italian market, the
public pays 3.5 times more attention to solar energy. So some kind of incentives or
other benefits should be provided to attract the customers [34]. In some countries
such as the USA, Germany, the UK, and China the government has taken initi-
ations to promote solar energy for sustainable development of renewable energy
[35]. In the same way, the government of Srilanka has taken the initiative of green
power investment rather than the conventional source of energy. In this article, the
author tried to emphasize 110 households and 25 marketing experts on the adop-
tion of public solar energy. The study revealed that systematic strategies such as
cause-related, community-based, and personal selling could promote solar power
in Srilanka [36]. Basically, solar energy contributes to replace solar energy which
could protect the environment and provide economic benefits. In his article, the author
asked 20 in-depth questionnaires to the public of Ho Chi Minh City, Vietnam on the
environmental and economic benefits of solar energy. He found that there was no
proper integrated marketing communication (IMC) to promote solar energy and also
no awareness created on environmental and economic benefits of solar energy [37].
Different proposed promotion mix strategies such as solar energy policies, Govern-
ment policy, and other hybrid technologies with their benefits are illustrated in Table
4.
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Table 4 Different contributions on promotion mix of solar energy

Sl. No Contributions Suggested outcomes Reference

1 Promote solar energy policies • FIT, RPS, and incentives are to be
promoted

• Environment friendly energy

[38]

2 Promote Government policy
on cost reduction

• Incentives
• Technical features
• Economic benefits

[2]

3 Promotion of solar PV in
Malaysia in Covid-19 era

• Govt. announced US$ 2.9 billion
• Installation of solar PV in roof top
• Enhance the solar energy usage

[39]

4 Motivations and extensive
development of solar energy
conversion

• Rural dwellers [40]

5 Sustainable tourism
development through solar PV

• ICS solar water heaters
• The colored flat plate-collectors, the
CPC collectors

• Hybrid PV/T collectors

[41]

6 Promoting hybrid
technologies

• PV panel with battery storage unit
• Diesel back-up provides 17% of
load demand

[42]

4 Conceptual Framework

Among all types of renewable energies solar photovoltaic is an important tool that
provides energy to all kinds of households. In common solar cells (solar PV) convert
sunlight directly into electricity. The solar PV is also efficient to provide energy for
various purposes such as households, agriculture, or business. Therefore it has more
importance than conventional or classical energy. However, a proper marketing mix
strategy is required to sustain and develop solar energy in this twenty-first century.
Themassive use of fossil fuel and high combustion of carbon damaged the ecosystem
throughout the world. With this effect, climate change and greenhouse effect are also
happing. In order to observe this kind of situation, the adoption of renewable energy
with systematic marketing mix is necessary. Now the social marketing could be the
best option to integrate with marketing mix for the state, organizations, businesses,
and consumers where separate policy will help to market the solar energy [43].
Therefore, the policymaker or government should provide the products according to
the customer preferences and willingness.

In EU member states, it has been observed that solar thermal technologies (STT)
are mature enough. However in some EU states the solar heating, solar households,
etc. are in primary conditions. Thereby it needs a lot of developments in marketing
mix strategywheremajor strengths andweaknesses of STTwere examined to remove
the barriers opposed to RTD (Research and technology development). Further, the
policy should be adopted to create awareness, and also government should take
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necessary steps [44]. So in order to establish a marketing strategy for solar photo-
voltaic and its adoption, the marketing mix decision such as product, place, price,
and promotion (4p’s) have to implement through different stakeholders.

Figure 1 exhibited the marketing mix strategy which will be applicable to develop
the product quality, variety, design, features, brand name, packaging, size, warranty,
returns of a product. These tools could perceive the expectation of the consumers in
different aspects. Solar photovoltaic market across the world is also depending on
the product preferences of consumers. Most of the consumers feel that the product
is not fulfilling the expectation and also not providing sufficient energy. Hence
the product quality, design, features should be changed to adopt the solar photo-
voltaic panel installed on the top of the roof. In this context least price, discounts,
allowance, payment periods, credit terms, etc. are also the marketing tool to motivate
the customers to adopt the solar photovoltaic. Most of the developing countries have
initiated to provide a subsidy, allowance for installation, and credit facilities for the
solar photovoltaic. Place or distribution of the solar energy is also an important tool
to attract the customer. We can observe that some of the countries are distributing
solar energy through standalone systems and grid generated systems also. It has
more demand in the developing countries where they distribute solar energy through
solar transmission with the help of renewable energy. Final stage of marketing mix is
promotion. In this segment, the components such as advertisement, public relations,
sales promotion, etc. are the tools to develop the marketing strategy. Solar photo-
voltaic is also promoted through greater awareness among the public and through
government initiatives. Hence a proper marketing mix strategy could help the system
for adoption and distribution of solar photovoltaic across the world.

Marketing Mix

Target Market

AchieveProduct

Price

Place

Promotion

Fig. 1 4p’s of marketing mix
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5 Critical Analysis

In this section, the analysis is made on the basis of adoption of solar photovoltaic and
implementation of marketing mix strategies to ensure adoptability. After a thorough
revision of the literatures, it has been observed that the adoption rate of solar energy is
very less as compared to conventional forms of energy. Till nowpeople are addicted to
alternate current. Hence it requires a proper analysis to accept the solar photovoltaic
for household use.

5.1 Adoption of Solar Photovoltaic

The commercialization of PV has conceptually accepted the classical adoption
theory. This process will reveal whether to accept or reject the product. The clas-
sical method concentrated on the process of awareness, interest, evaluation, trial,
and adoption. Some of the theories said that existing knowledge is also important
to select or reject the product. The knowledge of the person creates an attitude to
persuade the product either for selection or rejection. So knowledge, persuasion,
decision, implementation, and confirmation may help to make the decision before
adopting the product. Particularly, the adoption of solar photovoltaic is depending
on innovation and diffusion where the mindsets of the customer need to be changed.
The adoption and acceptance of solar PV systems depend on a variety of socio-
techno-economic factors. Figure 2 exhibited that motivation and role of government
are very important areas where subsidy, enhancement of electricity charge or incen-
tives could turn the customer expectation largely. Next to it, the role of supplier or
distributor is also important because the supplier could identify the areas, where till
now no electric power is supplied. Particularly in the rural areas where the alterna-
tive current is not available, solar photovoltaic could be the major form of adoption.
The context and demonstration sites are also viable factors for the adoption of solar
energy. The context of the policy and exhibition are also important factors to pene-
trate the message among the customers. In this connection finance, experience, and
existing knowledge will help to promote the solar photovoltaic.

Fig. 2 Adoption of solar PV
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20%
Motivation
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Fig. 3 Marketing mix
strategy

24%

18%

24%

34%
Product

Place

Price

Promotion

5.2 Implementation of Marketing Mix Strategy

Without proper marketing and advertising, solar PV will not be accepted by the
public at large. In this connection, there is wide diversification of marketing strategy
tool should be applicable to expand the market and motivate the customer. Figure 3
depicted the role of marketing strategy for solar PVmarket. The figure exhibited that
most of the authors suggested the need for promotional tools to attract customers. In
this connection, the government or the supplier should planproper promotional strate-
gies like advertising, sales promotion, publicity, or public relation to differentiating
the use of conventional forms of energy from renewable energy. The people should
also understand the benefits of renewable energy and adopt it across the world. The
figure is also exhibiting about the product and price.Most of the developing countries
are now providing incentives or other allowance to attract the customer towards the
solar energy. Some of the countries developed the product quality, size, design, or
other features of solar energy. They used to provide wide varieties of facilities which
could attract the customer on solar PV.

By observing the various aspects of marketing strategy, the policymaker or the
government should decide the use of solar PV in rural and urban areas and should
motivate the customers. The adoption of this equipment will definitely penetrate due
to shortage of fossil fuel and high combustion of carbon. In response to the safety
measures, the solar PV will be used as an important household item like others.

6 Discussion and Conclusion

Solar photovoltaic is the ultimate development in renewable technology for house-
hold purposes which could reduce the greenhouse effect and balance the ecosystem
when widely adopted across the world. Solar PV technology is a cost effective tool
suitable for any roof space for solar to subside the nation’s electricity demand. It can
also replace the conventional form of energy. The high consumption of electricity,
petroleum products have already polluted the environment and greatly affected the
ecosystem. In this regard, the present study reviewed the prospects and challenges
of renewable energy in general and solar PV in particular. The rise in the adoption of
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these technologies could balance nature and maintain harmony in society. To review
the prospects of these technologies, the study has been divided into six different
sections. Section 2 pointed out the background of the study with a special emphasis
on various cost effective policies for PV power usages. In this section, the adoption
and marketing strategies of solar PV are enlarged. Section 3 brought the literature
gap on adoption and marketing strategies of solar PV. Section 4 is dealing with the
conceptual framework of marketing mix where 4p’s of marketing mix has been elab-
orated. Section 5 is about critical analysis where it observed that innovation and
diffusion of these technologies and a proper marketing mix strategy could be helpful
to sell solar PV. So motivation, persuasion, and presentation of the technology are
important to sell the solar PV.

Further, it is apt to say that being a developing country, effective planning on
the usage of photovoltaic power is required for societal growth as well as industrial
progress.More importantly, researchers should focus on the hybridization of different
renewable energy sources for the reduction of heavy dependency on conventional
energy sources. From the study, it can be realized that to meet the future power
needs of India (with steady growth in industrialization), usage of renewable energy
may provide a sustainable solution for new green and pollution free country. Also,
the exact use of existing resources and infrastructure plays an important role in
generation of power at different levels. The major concern of India is to analyze
the proper impediments of implementation of solar power systems through efficient
intelligent computing tools. These tools are useful for capitalizing the analysis of solar
generation systems as well as the requisite size of photovoltaic system. So, the use of
advanced software packages may overcome the limitations of traditional simulation
packages and make an efficient authentication of advanced models. Hope with a
variety of advanced energy based tools and solutions, proper adoption of various
marketing mix strategies, advertisements with promotional activities on renewable
energy, and other important planning strategies, the goal of the Prime Minister of
India is to reach 100 GW solar power installation by 2022 will be on a leading path
towards the next level development of the country.
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A Brief Analysis on Microgrid Control
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Abstract Microgrids have been an innovative enhancement in the power sector to
integrate distributed power sources. Having the capability to operate in two modes,
the control of microgrid is an important aspect to be studied. The paper discusses the
operational concept and challenges faced by microgrids in different modes of oper-
ation to achieve optimum stability. The study on microgrid’s control hierarchy has
been analyzed in this paper. A brief analysis of several challenges faced by micro-
grid control strategy till-date has been discussed. Several power sharing strategies,
energy management, and load balancing strategies have been studied. Along with
the challenges faced, the paper explores future aspects of research in the field of
microgrid control.

Keywords Microgrid ·Microgrid control · Power sharing · Energy-management

1 Introduction

The shifting power demand and environmental combat have been a constant source
of change and development in the growth of power sector. Integration of distributed
power sources earlier was restricted to medium and high voltage levels of power
systems.However, the innovations, developments, and improvements in theminiatur-
ized scale of power generation and distribution have promoted the use of distributed
power sources at low voltage levels. This idea of integrating distributed sources in
distribution networks has prompted the setup of microgrids addressing the demand
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Fig. 1 The utility integrated microgrid

for reliable and eco-friendly power supply [1–3]. Microgrids can be defined as an
interconnection of distributed power sources, loads, and storage devices with consid-
ered electric restrictions that act as an isolated controllable unit with reference to the
main distribution grid as shown in Fig. 1 [4]. Further, microgrid characterizes a
major feature that allows itself to autonomously control during the grid-connected or
isolated mode of operation. As the microgrid controls the entire process of genera-
tion, distribution, and consumption of power. At times it has been used as supportive
backup system to the end user when the main grid breaks down [5].

Several unacceptable abnormal conditions occur due to the faults in the power
system, which leads to significant fluctuation in system voltage and frequency
resulting in power breakdown. Under such a scenario, implementation of micro-
grid technology can perform as a backup system to retain the power in the utilities.
This supports in powering the critical load even while operating in an isolated mode
of operation. However, the major issue that arises while operating in standalone
mode is the power imbalance between the generation and demand. To address this
issue, microgrid central control unit must execute an efficient power sharing and load
shedding strategy [6]. The paper reviews several widely practiced control strategies
in the microgrid operation to ensure a reliable energy flow between the source and
load.

Motivation for this survey:

• The study on microgrids is significantly important as they are shifting from
laboratory to real-time deployment.

• Microgrids have been analyzed to be flexible solutions for broad diversified
sources of power generation which demands accurate control strategy.
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• Microgrids require precise control to support the integration of renewable sources,
storage devices, and electric vehicles into the system.

• Microgrids with the feature of operating in autonomous and grid-connected mode
face several legal and regulatory uncertainties.

2 Mode of Operation

Microgrid’s control unit is designed to efficiently perform in twomodes of operation,
i.e., grid-connectedmode and isolated/islandedmode of operation. In grid-connected
mode of operation, the microgrid exchanges power with the utility grid as required.
Microgrid draws power from the utility when the local load demand increases and
feeds power to the utility when the power generated is more than the demand [7].
However, in emergency situations, the microgrid disconnects itself from the utility
grid and operates autonomously in an islanded mode of operation. In both the modes
of operation, the control units of microgrid perform to maintain the power quality
and system stability [8].

The operation of microgrids becomes critical during emergencies, as the point
of interconnection between the utility and microgrid has to split and subsequently
switch the control mode of power sources to ensure uninterrupted power supply to
the critical load. The power management between the sources and loads in the low
voltage isolated mode has to be handled differently and carefully [9].

Challenges: Microgrid, an enhanced and improvised operating systemwith many
significant advantages is installed and integrated into a low voltage (LV) distribution
system. As a consequence, the conventional (i.e., present-day) distribution system
undergoes variations in its operational characteristics. The variations or the differ-
ence in the characteristics significantly increases with the increase in the number of
microgrids. This challenges the designing of a feasible controller which anticipates
the variation in LV system [10]. The operation control of microgrids also aims to
optimize the production and consumption of energy to increase efficiency. Themicro-
grids also inherit certain characteristics of controlling high degree of imbalance and
diversified distributed power units. Besides, the lost input parameters while control-
ling the microgrid in either centralized or decentralized mode is another challenging
task [11].

Further, the microgrid controllers accommodate two modes of operation:
autonomous (i.e., islanded or grid-forming) mode of operation and grid-connected
(i.e., grid-following) mode of operation. The microgrid operation requires a tran-
sition between the two modes. Further, the transition between the modes causes a
large mismatch in generation and load [12]. This results in severe fluctuations in the
system voltage and frequency, along with the increased complexity of the control
system. Furthermore, the ability of the microgrid to plug and play creates a serious
issue if there are large numbers of distributed micro sources in the microgrid [13].

The presence of electronic control units in microgrid, has a considerable impact
on the fault transients, which significantly affects the control and protectional aspect
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of the microgrid. A basic step to attain efficient control in the microgrid is to identify
the mode of operation. The control operation of the microgrid in different modes
is controlled by the local controllers and a central or supervisory controller of the
microgrid.

The microgrids operate in two different modes and they are as follows:

A. Grid-connected mode of operation
In this mode of operation, the microgrid comprising of localized power

sources and loads operates according to the measured parameter values at the
utility side. The operation of entire microgrid is mainly controlled according to
the system utility. The supervisory control of the microgrid receives signals and
information from the utility, to control the internal operation of the microgrid.
The controllers in microgrid operate in current control mode, controlling the
active power and the reactive power injected by each power source. This mode
is also known as grid-following mode of operation.

B. Islanded mode of operation
In this mode of operation, the local controllers and the supervisory control

unit of the microgrid are solely responsible for a smooth operation of a micro-
grid. The controller in microgrid operates in voltage control mode, controlling
the microgrids voltage and frequency in the operating limits. This mode is also
knownas grid-formingmodeof operation (The control strategyof the controller,
follows either of the two modes: Centralized control and Decentralized control
of the microgrid).

3 Microgrid Control Hierarchy

A planned configuration of a microgrid requires various technical and non-technical
aspects under consideration to explicitly classify the system functions and controls.
The microgrid central control system (MCCS) is a computer-based interfacing
system. The software used holds control over almost every operational aspect of
microgrid. It uses interfacing of human machines and supervisory control and data
acquisition (SCADA) to analyze, monitor, and control the system data. It imple-
ments a forecasting technique to monitor the power demand, generation, and elec-
tricity market prices. It also executes unit commitment and economic dispatch to
attain an optimal power supply with the minimum cost [14]. MCCS operates to deal
with both centralized and decentralized information. While dealing with centralized
processing, theMCCS handles all the information of amicrogrid.Whereas, in decen-
tralized processing, the MCCS only handles a few of the information obtained from
the real-time operation [15].

The central controller coordinates with each of the components present in the
microgrid system to ensure a secure, reliable, and economic operation. MCCS
performs a significant role in the integration and control of distributed power sources
(especially renewable sources) in an optimal way, indifferent to themicrogrid’smode
of operation. As the control of the microgrid becomes a key aspect, the design of
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the control strategy is such that it presents a microgrid as a self-governed unit from
grid’s viewpoint. The hierarchy of the control approach is set into three levels:

A. Level-I: Primary control
The first level of the hierarchy is designed to perform a basic function of

maintaining the system operating parameters (i.e., voltage and frequency) in
their operation limit while operating in both islanded and grid-connected mode.
Along with that, the primary level provides a plug-and-play feature for the
distributed power sources, with an efficient active and reactive power share
among themselves. The level helps in mitigation of circulating current to avoid
the over-current in the power-electronic devices and damage in the DC link
capacitors present in the microgrid [16, 17].

B. Level-II: Secondary control
It has been discussed that the frequency deviation during the steady state

is actively controlled by the primary control. Moreover, the storage devices
present in the microgrid support to compensate for the deviation. But the
storage devices may fail to compensate and control the load frequency for
a considerably longer term because of their smaller energy capacity.

Therefore, the secondary control is designed as a centralized controller to
control and restore the deviations in system parameters caused by the primary
controller. The level-II of the control structure has a characteristic of slower
dynamic response compared to the level-I, thus justifying the de-coupled oper-
ational dynamics between the primary and secondary levels of control [18].
Thus, the individual levels are designed, operated, and controlled with ease.

C. Level-III: Tertiary control
The last level of the control hierarchy, named tertiary control is the slowest

among all the three levels of the control structure. This level functions to attain
an optimal operation of themicrogrid with all the economic concerns andmain-
tains the power flow between the microgrid and the utility grid [17]. Further,
while operating in grid-connected mode of operation the power flow between
the microgrid and the utility grid is controlled by regulating the frequency and
voltage of distributed power sources [19].

Challenges: The executionof all three levels, suffers fromacomputational burden,
significant cost, and reduced reliability, as a failure at any point in themicrogrid sends
signal to each distribution generator (DG) unit bymeans of low-bandwidth communi-
cation lines. To overcome the reliability issues, several advanced control approaches
present the concept of executing the primary and secondary levels in a decentral-
ized way [20]. Furthermore, to mitigate the communication cost, the primary level
executes the concept of droop control and the secondary level executes the multi-
agent system (MAS) in a distributedmanner tomaintain the stability in systemparam-
eters [21, 22]. An extensive review of the MAS strategy implemented in microgrid
is presented in [23, 24]. The MAS technologies can be successfully operated in grid-
connected microgrid but may fail while operated in an islanded mode of operation
of the microgrid.
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Though the primary and the secondary level of the MCCS prefers to operate in a
decentralized manner to improve the microgrid’s reliability the tertiary level needs
to operate in a centralized manner. The level majorly operates to coordinate the
microgrids with each other and with the grid utility. It also provides optimal energy
management of the DPGs present in the microgrid [25]. The central control system
senses the fluctuations and variations at the point of common coupling (PCC) to deter-
mine themicrogrid’s operatingmode (i.e., either autonomous or grid-connected). The
MCCS also plays a major role in re-synchronizing the islanded microgrid with the
utility, once the utility and the microgrid restore the power quality [26].

The microgrid comprises various power sources having different features and
operation characteristics along with fluctuating power levels. This challenges the
operationofMCCS to attain an efficient power balance in the system.Toovercome the
challenges, several control strategies have been proposed in literature [27–30]. Power
balancing has been majorly focused to evade the fluctuations in system parameters to
achieve a safe and reliable operation. Various algorithms have been stated to optimize
the power generation and power exchangewith the utility in [31]. Further, several load
shedding algorithms have been proposed to balance the power difference between
the demand and supply in [32, 33]. Since the storages devices play a significant
role in controlling the voltage and frequency variations of autonomous microgrids,
MCCSstrategyoperateswithin its limits to prevent their degradation [20]. TheMCCS
strategy prevents the storage devices from overcharging by reducing their generated
active power, avoids deep discharge by load shedding, and evades the degradation
caused by the unequal charge by executing the charge equalization strategy among
the units [34, 35].

4 Control Aspects of Microgrid

Microgrids with the unique characteristic of operating in both grid-connected and
standalone modes require proper control in both modes to attain a stable and effi-
cient operation [36]. The microgrid control structure requires a hierarchical control,
addressing all the above control requirements in each different level of hierarchy [37].
The stratified control strategy of the microgrid comprises three significant levels of
primary control, secondary control, and tertiary control, and the coordinated opera-
tion of all three levels is shown in Fig. 2 [38]. Analysis of system stability after any
type of fault event has always been a major focus. The control strategy for microgrid
stability has to be designed addressing its voltage and frequency stability for both
the islanded and grid-connected mode of operation by differentiating the system
disturbances into small disturbance and large disturbance.

A. Power sharing control among the DGs
The microgrid comprises several types of power generating and storage units.
The microgrid requires a control strategy to ensure reliable, stable, and
economic operation of the system. The active and reactive power generated



A Brief Analysis on Microgrid Control 547

• Optimal performance in both operating modes.
• Power exchange with the utility while operating in 

grid-connected mode.

Tertiary Control

• Balances the voltage and frequency deviation 
caused by primary control

Secondary Control

• Maintains the voltage and frequency stability of the 
system

• Allows plug and play of the distributed power sources.
• Controls the power sources restricting the flow of 

circulating current. 

Primary  Control

Microgrid Central  Control System

Utility Grid

Fig. 2 The control hierarchy of microgrid

and stored by the power sources has to be shared efficiently. The simultaneous
control and accurate sharing with the varying loads majorly depend on the
type of power sources, feeders, and non-linear loads. Further, the sharing of
power has been a tough task with the integration of unpredictable renewable
power sources and resistive nature of the microgrid system [39]. The efficient
sharing of power can be attained either by a communication based or by a
communication-less channel. Table 1 discusses some of the well-known power
sharing strategies.

The communication-based control strategies execute to control the active
power sharing along with voltage regulation but at a higher installation cost.
The communication-based control also includes centralized control, master–
slave control, peak load sharing control, peak current sharing control, etc. [40].
Among the several control scheme, master–slave has been extensively imple-
mented [41, 42]. Inmaster–slave control strategy, themasterDG takes complete
charge of power sharing control operation depending on the microgrid’s mode
of operation. During standalone mode, the master operates as voltage source
controller and regulates the voltage and frequency of the system. On the other
hand, the slave units operate as current source controllers and abide by the
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Table 1 Certain well-known
power sharing strategies

Control
strategies

Benefits Drawbacks

Communication
based

• Precise and
efficient sharing

• Eliminates
circular current

• Faster transient
response

• Higher installation
cost

• Limits DGs
incorporated

• Reliability issues

P-f droop • Plug and play of
DGs

• Eliminates
channel

• Apply for high
and medium
voltage lines

• Responsive to
physical
components

• Slow transient
response

• Weak reactive
power control

P-V droop • Allows plug and
play for DGs

• Eliminates
communication
channels

• Apt for low
voltage line

• Responsive to
physical
components

• Slow transient
response

• Weak active
power control

V-I droop • Faster transient
response

• Controls active
and reactive power

• Feasible for DGs
with small inertia

• Oscillations for
small droop
coefficients

• Voltage issue
under heavy load
condition

Virtual flux • Controller
configurations are
simple

• Enhanced control
over frequency

• Not applicable for
large systems

• Sluggish transient
response

Voltage based • Applicable for
resistive network

• Supports
renewable power
generation

• Effortless power
balancing

• Practical
implementation is
challenging

• With load
variation, the
voltage varies

current pattern directed by the master unit [43]. An efficient power sharing
with easy installation can be achieved, however, the failures or the delays in
communication channel hampers the reliability of the microgrid system. The
strategy also limits the number of DGs integrated [40].

Power sharing without any communication has been accomplished based
on the droop characteristics. The droop control increases the system reliability
and reduced the installation cost as required by the communication channels.
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The strategy significantly helps in connecting the remote DGs and allows plug-
and-play features for the DGs without disturbing the operating system [44].
The droop control is performed by the steady state characteristics of the DG
units. The strategy enhances the system reliability but has a major challenge of
controlling the coupling power. Further, the strategy encounters several chal-
lenges due to the dependency on network impedance, operation of non-linear
loads, and deviations in voltage and frequency [40]. Several control approaches
with strengths and weaknesses have been discussed.

B. Energy management
The management of power is a vital task to achieve optimal scheduling to
manage an efficient generation dispatch, reduce distribution and system losses,
support reactive power balancing and energy shaving, mitigate the emission
of greenhouse gasses, reducing the operational cost with improved efficiency
and reliability of microgrid [45]. With the increased integration of renewable
power sources, energy storage devices, and electric vehicles in the existing
network, the complexity of energymanagement increases. The energymanage-
ment inmicrogrids can either be performed from generator side or the load side.
Traditionally, the former has been generally implemented for energy manage-
ment, but with the fluctuating power generation and demand in microgrid,
the requirement of power balancing with every second turns the generation
side management to be a challenging task. Therefore, load side management
in microgrids has been implemented, addressing the maximum use of power
generated and supplied to the demand. The management strategy is designed
undertaking several important constraints like systemvoltage, frequency, power
generated, power storage, and logistics, so as to support a sustainable, consis-
tent, and economic operation of microgrid [46]. The strategy also needs to take
into account the cost of operation, maintenance, and degradation of several
system components and batteries in the microgrid [47]. Numerous compu-
tational algorithms have been proposed, like linear programming, non-linear
programming, genetic algorithm, fuzzy based programming, neural networks,
and, etc. to attain a faster convergence in load management. The algorithm
reduces the computational complexity along with increased efficiency and
reliable operation in microgrids.

The linear computation minimizes the load consumption with balanced supply
and demand of power in [48]. Addressing minimization of cost, the article [49]
attains optimal management of energy in a grid-connected microgrid that has a
charging spot for vehicle to grid system. The cost minimization strategy, includes the
energy trading cost, the draining cost of electric vehicles, and also the penalty of load
shedding. Further, in [50], renewable power sources and storage devices have been
considered for energy management. The study addresses the incorporation of photo-
voltaic sources to achieve efficient peak shaving using the predictive control strategy
based dynamic programming to attain an optimal power flow. In [51], the power
management of batteries along with the optimal use of renewable sources like wind
and photovoltaic has been analyzed. In [52], multi-objective optimization algorithm
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has been implemented on microgrid system, to accomplish a reliable and efficient
operation at minimal operational cost. Local computation and sparse communication
networks have been studied in [53], performing the real-time distributed algorithms
to converge at an optimal solution with ultimate operational benefits to the loads.
Further in [54], the power flow and the operational constraints ofmicrogrid have been
analyzed by online powermanagement strategy. An extensive research can be carried
out in the field of energy management by improving several adaptive management
algorithms or by conducting several optimization algorithms with different combi-
nations of objective functions with an aim to reduce the computational time as well
as operational complexity [55].

5 Future Aspects

An efficient control strategy is required to maintain the system parameters, as the
operating elements of the microgrid have diversified characteristics. Some of the
future aspects of research on microgrids can be stated as:

• A robust, reliable, and coordinated power allocation and sharing strategy are
required between the diversified multiple DGs and storage devices in the
microgrid.

• Efficient active and reactive power sharing for these composite loads like dynamic
loads, constant loads, inductor motor, pulsed loads, and electric vehicles.

• The control strategy designed with the maximization of reliability and controlla-
bility must also address the minimization of operation cost.

• In a network with diversified, the power sharing strategy must consider the
communication delay may it be constant, bounded, or random delay.

• The strategy requires timely control and communication with all the DGs with
variable inertia integrated into the microgrid.

• A microgrid requires an efficient load shedding strategy that addresses the
voltage stability and frequency stability simultaneously to overcome any form
of instabilities.

• An extensive study is required for voltage stability index and frequency stability
index in load shedding, particularly to study an isolated microgrid system.

• Moreover, a wide ranging study is required on the existing load shedding strategy
while implemented for an isolated system.

• The load restoration approach needs the participation of energy storage devices
to attain a faster and reliable restoration.

• The microgrid with multiple DGs and their variable inertia must be analyzed to
extend the study on restoration characteristics index.

• Establishment of an efficient signaling and communication setup to coordinate
and co-operate the microgrids closely installed. This will help the microgrids to
attain a harmonious operation and uninterrupted supply to the loads.
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• Incorporation of storage devices with various characteristics, so as to maintain
the inertia of the microgrid.

• With significant growth in electric vehicles, their incorporation within the
microgridwill play a significant role in the growth of the developing power system.

6 Conclusion

Stable and controlled operation of power systems has always been a vital aspect.
The paper analyzed the microgrid control strategy for efficient performance. Smooth
control of microgrids in two different modes of operation is an important view-
point for the implementation and execution of a microgrid concept. The stability
in microgrid requires frequency and voltage to be constant within the operating
limits with minimal difference between the generation and load. The primary,
secondary and tertiary control stages inmicrogrid control hierarchy have been briefly
analyzed. Further, the paper discusses several well-known power balancing and
energy management strategies with respect to the microgrid’s control hierarchy.
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An Overview of Power System
Resilience: Causes, Planning
and Restoration Processes

Fanidhar Dewangan, Monalisa Biswal, and Manohar Mishra

Abstract In the present scenario, fast and effective restoration of power is a big
challenge for any outage caused by a natural disaster. Natural disasters may term for
heavy storms, floods, earthquakes, cyclones, Tsunami, etc. These events may cause
a complete blackout of a region and many times to the regional grids. Various such
events across the globe are the key witness which caused outages for many days or
weeks also. Taking the consideration of events like various natural disasters occurred
in India, the enhancement of power system resilience has been always challenging to
the government and individuals. In this paper, the planning and action related steps
are described which may lead to enhancement in the restoration of power system.
Focusing on the past disasters and current disasters that occurred in India, some
of the findings and their preparedness are elaborated in the below sections. The
strengthening and controlling of electrical parameters at the time of event have been
considered irrespective of power system resilience.

Keywords Power system resilience · Power system protection · Power grid ·
Microgrid · Blackout · Power management system · Energy management system ·
SCADA

1 Introduction

Power system stability is one of the biggest challenges in the present era especially
in case of disturbances that are caused by naturally, man-made or system related
activities [1, 2]. Among all three, natural disasters are very dangerous for power
systems. The unpredictable storms, unstoppable floods, heavy dense cyclonic clouds,
breath-taking earthquakes, and many other such events had been categorized under
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natural disaster. Talking about man made and system related occurrences, they are
not natural. Therefore, all three are the main causes of the power system outages.

This loss of power may impact the following:

• Production loss in industrial sector,
• Loss of human lives,
• Loss of houses, lands, business parks, apartments, etc. in the society,
• Social, ecological and educational loss to some extent [3, 4],
• Economical loss of the respective state later to the country [5],
• Loss of health system in the affected region [6],
• Loss of electricity to critical loads like hospitals, railways, airports, etc.

Hence the process of resilience enhancement in the system is carried out. As
termed by the various researchers, resilience may be described by the planning,
preparedness, emergency response, and restoration of the power system before and
after the high impact caused by disasters [4, 7, 8]. The high impact may lead to
various damages like collapse of 132 kV and above high voltage transmission line
towers along with the lines, distribution transformers, rotating blades of wind energy
turbine, solar panels, and many other electrical related equipment at large.

2 Planning and Execution for Resilience Activity

The natural disaster may cause a high impact and low probability in the power
system [9]. This impact is unpredictable for any organization. Hence proper planning
is needed and according to that execution steps are required for restoration. The
planning and execution may be categorized into three parts: Preplanning, emergency
handling, and post event execution. The timing of event occurrence in any region
according to three parts of planning and execution is shown (see Fig. 1).

Fig. 1 Timing of pre-planning, emergency handling, and post event execution
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Fig. 2 Satellite image of
cyclone Yaas in Bay of
Bengal region

2.1 Pre-planning Activities

Pre-planning under resilience is very much necessary. Pre-preparedness of all the
hardware and software related spares, availability of alternate inventory, back-up
of all highly rated equipment, spares of conveyors and transportations, manpower
availability, etc.

2.1.1 Forecasting

Indian Meteorological Department (IMD) directs the information to its official
website which is collected from satellite. Also, there are various applications on
PCs and mobile phones, which can help to determine the position of such events, so
that local authorities may get prepared for the disaster before it gets a strike. Shows
the satellite and track view of cyclone Yaas in Bay of Bengal of India in the month
of May 2021 is shown in the figure (see Figs. 2 and 3). All the images have been
taken from IMD website.

2.1.2 Alertness

Various modes of communication are available nowadays for alerting the operators
weeks ago about the event. Also, day by day, hour by hour information is been flashed
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Fig. 3 Track view of
cyclone Yaas in Bay of
Bengal region

on the television and information has been shared on radio. Hence with the help of
all these modes, preparedness can be done.

2.1.3 Strengthening of Infrastructure

The scheduled survey for checking the strength of infrastructures like electric tower/
poles, concrete structures, outdoor and indoor equipment and overhead conductor to
be carried out in a fixed period of time or before the occurrence of event [10, 11]. If
needed then work related to the strengthening of such infrastructures to be carried
time being. This would help in the reduction of mean time to repair (MTTR).

2.1.4 Availability of Fuels

The availability and storage of sufficient number of fuels to the generating stations
should be there so that after the event, the small captive power generation stations
can get light up easily. The availability of other raw materials should also be made
for the smooth operation.
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2.1.5 Availability of Mobile DG Sets and Dewatering Pumps

Themost usable and highly demandedmobile DG sets are to be called for availability
at their concerned vendors. These DG sets are to be pre located at a distance from
the area that would be affected [12]. Keeping these mobile DGs apart is necessary
so as to rush immediately after the impact to most critical region.

The same is also considered for the dewatering pumps. The pre planning of inventory
and its spares are to be made so that in case of flood, water can be removed quickly
from the drainages, cable trenches, cellar rooms, underground control station, etc.
Sometimes due to choking of drainage system in the substation the water gets logged
in the working area, which may cause electrocution at site. Hence in such a case, the
dewatering becomes necessary.

2.1.6 Redundancy of System

The system redundancy is to be checked by the operator whether it is hardware
related or software related. The working of all OFF load and ON load equipment are
also checked during redundancy check. For the software related redundancy check,
the main operating server is to be switched from main server to redundant server
and again to main. Various types of drills can also be performed so as to train the
operators, how to react in emergency situations.

2.2 Emergency Handling

Once the natural event has occurred, then the handling of power system and its
failure becomes quite important for the recovery purpose. Also, it is very chronic,
physically as well as mentally to the people who are affected due to this event. Hence
emergency handling becomes challenging during natural disasters.Many other points
are described below for emergency handling which is as follows.

For the generating station load, shedding scheme must work precisely. The shedding
of loads must be there in appropriate defined timing. The relay coordination, load
shedding, and sharing logics are to be verified by the operators. At the time of the
occurrence, this system may work accurately for proper guarding of power system.

2.2.1 Smart Islanding and Load Shedding

At the time of occurrence, the operators must perform the islanding process
depending upon the load requirement and area criticality [13]. The grid contains
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paralleling of lines, so the already identified line is then diagnosed, and based on
the parameters its isolator can be made open protecting other lines. The islanding
phenomenon is being done manually as well as automatically. Also, the protection
system should be so arranged that in case of any mishappening, it will directly
command to respective faulty line breaker or isolator to react fast. It must be also
kept in mind that in the cascaded system, congestion can occur due to islanding of
system [14]. So, this will directly impact in huge switching of other lines.

2.2.2 Effective Operation

All the operators and co-workers are trained regularly those who are placed at the
power control station in coastal areas. These operators should be able to handle
during such events. Sequence of events about the switching ON and OFF of panels,
transformers, grid isolators, circuit breakers, and, etc. to be given to them for effective
optimization of power system.

2.2.3 Battery Backup System

The battery banks at different locations of substations and switchyards are to be
checked and charged fully so that in case of completed black out DC back up power
supply to be fed to UPS (Uninterrupted Power Supply) system. This backup power
is very meaningful for restart and restoration purposes.

2.3 Post Event Restoration

These DG sets will perform mainly two functions, first to supply black start power
to generating stations. And second, to provide lighting loads to domestic and
commercial users.

2.3.1 Clearance of Road Ways

Due to huge storms and high wind velocity, there is blockage of roadways. The fallen
trees, light poles, transmission towers, building blocks, and many other infrastruc-
tures are to be removed rapidly. A special team to be divided into all the affected areas
so that they perform clearance of roadways activities. The government organization
may also provide proper tools to these teams.
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2.3.2 Allotment of Mobile DG Sets

As the disaster get over, soon there would be allotment of tire mounted DG sets from
safer area to affected area. The DG sets are so commanded that there should not be
any congestion and no set other than allotted one reach to the same site. Hence proper
planning should be done with each set.

2.3.3 Prioritizing the Loads

As the backup supply is reached to different locations, it should be prioritized for
power availability. The priority should be so made that the power to be given to
hospitals, care centers, rescue centers, government offices, etc., firstly [12]. After
this, the distribution is to be done for domestic purposes.

2.3.4 Start-up of Non-conventional Energy Sources

The area where non-conventional energy sources are installed can be made ready
for their start-up and operation. It is obvious that in such a heavy disaster there is
infrastructural loss of all types of generation sources. Blown away of solar cell panels
and damage of wind turbine blades may be the effect of such storms. Focusing on
that, a separate specialized team is to be diverted for their readiness. As soon as,
the system gets ready than it should be started for its operation so that some power
may get delivered to the grid or to small sector. This can also be used under the
concept of smart grid or micro grid. In smart grid, a combination of conventional,
non-conventional and grid system are present [15–18]. The benefit of such system is
that in case of complete blackout, power can be restored by non- conventional energy
sources. And further can contribute to the light up of conventional sectors.

2.3.5 Underground Cable Arrangement

Since no support structures are available after the disaster, the temporary cable laying
process takes place underground only. Thismay provide less infrastructural cost, easy
and fast recovery of power. An arrangement of cables is to be made early before the
event strikes the area. So, after the event, this cable is to be directly laid from source
station to load end.
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2.3.6 Healthiness of Protection System

As there is a huge loss in the electrical power system of affected area, the protection
system also got disturbed. Hence for temporary lighting up of critical loads and
distribution transformers, there may be a chance to temporarily change the relay
setting also to bypass some of the settings. Sometimes back charging may also need
to change the relay setting many a time in the power system. Hence for doing all
these activities it needs to have a well-protected system and healthiness of system
including the relays configuration, relay operation, circuit breaker operation, relay
coordination with all the connected sources and loads, etc.

3 Technical Approach for Resilience

The above discussions on resilience show a conventional approach focusing on the
planning and execution in various ways. But looking at the technical part there are
various parameters that need to be identified andpre-post action to be needed. Encour-
aging the electrical parameters we need to strengthen them for their best operation.
At the time of natural disturbances, operators must be in contact with the regional
control centers so that preventive action may be taken before the disturbances. These
operators must be trained to handle critical situations like power swing, change in
voltage, reactive power variations, frequency fluctuations, and power factor control.

Figure 4 shows that there are various consequences of natural disturbances. These
consequences may cause system outage or equipment failure which later results in

Fig. 4 Flow diagram showing the causes of natural disturbances on power system
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blackout of the system. Also, it is equally necessary to strengthen these parameters
for early recovery. Some of them can be quickly recovered which escapes the power
system from turbulence while some may not, which may lead to outages. Some of
the ideas and practices are discussed here below for strengthening the parameters
which may strengthen the power system.

3.1 Active Power (W) and Reactive Power (VAR)
Strengthening

For the active power control, load management system would be there which may
be controlled by local operator. Now a days automated load controlling stations are
available which control the active power (W) in auto mode depending upon various
conditions. One of the best ways to strengthen power is implementation of load
shedding scheme. This is considered as the best method for Power Management
System (PMS). Under this, the load may be sheded in emergency conditions like
duringoutageof any critical circuit breaker or anymajor equipment failure, protecting
the source generator. These loads are shed on the basis of their priorities. The priority
is so decided that the non-critical heavy loads are shed prior to any other load.
For load shedding scheme under PMS, automation is so done that status of each
source breaker, transformer breakers, load breakers, and grid breakers are taken as
input to logic gate blocks which are formed by combination of various gates. Also
during emergency conditions, at the time of communication failure, the hardware
interlocking and tripping system are given to the operator’s control room so as to
shed the load quickly, protecting the source breaker or generator.

Load shedding scheme is best seen in microgrid (MG). MGs are so designed that
generation, distribution, load, grid power, and renewable sources together form a
power system. Hence, in this, islanding and load shedding are handled very smoothly
in case of any miss happening occurred either naturally or manually [19].

Just like active power, reactive power strengthening is also important for any
power system in case of system disturbance. The scarcity or over demand of VAR
may lead to outages and sometimes blackouts. The malfunctioning of system voltage
is the main cause of VAR malfunctioning. This fluctuation of voltage is caused by
voltage unbalance in grid, under/overexcitation of generator, unplanned operation of
capacitor banks, etc. Hence to strengthen reactive power the respective power system
should have the following installations:

3.1.1 Capacitor Banks

Capacitor banks are mainly installed at the load end. Basically, reactive power
demand will be more at load side of the power system, hence capacitors should
be placed as close as possible to load. In specific, capacitor banks should be placed
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where low voltage problem occurs. There are two ways in which these capacitors are
installed in system that is in series and in shunt. Both of these installations are used
to generate reactive power for improving power factor and voltage.

In series capacitors, the generation of reactive power is proportional to square of
load current whereas, in shut capacitors, reactive power generation is proportional to
square of voltage. Hence after any disturbance, the primary voltage improvement is
done by these capacitor banks only. So the readiness of these capacitors is the most
important activity after any event for resilience.

3.1.2 Application of STATCOM

STATCOM is an electronic device that can be used to feed reactive power in the
transmission line.Whenever there is scarcity of reactive power in the line, STATCOM
increases its end voltage to balance the line voltage. Also in case of sudden load
throw off, the STATCOM immediately absorb reactive power to stabilize the voltage
to normal value.

3.1.3 Excitation Control by Generator

For any fluctuation of reactive power in the system, the excitation control can be
done at the generation end. As there is any change in reactive power, respectively
voltage gets change. This voltage is then maintained by comparator unit in voltage
regulator system (see Fig. 5). The change in voltage is compared with set value and

Fig. 5 Excitation control in AVR
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based on the difference, the excitation current is regulated which in turn controls the
field current of generator as later contributes to reactive power and voltage balance.
Though voltage regulation is done automatically but in case of emergency, voltage
can be maintained manually through AVR panel.

3.1.4 Tap Changing of Power Transformer

For any power system containing its own generation and grid, whenever voltage
fluctuation occurs due to disturbance in grid side, the interconnecting power trans-
former’s tap can be changed so as to maintain the voltage in existing system. This
contributes to the reactive power balance in system. The tap can be regulated by On
load tap changer, which automatically changes the voltage level while in load. And
after the clearance of disturbance in the grid when grid voltage comes to normal
state, these taps can be re-switched to its normal tap position.

3.1.5 Availability of Renewable Energy Sources

In the present scenario, availability of renewable energy sources are necessary for
protection of fuels and to utilizemaximumof natural resource for green energy. Easily
available sourcewhich is available in abundant is solar energy, henceutilizationof this
source is easy and efficient. Installation and commissioning of solar energy systems
are also easy now a days. Similarly, other sources like wind energy, biomass, hydro
energy can also be installed in micro grid systems. These energies can be stored in
battery banks which can supply the power later on. These power sources are better
sources of reactive power that can efficiently fulfill the demand of VAR to the system.

3.2 Frequency Control and Strengthening

Many a time it has been seen that under frequency and over frequency may lead to
disturbance in system or sometimes results in a complete blackout.Whenever natural
disturbance occurs, most of the power system faces the problem of frequency swing.
This frequency swing occurs due to sudden throw of heavy loads. As the load throw
takes place, there is sudden jerk in generator turbine. Also, the frequency swing can
lead to more load throw due to its unbalancing nature. Hence it gets mandatory to
control and improve the frequency. Following are the methods by which frequency
can be maintained in a power system.
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Fig. 6 Flow diagram showing the steps of Governor control

3.2.1 Governor Control

Governor is a speed control unit of turbine. It controls the speed by controlling
and regulating the flow of steam or other sources. It has an actuator, which oper-
ates electrically when commanded. After getting a command it opens or closes the
valve position for steam or water. Due to this, flow can be controlled maintaining the
constant pressure at the turbine inlet end. As the flow is regulated, the output mechan-
ical torque is regulated to achieve a set value and thus frequency is controlled. All the
controlling takes place in governor control panel which is installed at the operator’s
end. Operator can control this change in frequency either in auto mode or manual
mode. The whole process of controlling the output torque and thus frequency takes
place within fraction of seconds. The governing control for any engine is shown in
figure below (see Fig. 6).

3.2.2 Fast Load Shedding

At the time of occurrence of natural disasters, due to swing of voltage or frequency,
the sudden load variation takes place in power system. This variation of loads may
lead to an outage of generator and also causes a blackout. Hence, shedding of non-
critical loads is the solution to overcome the chances of complete blackout. These
load shedding can be done on the basis of:

• Outage of any critical equipment from circuit,
• Change of frequency (df/dt),
• Difference between the total generation and load consumption (Unbalance of

power),
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Fig. 7 Connection diagram of under- frequency relay and output connecting loads at four stages

• Low pressure at turbine inlet.

Depending on the various types of loads and mode of operation, different logics are
prepared for effective load shedding. These schemes are so designed that in case
any turbulence, system may not affect completely and doesn’t result in blackout.
While designing the load shedding schemes, the designer may also consider the
behavior of atmospheric change while considering renewable energy sources of
generation. Because, sudden change in atmospheric behavior may cause sudden
impact on generation so this may mislead the shedding operation.

Sometimes it happens that due to heavy storms or disturbances, the communica-
tion medium of PMS may get fail. At this condition, no load shedding command is
released by the installed SCADA system. Hence to overcome this problem, it needs
to have a hard wiring interlocking of critical load breaker with under frequency relay,
irrespective of frequency. It may be configured into three to four stages like starting
from 49.0, 48.75, 48.50, and 47.25 Hz. Depending upon the priority, the tripping
command can be given through relay directly to the loads (see Fig. 7).

4 Cyber Physical Security System

In the cyber physical system, resilience enhancement methods based on informa-
tion technology are used to improve the resilience of the power system in extreme
disasters. During the natural disaster attack at any area, as the loss of transmission
system takes place, similarly the communication loss also takes place. This loss of
communication may then proceed for huge outage of system due to malfunctioning
of software logics. Though it takes less time to recover the communication failure as
compared to main phase line. As we are moving into the world of Internet of things
technology, the monitoring system for the equipment of power system should be
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perfect [20]. But beyond all this, cyber-attacks are more to the power system which
can be done in the following forms:

4.1 Wiretapping of Telecommunications/LAN/WAN

They canwiretap the telecommunications and attack themaster server of information
technology. They can easily access the door of EMS/ DMS/PMS and back feed the
error signals into the server.

4.2 Access to Control Access Point of SCADA

The attackers may easily access the control center access point and may insert the
malware parameters of running system. These parameters can be in terms of magni-
tude of current and voltage, angle of current or voltage, and harmonics to the system
[20].

4.3 Knowledge of Architecture and Topology of Network

The hackers are experts in the geological, topological, and architectural approach of
the installed system. Hence this knowledge may definitely make them easy approach
to system and may cause the theft of electricity.

4.4 Insertion of Malware Algorithm to Existing Software

Once the attacker gets the access to operate the system architecture, then extracting
out the logic and server details is the easy step for them. Hence they insert malware
algorithms into an existing system.
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4.5 Load Redistribution Attack to Overload Designated Lines

Sometimes the attackers may manipulate the electrical parameters of a certain line,
due to this other lines may get under loaded or overloaded. Hence this may miss
guiding the system and cause the collapse of system [21].

4.6 Attack to EMS, DMS, and Injection of Fault Meter Data
Through Cyber Attack

The attackers may track the remote energy meters and collect the data from it. Hence
false meter data is then injected into the reporting system or server which then miss
leading the agency and further cause the wrong billing and pre estimation in open
grid [22].

4.7 Energy Theft in Smart Grid

Sometimes the third party hackers take illegal entry into the SCADA system. This
may then draw a certain amount of power unknowingly and feed to some other
independent system [23, 24]. This theft can be seen in a very large manner. Some
thefts are also done at the distribution end but that is for domestic purposes.

In order to improve the resilience of the power grid against unpredicted attacks and
cyber intrusions, advancements should be done in detection techniques, protection
systems, and mitigation plans in generation, transmission, and distribution sectors.
There are various security based new algorithms present, which may early detect the
malware if attacks to the system. Artificial intelligence and neural network can also
lead to fast detection of cyber attacks on the system [25]. The machine language is
so defined that it can detect any type of attacker and malware.

5 Conclusion

Natural disasters can occur at any time, anywhere especially in the peninsular regions.
Hence in this condition, it is necessary to have proper pre and post planning to
fight against such events. The power system resilience mainly depends on planning,
emergency handling, and post restoration of the system. In this paper, it has been
clearly explained that what are the ways and how resiliency can be achieved by pre-
post activities and during actual emergency conditions. During the disaster event,
as there is huge damage of infrastructures like high tension towers, electric poles,
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transmission lines, and communication network lines, which causes high impact on
electrical parameters. Strengthening of voltage and current magnitude, active power,
and reactive power are to be done in various ways to control the swing in the system.
Similarly the under and over frequency control and its strengthening are to be done
for fast recovery of the system. Resilience of cyber physical system is very much
necessary as there are huge chances of theft, parameters tempering, false feeding of
data into SCADA, wrong billing due to hacking of meter data, etc.
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