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Abstract Ensemble learningmethods have been used to improve performance accu-
racy through bias-variance trade-off techniques. However, there is still room to
improve. This paper proposes an ensemble model to forecast the electrical load
behavior based on a hybrid of Extreme Gradient Boosting (XGBoost) and Light
gradient boosting machine (LGBM). Extreme gradient boosting (XGBoost), a Light
gradient boosting machine (LGBM) and a hybrid of XGBoost and LGBM models
are trained, evaluated, and compared. The experiments show that the proposedmodel
outperforms other methods by reducing more than 1% in mean absolute percentage
error (MAPE), root mean squared percentage error (RMSPE), and mean absolute
error (MAE). The dataset from the Pennsylvania-New Jersey-Maryland intercon-
nection power grid was used to validate the evolutionary capability of the proposed
method and the finding of optimal accuracy of the model.

Keywords Electrical load forecasting · Ensemble learning · Extreme gradient
boosting machine (XGBoost) · Light gradient boosting machine (LGBM)

1 Introduction

Energy power prediction is very important in our daily life. It is the first approach
to the best power system management and plays a great significance for all-electric
power-related activities. Moreover, this prediction not only presents its strongness
to the reliable grid operation but also for safe electricity planning, modern trans-
portation, communication and has a great positive impact on national security. Thus,
accurate electric load prediction is essential for power systems since accurate predic-
tion leads to the economic development of any country through substantial savings
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in operating and maintenance costs [1]. However, achieving the desired accuracy
is difficult due to the various factors influencing the electric load behavior include
human social activities, country policies, climate change, and economic development
[2].

Previously, electric load forecasting (ELF) had been almost entirely limited to
traditional statisticalmethods. The classical researches proposed include the adaptive
time-series auto-regressivemoving average (ARMA)model presented a good perfor-
mance of reducing the error compared to the other models. Due to its simplicity and
effectiveness, ARMA was popular and extensively used in ELF researches however
it is limited to only being used for stationary time-series data. Cheng-Ming Lee
and Chia-Nan Ko [3] proposed a new hybrid algorithm based on auto-regressive
integrated moving average (ARIMA) which has the advantage of introducing non-
stationary time-series data. Compared to other models used in their work, the simu-
lation results indicated also the highest forecasting performance. Unfortunately, the
random noise which disturbs the whole process, ARMA and ARIMA models use
only time and load as input data which implies the ARMAX and ARIMAX to be
discovered for introducing the exogenous variables. Then, Indian researchers Shilpa
G N and Dr. G S Sheshadri had used the ARIMAX model, an extension of ARIMA
with an exogenous variable for ELF [4]. However, the classical models are limited
due to only focus on the relationship between the dependent and independent vari-
ables. In addition, their forecasting accuracy is not good enough therefore themodern
models were introduced for making the most possible accurate predictions.

With modern science progress, load prediction technologies have been consid-
erably developed. Lately, the introduction of machine learning (ML) theories in
the electrical power engineering field became more and more popular which implies
great efficiency for improving the performance of forecastingmodels [2]. Thewidely
usedMLmodels include multiple linear regression (MLR) applied for ELF and gave
successful results. Even if it is easy for results interpretation, the regression models
may lead to erroneous and misleading results due to the wrong assumptions [5].
Salkuti, S. R. proposed anANN-based hybrid for predicting short-term electrical load
demand in which a better result was found. Besides, to avoid different drawbacks of
ANNs such as falling into the trap of local minima during the parameter optimization
process, Salkuti, S. R. used a hybrid approach of combining ANN, wavelet trans-
forms (WTs), and evolutionary-based differential evolution algorithm [6]. On the
other hand, Mohamed proposed a full wavelet packet transform and neural network-
based ensemble method. The simulation results show that the proposed approach
reduces MAPE by 20% in comparison with the traditional neural network method
[7]. Later, Chengdong developed a wavelet transforms-based model in which the
proposed method combines the fuzzy inference system and the periodicity knowl-
edge to generate accurate forecasting results [8]. Due to its double major advantages
of being used in optimization and prediction fields, the genetic algorithm (GA) has
been well-suited with nonlinear systems and it conducts a particular optimization
based on the natural selection of the optimal solutions found from a wide range of
forecasting model candidates’ population [9]. Then, expert systems-based models
had been increasingly developed for handling prediction issues.
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Although the machine learning models had been widely used in various fore-
casting issues include ELF, their models’ performance present various gaps of erro-
neous results due to variance, bias, and noise. This affects the ELF which leads to
significant losses due to maintenance costs, unsafe power system operation, and all
power planning-related activities [10]. Moreover, inaccurate load forecasting has
great negative impacts on energy generating capacity scheduling which leads to
inadequate operating.

In this paper, the proposed approach aims to upgrade the forecasting performance
of machine learning algorithms. This is achieved by reducing the error between
actual and predicted values through the bias-variance trade-off. The main principle
behind this work is the combination of ensemble learning. At first, the extreme
gradient boosting (XGBoost), light gradient boosting machine (LGBM), Adaptive
boosting (AdaBoost), and random forest are firstly compared according to their
accuracy and training time. Then, the hybrid of XGBoost-LGBM has been done
to enhance the performance accuracy. The innovations of the proposed approach are
such as the combination of two models and performance improvement compared to
the remaining models used in this paper which leads to significant loss reductions.

The rest of this paper is organized as follows: Sect. 2 describes the methods used
in this paper. Section 3 evaluates, discusses, and compares the performance results
of models. Section 4 concludes the paper.

2 Methodology

The methodology used in this paper is graphically represented through Fig. 1.
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According to their performance accuracy and training time, the boosting-based
models include XGBoost, LGBM, Adaboost, and random forest, a bagging-based
ensemble learning model, are compared with a hybrid of XGBoost-LGBM, the
proposed model. The hyperparameter tuning of the models has been also computed.
This section explains the research methodology process. Finally, the performance
comparison of the models is done.

2.1 Overall Research Design

Figure 1 represents the development of the overall research design proposed to
conduct the study for enhancing electric load forecasting. After identifying the
inaccurate forecasting problems, the helpful steps of overcoming them have been
proposed as follows: First, the electric dataset was gained. Then, feature engineering
was conducted. Third, the ensemble machine learning-based techniques (Random
Forest, XGBoost, LightGBM, Adaboost, and XGBoost-LGBM) were trained, eval-
uated, and compared. The mean absolute error (MAE), mean absolute percentage
error (MAPE), and root mean square percentage error (RMSPE) were analyzed.

2.2 Description of Dataset

In this paper, the dataset used comes fromPennsylvania-New Jersey-Maryland (PJM)
website [11]. The extracted information holds data of 87,600 sampleswith a sampling
frequency of 1 h. The database covers a range of times starting from July, 1st 2008,
and the hourly load demand recorded from twelve electrical networks is expressed
in megawatts (MW). Various important techniques have been applied to this dataset
for improving the outcome of the models. The first technique is dataset filtering
done for selecting the sub dataset to be used for viewing and analysis. The second
concerns dataset training which has the role of training the algorithm so that it
can predict accurately. The third technique emphasis the evaluation of the dataset
which is considered as the performance comparison tasks done with the help of a
validation dataset to find the smallest error network. A model may overfit during
the validation procedure therefore the performance evaluation might be done to the
testing dataset. Cross-validation as the technique of evaluating themodels for limited
data by resampling had been used. The attributes after data filtering include the day
of the week, holidays, season, the hour of the day, month, and energy consumption.
The target variable is the consumption of electrical energy expressed in megawatts
(MW).
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2.3 Feature Engineering

Feature engineering expressed as the way of extracting variables from raw data
plays an important role in determining the key variables that will be useful to win the
upcoming applications and then to classify them as either low and high according to
their impacts. SinceML framework development is a process that begins by carefully
defining the requirements [12], the iterative process starts which involves building
and testing various models over a dataset. To explore and analyze the information,
the data gained from the dataset should be pre-processed and transformed. In the
end, the relationship between independent features such as the day of the week,
holidays, season, the hour of the day, month, year, and target variable (consumption
of electrical energy) is seen.

The next stage is model building to try and evaluate different models. Here, the
data is organized into three different split sets. With the help of the training and
validation sets, there is an optimization possibility of model parameters using cross-
validation procedures then hyperparameter tuning. The third set namely the “hold-out
test” is used for final testing and model comparison.

2.4 Ensemble-Based Machine Learning Models

With the fast improvement of machine learning, various techniques to increase accu-
racy have been proposed. All the previous works have been done to reduce the errors.
Here, we present a brief description of ensemble-based machine learning techniques
used in this paper.

Randomforest: The randomforest algorithmhas beenfirstly invented byTinKam
Ho using attribute bootstrap aggregating (bagging) in 1995 [13]. The functionality of
random forest consists of three main parts. Firstly, the samples are selected through
the bagging techniques which are used for extracting the N (number) times training
datasets from original data. Then, the prediction from each tree-based learner is
found. Finally, the result is found through the combinationmethods such as averaging
or voting. Random forests algorithm works very well compared to the decision tree
as it corrects the overfitting but its accuracy is lower than that of the gradient boosted
trees [14].

Adaptive Boosting (AdaBoost): Adaptive boosting is the first boosting-based
algorithm developed by the joint of Freund and Schapire [15]. The class of boosting
algorithm takes its description as the machine learning approach to increase the
forecasting performance level based on the combination of various weak learners
and inaccurate rules. As the first practical boosting algorithm, adaptive boosting is
widely used and studied and then applied in numerous fields. Its advantages were
seen in regression and classification issues handling.

ExtremeGradientBoosting (XGBoost): Through the researchproject conducted
by Tianqi Chen, the XGBoost that works under the principle of boosting gradient
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tree had officially come out on March 27, 2014 [16]. This model could be used
for handling regression or classification issues. Mathematically, the gain leads to a
regularized boosting techniques is defined by [17]:

Gain = 1

2

[
G2

L

HL + β
+ G2

R

HR + β
− (GR + GL)

2

HR + HL + β

]
− α (1)

where the first term is the score of the left child, the second the score of the right child
and the third the score if we do not split. β and α are ridge and lasso regularization
coefficients respectively.

Light Gradient Boosting Machine (LGBM): The Gradient-Based One-Side
Sampling (GOSS) decreases the computation costs since it uses a subset of smaller
instances rather than using all instances. Exclusive Feature Bundling (EFB) converts
exclusive features into less dense features. The combination of both GOSS and EFB
techniques produces LGBM [18]. Compared to the traditional gradient boosting
concept, the LGBM has an accelerated training process and higher performance
accuracy. Furthermore, this kind of gradient boosting can deal with the large dataset
since it supports GPU and parallel learning [10].

Hybrid of XGBoost-LGBM: The hybrid of XGBoost and LGBM, boosted-based
ML models, in which the individual’s components are sequentially coupled for
building a powerful meta-learner. The idea behind the proposed model is to find
the approach of reducing the contribution of both bias and variance to error since the
errors and predictions in any ML models are adversely influenced by bias, variance,
and noise [19]. A high bias and variance bring about the underfitting and overfitting of
the training data respectively while noise is considered as an irreducible error caused
by improper cleaning of data. The proposed approach is found through grouping
the individual models in sequential. The numerical simulations with cross-validation
(CV) and hyperparameters tuning verify the power of the newmeta-learner algorithm
by giving the best results compared to the single model as shown in Table 1. The
expected prediction error of a regression model using squared-error loss is expressed
as:

Table 1 Performance evaluation of models: LGBM, XGBoost and Random forest

LGBM XGBoost Random forest

CV MAPE RMSPE MAE MAPE RMSPE MAE MAPE RMSPE MAE

K1 1.88 2.12 199.66 1.94 2.04 200.1 2.16 2.58 205.86

K2 1.94 2.24 188.64 1.98 2.56 199.72 2.12 2.84 205.38

K3 1.78 1.94 189.30 1.84 2.52 199.04 2.14 2.92 200.72

K4 1.74 1.96 195.78 1.90 2.48 198.72 1.96 2.70 200.36

K5 1.72 1.78 193.72 1.74 2.46 197.84 1.90 2.66 220.04

K6 1.46 1.68 188.10 1.64 2.24 197.82 1.88 2.54 200.02

Mean 1.74 1.94 192.52 1.84 2.38 198.87 2.02 2.70 205.38
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where the first term represents an irreducible error, the second term is the contribution
of squared bias to error while the last term is the contribution of variance to error.
F and F̂ represent the actual and predicted values respectively while E represents
expected values then x = xi represents point value.

2.5 Evaluation Criteria

To evaluate and compare the performance of ML models, several performance
metrics are used. The mean absolute error (MAE), mean absolute percentage error
(MAPE), and root mean squared percentage error (RMSPE) have been utilized.
Mathematically, they are defined:

MAE = 1

N

N∑
i=1

∣∣∣Yi − Ŷi

∣∣∣ (3)

MAPE = 100

N
∗

N∑
i=1

∣∣∣∣∣
Yi − Ŷi

Yi

∣∣∣∣∣ (4)

RMSPE = 100∗

√√√√∑N
i=1

(
Yi − Ŷi

)2

N Yi
(5)

Yi and Ŷi are the actual and predicted values respectivelywhileN is the observation
number. The more the values of MAE, MAPE, and RMSPE, the worse prediction
accuracy.

3 Results and Discussions

The performance evaluation of four ensemble learning-based methods was judged
and compared with the proposed model. In this section, the results are presented and
discussed.
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Tabel 2 Performance evaluation of models: AdaBoost and XGBoost-LGBM

AdaBoost XGBoost-LGBM

CV MAPE RMSPE MAE MAPE RMSPE MAE

K1 2.14 2.44 202.24 1.78 1.92 199.06

K2 2.10 2.78 203.76 1.70 1.30 196.04

K3 2.06 2.76 200.32 1.62 1.44 188.62

K4 1.92 2.64 200.04 1.50 1.28 184.68

K5 1.86 2.56 199.7 1.46 1.08 182.04

K6 1.82 2.38 199.06 1.24 0.90 178.52

Mean 1.98 2.58 200.84 1.54 1.32 188.16

3.1 Comparison

The ML performance metrics are often used to compare the models for selecting
the best suitable for ELF. According to the literature, different models have been
proposed and compared based on the performance evaluation results with the execu-
tion time. Since the existing models have not yet satisfied the desired forecasting
quality, the research is still undergoing. Here, the hybrid of XGBoost-LGBM and
four singlemodels have been trained, tested, and then compared. Formaking an accu-
rate performance evaluation, the simulation process is repeated six times. The tech-
nique used here is popularly known as k-fold cross-validation (CV) which prevents
the model to overfit the new data [20]. Then, hyperparameter tuning has been also
applied.

The six-fold cross-validation results for each model are resumed in Tables 1 and
2. The performance results before applying CV techniques are worse than those
obtained after using it. The errors were higher which indicates significant losses due
to the inaccurate electric load prediction.

According to the mean absolute percentage error (MAPE) which is considered as
a loss function to define the error termed by the model evaluation. The mean results
for the k-folds cross-validation reveal that the proposed hybrid successfully limits
the forecasting error to 1.54% compared to the other remaining single models.

Figure 2 represents the comparison of theMAPE andMAE obtained from various
models used in this paper. The proposed model, a hybrid of XGBoost and LGBM,
shows the highest accuracy compared to the other remaining models.

In addition, the root mean squared percentage error (RMSPE) of the singlemodels
is greater than that of the proposed model. Based on the experiment results, the
hybrid ofXGBoost-LGBMreduces the error to 1.32%.Afterwards, themean absolute
error (MAE) expressed as the measure of how far the predictions were from the
actual output shows that the proposed model has the least values of error. Based on
the aforementioned discussions and performance metrics principle (the smaller the
values of MAPE, RMSPE and MAE, the better the model performance) therefore
it is reasonable and proves that the proposed model outperforms the other models
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Fig. 2 Comparison of the MAPE and MAE obtained

Fig. 3 Energy consumption versus Estimation and Error rate versus datetime

tested in this paper. However, the proposed model takes a longer time to be trained
compared to single models.

Figure 3.shows ELF with two months ahead. The left graphs represent the energy
consumption and prediction versus datetimewhile the right graphs show the error rate
versus datetime. For the first-row graphs, there are fewer losses as the actual energy
consumption is almost equal to the predicted electrical energy therefore the utilization
of generated energy is maximized. While for the second-row graphs, the significant
error values are greatly remarkable which indicates a significant difference between
predicted and actual values. Consequently, the first row-graphs show an accurate
model which leads to the main goal of ELF.

4 Conclusion

The overall development of any country is based on proper load forecasting. The inac-
curate forecasting affects negatively the planning and may lead to various significant
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losses. Hence, the performance accuracy should be improved. This paper proposes
the techniques of enhancing accuracy for electric load forecasting. The advantages
of both XGBoost and LGBM are combined for achieving the target. The proposed
model, a hybrid of XGBoost and LGBM, shows the highest accuracy compared
to the other remaining models tested in this paper. According to the mean absolute
percentage error (MAPE), themean results for the k-folds cross-validation reveal that
the proposedhybrid successfully limits the forecasting error to 1.54%compared to the
other remaining single models. In addition, the root mean squared percentage error
(RMSPE) of the single models are greater than that of the proposed model which is
not good. On the other hand, the mean absolute error (MAE) shows that the proposed
model has the least values of prediction error which leads to attractive results. More-
over, the accurate forecasting obtained from the proposed approach leads to the
reduction of the significant losses since the utilization of power-generated energy is
maximized. Furthermore, the contributions of this proposed approach include safe
power system operation, proper planning of transmission and distribution facilities,
proper financing (future expenditure and earnings), substantial savings in operating
andmaintenance costs, and then safe power planning related activities while its inno-
vations are such as the combination of two models and performance improvement
compared to the other models tested in this experiment. Based on the aforementioned
discussions and performance metrics principle (the smaller the values of MAPE,
RMSPE, and MAE, the better the model performance) therefore it is reasonable and
proves that the proposed model outperforms the other models tested in this paper.
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