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Abstract With the rapid modernization of agriculture and the increasing demand
for fruits, automated fruit picking tasks are particularly important in fruit produc-
tion. Computer vision-based fruit target detection is one of the key technologies.
Traditional fruit detection methods are limited by the fact that the digital images
captured by cameras are susceptible to light, and there may be overlap and occlusion
between the fruit and the leaves, which are common situations that can greatly affect
traditional fruit detection methods. With the development of deep learning tech-
niques, many target detection techniques have emerged. To improve the accuracy
and detection speed of fruit detection, this paper adopts and improves RetinaNet,
using MobileNetV3 as one of the feature extraction network, which greatly reduces
the inference time of detection models in embedded devices. In order to improve the
detection accuracy of the small target of fruits, this paper makes some improvements
to the feature extraction network and feature pyramid network in the network, and
optimizes the size of anchors with a clustering algorithm. Through experiments, it
is shown that the improved RetinaNet algorithm proposed in this paper has high
accuracy in apple detection task and better robustness in dark light, overlapping and
occlusion situations.

Keywords RetinaNet · MobileNetV3 · Apple detection

1 Introduction

China is a large fruit producing country, and the use of automated fruit picking equip-
ment can greatly reduce human andmaterial resources, and an important prerequisite
for this mechanical task is to have accurate machine vision-based fruit detection and
positioning technology. Conventional inspection methods identify fruits based on
fruits’ features such as shapes, colors and textures [1–4]. The detection speed of
these methods is usually fast, but the pictures taken by the camera are not ideally
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images that contain only complete fruits, and often encounter complex situations
such as overlapping fruits, leaves obscuring fruits, and large differences between
individual fruits, which can make traditional detection methods very difficult.

Deep learning is one of the frontier technologies in machine learning and artifi-
cial intelligence research, and deep learning techniques have brought revolutionary
advances in machine learning and computer vision. Target detection refers to sepa-
rating the background region from the region of interest and determining the classes
and location of the region of interest in the input of an unknown image. In recent
years, due to the breakthrough of deep learning technology in target detection [5,
6], there have been many scholars applying this technology to fruit detection. The
current target detection methods based on deep convolutional networks are mainly
divided into two categories, one category is two-stage detection algorithms such as
RCNN [7], Fast-RCNN [8], Faster-RCNN [9], Mask-RCNN [10]; the order category
is one-stage detection algorithms such as SSD [11], YOLO [12–14], RetinaNet [15].

Bargoti et al. [16] used Fast-RCNN network for fruit detection, and to reduce
the computational effort, they split the original high-resolution image and detected
each piece separately. They also used flip shift and color space transformation to
enhance the dataset and reduce the occurrence of overfitting cases. However, Fast-
RCNN is a two-stage detection algorithm, which has a long detection time and is
not optimized for small targets. Tian et al. [17] used a modified YOLO-V3 network
for apple detection, and modified YOLO-V3 using DenseNet to improve the feature
extraction capability of the network.

Compared with the two-stage detection algorithms, the one-stage detection algo-
rithms skip the region proposal stage and complete the prediction of target class and
target localization simultaneously in the convolutional network, which greatly speed
up thedetection speed and aremore suitable for real-timedetectionof fruits.However,
one-stage detection algorithms usually use the mechanism of dense sampling of
candidate regions, which can lead to the occurrence of category imbalance [18],
i.e., the quantity of negative samples is much larger than the quantity of positive
samples, making the training process affected and thus reducing the accuracy of
target detection.

In RetinaNet, He et al. [15] proposes a new loss function, Focal Loss, which
is characterized by its small impact on the loss function for easy samples and still
maintains a high loss for hard samples, thus making the training process more stable
and improving the efficiency and accuracy of the detector.

In summary, this paper adopts RetinaNet as the target detection framework and
uses MobileNetV3 as its feature extraction network for the application scenario of
this paper. In order to improve the accuracy of small target detection, this paper
improves the RetinaNet network structure by making a series of modifications to
the feature extraction network and FPN so that the low-level features of the image
samples have better semantic information of the high-level features. The anchors
parameters in the original RetinaNet are not applicable to the application scenario
of this paper, so a better anchors parameter is calculated by the K-means distance
algorithm to improve the detection accuracy and increase the recall.
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The algorithm proposed in this paper takes into account the better accuracy while
completing the lightweight of the model, so that the embedded device can complete
the real-time orchard apple detection in real time and be fully prepared for the
subsequent fully automated fruit picking task.

2 RetinaNet Structure and Improvement

RetinaNet is a unified target detection network consisting of a feature extraction
network, a feature pyramid network and two sub-networks. It improves the accuracy
of target detection, especially in the detection of small objects. This paper improves
on it, and its network structure is shown in Fig. 1. The backbone network mainly
obtains the feature map of the whole input image through a series of convolutional
operations. two sub-networks classify and localize the target image to be detected
based on the output of the backbone network, respectively.

2.1 Feature Extraction Network

MobileNets [19] is based on a streamlined architecture that uses deeply separable
convolutions to build lightweight deep neural networks. The network introduces
two simple global hyper parameters that effectively balance between latency and
accuracy. In this paper, MobileNetV3 is used as the base feature extraction network

Fig. 1 Overall structure of improved RetinaNet
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of RetinaNet for practical application scenarios to shorten the inference time of
the model and to achieve the real-time detection task of apples in orchards using
embedded devices.

2.2 Feature Pyramid Network

Feature Pyramid Network (FPN) [20] has been a fundamental component in multi-
scale target detection and can cope well with target detection tasks of different sizes.
The high-level features of image samples contain rich semantic information, but it
is difficult to predict the location of the target accurately due to low resolution. In
contrast, the low-level features of image samples have less semantic information,
so that they can accurately contain the location information of objects due to their
high resolution. According to this feature, FPN fuses the feature maps of different
layers, enabling better recognition of small objects. However, in the FPN module
of RetinaNet, after multiple convolution and upsampling operations, the semantic
information of the higher-level features of the image samples is difficult to reach
the lower-level feature layers, making the lower-level features used to detect small
objects lack some semantic information of the higher-level features.

In the application scenario of this paper, for the problem of low detection accuracy
in the detection task of small targets such as apples, the C5 feature layer of the feature
extraction network is stacked with the P3 feature layer of the FPN after 4 times up-
sampling, and the stacked feature channels are compressed and fused to the original
number of feature channels by a 1 × 1 convolutional layer to improve the semantic
information of the high-level features contained in the low-level features of the image
samples.

2.3 Focal Loss

In the process of object detection algorithm training, there is a class imbalance
problem, themost serious ofwhich is the positive and negative sample imbalance, i.e.,
the number of negative samples is often larger than the number of positive samples.
In some two-stage object detectionmethods, like Faster R-CNN, a significant portion
of negative samples is first filtered out using RPN, and then a deep neural network is
used to make accurate category detection and position regression for each candidate
frame. In contrast, one-stage target detection methods do not distinguish between
positive and negative samples in advance, and directly performs category detection
and position regression on the pre-set anchors. So, in general one-stage detection
algorithm is faster without high accuracy. To solve this problem, He et al. mentioned
Focal Loss in the RetinaNet algorithm.

The traditional cross-entropy loss function is shown as follows:
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CE(p, y) =
{ − log(p) i f y = 1

−log(1 − p) otherwise
(1)

where y ∈ {±1} refers to themanually labeled classes and p ∈ [0, 1] is the probability
that the model predicts the classes y =1.

For simplicity, we let

pt =
{

p i f y = 1
1 − p otherwise

(2)

Then we can obtain the formula as follows:

CE(p, y) = log(pt ) (3)

To solve the problem of classes imbalance caused by the number of negative
samples being much larger than the number of positive samples, we can introduce a
weighting factor α, α is defined as follows:

α =
{

α f or class 1
1 − α f or class − 1

(4)

We can treat α as a hyper parameter and calculate the optimal value by cross-
validation method. The loss function then becomes as follows.

CE(pt ) = −αt log(pt ) (5)

In order to better distinguish between easy examples and hard examples, the
detector focuses more on hard examples.

Focal Loss introduces a tunable focusing parameter (γ > = 0), and the final
formula for Focal Loss is shown below.

FL(pt ) = −(1 − pt )
γ log(pt ) (6)

For the dataset used in this paper, we set γ to be 2 to get better results for the
trained model.

2.4 Improving Anchor Using Clustering Algorithm

By using the anchors mechanism [9], the computational effort in the training phase is
greatly reduced. Since the setting parameters of anchors can vary between different
datasets, the parameters of anchors are recalculated by using the K-means clustering
algorithm for the application scenario of this paper, which make the model of this
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Fig. 2 Clustering result

paper work better on the fruit dataset. In this paper, the average IOU in each case is
calculated by using the K-means distance algorithm between K belonging to (2,10)
anchors, and the calculation results are shown in Fig. 2.

It can be seen that the slope of the anchors-average IOU curve changes signifi-
cantly when the number of anchors is 3. Therefore, when the size of 3 anchors is
selected, the complexity of training can be reduced while the accuracy of the model
can be taken into account. At this time. The three anchors’ sizes are [27 × 27, 36 ×
36, 46 × 46]. The anchors sizes obtained by clustering the ground truth bounding
box are closer to the true values, which make it easier to fit the model to the true
position of the target, thus reducing the training difficulty of the model.

3 Experimental Results and Analysis

3.1 Experimental Data

The dataset used in this paper is published by Suchet Bargoti and James Underwood
in [21] and can be downloaded at [22]. This paper uses its apple dataset. The dataset
provides circular annotations for the fruits, which is converted into a rectangular box
representation containing four vertices to better fit the network parameters of this
paper (Table 1).

3.2 Data Augmentation

Since this dataset has only more than 1000 apple images, it is easy to overfit during
the training process. For this reason, we used the following methods to augment the
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Table 1 Apple dataset
parameters

Set Raw image size Image size Number of image

train 1616 × 1232 202 × 308 896

val 1616 × 1232 202 × 308 112

test 1616 × 1232 202 × 308 112

train + val 1616 × 1232 202 × 308 1008

(a) Original image (b) Horizontal flip

(c) HSV image (d) Random crop

Fig. 3 Data augmentation

dataset to enhance the robustness of the model. (1) Convert all images to HSV color
space to enhance the contrast between foreground and background in apple images.
(2) Flip all images horizontally to expand the original dataset by a factor of 2. (3)
Randomly crop the images during training by randomly cropping 60–90% part and
scaled to the size needed by the network. After the above operations, the dataset is
expanded to 3 times of the previous size, which greatly reduces the occurrence of
overfitting and enhances the generalization of the model. Figure 3 shows the images
after data augmentation.

3.3 Evaluation Criteria

In this paper, F1-score is used as the evaluation index of the target detection model.
F1-score is the harmonic average of Recall and Precision. The formulas of Recall
and Precision are as follows:
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Recall = T P

T P + FN
(7)

Precision = T P

T P + FP
(8)

Among them, T P is True Positives, which means that the sample is divided into
positive samples and the allocation is correct. FP is FN , that is, False Negatives,
which means that the sample is divided into negative samples but the allocation is
wrong. FN is False Negatives, which means that the sample is divided into negative
samples but the allocation is wrong. Thereby, the calculation formula of F1-score is
obtained, as shown below:

F1 = 2
Precision ∗ Recall

Precision + Recall
(9)

The higher the F1-score, the more robust the model.

3.4 Experimental Results

In this paper, we conduct comparison experiments by using different detection algo-
rithms on the same datasets, and the experimental results are shown in Table 2. By
improving the RetinaNet network architecture and using MobileNetV3 as its feature
extraction network, the detection speed is greatly improved, from 8 to 37FPS, and
the F1-score is also improved by 20%.

Figure 4 shows the detection results of the improved algorithm for some test
samples. In these test result plots, some common cases that are unfavorable to Apple
detection are shown. For example, the picture in the upper left corner in Fig. 4,
the cyan colored apples are extremely similar in color to the large green leaves
in the background. In the top right image, the light is blocked and in dim light,
a similar situation to the top left picture occurs, where the apples largely blend
in with the background. In the two pictures at the bottom of Fig. 4, there is an
overlap between apples and the leaves obscure the apples. Although these common
unfavorable situations above can bring great impact on the target detection, however,
the improved RetinaNet in this paper still plays a good effect, not only detecting the
apples in the images, but also accurately labeling their positions in the images.

Table 2 Experimental results Model Backbone F1

Faster-RCNN ResNet50 0.878

RetinaNet ResNet50 0.865

Proposed MobileNetV3 0.946
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Fig. 4 Detection result

3.5 Experimental Analysis

The original RetinaNet uses Focal Loss as the loss function, and its F1-score is not
much different from Faster-RCNN under the premise of guaranteeing the detection
speed, but as a two-stage detection algorithm, the Faster-RCNN model is relatively
large and not well able to accomplish the real-time target detection task. Therefore,
this paper adopts the lightweight RetinaNet detection model and uses MobileNetV3
as its feature extraction network, which is faster and can complete the real-time
apple detection task. For the detection of the small target of apple, the detection
accuracy is greatly improved by improving the RetinaNet network structure, which
makes the semantic information of the high-level features well integrated with the
low-level features, and by using the K-means clustering algorithm to calculate the
size of the anchors suitable for this dataset. For complex and common unfavorable
cases, such as dark light, overlap and occlusion, the algorithm in this paper still has
excellent performance. However, this algorithm also has some shortcomings, such
as some detection targets are missed. In the next work, we will continue to improve
this model and add other datasets to further improve the robustness and accuracy of
the detection model.
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