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Preface

With the rapid development of transportation, finance, science and education, infor-
mation, medical treatment, economy and trade, tourism and other aspects, the inte-
gration of industrialization and informatization deepens, and system intelligence has
become the hot spot and mainstream of development in today’s information society.
As its foundation and key technologies, computer vision, image processing, pattern
recognition and so on are the research directions that the global industry is competing
to invest in.

The International Conference on Image, Vision and Intelligent Systems (ICIVIS)
was held in Changsha, China, from June 18–20, 2021, which aims to provide a
professional and efficient communication platform for researchers and scholars from
all over the world. We will jointly discuss the academic trends and development
trends in various directions in the fields of images, vision and intelligence systems
and related research fields, discuss the current hot issues, share research results,
promote the development and progress of related research and applications, promote
the development of disciplines and promote personnel training.

ICIVIS 2021

Approximately 110 participants of conference came from various research institu-
tions and universities such as Beijing University of Technology, China Agricultural
University, Jinan University, China University of Petroleum, National University
of Defense Technology, Central South University, Huazhong University of Science
and Technology, Chongqing University of Posts and Telecommunications, Jiangsu
Institute of Automation, Central China Institute of Optoelectronics, Information
Engineering University, Air Force Engineering University, Shanghai University,
Changsha University of Technology, Central South University of Forestry Science
and Technology, Shanghai Institute of Aerospace Control Technology, Guizhou
University, Anhui University of Technology, Nanchang College of Engineering,
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vi Preface

Hubei University of Technology, Fujian University of Agriculture and Forestry,
Beijing Institute of Materials, Henan University and Chang’an University.

Group photo

ICIVIS 2021was sponsored byHunanUniversity, National University of Defense
Technology,HunanCityUniversity,HunanUniversity of Finance andEconomics and
Xiangnan University and was held in Changsha, October 23–24, 2020. It is an annual
forum dedicated to the emerging and challenging topics in intelligent computation
and automation technology. We also highly appreciate the sponsors who financially
supported this event.

Besides the sponsors, the success of relied on the big support from the committee as
follows:

General Chairs

Prof. Jian Yao, Wuhan University, China
Prof. Yang Xiao, University of Alabama, USA
Prof. Guang Sun, Hunan University of Finance and Economics, China
Prof. Peng You, National University of Defense Technology, China
Prof. Jinping Li, University of Jinan, China

Conference Program Chairs

Prof. Hongwei Ge, Dalian University of Technology, China
Prof. Shengling Geng, Qinghai Normal University, China
Prof. Aiping Qu, University of South China, China
Prof. Xiushan Nie, Shandong Jianzhu University, China
Prof. Wei Wei, Xi’an University of Technology, China
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Technical Chairs

Prof. Lixin Tan, Hunan Agricultural University, China
Assoc. Prof. Yunze He, Hunan University, China
Prof. Huaiqing He, Civil Aviation University of China, China
Prof. Guan Yang, Zhongyuan University of Technology, China
Prof. Haifeng Sang, Shenyang University of Technology, China
Prof. Yuantao Chen, Changsha University of Science and Technology, China

Technical Program Committees

Dr. Oluwarotimi Williams Samuel, Chinese Academy of Sciences, China
Prof. Jian Yao, Wuhan University, China
Prof. Deyu Zhang, Central South University, China
Prof. Yuanzhi Wang, Anqing Normal University, China
Prof. Libor Pekař, Tomas Bata University in Zlín, Czech Republic
Prof. Hongwei Ge, Dalian University of Technology, China
Prof. Xiushan Nie, Shandong Jianzhu University, China
Prof. Guang Sun, Hunan University of Finance and Economics, China
Prof. Ángel A. San-Blas, Miguel Hernández University of Elche, Spain
Prof. Guan Yang, Zhongyuan University of Technology, China
Prof. Haifeng Sang, Shenyang University of Technology, China
Prof. Changli Li, Hohai University, China
Dr. Seppo Sirkemaa, University of Turku, Finland
Prof. Qing Wang, Northwestern Polytechnical University, China
Prof. Xiaofeng Lu, Xi’an University of Technology, China
Prof. Changjiang Zhang, Zhejiang Normal University, China
Dr. Zakwan Jaroucheh, Edinburgh Napier University, UK
Prof. Jiehui Jiang, Shanghai University, China
Prof. Huaiqing He, Civil Aviation University of China, China
Prof. Aiping Qu, University of South China, China
Prof. Jinping Li, University of Jinan, China
Simon X. Liao, University of Winnipeg, Canada
Prof. Wei Wei, Xi’an University of Technology, China
Prof. Lixin Tan, Hunan Agricultural University, China
Prof. TiechengSong,ChongqingUniversity of Posts andTelecommunications,China
Dr. Lynette Zhu, Chengdu University of Traditional Chinese Medicine, China
Prof. Zhigang Liu, Northeast Petroleum University, China

ICIVIS 2021was broadcast live onTencent,whichwas highlighted by speeches given
by Prof. Yang Xiao, Prof. En Zhu, Prof. Philippe Fournier-Viger, Prof. Yong Wang
and Prof. Jian Yao. Apart from the five keynote speeches, two parallel sessions were
held in the conference. The topics of Session 1 are Classification and Recognition &
Intelligent System and Control, host by Prof. Heng Li (Central South University).
Image and Video Processing & Computer and Machine Vision are the topics of
Session 2.
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The keynotes presented at this conference were listed as follows.

Keynote speaker Institution Topic Time (min)

Prof. Yang Xiao University of Alabama,
USA

Electricity Theft Detection
via Modeling Attackers’
Behaviors

40

Prof. En Zhu National University of
Defense Technology,
China

Vision feature computing and
anomaly detection

40

Prof. Philippe
Fournier-Viger

Harbin Institute of
Technology, Canadian

Algorithms to discover
interesting patterns to
improve the design of
intelligent systems

40

Prof. Yong Wang Central South University,
China

A Simple Encoding
Mechanism in Intelligent
Optimization and Its
Application to Mobile Edge
Computing

40

Prof. Jian Yao Wuhan University, China Challenging issues and key
technologies for multi-image
fusion

40

The committee has received 213 submissions from four regions, then selected
106 peer-reviewed full papers to be published in this proceeding. On behalf of the
organizing committee, we also thank the members of the organizing committees and
the program committees.

Last but not least, we wish to express our heartfelt appreciation to the keynote
speakers, reviewers, editors and academicians for their kind help and support. ICIVIS
2021 thanks all the authors, participants and Springer for their great contribution that
made this conference possible and all the hard work worthwhile.

We appreciate your attendance and your share in the ICIVIS 2021.

Wuhan, China
Tuscaloosa, USA
Changsha, China
Changsha, China

Prof. Jian Yao
Prof. Yang Xiao
Prof. Peng You

Prof. Guang Sun



Introduction

This book presents peer-reviewed articles from The International Conference on
Image, Vision and Intelligent Systems (ICIVIS 2021), held at Changsha, China. It
presents original research results, innovative ideas and the current hot issues learnt
that touch on many aspects of computer vision, image processing and pattern recog-
nition. ICIVIS is an international conference that serves researchers, scholars, profes-
sionals, students and academicians looking to foster both working relationships and
gain access to the latest research results. Topics covered include Image Processing &
Intelligent Control.
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Research on Multi-label of Gastritis
Pathological Images Based on Weakly
Supervised Deep Learning

Haoyang Cui , Xie Ding , Jingyi Zhang , Dan Huang , Yi Wang ,
Qinghua You , Boqiang Zhang , Yu Wang , and Jiaxu Zhao

Abstract Computer-aided diagnosis technology based on artificial intelligence has
been widely used in the medical field, especially in pathological image diagnosis
(Whole Slide Image, WSI). This paper mainly introduces the attention mechanism-
based multiple instance networks (Attention-MIL) to detect three clinical indica-
tors of “activity”, “atrophy” and “intestinal metaplasia” in gastritis. The model uses
multiple parallel attention branches to automatically identify multiple tissue regions
with high diagnostic value, and aggregate them with their corresponding attention
scores to form WSI-level features. According to the gastritis pathology report, we
assign three labels to each WSI. In the independent test analysis, comprehensive
evaluation has fully proved the effectiveness and feasibility of this method in the
multi-label prediction task of gastritis. Besides, the Attention-MIL model can visu-
alize highly concerned lesion areas, which to a certain extent provides interpretability
for clinical research. The method in this paper reveals the great potential of using
weakly supervised learning to achieve assisted diagnosis of gastritis.
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1 Introduction

Chronic gastritis is a common disease of the digestive system, and it is also a pre-
neoplastic lesion of gastric cancer [1]. Pathological biopsy is very important for
the diagnosis of chronic gastritis. Relevant research on gastric mucosal atrophy
and metaplasia show that the clinical pathological evaluation of chronic gastritis
mainly includes “activity”, “intestinal metaplasia” and “atrophy”. Standardized and
unified pathology reports provide clinicians with sufficient information. However,
the morphological evaluation of multiple pathological indicators increases the work-
load of the pathologist. With the maturity and standardization of gastroscopy biopsy
technology, the number of gastroscopy biopsy samples is continuously increasing,
but there is a serious shortage of pathologists in China. In addition, the diagnosis
results will be affected by factors such as fatigue, subjective experience, etc. In
recent years, the rapid development of digital pathology scanning technology [2]
and artificial intelligence (AI) has provide great potential for pathomorphological
diagnosis. Through deep learning, optimized models and algorithms, AI can contin-
uously approach the level of clinical diagnosis, avoid misdiagnosis due to fatigue
and subjective factors, and assist pathologists in completing pathological diagnosis
efficiently and accurately [3].

2 Background Work

The outstanding performance of deep learning in computer vision, such as image
classification, semantic segmentation and object detection [4–6]. At present, auto-
matic recognition technology based on deep learning has also achieved certain results
in the diagnosis of digital pathological images, such as breast cancer, lung cancer,
bowel cancer and prostate cancer [7–10]. Most of these studies use fully supervised
learning, and complete training by manually annotating pixel-level tumor cells, and
improving the accuracy of model recognition through feedforward and feedback
operations. However, processingWSIwith a scale of hundreds ofmillions of pixels is
themain challenge of fully supervised learning.A single pathological image obtained
at 20× magnification can contain billions of pixels, and the area we need to focus on
may only be thousands of pixels, so a large number of experienced pathologists are
required tomanually label the tumor area [11]. In reality, there is a lack of expert-level
pathologists, and the reports corresponding to pathological slices can only provide
category information. Therefore, deep learning models based on weak supervision
have begun to be applied to pathological image-assisted diagnosis. Weakly super-
vised learning is suitable for situations that are greatly affected by subjective factors
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or it is difficult to obtain annotations of tumor regions. For non-tumor diseases, it is
oftenmanifested as abnormal cell proportions or abnormal distribution. Evaluation is
highly subjective, and it is difficult to directly Annotation tumor cells. Weakly super-
vised learning can give full play to its advantages. Recently, a remarkable work by
Campanella et al. [7]. We use the RNN model to integrate semantically rich feature
representations across patch-level instances to obtain the final slide-level diagnosis.
In their method, the authors successfully obtained an AUC greater than 0.98, which
can detect four types of cancer in an extensive multi-center data set (44,732 WSI)
without the need for expensive pixel-by-pixel manual annotation. For gastric cancer,
Sharma et al. [12] used a dataset of 11WSIs to perform carcinoma classification and
proposed a CNN architecture using WSI automatic classification in histopathology,
thus revealing the practicality of artificial intelligence in the research of gastric cancer
digital pathology. But most weakly supervised models are mainly for binary classi-
fication problems and are not suitable for multi-label problems. Therefore, in order
to adapt to the clinical environment more widely, realize the automatic identification
of multiple pathological indicators related to gastritis.

In this paper, attention mechanism based multiple instance network (Attention-
MIL) is proposed to solve the problem of weakly supervised classification of gastritis
pathological images. This method introduces the attention mechanism [13, 14] into
multi-instance learning, and uses n parallel attention branches to focus on different
tissues forms in the same WSI. Generate n different WSI-level features in a similar
Multi-Tasking [15, 16]manner, where each feature is determined by a different tissue
concerned by the network. Construct n independent classifiers at the same time to
obtain the attention score of each category corresponding to theWSI level, and finally
predict the probability of each category of with Sigmoid function.

3 Methods

The weakly supervised learning framework proposed in this paper is used to solve
the multi-label problem of gastritis pathological images. The required gastritis data
is only a single sample of known WSI-level diagnosis results, and there is no pixel-
level regional annotation in any area ofWSI. Attention-MIL is built on the framework
of Multi-Instance [17] and belongs to the category of weakly supervised learning.
The framework treats each WSI as a package of thousands to tens of thousands of
smaller patches, and these patches are treated as instance. The original MIL [18]
algorithm is mainly for the binary classification problem of positive and negative.
It assumes that at least one block in a positive WSI is a positive, and all blocks in
a negative WSI are negative. Its aggregation function is a form of max pooling. It
simply takes the block with the largest probability as the prediction result. On the one
hand, it makes the prediction error accumulate. On the other hand, it is not suitable
for the multi-label problem of gastritis. The Attention-MIL method proposed in this
article introduces the attention mechanism into multi-instance learning and uses n
parallel attention branches to generate different feature representations of the same
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WSI. Each feature representation is determined by the attention mechanism from
different tissue features in the WSI image, and these tissue features are regarded as
the most representative feature representation of one of the n categories in the multi-
label diagnostic task. And after each attention branch, an independent classifier is
constructed to generate the attention score corresponding to the WSI level of each
category. Finally, predict the category probability through Sigmoid.

3.1 Multi-instance Network Based on Attention Mechanism
(Attention-Mil)

The Attention-MIL framework proposed in this paper is shown in Fig. 1. From
Fig. 1b, it can be seen that Attention-MIL does not directly train the patches, but
uses a dual-channel feature extraction module to extract features for each patch. As
shown in Fig. 1a, the whole WSI is segmented and input into the feature extraction
module in Fig. 1b. One channel is feature extraction based on pre-trained resnet50,
and the other channel is a histopathological feature based onmanual extraction. After

Fig. 1 Overview of the Attention-MIL conceptual framework. a Following segmentation, image
patches are extracted from the tissue regions of the WSI. b CNN encoding and artificial feature
encoding are used to form the feature vector of the image patches. During training and inference,
the feature vector of each image patches is passed to Attention-MIL. c For each WSI, the attention
mechanism will assign attention scores according to the importance of each image patches to WSI
diagnosis, and aggregate it with the features of the image patches to form a WSI-level feature
representation for the final classification prediction. Use the features of strong and weak attention
regions as representative samples to train a binary classifier to learn the differences between the
features of different image patches to distinguish between positive samples and negative samples



Research on Multi-label of Gastritis Pathological Images … 7

that, the two sets of features are spliced to form a 1024-dimensional feature vector.
Therefore, the 1024-dimensional vector corresponding to each patch is used as the
training data of Attention-MIL model.

In the design of the attentionmechanism, as shown in Fig. 1b, the prediction result
of the attention network is corresponding to the number of categories n to form n
parallel attention branches. Each branch will highly focus on different tissue areas
in WSI, and assign an attention score to each patch in the focus area. Aggregate the
features of all patches and their corresponding attention scores to form a WSI-level
feature representation. For the same WSI, n different WSI-level feature represen-
tations can be obtained, which can be used for WSI-level multi-label prediction.
Therefore, each attention branch can learn its corresponding category, to determine
which regions have a large contribution to the WSI prediction result and assign
corresponding attention scores. In Attention-MIL, the first fully connected layer
W1 ∈ R

512×1024 further compresses each fixed 1024-dimensional patch-level repre-
sentation zk to a 512-dimensional vector hk = W1zTk ∈ R

512×1. We use the first
three layers of the attention network as the backbone of the shared attention, and
then splits the attention network into n parallel attention branches. In each attention
branch, introduce a trainable linear classifier for patch-level classification.

As shown in Fig. 1c, in each attention branch, the attention score of each patch and
the corresponding feature vector can be obtained. A patch with a high attention score
is regarded as a strong attention area, and a patch with a low score is regarded as weak
attention area. We use strong and weak attention patches as training samples to train
a linear classifier that can distinguish between positive and negative patches. Map
the attention score of each patch to the original WSI and present it in the form of a
heat map, so that the suspected lesion area can be visualized, making Attention-MIL
interpretable in clinical research.

PatchFeatureExtraction. For each digitized slide, first segmentation the tissue area.
After segmentation, for each slide, our algorithm crops 256 × 256 patches from the
segmented foreground contours at the 20 magnification. After cropping, two sets of
feature encoding are performed respectively:One set of pre-trainedResNet50 [19] for
low-dimensional coding of patches. The other set usesHover-Net [20, 21] to segment
cells to obtain cell shape and appearance characteristics. Here, we use 17 representa-
tive feature descriptions:mean nuclei intensity; average fore-/background difference;
standard deviation of nuclei intensity; Gray Level Co-occurrenceMatrix (GLCM) of
dissimilarity; GLCM of homogeneity; GLCM of energy; GLCM of Angular Second
Moment (ASM); eccentricity; area, maximum length of axis; minimum length of
axis; perimeter, solidity; orientation and centroid coordinates. Then the two sets of
encoded of features are spliced to form a 1024-dimensional feature vector to repre-
sent each patch. Therefore, this article uses the extracted 1024-dimensional features
as the training data of the Attention-MIL network. Compared with the original pixel
value, we can put the feature vectors corresponding to all the patches of a WSI
segmentation into the GPUmemory at the same time, thereby avoiding sampling the
patches. This not only speeds up the training time but also reduces the computational
cost.
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AttentionMechanism. In the design of multi-category attention mechanism, n cate-
gories correspond to n different attention branches. The featuremap output by the first
fully connected layer is I ∈ R

N×512, each row in the feature map represents a patch
feature inWSI. The structure diagram of the attention mechanism is shown in Fig. 2.
The weights of the three layers areUa ∈ R

512×256, Vb ∈ R
512×256 and Zc ∈ R

512×256,
which are viewed as the backbone of shared attention. As shown in Fig. 2a, g(x),
h(x) and f (x) are defined as (⊗ : Matrix product,� : Hadamard product):

g(x) = sigm(I ⊗Ua) ∈ R
N×256 (1)

h(x) = tanh(I ⊗ Vb) ∈ R
N×256 (2)

f (x) = ReLu(I ⊗ Zc) ∈ R
N×256 (3)

The Attention Map is defined as:

A = (g(x) � h(x)) ∈ R
N×256 (4)

Then Attention Feature Map is defined as:

FM = (A � f (x)) ∈ R
N×256 (5)

Then, the attention network is divided into n parallel attention branches
Wa,1, . . . ,Wa,n ∈ R

1×256. Similarly, n parallel independent classifiers
Wc,1, . . . ,Wc,n ∈ R

1×256 are constructed to score each category-specific slide level,

Fig. 2 Overview diagram of the attention mechanism. a Block diagram of shared attention
backbone network structure. b Block diagram of parallel attention branch structure
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as shown in Fig. 2b. Therefore, the attention score of the kth patch for the mth cate-
gory is expressed as ak,m , which is given by Eq. (6), and the slide-level is expressed as
aggregation according to the attention score distribution of the mth category, which
is expressed as hslide,m ∈ R

1×256, is given by Eq. (7).

ak,m = exp
{
Wa,m

(
tanh(hkVb)

T � sigm(hkUa)
T
)}

∑N
j=1 exp

{
Wa,m

(
tanh

(
h j Vb

)T � sigm
(
h jUa

)T)} (6)

hslide,m = am ⊗ FM (7)

Slide Diagnosis and Instance-Level Classification. N parallel, independent clas-
sifiers, Wc,1, . . . ,Wc,n ∈ R

1×256 are built to score different class-specific of the
same slide-level, as shown in Fig. 2b. The corresponding unnormalized slide-level
score sslide,m is given via the classifier layer by sslide,m = Wc,mhT

slide,m . By applying
the Sigmoid function to the slide-level prediction scores, the prediction probability
distribution for each category can be calculated. Therefore, each attention branch of
Attention-MIL can be regarded as a judgment of a specific category. For example,
the 1th attention branch is to determine whether the WSI contains “Activity” indica-
tors for gastritis; the 2th attention branch is to determine whether the WSI contains
“IntestinalMetaplasia” indicators for gastritis; the 3th attention branch is to determine
whether the WSI contains “Atrophy” indicators for gastritis.

In order to obtain highly suspected tissue regions, K patches with high attention
scores are used as positive samples, and K patches with low attention are used as
negative samples to train a binary-class classifier. For each of the n categories, we
place a classification layer with 512 hidden units in each branch of interest. If we
express the weights of the classification network that corresponds to the mth class
as Winst,m ∈ R

2×512, the assignment scores predicted for the kth patch, denoted by
Pm,k is given as:

Pm,k = Winst,mhk (8)

In the case of a given WSI true label Y, assuming that a certain WSI category is
not Y, then all patches in WSI do not belong to Y, so the K patches with the highest
attention scores will be considered as false positives. Therefore, the binary classifier
of training patches helps the network learn the difference between classes.

Training details of Attention-MIL. The total loss of a given slide �total is the sum
of the slide-level classification �slide and the instance-level loss �patch , and can be
optionally scaled by the scalars c1 and c2.

�total = c1�slide + c2�patch (9)

To compute �slide usingBinaryCrossEntropyWithLogitsLoss as the loss function
and to compute �patch using binary-class SVM [22] as the loss function. We used K
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= 50 and weights c1 = 0.7, c2 = 0.3. The model optimization function uses Adam
[23] optimizer, the weight of L2 decays is 1e−5, and the learning rate is 2e−4.

3.2 Visualization

Combine the prediction results of the model with clinical research to provide strong
evidence for the interpretability of the model. According to the importance of the
patch to the WSI prediction results, the attention mechanism will assign corre-
sponding attention scores to the patch. In the inference process, we use the attention
branch corresponding to the predicted category of the model to calculate and save the
non-standardized attention score of all patches extracted from the slide. These atten-
tion scores are converted to percentiles and scaled from 0 to 1. The threshold value is
0.5 (positive probability is greater than 0.5, negative probability is less than 0.5), and
displayed on their respective spatial positions on the slide to visually identify and
interpret areas of high attention shown in red (positive evidence, high contribution
to model’s prediction relatively to other patches) and low-interest areas shown in
blue (negative evidence, relative to other patches that contribute less to the model’s
prediction). The heat map covers the original WSI with a transparency value of 0.4

For each slide in the independent test queue, in addition to the 512-dimensional
feature representation after the first fully connected layer, we also record the binary
classification probability prediction made by each of the n classification branches.
We use PCA to reduce each patch-level feature vector to two dimensions, and then
give the feature distribution of positive and negative patches.

4 Results and Discussion

4.1 WSI Datasets

The dataset comes from 552 cases of biopsy pathology diagnosed with gastritis in
the Cancer Hospital of Fudan University (abbreviation: FZ) in 2018. Due to different
organizational standards and protocols for tissue processing, slide preparation and
digitization, the appearance of WSI images may vary greatly. Therefore, it is impor-
tant to verify whether the model trained under the Attention-MIL weak supervision
framework is robust to data source-specific variables. We collected a total of 130
pathological images of gastritis at the Shanghai Pudong Hospital (abbreviation: PD)
as independent test cohorts for evaluating the generalization performance of our
trained models.

All pathological sections are digitally processed by the scanner and converted to
WSI. The WSI label is given by the gastritis pathology report, which contains three
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Table 1 The number distribution of WSI in gastritis (Positive: P, Negative: N)

Label Train Test

Activity IM Atrophy FZ PD

P N N 40 10 10

N P N 26 7 7

N N P 55 35 35

P P N 214 40 50

P N P 69 12 15

N P P 22 10 10

P P P 9 3 3

N N N 0 0 0

Total 435 117 130

Table 2 Distribution of labels number of gastritis activity, intestinal metaplasia, and atrophy
(Positive: P, Negative: N)

Class Train Test

FZ PD

P N Total P N Total P N Total

Activity 332 103 435 65 52 117 78 52 130

IM 272 163 435 60 57 117 70 60 130

Atrophy 155 280 435 60 57 117 63 67 130

pathological indicators: “activity”, “atrophy” and “intestinal metaplasia” (abbrevi-
ation: IM). The distribution of gastritis WSI is shown in Table 1. These WSIs are
divided into training sets and test sets. The training set uses data from the Cancer
Hospital of Fudan University, and the test set uses data from the Cancer Hospital of
Fudan University and Shanghai Pudong Hospital. In the final evaluation, we evaluate
the model performance on an independent test set. Because each WSI may contain
multiple labels, the labels of “activity”, “atrophy” and “intestinal metaplasia” are
summarized to obtain the distribution of label data, as shown in Table 2.

4.2 Performance Measures

In order to comprehensively evaluate the performance of thismodel in themulti-label
task of gastritis pathological images, this paper uses the area under the ROC curve
(AUC) to evaluate the performance of the model [24]. By calculating the confusion
matrix of the model on the test set, four evaluation indicators on the test set are
obtained: Accuracy, Precision, Recall and F1-score. The formula are as follows:
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Accuracy = (T P + T N )/(T P + FP + T N + FN ) (10)

Precision = T P/(T P + FP) (11)

Recall = T P/(T P + FN ) (12)

F1 = 2 × (Precision × Recall)/(Precision + Recall) (13)

where TP is True Positive, TN is Ture Negative, FP is False Positive and FN is False
Negative.

4.3 Experimental Results

Weusedmultiple hard drives to store the digitized original file of the entire slideshow.
Our entire slide processing is implemented in Python and takes advantage of image
processing libraries (such asOpenslide,Opencv andPillow).Weuse the Pytorch deep
learning library to build the entire Attention-MIL network. All figures are generated
using matplotlib and scikit-learn.

The evaluation results of the Cancer Hospital of Fudan University test data are
shown in Table 3, the receiver operating characteristic curve (ROC) for the slide-
level classification as well as the corresponding confusion matrix is shown in Fig. 3.
From the evaluation results, the recall rates of “activity” and “intestinal metaplasia”
both reached 0.95. The AUC value of the three categories are 0.951, 0.946, 0.926.
Although the recall rate of atrophy is about 0.8, its AUC value is 0.926, indicating
that the model has a certain ability to recognize the clinical features of atrophy.
Overall, we noticed the surprising data efficiency of Attention-MIL because it can
achieve AUC > 0.92 tests using only a few hundred slides. Therefore, Attention-MIL
is effective and feasible for multi-label prediction of WSI-level of gastritis.

The evaluation results on the Shanghai Pudong Hospital dataset are shown in
Table 4. The receiver operating characteristic curve (ROC) curve for the slide-level
classification as well as the corresponding confusion matrix is shown in Fig. 4. From

Table 3 Evaluation results of gastritis Activity, IM, and Atrophy (Test data: FZ)

Activity IM Atrophy Mean

Accuracy 0.889 0.889 0.855 0.878

Precision 0.851 0.850 0.906 0.869

Recall 0.969 0.950 0.800 0.906

F1-score 0.906 0.899 0.850 0.885

AUC 0.951 0.946 0.926 0.941
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Fig. 3 ROC curve and confusionmatrix on the test data of the Cancer Hospital of FudanUniversity.
a ROC curve and normalized confusion matrix for gastritis activity. b ROC curve and normalized
confusion matrix for gastritis intestinal metaplasia. c ROC curve and normalized confusion matrix
for gastritis atrophy

Table 4 Evaluation results of gastritis Activity, IM, and Atrophy (Test data: PD)

Activity IM Atrophy Mean

Accuracy 0.892 0.862 0.846 0.866

Precision 0.890 0.906 0.852 0.883

Recall 0.936 0.829 0.825 0.863

F1-score 0.907 0.866 0.839 0.871

AUC 0.929 0.934 0.898 0.920

the evaluation results, the average accuracy of the three categories is 0.866. The AUC
values of “activity” and “intestinal metaplasia” are 0.929 and 0.934 respectively.
Although the “atrophy” training data is relatively small, its AUC value is still 0.898.
The average AUC value of the three categories is 0.92. From the overall evaluation
results, it is verified that the model has good generalization performance for data
between different institutions.

Attention-MILwill assign an attention score to each patch, representing its contri-
bution to the finalWSI diagnosis result. Therefore, the prediction results of themodel
can be combined with the clinical manifestations, and the suspected lesion tissue
region can be visualized in the form of a heat map. Example heatmap output from
Attention-MIL model for chronic gastritis using a stride of 256 × 256. Figure 5
shows the prediction result of only a single lesion, interpret regions of high attention
displayed in red and low attention displayed in blue. Figure 6 shows the predic-
tion results of mixed lesions, from which it can be seen that the model can clearly
distinguish different types of lesion areas. Therefore, with this simple, intuitive but
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Fig. 4 ROC curve and confusion matrix on the test data of Shanghai Pudong Hospital. a ROC
curve and normalized confusionmatrix for gastritis activity. bROC curve and normalized confusion
matrix for gastritis intestinal metaplasia. c ROC curve and normalized confusion matrix for gastritis
atrophy

Fig. 5 For the types of lesions in chronic gastritis (a, b, c), pathological image of chronic gastritis
(top), roughly highlighting the lesions tissue regions (bottom)
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Fig. 6 Visualize tissue areas of mixed lesions. a Roughly highlighting the lesion tissue regions
are predicted based on Attention-MIL, Red represents: Activity, Green represents: IM, Yellow
represents: Atrophy. b Roughly highlight the activity, IM, and atrophy of the lesion tissue area of
chronic gastritis

interpretable and visual technology, it can assist pathologists in diagnosis. However,
care should be taken not to rely too much on paying attention to heat maps, lest they
can be used as pixel-perfect segmentation masks. Intuitively, the attention score of
each area in the slide is relative, and only represents the model’s interpretation of
which areas are more important (relative to other areas) in determining the slide level
prediction.

According to the Instance-Level Classification Method, visualize the feature
distribution of patches with large contributions and patches with small contribu-
tions. In this paper, PCA is used to compress the patches features to two dimen-
sions, thereby visualizing the two-dimensional feature distribution of the patches,
as shown in Fig. 7. From the figure, the feature distribution of positive and negative
patches shows obvious differences, which also verifies the accuracy of the model in
patch-level classification.

4.4 Contribution

(a) We only used slide-level labels (no pixels, patches, or ROI-level annotations) to
train the model under weak supervision. Through weakly supervised training,
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Fig. 7 Visualizing the patch-level feature space. For each task (a, b, c), we use PCA to reduce
the 512-dimensional feature representation to two dimensions (Left). For subtyping tasks (a, b, c),
lesion area of chronic gastritis is clearly picked out by the positive cluster (Right)

relevant morphological features can be objectively identified from the micro-
organization area without prior knowledge or subjective annotations. In the
independent test, it is shown that the method in this paper can learn category-
related morphological features, so it has the ability to recognize and diagnose.

(b) Multi-label prediction capability. The n parallel attention branches constructed
in Attention-MIL are well adapted to multi-label tasks. In the evaluation exper-
iment, the advantages of this method in the multi-label prediction of gastritis
pathological images are also proved, and the feasibility of weakly supervised
learning in the multi-label task of pathological images is also proved.

(c) Interpretability and interpretability as a clinical and research tool. We proved
that our model is interpretable and can generate a heat map that can isolate
the lesion area without using pixel-level annotations to identify the area
containing the lesion. The patch-level classifier in the Attention-MIL can
distinguish between positive and negative patches. Without pixel-level annota-
tions, our method is able to identify the most relevant regions for classification
determination.
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5 Discussion

The identification of multiple pathological indicators not only involves an increase
in the number of diagnostic tasks but also needs to deal with the relationship between
multiple indicators. For example, “Activity” and “Atrophy” of chronic gastritis exist
independently of each other, and the labels are in a parallel relationship. There-
fore, in the design of the attention mechanism, we correspond the prediction of
the attention network to the number of classifications n, thereby forming n parallel
attention branches. Each branch will pay close attention to different tissue areas in
WSI, and assign attention scores according to their importance to WSI level diag-
nosis. In this study, we set n = 3 to achieve three classification tasks for chronic
gastritis: “active”, “intestinal metaplasia” and “atrophy”. Each attention branch can
learn which morphological features in each category contribute the most to the diag-
nosis of WSI level, to assign a higher attention score to it. Our research shows that in
the evaluation of two independent test sets, the average accuracy and precision of the
three diagnostic indicators are above 86%, the “activity” AUC is 0.951 and 0.929, the
“intestinal metaplasia” AUC is 0.946 and 0.934, “atrophy” AUC is 0.926 and 0.898.
These results prove that the n parallel attention branches constructed in theAttention-
MIL model are well adapted to multi-label tasks and have unique advantages in the
task of identifying multiple pathological indicators. Besides, we visualize the tissue
area that Attention-MIL pays attention to and the distribution of two-dimensional
features shows obvious differences, which fully shows that the Attention-MILmodel
can learn the corresponding morphological features of the category, so it has a high
recognition ability.

6 Conclusions

With the development ofAI technology in the field of pathological image recognition,
it will bring innovative changes to the pathological diagnosis model. The Attention-
MILmodel proposed in this paper can assist in the identification ofmultiple patholog-
ical indicators at the same time, and further, improve the algorithmperformance based
on weakly-supervised learning. In the multi-index recognition of chronic gastritis,
we evaluated themodel on two independent test sets, thus verifying the correctness of
the method in the multi-label task of gastritis pathological images. Visualizing suspi-
cious diseased tissue regions has a certain explanatory power in clinical research,
and it also provides new ideas for AI as a tool for assisting clinical diagnosis.
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A Survey of Object Tracking Methods
Based on Deep Learning

Yang Yi , Zijian Meng , and Guixiong Tian

Abstract The object tracking problem is usually represented as estimating the state
of an arbitrary target in a video only given its state in the initial frame. Many recent
object tracking methods based on deep learning have achieved advanced perfor-
mance. In general, most object tracking methods can be divided into two types.
One family of trackers such as DiMP, ATOM learn a discriminative classifier, which
adopt online updating strategy, to distinguish the target object from the background.
In the process of tracking, these methods need to update the model parameters using
reference frames and states. The other family of trackers represented by Siamese
network use the reference state and the current frame as the input of the model
without changing or updating the parameters. These trackers calculate the cross-
corrlation between the reference frame and the current frame to complete the object
tracking task. Both methods usually divide object tracking task into two subtasks:
classification and estimation. The target location is maintained by target classifi-
cation, and the accurate target boundary box is obtained by target estimation. In
this paper, we will investigate some state-of-the-art object tracking methods using
deep learning in recent years. These methods will be introduced in three different
emphases: classification, estimation, both.
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1 Introduction

Visual object tracking is a computer vision task, which is widely used in intelli-
gent video surveillance, visual navigation, self-driving technology, human–computer
interaction and other fields, aiming at analyzing video and tracking one or more
categories of objects.

This paper studies the single object tracking problem, that is, in the whole tracking
sequence, the tracking target is fixed and unique. The general single object tracking
problem can be described as estimating the state of the target, including the position
and size of the target, in a video given only the initial frame’s information. The state
of target usually describes as a bounding box containing the position, height and
width of the target.

In recent years, with the rise of deep learning (DL), many scholars have begun to
use neural network to build their visual object trackingmodel. This paper reviews the
single object trackingmethods based on deep learning in recent years, and focuses on
several advanced object trackingmethodswith different emphases. In Sect. 2, wewill
introduce the challenges, processes, common evaluation indicators and benchmark
datasets of object tracking methods. In Sect. 3, we will detailedly discuss several
visual object tracking methods based on deep learning. In Sect. 4, we will compare
the methods to get their similarities, differences and advantages in various aspects.
Finally, we will summarize the previous sections and draw conclusions, then put
forward some views to the future work.

2 General Overview

In this section, we will describe the object tracking task. In Sect. 2.1, we will briefly
introduce the difficulties and challenges of object tracking methods. In Sect. 2.2,
we will introduce the process of target tracking methods. In Sects. 2.3 and 2.4, we
will respectively introduce the common evaluation indicators and datasets of object
tracking methods.

2.1 Difficulties and Challenges

The task of object tracking is to identify and track the specified target in the whole
video sequence. Therefore, in the process of tracking, the target learned from the
first frame usually needs to be constantly updated to adapt to the target changes
caused by the illumination variation, occlusion, background clutter, scale variation,
deformation, rotation, fast motion and out of view in the video sequence. However,
how to effectively update the model is difficult, because in the process of object
tracking, the target bounding box used for update is generated by the estimatemodule,
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not the ground truth bounding box, which leads to the accumulation of tracking
deviation. It will gradually make the estimated bounding box deviate from the target,
resulting in the model drift.

In order to avoid the problem of model drift, a simple idea is to use the ground
truth bounding box given in the initial frame to track the target all along. This is
feasible in the ideal situation that targets do not change greatly, but it is obviously
impossible. The video from natural scenes is likely to have huge deformation, using
themost common situation as an example, the targetmoving away fromor close to the
camera will cause the target to become larger or smaller in the video, thus affecting
the performance of object tracking. Moreover, how to ensure the speed of updates is
also a challenging problem. Different from offline learning, model updating in object
tracking is an online learning problem. In order to ensure the real time performance
of object tracking, the time of model updating must be controlled in a short time.
In addition, in order to achieve end-to-end training, the process of model updating
must be embedded in the model, which is also a big challenge (Fig. 1).

2.2 General Process

The task of visual object tracking can usually be regarded as the combination of
two subtasks, classification and estimation. The classification task aims to determine
the rough location of the target by classifying the foreground and background. The
estimation task focuses on estimating an accurate target state that usually represented
as a bounding box in the object tracking task.

In the task of visual object tracking, it is worth dividing the tracking process into
object classification and bounding box estimation. An experiment by Bhat et al. [1]
shows that robustness should be considered in the process of target classification,
and high accuracy should be considered in the process of estimating target state.
Target classification aims to find the location of the target, without good robustness,
the target classifier may locate the background or similar distractors as the tracking
target, which will cause the failure of the visual object tracking task. The purpose
of boundary box estimation is to estimate the target state, which needs to cover
the whole target without containing too much background. Therefore, the accuracy
of estimation module is very important. Inaccurate boundary box estimation will
increase the deviation when model updating and lead to more serious model drift.

Of course, some scholars [2–6] believe that completely splitting the two subtasks
does harm to the performance of the tracker. Some of their researches [2, 4] have
established more information exchange channels in the two subtasks to jointly solve
the object tracking problem, and the other [3, 5, 6] see the two subtasks as parallel
tasks.

In addition to the two subtasks, there is another important step in the object
tracking method: feature extraction, which is usually depth feature extraction in the
object tracking method based on deep learning. Feature extractor aims to extract the
features of video frames through neural network, as the input of the classification



24 Y. Yi et al.

Fig. 1 Difficulties and challenges in visual object tracking

and estimation subtasks, to increase the accuracy of the object tracking method. In
many studies, the pretrained ResNet is used as the feature extractor [2–13].
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2.3 Evaluating Indicators

There are five commonly used evaluating indicator in visual object tracking task:OPT
(overlap precision metric), AUC (area-under-the-curve), ACC (accuracy), Robust-
ness, EAO (Expected Average Overlap).

• OPT: The ratio of the frames that the IoU score greater than the threshold T to
all frames.

• AUC: The integral of the OPT score that the threshold T from 0 to 1.
• Accuracy: The average overlap of the frames that track successfully.
• Robustness: The tracking failed ratio.
• EAO: Expected Average Overlap, that is, the integral of the average accuracy in

a common length video.

Where accuracy, robustness and EAO are generally used as evaluation indicators
for VOT series training sets, OPT, AUC are commonly used in other datasets.

2.4 Datasets

There are several commonly used benchmark datasets in visual object tracking task:
VOT (Visual Object Tracking dataset) [14], LaSOT [15], TrackingNet [16], GOT-10k
[17], NFS (Need for Speed) [18], OTB-100 [19], UAV123 [20] and so on.

• VOT: This dataset consists of 60 challenging videos, Accuracy and Robustness
are used to calculate EAO score to rank trackers.

• LaSOT: A large-scale dataset consists of 1400 videos with more than 3.5 M
frames in total. The average video length of LaSOT is more than 2,500 frames,
and each sequence comprises various challenges deriving from the wild where
target objects may disappear and re-appear again in the view.

• TrackingNet: The first large-scale dataset and benchmark for object tracking in
the wild. It provides more than 30 K videos with more than 14 million dense
bounding box annotations, covering a wide selection of object classes in broad
and diverse context.

• GOT10k: A massive dataset containing more than 10,000 videos, of which 180
videos constituted the test set for evaluation. There is no overlap of object classes
between the training and test set, which increases the importance of generalizing
unseen object classes. To ensure fair evaluation, trackers are prohibited from
training with external datasets.

• NFS: The first higher frame rate video dataset and benchmark for visual object
tracking. The dataset consists of 100 videos (380 K frames) captured with
now commonly available higher frame rate (240 FPS) cameras from real world
scenarios.
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• OTB-100: dataset contains 100 videos with 11 challenges: Illumination Vari-
ation, Scale Variation, Occlusion, Deformation, Motion Blur, Fast Motion, In-
Plane Rotation, Out-of-Plane Rotation, Out-of-View, Background Clutters, Low
Resolution.

• UAV123: It consists of contains a total of 123 video sequences and more than
110 K frames, which are low-altitude aerial videos captured from unmanned
aerial vehicles.

3 Methods

Visual object tracking methods usually decompose the target tracking task into two
subtasks: target classification task and boundary box estimation task. In this section,
we will introduce several target tracking methods with different emphases in the
perspective of two subtasks.

3.1 Methods Focus on Target Classification

Target classification, that is, by classifying the foreground and background to locate
the target. In fact, there are many researches on object detector, soWang et al. believe
that some existing object detectors can be directly converted into high-performance
trackers. It allows the tracker to retain its overall design. The main challenge here
is to get the detector well initialized so that once a new tracking task is given, it
can efficiently fine-tunes the tracker using target state without causing overfitting.
MAML series network [21] are proposed based on this idea, they use meta learning
method, puts forward a parameter initialization network. When offline training, it
trains a well initialized parameters, so as to make the tracker have the ability to
converge in a few steps in online update stage and then able to track the target. In
addition, their network can be applied to any existing object detector to convert it to
a target classifier, and their results can match the most advanced methods in object
tracking task.

Another idea is to borrow some high-performance components from the existing
advanced object detectors to build their own models. For example, Yang et al. also
used the idea ofmeta learning and propose ROAM [8], which constructs an optimizer
that can also converge quickly in online tracking stage based on meta learning.
The DiMP network proposed by Bhat et al. [7] in 2019 has a model predictor,
which predicts a filter by inputting the historical frames and their target bounding
box. The filter convolutes with the current frame to generate the target response
image and indicate the position of the target. In the offline training stage, the model
predictor also uses the idea ofmeta learning to get an initialmodelwhich can converge
quickly for all kinds of targets. And the steepest descent method is used to ensure the
speed of training and online update, the most advanced result was obtained at that
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time. Daneljan et al., put forward PrDiMP [9] on the basis of DiMP, improved the
target confidence response graph into the target probability response graph, giving a
complete probability interpretation of the response graph, and achieved better results
than DiMP.

3.2 Methods Focus on Bounding Box Estimation

In the aspect of bounding box estimation, the related research is relatively few. Many
previous studies [11–13] use multi-scale anchor box searching strategy to estimate
the bounding box. However, on the one hand, the regression speed and accuracy of
this method are limited. On the other hand, it needs a lot of prior knowledge for
anchor box setting. In addition, because it does not have enough high-level under-
standing of the target, its potential is limited. So Daneljan et al. proposed ATOM
[10] to improve the accuracy and robustness of boundary box regression. Inspired
by IoU net, ATOM takes rough bounding box as input and adjusts the bounding box
parameters to maximize the predicted IoU score. In the offline training stage, the
network parameters are updated to improve the accuracy of IoU score prediction. In
the online tracking stage, the network parameters are fixed and the rough bounding
box is used as a variable, then several iterations are carried out to maximize the IoU
score. Finally, the predicted bounding box with the maximum IoU score is obtained.
This method uses a simple target classifier with two convolution layers to complete
the target classification task. In their ablation experiments, the target tracking effect is
reduced by more than 10% after removing this simple target classifier. It can be seen
that the target classification module has a great impact on the whole object tracking
task. Compared with their previous optimal method, it has a relative improvement
of more than 10% on each benchmark. It can be seen that a good boundary box
estimator also has a huge improvement on the object tracking task (Fig. 2).

3.3 Methods Focus on Both Subtasks

Some scholars believe that the separation of the two taskswill reduce the performance
of the tracker, and miss the great opportunity to improve the tracking accuracy. For
example, theD3Smethod proposed byLukezic et al. [2] includesGem (geometrically
constrained Euclidean model) and Gim (geometrically invariant model) module.
The former is used to generate robust target localization L, corresponding to the
classificationmodule in visual object tracking task,while the latter aims at calculating
a posteriori exact target similarity graph P with calculating target similarity graph
F (segmented real target and similar target) and background similarity graph B.
Finally, L, F, P and the main features calculated above are input to the optimizer for
joint solution, so as to obtain accurate pixel level target segmentation and generate



28 Y. Yi et al.

Fig. 2 Full architecture of the target estimation network for ATOM [10]

a bounding box with angle, so that it can solve the target tracking task with high
accuracy (Fig. 3).

Some other scholars [3–5] process the two subtasks at the same time. The
SiamBAN method proposed by Chen et al. [3] regards the task of classification
and estimation as a parallel task. They design a SiamBox module, which takes the
each stages’ features of reference frame and the current frame as the input, and calcu-
lates the results of classification and regression in parallel. This module consists of a
classification module Cls, which outputs a target confidence map with one channel,
and a regression module Reg, which outputs a regression map with four channels
(each channel represent a distance from this point to one of the sides of bounding
box). Finally, the outputs of SiamBox module in each stage are adaptively fused to
get an excellent tracking result.

Fig. 3 The D3S segmentation architecture [2]
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Xu et al. proposed a set of high-performance target tracker design guidelines for
target tracking task, namely G1: decomposition of classification and state estima-
tion; G2: non-ambiguous scoring; G3: prior knowledge-free; G4: estimation quality
assessment. With the guidelines they designed a target tracker SiamFC++ without
anchor boxes [4]. SiamFC++ also performs classification and estimation tasks in
parallel, but different from SiamBAN, the two modules combine at the end to
obtain a better result. By means of analysis and design of the classification problem,
SiamFC++ achieve the state-of-the-art performance while maintaining the speed of
90 fps, although its structure is simple.

4 Experiment Results

This section will summarize the methods mentioned above in different datasets and
scoring criteria. As shown in Tables 1 and 2.

We can see that in the VOT-2018 dataset, the D3S method has achieved the best
results in each index, and the SiamFC++ series ofmethods have achieved good results
with high FPS. It can be seen that the joint solution of classification and estimation
tasks has its advantages.

While on other datasets, PrDiMP achieved the best results, which means that
the target classifier with higher accuracy can provide a good improvement in the
performance of the tracker. In addition, PrDiMP usesATOMmethod as its estimation
module so that it can achieve such a good result. From the point of view of improving
performance, both tasks are very important for visual object tracking.

Table 1 VOT-2018 benchmark dataset score

Method EAO Robustness Accuracy FPS

FCOS-MAML 0.392 0.220 0.635 42

Retina-MAML 0.452 0.159 0.604 40

DiMP-18 0.402 0.182 0.594 43

DiMP-50 0.440 0.153 0.597 43

PrDiMP-18 0.385 0.217 0.607 30

PrDiMP-50 0.442 0.165 0.618 30

SiamAttn 0.470 0.160 0.630 33

ATOM 0.401 0.204 0.590 30

D3S 0.489 0.150 0.640 25

SiamBAN 0.452 0.178 0.597 40

SiamFC++-AlexNet 0.400 0.183 0.556 160

SiamFC++-GoogLeNet 0.426 0.183 0.587 90

The best results are bold
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Table 2 AUC scores for several datasets

Method Year OTB-100 TrackingNet LaSOT NFS UAV123

FCOS-MAML 2020 0.704 0.757 0.523 – –

Retina-MAML 2020 0.712 0.698 0.480 – –

ROAM 2020 0.681 0.620 0.390 – –

ROAM++ 2020 0.680 0.670 0.447 – –

DiMP-18 2019 0.660 0.723 0.532 0.610 0.643

DiMP-50 2019 0.684 0.740 0.569 0.620 0.654

PrDiMP-18 2020 0.680 0.750 0.564 0.633 0.653

PrDiMP-50 2020 0.696 0.758 0.598 0.635 0.680

SiamAttn 2020 0.712 0.752 0.560 – 0.650

ATOM 2019 0.671 0.703 0.515 0.590 0.650

D3S 2020 – 0.728 – – –

SiamBAN 2020 0.696 – 0.514 0.594 0.631

SiamFC++-AlexNet 2020 0.656 0.712 0.501 – –

SiamFC++-GoogLeNet 2020 0.683 0.754 0.544 – –

The best results are bold

5 Conclusions

This paper introduces and compares the results of MAML, DiMP, PrDiMP, ATOM,
D3S, SiamBANandSiamFC++which are themost advanced target trackingmethods
in recent two years. It can be concluded that:

• It is meaningful to divide the object tracking task into target classification task
and boundary box estimation task. Even the methods that combinate two tasks to
solve the target tracking problem need to decompose the target tracking task into
two subtasks.

• Target classifier is indispensable for target tracking task, even the simplest target
classifier can provide a lot of performance improvement for target tracking task.

• A good boundary box estimation module can improve the performance of the
algorithm greatly, whether in terms of speed, accuracy or robustness. Even with
a simple target classifier, a good boundary box estimator can still make the
performance of the whole algorithm reach the most advanced method.

• Combining two subtasks to solve the problem of object tracking can simplify the
structure of the model and improve the speed and performance of target tracking.

• A set of feasible design guidelines is given, which can provide good design
guidance for people, and a simple and easy-to-use target tracker is designed
accordingly.

After a series of investigations, in my view, in the future the method of target
tracking will tend to establish data path between two subtasks to solve the task of
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object tracking jointly. In addition, the problem of long video tracking and the object
tracking task that the target will be completely blocked remains to be solved.
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Hyperspectral Image Classification
Based on Stacked Extreme Learning
Machine

Qiongying Fu , Jinchun Qin , and Li Li

Abstract Hyperspectral image classification has become a research focus in recent
literature. However, extraction of deep features in a short time is still an open issue
to increase classification performance. In this paper, combining the deep network
structure model of deep learning and deep feature extraction with the fast network
learning algorithm of extreme learning machine, a deep neural network model based
on a stacked extreme learning machine is proposed. The network structure of the
model contains multiple limits. First, the learning machine is constructed in an inte-
grated cascading manner. The original features are initially learned using a multi-
scale scanning strategy and used as model input. Second different attribution features
learned by multiple extreme learning machines in each layer of the network are used
as the input of the next layer of the network. And then separable attribution features
are got for hyperspectral image classification. The experimental results demonstrate
that the proposed method can obtain better classification performance.

Keywords Extreme learning machine (ELM) · Hyperspectral image
classification · Deep feature extraction

1 Introduction

Hyperspectral remote sensing is an important technology of modern remote sensing.
It can provide rich information in both spatial and spectral domains for the accurate
identification and classification of ground objects. For hyperspectral image classifi-
cation, extracting spectral features that can express and distinguish different feature
categories is the key to increase the accuracy of image classification.
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In recent years, scholars have conducted a lot of research on hyperspectral feature
learning and classification based on neural networks. RamónMoreno achieved classi-
fication by converting hyperspectral data into hyperspherical features and combining
the extreme learning machine and Incremental extreme learning machine to obtain
accrurate thematic map of soybean crops [1]. Francisco Arguello and Dora B.
Heras combined spectral features with extended morphological features or water-
shed features, and proposed a muti-kernel extreme learning machine that combines
both spatial and spectral information [2, 3]. Koldo Basterretxea made effective use of
the advantages of the ELM’s fast computing and designed a real-time classification
and processing plan for airborne hyperspectral images [4]. Although the extreme
learning machine algorithm has a huge advantage in computing speed, its structure
is still a single neural network.

Neural network with a deep network structure can better fit nonlinear functions
and achieve complex function approximation. At the same time, it can learn the laws
and characteristics of the target’s deep potential from a large number of sample data.
Professor Zhihua Zhou fromNanjingUniversity proposed a new deep learningmodel
integrated with multiple decision trees, called gcForest, with a forest composed of
multiple decision trees as a single component [5].

The goal of this paper is to construct a network composed of multiple ELM using
a structure like gcForest in order to get higher accuracy of classification with low
time cost.

2 SELMModel Construction

2.1 ELM

ELM is an extreme learning algorithm for a single-layer feedforward neural network
proposed by Huang [6]. The main idea is to randomly initialize the input weight
and bias of the network model to find the optimal output matrix to minimize the
deviation. The structure of ELM network is shown in Fig. 1.

As shown in the figure, n, l andm are the number of nodes in the input layer, hidden
layer and output layer respectively. θ = {w, b} are the weight and bias between the

Fig. 1 Structure of ELM
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input layer and hidden layer, which are assigned through random initialization. β is
the weight between the hidden layer and output layer.

Suppose there are N samples (X, T ) = (xi , ti ), i = 1, 2, . . . , N , where
xi = [

xi1, xi2, . . . , xip
]T
, ti = [ti1, ti2, . . . , xim]T . The output of the hidden layer

corresponding to the input layer can be expressed as

H(x1, . . . , xN ; θ1, . . . , θl) =
⎡

⎢
⎣

g(x1; θ1) · · · g(x1; θl)
...

. . .
...

g(xN ; θ1) · · · g(xN ; θl)

⎤

⎥
⎦

N×l

(1)

Then the output of ELM can be expressed as

fl(xi ) =
l∑

j=1

β j g
(
xi ; θ j

) =
l∑

j=1

β j g
(
a j xi + b j

) = Hβ (2)

where the activation function is g(·), g(·) can be any bounded piecewise continuous
function.

The process of training ELM is to solve the least squares solution of the linear
system min

β
‖Hβ − T ‖. We can get

β∗ = H+T . (3)

H+ is Generalized inverse of H . It can be proved that β∗ has the smallest norm
and it is unique.

2.2 SELM

The structure of SELMmodel adopts cascades of multiple extreme learning network.
The model is mainly divided into three parts, feature pre-learning, feature deep
learning and classification. Its structure is shown in Fig. 2.

Pre-learning of features. The input is the original feature vector and a certain
strategy is used to divide the original feature into several sub-features in a certainway.
Each sub-feature contains different feature information. The purpose is to construct
different feature subsets to train the network from different perspectives.

Deep feature learning. This is the core part of the SELM model. The layers are
connected in cascade mode, and the deep features are learned layer by layer. The
output of pre-layer is the input of the next layer. Through learning of the input
vector, deeper feature information can be get. In essence, each layer can be seen as
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Fig. 2 Structure of SELM

an integration of multiple different ELMs. The way of integration is to use different
feature subsets as input.

Each ELM has a network which contains three layers. The number of nodes in
the output layer is the number of categories of dataset to be classified. Take a dataset
which has 103 spectral bands and 9 feature categories as an example. The number
of nodes in the output layer of the ELM used to construct SELM is 9. For multi-
categories classification tasks, the predictive output obtained by ELM is the weight
of each neuron corresponding to each neuron category.

The category attribute weights learned by the input features are taken as the new
features learned. For ease of description, such features are called attribute features. In
order to strengthen the separability of features, two types of features are constructed
as new inputs by using the attribution features of SELM input to each layer. One
type is to cascade the attribution feature learned by each sub-feature with the original
feature as a new feature; the other type is to cascade the attribution features learned
from all sub-features first and then further cascade with the original feature as a new
feature. For example, in the Level 1 stage in Fig. 2, three sub-features are generated,
and the three ELMs will each generate a 9-dimensional attribution vector. Therefore,
the input of the Level 2 network is three 112 = 9 + 103 dimensional features and a
130 = 9 + 9 + 9 + 103 dimensional features.
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Assuming that the input vector is X , the sub-features obtained after the initial
learning of the features are recorded as XL0

1 , . . . , XL0
n , then the output of each layer

of the network is

XL1
1 = H

(
XL0

1

)
β

...

XL1
n = H

(
XL0

n

)
β

(4)

The obtained features X̃
L1
1 = [

XL1
1 , X

] · · · X̃L1
n = [

XL1
n , X

]
are cascaded with

the original features X , and the inputs of the second-layer network are constructed

as X̃
L1
1 = [

XL1
1 , X

] · · · X̃L1
n = [

XL1
n , X

]
and X̃

L1
n+1 = [

XL1
1 , . . . , XL1

n , X
]
, learned

layer by layer.

Classification. Each ELM unit can get a class vector. In the first few layers of the
network (except the last layer), the class vector obtained is not used as the classifi-
cation result, but is used as a combination of the attributed feature and the original
feature For the learning of deeper features. After the features of the last layer of the
network are learned, the mean value of all attribution features is calculated, which
is also a category vector, and the neuron label corresponding to the neuron with the
highest output value is the category label predicted by the sample.

3 Classification Framework

3.1 Muti-scale Feature Scanning

In the typical deep learning model, when dealing with a common image problem,
a single pixel in the image is often used as the processing unit, regardless of the
relationship and function between adjacent pixels in the image. However, it can be
seen from the existing research, the feature relationship between the original data
can provide much more information for classification and recognition. Convolu-
tional Neural Network (CNN) and Recurrent Neural Network (RNN) algorithms can
handle the relationship between data very well. For example, while processing two-
dimensional images by CNN, convolution processing is performed on the original
image, taking into account the image pixels and neighbouring pixels. RNN is very
effective for sequence data. When dealing with speech recognition and other prob-
lems, the relationship between elements in sequence data and neighbouring elements
is also considered.

For hyperspectral images, we only focus on spectral features here, which can
be regarded as sequence data. There is correlation between bands. In order to use
the spatial relationship between bands and adjacent bands, the multi-particle feature
scanning method is used to learn sub-features in the feature learning part of SELM.
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Use slidingwindowsof different sizes to scan the original spectral features.Assuming
that the original spectral feature dimension is nspe, define sliding windows, and the
number of the windows is k, and each size is d1, d2, . . . , dk respectively. Use each
window to scan the original spectrum in turn to obtain the k sub-feature set of
the group. The sub-feature set i(1 ≤ i ≤ k) of the first group contains sub-features
nspe − di + 1, and the size of each feature is di . Input the sub-features into the
ELM model, and you can get k new set of sub-features. The new sub-feature set
i(1 ≤ i ≤ k) in the first group also contains nspe −di +1 sub-features, but the size of
each feature is c, c is the number of nodes in the ELMoutput layer, and is also the total
number of categories of features. Concatenate the sub-features in each group to obtain
eigenvectors k, and the size of each eigenvector is

(
nspe − di + 1

)×c, (1 ≤ i ≤ k).
This feature vector k is the overall sub-feature set learned in the initial feature learning
stage, which serves as the input for subsequent deep feature learning. Figure 3 is the
illustration of the multi-scale feature scanning method.

Also taking the dataset recommend in 2.2 as an example. If a sliding window
with sizes of 20, 30, and 40 is used, in the initial feature learning stage, 3 sub-feature
vectors are obtained through the multi-scale feature scanning method, the vector
sizes are 756, 666, and 576 respectively.

Fig. 3 The model of muti-scale scanning feature
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3.2 Process of Classification Based on SELM

Based on the above principles, the specific implementation process of the SELM
algorithm is summarized as follows.

Input: Hyperspectral image data, number of categories, window size.

Output: category label.

Step 1: Use windows of different sizes to scan to obtain group sub-features, input
each group of sub-features to the extreme learning machines with output nodes in
turn, and cascade the obtained output vectors.

Step 2: Input the cascaded vectors into the first-layer network as the initial learning
features, and obtain the attribution features.

Step3: Cascade each attributed feature with the original feature separately to form
the first type of new feature.

Step 4: After all attribution features are cascaded, they are cascaded with the original
features separately to form the second type of new features.

Step 5: Take the two types of features together as the input of the next layer of the
network to obtain new attribution features.

Step 6: Repeat Step 4 to Step 6 until the attribution feature of the last layer of network
output is obtained.

Step 7: Calculate the average value of the attributed features of the output, and give
the final category label of each pixel according to the weight.

4 Experiment Results and Analysis

This section designs two sets of experiments to verify and analyze the feature learning
and classification of the stacked extreme learning machine proposed in this article.
The experiments were conducted on two data sets. The first one is the Reno data set
including 356 spectral channels in the 0.4–2.56 µm region. The size of these data is
313 × 349.

The second data set is the Ibaraki data set. Due to the noise effects, the remaining
128 spectral channels were used in this paper. The size of the data set is 650 × 700.

During the experiment, 20% of each type of feature in each set of sample data is
randomly selected as training samples, and the rest are test samples. Experiment 1
changed the number of network layers to build stacked extreme learning machines
with different depths to evaluate the effectiveness of this algorithm for hyperspec-
tral feature learning and classification; Experiment 2 used stacked autoencoders,
extreme learning-based autoencoders, Convolutional neural network and stacked
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extreme learning machine four deep network learning algorithms for classification
and comparison analysis.

4.1 Deep Feature Learning

In the stacked extreme learning machine algorithm, the number of network layers
determines the difference in the network structure. The expression performance of
the hyperspectral image features learned by the neural network of different structures
is different, which affects the ability to distinguish the types of features and Classifi-
cation performance. This experiment changes the number of network layers and uses
stacked extreme learningmachines with different network depths for feature learning
and classification. The number of layers here refers to the number of network layers
in the deep feature learning part of the stacked extreme learning machine network
structure. A single extreme learning machine is the basic unit as a layer, regardless
of the three-layer network structure of the extreme learning machine network itself.
During the experiment, five windows with sizes of 20, 30, 40, 50, and 60 were used
for multi-scale feature scanning, and the number of network layers was set to 3, 4,
and 5 in sequence. The value of each feature represents the weight of each feature’s
category. According to the learned features, the feature groupmap of the entire image
can be obtained. Due to space limitations, only the front-end learning of different
network structures can be obtained. The component diagrams corresponding to the
two features are displayed, as shown in Fig. 4. In the figure, the brighter the grey
value, the larger the proportion of a feature in the pixel, and the darker the smaller
the proportion. Figures 5 and 6 show the classification results obtained by different
networks. From Fig. 4, the attribution features learned by SELM can clearly show the
attribution components between different features, and a better classification result is
obtained, and the number of network layers increases, and the classification accuracy
is improved.

4.2 Classification Performance

In order to verify the classification performance of the algorithm in this paper, a
stacked autoencoder, an autoencoder based on extreme learning, and a convolutional
neural network are used for classification comparison experiments. The parameter
settings during the experiment are described as follows: SAE and ELM_SAE each
contain 5 hidden layers, the number of hidden layer nodes for Reno data is 1421, and
the number of hidden layer nodes for Ibaraki data is 1041. The number of SELM
network layers is 5. Tables 1 and 2 show the classification accuracy rates of the two
sets of data under different algorithms.

From the experimental results in Tables 1 and 2, it can be seen that in terms of
overall classification accuracy: the four deep learning algorithms can achieve higher
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Fig. 4 Features map for Reno data set
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Fig. 5 Classification maps for Reno data set
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Fig. 6 Classification maps for Ibaraki data set

Table 1 Classification accuracy and training time using Reno data set (%)

Category SAE ELM_SAE CNN SELM

1 Tile roof 91.99 91.31 97.58 96.25

2 Cement roof 99.57 97.25 99.02 98.62

3 Steel roof 99.02 92.20 95.61 94.15

4 Water 99.76 99.76 99.71 99.51

5 Tree 98.95 98.07 97.19 98.59

6 Bare soil 99.90 100.00 100.00 99.58

7 Asphalt road 96.06 95.92 96.42 95.34

8 Cement road 97.09 97.62 98.15 98.41

Overall accuracy (%) 96.35 95.57 98.06 97.33

Training time (s) 4954.25 135.43 2301.45 218.86

classification accuracy, CNN has the highest classification accuracy, and the SELM
algorithmproposed in this article is the second.Comparedwith SAE,ELM_SAEuses
ELM calculation to replace the iterative calculation in SAE’s layer-by-layer initial-
ization process during training time, which greatly shortens the training time. SELM
also uses the calculation advantages of ELM, does not involve network parameter
adjustment, and is equivalent to CNN. The accuracy of the classification is reduced
while the calculation time is reduced, and the classification efficiency is improved.
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Table 2 Classification accuracy and training time using Ibaraki data set (%)

Category SAE ELM_SAE CNN SELM

1 Soil (Park) 98.50 94.36 96.62 97.37

2 Soil (Farm) 88.74 85.96 93.70 91.31

3 Weeds 97.06 95.13 95.22 97.89

4 Grassland 99.36 98.99 99.50 99.41

5 Growth Paddy 99.82 99.54 99.96 99.98

6 Paddy 99.20 96.39 99.36 99.04

7 Crop 100.00 98.96 99.83 100.00

8 Man-made 100.00 97.06 100.00 97.06

9 Artificial turf 98.04 98.53 98.82 99.12

10 Asphalt 100.00 94.71 100.00 100.00

11 Paved ground 99.20 98.40 100.00 100.00

Overall accuracy (%) 97.48 96.20 98.26 98.07

Training time (s) 4178.64 147.65 2850.94 254.38

5 Conclusion

The experimental results with two hyperspectral data sets demonstrate that the deep
features extracted by SELM can greatly improve the performance of hyperspectral
image classification, with the sacrifice of reduced training time cost.
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Nasopharyngeal Organ Segmentation
Algorithm Based on Dilated Convolution
Feature Pyramid
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Abstract In recent years, nasopharyngeal disease has been a common disease in
clinical diagnosis whose incidence is increasing. As the most direct and effective
means to observe the visceral mucosa of the cavity, Electronic laryngoscope, playing
a role in diagnosis and minimally invasive diagnosis and treatment in the clinic, has
become an important tool in otolaryngology head and neck surgeons. It is very impor-
tant for clinicalmedicine to accurately segment the organs in the image.The following
factors make organ segmentation more difficult, such as the complex structure and
background of organs in nasopharynx and larynx; the unclear edge of organs and the
little color differences between organs and background in laryngoscope image. In
order to accurately segment organs and distinguish different instances of the same
category, this paper proposes a nasopharyngeal organ segmentation model named
Dilated Pyramid-Mask (DP-Mask). The model is based on the dilated convolution
feature pyramid network. In my paper, Mask R-CNN is introduced into the organ
instance segmentation of electronic laryngoscope image. What’s more, in order to
improve the segmentation accuracy, dilated convolution is designed in each layer of
FPN to get the association of context feature information and get the segmentation
of multiple organ instances in laryngoscope image. The experimental results show
that the detection accuracy of DP-Mask model can reach 86.3%, Dice coefficient and
mIOU can reach 0.81 and 0.88 respectively, which has high accuracy and robustness.
Compared with popular U-Net and deep lab V3 algorithms, the proposed DP-Mask
model improves mIOU by 5.4 and 4% respectively.
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1 Introduction

In recent years, nasopharyngeal diseases are becoming more and more common, and
their causes are diverse. Serious nasopharyngeal diseases will damage body health
of patients anytime. Therefore, the medical research on nasopharyngeal diseases has
gradually become a global medical problem. Electronic endoscope is an important
tool for ENT doctors. It can display the image of electronic laryngoscope on the
computer screen, in order to cut, mark and save the image, and assist doctors in
laryngeal treatment [1].

Using manual interpretation to perform electronic laryngoscopy costs a lot of
time and labor, and is prone to miss and misdiagnosis, so it is necessary to rely
on computer-assisted doctors for diagnosis. The various organs of the nasopharyn-
gology can be segmented by image segmentation technology, which can help doctors
accurately judge whether there are lesions in this part. The objects studied in this
paper mainly include epiglottis, vocal cord, piriform fossa, larynx and other organs,
as shown in Fig. 1. These organs have a very high incidence in the clinical diagnosis
of otolaryngology department at present. Accurate segmentation of these organs can
determine the specific location of lesions, and help doctors to analyze whether these
organs are deformed due to hyperplasia, cyst and other lesions. Therefore, it is very
important to accurately segment relevant organ parts from electronic laryngoscope
images.

With the breakthrough of deep learning technology in the field of computer vision,
image segmentation has shown the intelligent effect closest to human expectation [2].

Fig. 1 Organs of
nasopharynx
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At present, the application of this technology in endoscopic images is mainly used
in gastroscopy, colonoscopy and capsule endoscopy for early cancer screening and
bleeding detection [3]. Tomoyuki et al. [4] used Mask R-CNN to detect endoscopic
image data and segment gastric cancer region. In the segmentation effect evalua-
tion, the average Dice index reached 71%. Some researchers applied the DeepLab
network to the segmentation task of medical images. For example, Wang et al. [5]
added an optimal dense prediction unit to the DeepLab 3+ network, which signif-
icantly improved the detection accuracy of intestinal polyps under colonoscopy. In
addition, DeepLab v3+ network has also been applied to the segmentation of early
esophageal cancer in endoscopic images [6]. Zheng et al. [7] improved the U-Net
network and designed a two-channel separation convolution model, which effec-
tively improved the learning ability of the network model on multi-scale features. In
the segmentation task of colorectal cancer tumor, compared with U-Net network, the
Dice value increased by 6.42%. This study effectively demonstrated that multi-scale
feature fusion played an important role in improving the accuracy of lesion segmen-
tation. In addition, in the segmentation of gastric cancer pathological images, this
conclusion was further proved by literature [8]. Wittenberg et al. [9] applied Mask
R-CNN to colonoscopy image data to detect colon polyps, and the results were 0.86,
0.80 and 0.74 on three open data sets. Tomoyuki et al. [4] usedMaskR-CNN to detect
endoscopic image data and segment gastric cancer region. In the segmentation effect
evaluation, the average Dice index reached 71%.

The nasopharyngology image data studied in this paper mainly has the following
characteristics:

(1) The cavity phase structure of the nasolaryngology is complex, and the internal
tissues are of different shapes, most of which are convex or concave.

(2) The color features of nasolaryngology images are not obvious, the contrast is
low, and the pixel difference between organs and background is small;

(3) The boundaries of organs in the nasolaryngology are not clear and difficult to
distinguish;

(4) Due to the different operation techniques of different examiners, the imaging
effects of different endoscopes are different, and there are great differences
between different data.

In viewof the above problems, traditional segmentationmethods could not achieve
satisfactory segmentation results. In this paper, an improved framework based on
Mask R-CNN, DP-Mask (Dilated Pyramid Mask), was proposed to complete the
example segmentation of nasopharyngology images. In thismethod, Feature Pyramid
Networks (FPN) [10] was used to extract multi-scale Feature information in the
Feature extraction stage, and dilated convolution was added to the Feature Pyramid
to obtain more global information. This method not only improves the fusion ability
among multi-scale feature levels, but also makes up for the serious and irreversible
loss of image information in the process of up-sampling, which is very important
for improving the accuracy of image segmentation. At the same time, in the training
process, random rotation and mirroring are used to expand the data and improve the
robustness of the model.
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Fig. 2 Basic frame diagram of DP-Mask

2 DP-Mask Segmentation Model

2.1 Model Framework

Based on the data characteristics and difficulties in segmentation of nasolaryngology
images, a two-stage example segmentation model, DP-Mask, is proposed in this
paper. In the first stage, the images are scanned and the proposed Proposals are gener-
ated. And in the second stage, the Proposals are classified and the boundary frames
and masks are generated. The model mainly includes Feature extraction module DP-
FPN (Dilated Feature Pyramid Networks), region generation module, region feature
aggregation module, FCN segmentation module [11], etc. In addition, dilated convo-
lution is introduced into the Feature pyramid to obtain more global information. It
improves the ability of fusion among multi-scale feature levels. At the same time, in
the process of training, the samples are enhanced by random flipping, color jittering,
noise interference and other enhancement techniques to realize data dilated and
improve the robustness of the model [12]. The algorithm frame diagram is as follows
(Fig. 2).

2.2 Multi-scale Feature Extraction Module

Multi-scale feature extraction [13] is becoming more and more important in the
target detection task. It can improve the accuracy in the field of image segmentation.
However, in the process of first decreasing the size and then enlarging the size, the
image loss is serious, which affects the prediction accuracy of the Mask.
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The proposed feature extraction module DP-FPN (Dilated Pyramid FPN) outputs
features at four scales: P5, P4, P3 and P2. Firstly, the image is continuously subsam-
pled to obtain features at five scales C1, C2, C3, C4 and C5, and then continu-
ously up-sampled from C5 to obtain features M5, M4, M3 and M2. The features
at each scale obtained in the process of up-sampling are fused with those at the
corresponding scale in the process of down-sampling, that is, horizontal connection.
Three dilated convolution operations are used in each horizontal connection. The
convolution kernel is 3 * 3, and the dilated rates are 2, 4, and 8, respectively. The
features obtained by dilated convolution are fused with the transverse connection
features to obtain a new horizontal feature, and the structure is shown in Fig. 3. By
introducing the dilated convolution operation, the receptive region of the convolu-
tion kernel can be increased; the information loss in the process of using the feature
pyramid can be reduced, and the fusion ability of deep features and shallow features
can be improved, so as to improve the accuracy of organ segmentation.

Expanding convolution is to add some weight of 0 to the convolution kernel on
the basis of the standard convolution operation, so that each convolution output can
contain a large range of information. The expression is as follows:

RFi = RFi−1 + (k − 1)× s (1)

Fig. 3 Structure diagram of DP-FPN
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RFi−1 is the receptive field of the upper layer, K is the size of the convolution
kernel, and S is the step size.

2.3 Region Generation Module

The region generation module is a lightweight neural network, which scans the
feature map with the sliding window and looks for the existing target region. After
scanning, rectangular regions of different sizes and length-to-width ratios will be
generated on the feature and become anchors, usually nearly 20,000. These anchors
can overlap and contain each other. And you want to cover the entire image as much
as possible. As shown in Fig. 4.

The input of this module is the multi-scale feature map generated by DP-FPN,
and the output is the category and finely tuned border of Anchor respectively. Here,
only the foreground or background of Anchor can be distinguished. If the foreground
is classified, it is considered that there is probably a target in the Anchor box. As for
the position of the anchor box, sometimes it is not perfect at the center of the target,
so it needs to be corrected, which can be realized by translation or scaling. When the
anchor is close to the real box, it can be fine-tuned by using advanced regression.
The structure of region generation module is shown in Fig. 5.

Using this area to generate modules, we can select the best anchor that contains
target and fine-tune its position and size. If there are multiple anchors overlap each
other, non-maximum Suppression (NMS) [14] algorithm can be used to eliminate
redundant anchors and only the one with the highest prospect score was retained.
Then we got the final regional proposal and passed it on to the next stage.

Fig. 4 Sample diagram of
Anchor coverage
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Fig. 5 Area generated module structure diagram

2.4 Regional Feature Aggregation Module

After going through the LAN, we get a series of RFPs. These Bboxes are usually
of different sizes, which is about 2 K, and we need to extract equal-sized, fixed
features from these different Bboxes. In this method, bilinear interpolation method
is introduced to obtain the image values on the float point coordinate pixels based on
ROI Pooling. The whole feature aggregation process is a continuous operation. The
algorithm flow is as follows:

(1) Each candidate region is traversed so that the non-integer boundary is not
quantized;

(2) Divide the candidate region into k * k subregions, and the boundary of the
subregions is not quantized;

(3) Divide each subregion into four squares again, and use bilinear interpolation
method to calculate the center point of the small square as the value of the
square, so that each subregion has four such values;

(4) The maximum value of the four values obtained in the previous step is taken
as the value of each subregion, so k * k values are obtained, and the result is
output as a feature graph.
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3 Experiment Part

3.1 Data Origin

In this study, the image data of electronic laryngoscope from the Department of
Otolaryngology of a “AAA” hospital in Xi’an were used. Through the video acqui-
sition card directly from the electronic endoscope workstation pull video streaming
as raw data. The collecting cycle was one month, and a total of 350 video data were
collected from different patients. The video ranging from two to five minutes long
is used as the data set of this experiment through the data further and processing.

3.2 Data Preprocessing

From the 350 video data collected, 250 samples were randomly selected as the
training set and 50 samples were randomly selected as the verification set, and the
other 50 samples were selected as the test set. First, the video data was dismantled
to filter out invalid fragments such as external images and fuzzy images, and the
image resolution was 1060 * 1075 after the useless border of the original image was
clipped. By extracting key frames as samples, we obtained a total of 8000 images of
training set, 1000 images of verification set and 1000 images of test set. The training
samples were tagged using the VIA image tagging tool. The whole tagging work was
completed with the assistance of the physician and was reviewed and confirmed by
another senior otolaryngologist. The annotation method is to use a series of points to
mark the outline of the target image. In Fig. 6, the label based on the original image
is on the far left, and the mask of each organ part is on the right.

In order to overcome the overfitting phenomenon of neural network and improve
the robustness of the model, this paper adopts random flipping, color dithering,
noise interference and other enhancement techniques. One enhancement method
was adopted randomly for each training sample, so that the size of training set and
verification set were both doubled, with a total of 16,000 training sets and 2000
verification sets.

3.3 Training and Implementation

The model of this experiment is built by Keras and TensorFlow [15] framework.
The experimental platform is Linux cloud server, and the hardware is: Intel Xeon
E5-2620 CUP, RAM 128G, and Tesla K80 GPU*2.

During training, all images were scaled to 416 * 416, and 8 images were sent into
the model for training. 300 steps were trained for each epoch, 20 steps were verified,
and a total of 100 epochs were trained. The initial learning rate was set at 0.001, the
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Fig. 6 Data set annotation format and mask

attenuation weight was 0.0001, and the non-maximum inhibition IOU threshold was
0.5.

In order to verify the performance of the segmentation method in this paper, the
measurement standards commonly used in medical image segmentation are adopted
in the experiment: Average Precision (AP), Dice coefficient, IOU, etc.

3.4 Experimental Results and Analysis

In order to verify the effect of different feature extraction networks on the method in
this paper, this experiment trained the model based on Resnet-50-FPN and Resnet-
101-FPN respectively, and the results were shown as follows (Table 1).

Experimental results show that the method in this paper has a better effect in
Resnet-50-FPN, because the experimental data is limited in this paper; the color in
the image is single; the noise interference is small; the semantic information of the
target is obvious; the semantic information of the target is less dependent on the high-
level semantic information. Therefore,We don’t need a larger Resnet-101 with better

Table 1 Comparison of AP values in different backbone networks

Backone Ap50 Ap60 Ap70 Ap80 Ap90

Res-50-FPN 0.863 0.805 0.696 0.464 0.161

Res-101-FPN 0.835 0.756 0.660 0.448 0.137

Boldface means that the data is best compared to the other comparison data in the table
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Table 2 Comparison of IOU and dice coefficients of each organ

Organ IOU-res50 IOU-res101 Dice-res50 Dice-res101

Epiglottis 0.87 0.78 0.86 0.82

Pyriform sinus 0.69 0.66 0.71 0.75

Throat 0.77 0.74 0.84 0.83

Vocal cords (open) 0.71 0.64 0.79 0.76

Vocal cords (close) 0.82 0.77 0.88 0.83

mIoU 0.772 0.718 – –

mDice – – 0.816 0.797

Boldface means that the data is best compared to the other comparison data in the table

high-level feature extraction capabilities, for Resnet-50 can achieve better results.
This also illustrates the point that the deeper the network may not be a good method.

In this experiment, the segmentation effect of a single organ was also statisti-
cally analyzed. IOU and Dice coefficients were used to evaluate the segmentation
effect. The experiments were conducted on RES-50 and RES-101 feature extraction
networks, and the experimental results were shown in Table 2.

The results showed that the segmentation model based on Resnet-50 had a better
segmentation effect on vocal cords (closed), larynx, epiglottis and other organs. The
IOU of epiglottis reached 0.87, and the Dice coefficient of vocal cords (closed)
was the highest, reaching 0.88. The second is epiglottis and larynx, and the Dice
coefficient reaches 0.86 and 0.84, respectively. By comparison, the segmentation
effect of piriform pit is the worst. Through the observation and analysis of the image,
there is an obvious color difference between the vocal cords and the background,
which is easy to distinguish. Although the area of larynx is smaller than that of other
organs, its shape is regular and uniformly round. The area of epiglottis is relatively
large, taking a large proportion in the whole image, and it is elliptical. However,
the poorly segmented part of piriform fossa presents different shapes from different
angles because there is no clear organ edge and no regular shape, which brings great
difficulty to the segmentation.

The following figure (a) shows the IOU confusion matrix of mask prediction
based on the Resnet-50 model, and (b) shows the IOU confusion matrix of BBOX
based on the Resnet-50 model. In the region generation module, the accuracy of
the candidate box has a great influence on the segmentation results, which is also
proved in the experimental results. In the figure, the prediction accuracy of the Bbox
of the piriform fossa and larynx is relatively low, and the prediction accuracy of the
corresponding Mask is relatively low, while the prediction accuracy of the Bbox of
the epiglottis and vocal cords (closed) is relatively high. The corresponding Mask
accuracy is also high (Fig. 7).

The following figure shows the segmentation effect comparison between this
experimental model and other mainstream image segmentation algorithms. From
the figure, it can be observed that the segmentation effect of this experimental
method is significantly better than other methods. U-Net segmentation model cannot
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Fig. 7 Data set annotation format and mask

segment organs completely, with uneven segmentation edges and internal defects.
The segmentation effect of Yolact model is better, but there will be misdetection
(Fig. 8).

In order to verify the effect of the method in this paper, the experiment compares
the method in this paper with Yolact, Mask R-CNN and other example segmentation
models. Based on the COCO data set format, In the experiment we use the average
precision AP of different thresholds to evaluate the effect. The results are shown in
Table 3.

Fig. 8 Visualize the results of each model



56 X. Pan et al.

Table 3 Comparison of AP values for instance segmentation

Model Ap50 Ap60 Ap70 Ap80 Ap90

Yolact 0.871 0.763 0.613 0.311 0.277

Mask R-CNN 0.701 0.632 0.491 0.280 0.032

DP-Mask 0.863 0.805 0.696 0.464 0.161

Boldface means that the data is best compared to the other comparison data in the table

Table 4 Semantic segmentation results IOU comparison of different organs

Organ Mask R-CNN U-Net DeepLab v3 DP-mask

Epiglottis 0.68 0.75 0.74 0.87

Pyriform sinus 0.57 0.49 0.56 0.69

Throat 0.69 0.70 0.69 0.77

Vocal cords (open) 0.55 0.64 0.65 0.71

Vocal cords (close) 0.64 0.81 0.80 0.82

mIoU 0.64 0.68 0.69 0.77

Boldface means that the data is best compared to the other comparison data in the table

The results show that the effect of the proposed method is significantly improved
compared with before. From AP50 to AP80, the proposed method is better than the
other two example segmentation models, in which AP50 and AP90 are 0.16 and 0.13
higher than that of the Mask R-CNN.

Table 4 shows the results of the proposed method compared with the original
Mask R-CNN and other major semantic segmentation methods. Based on the Pascal
VOC data set format, the mIOU of the proposed method is 0.772, which is 0.14
higher than that of the Mask R-CNN, and the epiglottis and vocal cord parts have
the most obvious improvement. Compared with other semantic segmentation models
such as U-Net and DeepLab V3, the results are 8% and 7% higher, respectively.

We introduced dilated convolution into FPN, and use different dilated factors at
different scales which not only improves the receptive field of the convolution kernel,
but also enhances the correlation between high-level features and low-level features,
making up for the information lost in the process of up-sampling, thus improved the
effect of image segmentation.

4 Conclusion

In the screening of otolaryngology, accurate segmentation of nasopharynxorgan parts
is of great help to the diagnosis. In order to accurately segment the parts of organs,
clearly outline the contour of organs, and distinguish different instances of organs,
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this paper proposed an improved instance segmentation model based on Mask R-
CNN and named DP-Mask. In the model, the dilated convolution is used to amplify
the receptive field of each horizontal connection in the FPN, and then it is added
to the corresponding layer features in the process of upper adoption, which greatly
avoids the information loss of the traditional FPN in the upper sampling node, and
introduces the context information for each layer of the feature pyramid. The model
achieves a good segmentation effect on the electronic laryngoscope image, with the
mIOU reaching 0.772 and the Dice coefficient reaching 0.816 in the test set.
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A Survey of FPGA-Based Deep Learning
Acceleration Research

Ziyi Lv and Jing Zhang

Abstract In a range of fields such as emotion detection, medical image processing
and speech recognition, deep learning has recently achieved good results. With the
pursuit of more precise results, many scholars try to add more new type network
layers to increase the size of the neural network. However, this will lead to deeper and
more intricate networkmodels, and training and evaluatingmodels requires intensive
CPU calculations and tremendous computing resources which cannot be achieved
by general purpose processors. Nowadays, some hardware accelerators such as Field
Programmable Gate Array (FPGA) have been employed to accelerate the neural
network, and FPGAwith reconfigurability and low power consumption are currently
applied to improve throughput of deep learning networks at a reasonable price. In this
paper, the typical technologies and methods of accelerating deep learning network
on FPGA in recent years are reviewed and analyzed with their advantages and disad-
vantages, and feasible research suggestions for the next research direction are given.
It is expected that it will have a certain reference value for researchers in the field of
deep learning acceleration and hardware optimization.

Keywords Hardware accelerator · FPGA accelerator · Deep learning

1 Introduction

In recent years, there has been immense advances in the research of neural networks
compared with traditional algorithms. Due to their remarkable results, some neural
networks algorithms have emerged, such as Convolutional Neural Network (CNN)
[1], Long/short term memory (LSTM) [2], Generative Adversarial Networks (GAN)
[3]. Although deep learning algorithms have achieved great success, the training of
models requires substantial amounts of data, which are not available in many cases.

Z. Lv · J. Zhang (B)
School of Information Science and Engineering, University of Jinan, Jinan 250022, China
e-mail: ise_zhangjing@ujn.edu.cn

Shandong Provincial Key Laboratory of Network-Based Intelligent Computing, Jinan 250022,
China

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. Yao et al. (eds.), The International Conference on Image, Vision and Intelligent Systems
(ICIVIS 2021), Lecture Notes in Electrical Engineering 813,
https://doi.org/10.1007/978-981-16-6963-7_5

59

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6963-7_5&domain=pdf
http://orcid.org/0000-0002-9676-7833
http://orcid.org/0000-0002-0171-0683
mailto:ise_zhangjing@ujn.edu.cn
https://doi.org/10.1007/978-981-16-6963-7_5


60 Z. Lv and J. Zhang

For example, over 19.6 billion floating point operations (flops) and up to 500 MB
model parameters are required by VGG19 for image classification. It can be seen
that larger input images will lead to more intricate calculations. Therefore, it is
particularly important to accelerating neural networks.

There are mainly two strategies for accelerating neural networks, which are soft-
ware methods and hardware methods. With the goal of reducing the total calculation
of the model without affecting accuracy, software methods roughly consist of weight
reduction [4], data quantification and the optimization of algorithm procedure [5].
With the pursuit of reducing the computation of the models, weight reduction is the
approximation of the weight matrix using a low-rank matrix. Data quantification is
mainly responsible for quantifying weights and neurons in the computing of model
to achieve the purpose of reducing the bandwidth and storing requirements. And
the optimization of algorithm procedure is primarily to simplify or transform the
calculation process pointing to the characteristics of different network models with
minimal impact on results. The hardware strategies primarily optimize the structure
and layout of the hardware unit for the inherent characteristics ofmodel so that neural
network algorithms can be executed quickly while remaining efficient.

Some hardware platforms have been employed to accelerate neural networks.
Many researchers choose GPU to accelerate neural networks due to its high memory
bandwidth and throughput, but GPU accelerators consume massive amounts of
power. Although ASIC accelerators have limited memory bandwidth and computing
resources, their power consumption is lowerwhile achieving at leastmoderate perfor-
mance compared with GPU accelerators. But the development cycle of ASIC accel-
erators is relatively long. Compared with ASIC, FPGA is slightly inferior in power
consumption, operation under the same design, but its development cycle and flexi-
bility are satisfactory due to its reconfigurability. So good performance and efficiency
improvement can be achieved using the FPGA platforms in a shorter time for the
same implementation.

2 The Focus of Deep Learning Acceleration

Aiming to optimize the network accelerator, the previous research carried out the
optimization analysis of the performance mainly based on the roofline model [6]
describing the relationship between the theoretical performance of the algorithm
and the communication bandwidth, operational intensity under the constraints of
computing platformwhere theX-axis of the rooflinemodel is the operational intensity
of the model algorithm, and the Y-axis means the theoretical peak performance of
the algorithm.

In the Memory-Bound region (that is, so-called “eave” region): When the opera-
tional intensity of the model is less than the upper limit of the operational intensity
of the computing platform, the model is in the Memory-Bound region at this time,
and the theoretical performance of the model is determined by the upper limit of
the bandwidth of the calculation platform (that is, the slope of the eave) and the
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operational intensity of the model itself. The larger the bandwidth of the computing
platform, that is, the steeper the eave, or the greater the operational intensity of the
model, the theoretical performance of the model can increase linearly.

In the Compute-Bound region: When the operational intensity of the model is
greater than the upper limit of the operational intensity of the computing platform,
the model is in the Compute-Bound area in the current calculation platform, that
is, the theoretical performance of the model is limited by the calculation power
of the calculation platform and cannot be proportional to the operational intensity.
Regardless of the operational intensity of the model, its theoretical performance can
only be equal to the calculation power of the calculation platform at most.

According to the roofline model, the accelerator can be optimized from two
aspects: one is to improve the communication bandwidth, the other is to improve
the operational intensity of the model.

(1) Improve the communication bandwidth: the bandwidth mentioned in the
roofline model is the peak bandwidth of the computing platform. When the
actual program runs, data is not transmitted at the peak bandwidth, and the
actual bandwidth utilization is very low. Therefore, when the operational
intensity is relatively fixed, it is particularly important to improve the band-
width, and a variety of parallel methods are employed to attain this target,
which are mainly divided into data-level parallelism, task-level parallelism and
hardware-level parallelism. For data-level parallelism, multi-buffering mech-
anism is employed to speed up the whole computing time in some research
by performing data calculations at the same time during data transmission to
cover the time cost of data transmission. For instance, Li et al. [7] employed
three on-chip buffers for storing the feature data and streaming it to processor
elements alternately. In [8], Two input images are handled on two compute units
in FPGA at the same time to exploit coarse-grained data parallelism. Task-level
parallelism refers to decomposing a software program into multiple tasks and
assigning them to different processors for execution to achieve parallelism,
mainly involving the optimization of the software system [9]. For hardware-
level parallelism, pipeline technology, often used in some research [7, 10–15],
is decomposition of a repeated process into several sub-processes, and parallel
execution between sub-procedures, so improving throughput. In addition to
some parallel methods, some research such as [5, 14, 16] applies the data
quantization strategy.

(2) Improve the operational intensity: Since the operational intensity is equal to the
ratio of the calculation amount and the amount of memory access, reducing
the amount of memory access can improve the calculation efficiency of the
model when the calculation amount of the model is relatively fixed. In the
neural network algorithm, somemethods such as loop unrolling andWinograd-
based method [17] make use of some common features of the algorithm, such
as convolution operation and nonlinear activation function, to increase the
data reuse of each calculation. In [18], An efficient convolution acceleration
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strategy and dataflow are proposed aimed at minimizing data communica-
tion and memory access while maximizing the resource utilization to achieve
high performance. Besides, Qiu et al. [5] compressed the weight matrix of
the FC layer by using Singular value decomposition (SVD) to reduce memory
footprint of the FC layer.

3 The Current Status of Deep Learning Acceleration

In this section, the latest technologies of FPGA for accelerating and optimizing
network algorithms in deep learning research, such as emotion detection and target
detection, are reviewed.

In the field of emotion detection, Hector et al. [11] proposed BioCNN, an EEG-
based biological neural network employing FPGA. Pipelining technology is applied
to entire the BioCNN module, that is, not only in the convolution operation but also
within the max-pooling layer and output module, to minimize logic resources. Using
the DEAP dataset, the classification accuracy of BioCNN in valence and arousal is
71.25% and 77.57% respectively and uses 10×–100× times less hardware resources
than the FPGA based CNN mentioned in [12, 19, 20] under the energy expense of
150mW. In previous studies, only one hardware classifier based onEEGwas reported
[21]. Compared with BioCNN, the classifier presented in [21] does not use a pipeline
structure and provides hardware accuracy only for valence binary detection while
ignoring the arousal dimension. However, BioCNN trades off throughput for more
compact architectures in line with the constraints of edge nodes. Due to the need to
consider resource utilization, BioCNNuses amore compact architecture,which leads
to the reduction of throughput. Of course, BioCNNbalances the relationship between
resource utilization and throughput as much as possible by hardware parallelization,
data partitioning.

In the field of object detection, there are roughly three designs of FPGA acceler-
ators according to the implementation type of convolution algorithm. The first cate-
gory of schemes directly performs convolution operations by performing numerous
MAC operations on a massive number of DSP blocks with the using of CNN paral-
lelism, such as [22, 23]. In [23], Xu et al. implemented a FPGA accelerator based on
OpenCL for YOLOv2 under 190 MHz working frequency with a peak throughput
of 566GOps on Arria-10 GX1150 FPGA board. However, the performance of this
accelerator is limited by the number of DSP blocks. To solve the resource limitation
problem and achieve the requirement, the second type of FPGA accelerator uses
low-bit operations, such as XOR or AND, replacing MAC operations demanded by
DSP, such as [24, 25]. A pipelined based lightweight YOLOv2 presented at [25]
achieves 40.81 frames per second on the Xilinx Inc.zcu102 board. However, there
is slight loss of detection accuracy for the trade-off between detection accuracy and
hardware resources. Another type of design employs software-level optimization of
convolution algorithms, such as sparse convolution schemes [26, 27], or frequency
domain convolution schemes [28, 29]. Among them, Wang et al. [27] developed
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a FPGA accelerator architecture based on YOLOv2 framework employing a novel
sparse convolution algorithm. And the detection accuracy on the PASCALVOC2007
dataset is 74.45%with a peak throughput of 2.13 TOPS (72.5 fps) under the 211MHz
working frequency on an Intel Arria-10 GX1150FPGA. Comparing with [23], the
proposed accelerator improves the detection throughput by 3.8×. Based on the above
analysis, utilizing advanced convolution algorithms is a more promising category
among three approaches.

Through the analysis of previous research, it can be found that FPGA based accel-
erators have many advantages, such as reconfigurability, high parallelism, and high
performancewith lowenergy.High parallelismbenefits from the editable FPGA logic
hardware unit, so that the hardware can be easily optimized using parallelized algo-
rithms. FPGA could be flexibly applied to complex engineering situations thanks
to its reconfigurability. In recent research, SparkNet presented in [13] has shown
outstanding advantages, effectively compressing convolutional neural networks 150
times.However, FPGAaccelerators have some shortcomings. For instance, the recon-
figurability of the FPGA brings us certain amounts of time overhead that cannot be
ignored.

4 Expectation

Through the review of this article, there are several points worthy of further study.
First, some current research pays attention to the optimization of the convolution
operation, and the optimization of other calculation processes is also worth exploring
further.

In addition, there is currently a lack of a more general and user-friendly frame-
work that can optimize the model and evaluate it according to the model and other
requirements specified by the user.

5 Conclusion

In this paper, the recent developments in the field of FPGA acceleration research
by deep learning networks are reviewed, and some advantages and disadvantages
of FPGA based accelerators for deep learning are summarized. Finally, some
recommendations for enhance the effectiveness of FPGA accelerator are provided.
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A Survey of Track Prediction Method
of AUV Based on Deep Learning

Yuna Yu , Jing Zhang , and Tianchi Zhang

Abstract Autonomous Underwater Vehicles (AUVs) work in the complex marine
environment, and security is the focus of research and application. Track prediction
is the key to assist AUV to avoid risk, and it is of great significance to predict the
drift track of the AUV in the accident for the later study of fault causes and solutions.
The real-time spatial position and ocean environment of AUV are the basic data of
track prediction, which are large spatial data with high real-time performance. In
this paper, the establishment and development of AUV track prediction model are
analyzed based on the characteristics of deep learning that can efficiently process
complex data. Secondly, the drift track prediction of AUV with large diving depth
after the accident is introduced with the focus of the drift track prediction after the
AUV floats to the sea. Finally, the research on the track drifting with the ocean
current is prospected to face the situation when AUV floating slowly under the effect
of residual buoyancy after the accident of AUV.

Keywords Autonomous underwater vehicles · Deep learning · Track prediction

1 Introduction

The ocean contains massive amounts of resources, and human exploration of the
ocean has never stopped. AUV is the key to explore and develop unknown marine
resources and complete underwater intelligent operations. AUV and AI are the prod-
ucts of the same era, and have gone through a long and tortuous development process
together. Driven by the contemporary machine learning theory represented by deep
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learning and reinforcement learning,AUVhas produced profound changes in percep-
tion, control and intelligence. Today, AUV is employed as an unmanned survey
platform, and carries the sensor payload according to the pre-programmed trajec-
tory for data collection and sampling in deep sea [1]. However, AUV works in a
complex marine environment is still disturbed by many uncertain marine environ-
mental factors. More accurate risk avoidance is an important factor for the devel-
opment of AUV in the direction of long-range, deep-sea and multi-function. Track
prediction is the guarantee for AUV to work safely underwater.

Track prediction was first applied in the aviation field. With the gradual develop-
ment of shipping, the application of track prediction in the marine field has also been
given full attention [2]. In order to ensure the safety of AUV in deep sea, accurate
and feasible prediction methods are needed. It is necessary to process and collect
the real-time position, navigation attitude, current, tide and other large space data
of AUV. The traditional track prediction mostly adopts the method of establishing
kinematics or dynamics equations. However, the random influence of high real-time
space data leads to the too complex process of establishing equations and low realiz-
ability. The advanced data processing and learning ability of deep learning can deal
with complex information processing, so it can be used for AUV track prediction.

Human’s cognition of marine environment and marine equipment is far from
mature, so AUV accident is inevitable. The famous American AUV ‘Abe’ was
wrecked during its underwater explorationmission [3]. In 2013, a JapaneseMaritime
Self Defense Force AUV used to collect submarine noise and other performance data
intelligence was lost [4]. In 2015, China found a malfunctioning AUV of unknown
nationality in the South China Sea, which is suspected to be intelligence gathering,
and has attracted much attention [5]. In 2016, a serious accident occurred in the sea
trial of a deep submergence vehicle in China [6]. After a catastrophic accident of
AUV, it is important to study its drift track, predict its water point or bottom point, and
salvage it in time, which can provide an important reference for studying the cause
of failure and further optimizing the track prediction model. However, there are few
researches on the drift track of AUV after the accident, and there are many research
results on the drift of the wrecked ship that can be used for reference. Therefore,
the drift track prediction after the AUV accident is prospected by analyzing the drift
track prediction based on the wrecked ship.

2 AUV Track Prediction with Actuation

Track prediction methods are mainly divided into two categories: time prediction
and position prediction. Time prediction is to predict the time information when the
target reaches the designated position under the condition that the target navigation
trajectory is determined and the navigation environment is safe and stable. However,
the position prediction is more complex, which is the prediction of the position
data of the target after a period of unknown trajectory distance and trajectory time
when the target’s trajectory is unknown. AUV track prediction is mainly the position
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prediction of the target. There are two methods for position prediction, the model-
based method and model-free method. Most of the current processing methods with
models are realized by adding or modifying the correlation coefficient in the model.
Most of themodel-freemethods are based on data statistics and artificial intelligence.

2.1 A Subsection Sample

In the complex marine environment, there are many factors that affect AUV track
prediction, such as current, tide. Gao et al. [7] proposed that the current is an impor-
tant factor affecting the navigation of a submersible, and proposed a method to
model the dynamic current environment by using a B-spline curve. Considering the
anisotropic and time-varying characteristics of current, the path planning algorithm
is improved to make use of current and local turbulence, and modify the path in
real-time according to the dynamic current information, that is to say, the real-time
ocean current information of underwater working target can be obtained, and the
track can be accurately avoided and predicted. After that, Sun et al. [8] also studied
the AUV route planning method considering the influence of ocean current, modified
the level set partial differential equation by combining ocean current field and AUV
Navigation speed, and numerically solved the level set equation by using Godunov
difference scheme, which evolved and periodically reinitialized the level set func-
tion from the narrowband region at the beginning of AUV Navigation. Then the
tracking equation is solved by backward iteration to ensure that the AUV can avoid
the danger of current field and choose the best navigation route. Recently, Guo et al.
[9] continued to study the global path planning method of AUV under the influence
of variable current. According to the change of underwater ocean current, Gaus-
sian noise recursive equation is used to estimate the velocity vector state of the next
time node of ocean current, so as to ensure that AUV can avoid danger dynamically
and adapt to the change of ocean current for track prediction. The establishment of
dynamic equation and model method presented in [7–9] are based on the influence of
ocean current for the obstacle avoidance and track prediction of the target. However,
there are many complex hydrological factors in the marine environment, which have
great randomness on themovement of AUV, causing the complex process of equation
establishment and unsatisfactory prediction effect.

2.2 AUV Track Prediction Based on Deep Learning

Deep learning is an important part of model-free track prediction. Perera et al. [10]
proposed an artificial neural network as a mechanism to detect and track multiple
targets. Aiming at the problem of navigation target state estimation and heading
prediction, an extended Kalman filter algorithm is proposed to estimate and predict
its trajectory. The researchers [11] in Harbin Engineering University proposed AUV
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track prediction based on BP neural network with the input data of ocean current,
tidal current and tide which has a impact on the target navigation. BP neural network
is improved by using principal component analysis, adaptive learning efficiency
and combination test, and a novel time series is proposed to achieve the accurate
prediction of navigation trajectory of AUV. Jilin University proposed an algorithm
called DR-N [12], through the sensor and neural network algorithm, the heading
angle of AUV is calculated to obtain the three-axis acceleration, and then the target
navigation trajectory is calculated.

In addition to the use of deep learning data processing and other features like [10–
12], based on the characteristics of deep learning that can approximate the cogitation
and behavior of humans or animals, and by building a neural network model to
learn that humans and animals have inherent self-protection capabilities, AUV can
achieve accurate hazard avoidance and track prediction. For example, fuzzy set has
excellent thinking and reasoning rules similar to human’s ‘if–then’ mode [13], and
can increase the identification ability of the model by combining it with the artificial
neural network, so the adaptability ofAUVroute planning andprediction is improved.
In addition, ant colony algorithm [14], the classical bionics algorithmof deep learning
[15], refers to imitating the behavior the ant colonywill choose the safest and shortest
path when returning to the nest after they find food. The algorithm presented in
[16] improves the classical ant colony algorithm, and adopts the combination of
local pheromone update mode and global pheromone update mode to improve the
convergence speed. Combined with the influence factors of a large space seabed
environment, the obstacle avoidance and prediction problems are simulated, and
outstanding experimental results are obtained.

The traditional process of establishing dynamic equation has achieved remarkable
results in AUV track prediction. However, due to the high complexity and random-
ness of marine environmental factors, the process of establishing dynamic equation
is intricate. With the continuous development and optimization of deep learning
algorithm, the track modeling method based on deep learning has been widely used.
In order to improve the accuracy of track prediction, it is necessary to consider the
randomness of complex marine environmental factors by increasing the number of
neural network layers. At the same time, continuing the relevant research for the slow
convergence speed of depth neural network has important research significance.

3 AUV Track Prediction Without Actuation

At present, the research ofAUVsafety technologymostly focuses on fault control and
safety design [17], and has achieved adjective research results [17], which ensures the
safety of AUV during navigation. However, AUV accidents often occur in complex
marine environment. The AUV will drift laterally under the action of current and
vertically upward under the action of residual buoyancy, and then float out of the sea
to continue to drift.
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3.1 Sea Surface Drift Track Prediction of AUV

The AUVwithout actuation drifts in the sea for a period of time, then breaks through
the thermosphere under the action of residual buoyancy, and floats out of the sea to
continue to drift. Although the drift of marine objects such as ships is different from
AUV, the theory and method can be used for Ref. [18], which is called the prediction
of drift track of sea surface objects. The drift of the target objects on the sea is mainly
affected by wind speed and current velocity. In view of the influence of wind factors,
Gu et al. [19] established a motion model to simulate the drift of the target based on
the influence of wind drift and wind induced deflection on the ship movement. After
that, Allen [20] established a wind drift model through a large number of marine
test results for the first time. Based on the wind-induced drift model, Xiao et al.
[21] studied and analyzed the trajectories of drifting objects on the sea, established a
prediction and simulation system for the trajectories of drifting objects at the estuary
of the Yangtze River and its adjacent seas, and predicted the trajectories of drifting
objects on the sea surface. Yuan et al. [22] aim at the floating buoy drift problem
based on Monte Carlo method, the system of drift tracking and prediction of buoys
can be used on Web pages by WebGIS. The system can automatically access the
environment data, and use the SARMAPmodel to simulate the drift according to the
buoy parameter information to predict the drift trajectory and the optimal search area
of the buoy. All of the above are based on the influence of wind or the establishment
and combination of wind-induced drift model to establish the simulation system of
sea surface target drift track prediction.

In addition, Zhou et al. [23] based on Bayesian method, constructing a Max-Max
programming model to solve the optimal search strategy with the aim of discovery
probability. The disadvantage is that the real-time and intelligence of the next search
task can be corrected and adjusted in time. Then, Zhang [24] proposes a model
based on probability to study the trajectory prediction of the nondynamic drift under
the action of current and wind, which can continuously predict the velocity and
position of the object at any time. The downside is that the real environment is
much more complex, and the uncertainty of the location of the prediction target will
increase. Miron et al. [25] use the ground drift data tracked by satellites in Indian
Ocean History to proposes a Markov chain model based on probability problem to
represent the ocean drift path of debris on the missing mh370 aircraft of Ma Hang.
However, the framework based on probability algorithm cannot solve the problem of
data assimilation of many factors. The above method based on probability algorithm
and mathematical model can predict the drift track of the target with many sea
environmental factors, but the disadvantages are obvious. When the influence factors
are increasing, the accuracy of the prediction results will decrease.

The drift of sea surface target is mainly caused by wind, and the draft by current
of AUV also needs to be considered. Ocean circulation and other data information
are generally historical data, while wind-induced drift and other data are real-time
data. Accurate prediction of sea surface target drift requires the combination of
historical data and real-time data. In addition, it is still insufficient to solve the
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problem of appropriate data assimilation of various influencing factors, and the real-
time performance of timely correction and adjustment of the next search task is
poor. The geometric structure of sea surface drifts is not completely regular, and the
prediction error of wind pressure angle of irregular drifts is still relatively large. At
present, there are very little literature on AUV floating in the sea and sea surface
drift, which needs to be further explored.

3.2 Drift and Buoyancy Variation in the Sea of AUV Without
Actuation

The drift after the loss of control in AUV water with large potential is mainly the
nondynamic lateral drift under the action of current and longitudinal upward drift
under the action of residual buoyancy. In the process of drift, the environmental
physical parameters change significantly, and the gravity and buoyancy state change
accordingly. This change is directly related to whether the AUV can break through
the thermosphere and float to the sea surface under the residual buoyancy, so it must
be considered. At present, the relevant literature is aimed at the drift track of normal
ships or AUV in the sea with driving force. There is no relevant literature about the
prediction of AUV track in the sea due to the state of no dynamic drift after the crash,
so it needs to be explored.

Liu et al. [26] measure buoyancy based on propeller and acceleration calculation.
According to the density change under thewater depth of 10,000m and uncertainty of
mechanical parameters of newmaterials, a real-time buoyancy measurement method
of a million meters underwater robot is proposed. According to the variation of the
sea density, gravity acceleration and robot volume, Lu et al. [27] can calculate the
variation of the buoyancy state of the robot according to the ARV of the whole sea
depth. The calculationmethod of the buoyancy balance of theARV in thewhole sea is
obtained by calculating and combining the ARV deep submergence data of ‘Haidou’
and the experimental data of compensating oil compression. The results show that
the ballast required for buoyancy balancing at 11,000 m depth is 8.9 kg, and the
sea test is carried out. This method is of great significance for the realization of one
dive. Based on the uncertainty factors in deep water environments such as seawater
temperature, salinity, pressure and density, as well as the analysis and Research on
the earth gravity acceleration and its abnormal value sum, Jiang and Li [28] have
combined the volume change law of components of different structures andmaterials
under the change of ambient temperature and pressure in the test prototype, and the
buoyancy curve of the robot in the process of submarine floating shown in Fig. 1.

The results show that the effect of gravity anomaly on the resultant force of
abyss profile is no more than 1 N. For the AUV with tonnage and composed of
buoyancy material and glass spherical shell, the buoyancy will increase by 204 N
when the vehicle reaches 11 km. The results provide accurate prediction for the
static equilibrium changes of the robot in the process of submarine floating in the
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Fig. 1 Change of volume and buoyancy of the FOD-AUV with depth

deep sea. Wang et al. [29] analyzed the changes of heavy buoyancy in the process
of submarine and up floating of deep AUV in the whole sea. Based on the measured
deep water physical parameters, the sea temperature is about 28.4 °C. Between 0
and 300 m, the temperature decreased sharply with the increase of depth, and then
the decreasing trend was slow. The temperature from 2000 to 11,000 m is about
2–2.4 °C. The density of seawater is about 1022.0 kg/m3 at the sea surface, which
increases sharply between 0 and 300 m, and then the increasing trend slows, which is
positively proportional to the depth. At 10,860 m, the density is about 1074.5 kg/m3.

The research on the variation law of buoyancy ofAUVwith large potential depth is
mainly in the past ten years, in the deepmarine environment, the salinity, temperature,
sea water specific gravity that affect the buoyancy of AUV are all changing. The law
of buoyancy changes in the layer over temperature is more complex. The slightly
worse residual buoyancywillmake it difficult forAUV to float out of the sea under the
temperature layer. Therefore, it is of great significance to study the law of buoyancy
change and the minimum residual buoyancy of AUV in deep potential.

4 Conclusion

This paper introduces the track prediction method of AUV in two states of normal
driving force and loss of driving force after an accident. By comparing with the
method of establishing dynamic equation, this paper introduces the track prediction
method based on deep learning. Secondly, the drift mode of AUV without driving
force is introduced, and the drift track prediction method of sea surface target is
analyzed by learning from the drift track prediction method of wrecked ship. Finally,
the prediction method of AUV drift track in the sea is prospected. There are many
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differences between the drift of AUV in the sea and the drift of target on the sea, and
there are little related literature, so the related research needs to be continued.
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Recognition of Farmers’ Working Based
on HC-LSTM Model

Wenxin Zhao , Jinpo Xu , Xiang Li , Zhaoqi Chen , and Xin Chen

Abstract The standardization of farmer’s working behavior greatly affects the
quality of agricultural products. The records of farmers’ work should be included in
the agricultural product traceability system, but it is not covered in the existing trace-
ability system. Besides, most of the data is directly stored as image data, which occu-
pies too much storage space, and the effective information cannot be retrieved, there-
fore, made it necessary to recognize farmers’ working behavior automatically. In this
paper, farmer’s labor behavior recognition has been formulated as a spatiotemporal
video classification problem, and an end-to-end trainable model specifically was
designed to achieve the recognition of farmers’ working behavior. The Hierarchical
Convolutional LSTM neural network (HC-LSTM) was modified. HC-LSTM outper-
forms 3DCNN by 3.0% on FLD, a dataset containing 577 short videos involving 4
typical farming behaviors: spraying pesticides, hoeing the ground, weeding, and
planting seedlings.

Keywords Farmers’ working · HC-LSTM · ConvLSTM

1 Introduction

The paramount reason for the existing food safety problem of agricultural products is
the incomplete, opaque, and asymmetry of production information [1, 2]. In order to
face this problem, it deems to be a critical aspect to establish a reasonable and reliable
traceability system for agricultural products [3]. Only when the information of every
link in the agricultural product supply chain is true, complete and transparent, can
consumers be aware of the cultivation of agricultural products for details.

The working process of farmers will have a relatively large impact on the quality
of agricultural products. On the one hand, inaccurate cultivation will reduce the
quality of agricultural products. On the other hand, non-standard operations, such
as spraying, will affect pesticide residues in agricultural products and cause food
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safety issues. Thus, the farmer’s working behavior is indispensable information in the
traceability of agricultural products. However, the authenticity of existing working
records is questionable which are mainly filled out manually by personnel.

With cameras and other digital equipment gradually used in farmland scenes, it
becomes possible to record and analyze farmers’ working behavior through video.
Therefore, this paper explores the use of deep learning models to analyze video
recordings, and then realizes automatic recognition of farmers’ labor behaviors, and
provides effective farmers’ working information for the traceability system.

In essence, recognition of farmers’ labor behavior is a spatiotemporal video clas-
sification problem. According to the recent advances in deep learning, various pre-
trained convolutional network (ConvNet)models [4] aremade available for extracting
image features. Since the introduction of AlexNet [5], 2D CNNs have made a signif-
icant achievement in the field of static images recognition. However, 2D CNNs
are unable to model temporal information and motion patterns, which are not suit-
able for video analysis. Recently, the LSTM-RNN networks have been successfully
employed for modeling temporal dynamics in videos. In [6–9], some useful insights
are provided on how to tackle this problem. Disappointingly, most of the aforemen-
tioned deep learning methods treat video as a frame/optical flow image sequence
for video representation learning, while the temporal evolution across consecutive
frames is not fully utilized [10]. To deal with this issue, 3D CNN proposed by Ji
et al. [11] is one of the earlier works to directly learn the spatiotemporal represen-
tation of a short video clip. In 2015, Tran et al. [12] proposed 3D Convolutional
Networks (C3D), which used 3D convolution kernels to model video time informa-
tion and achieved an accuracy of 0.852 on Sport1M [13]. In addition, the ConvLSTM
network proposed by Shan et al. extends FC-LSTM to ConvLSTM to better capture
the spatiotemporal correlations.

The main contribution of this work is the proposal of Hierarchical Convolutional
LSTM neural network (HC-LSTM). HC-LSTM is based on ConvLSTM, a classifier
formedby stackingmultipleConvLSTMlayers, also as an end-to-end trainablemodel
for farmer labor recognition. In order to increase the effectiveness of the experiment,
the C3D model is used for comparison. In the end, the various methods of this paper
are applied to the video analysis of farmers’ labor behavior recognition.

2 Materials and Methods

2.1 FLD

Data Acquisition. In the past ten years, although many large-scale video datasets on
action recognition have emerged, there is no video related to recognition of farmers’
labor behavior, which cannot be used as the dataset. In this research, our dataset
called FLD, collected from public databases such as Bilibili, Tencent Video, Youku,
and consisted of 53 videos related to farmers’ actions, which included four the most
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common and classic categories: Spraying pesticides, Hoeing the ground, Weeding
and Planting seedlings with the frame rate of the video is around 25 fps. The resulting
dataset is shown in Fig. 1.

DataPre-processing. The steps of data pre-processing are divided into the following:

• First, we convert the video into an image sequence, and then arrange and name
the pictures according to the order in which they appear in the video.

• In the second step, we divide these images into segments in sequence, where each
segment contains 50 frames.

• In the third step, we manually remove the segments where there are no farmers
or the scene switching is too fast.

• In the fourth step, we use interval sampling to extract the images in the segment
as samples, with 5 frames as the interval unit.

• Finally, we use a semi-automatedmethod to extract the areawhere farmerswork in
agriculture. Specifically, the yolov3 [14] model is used as a human body detector
to locate themovement area of farmers contained in each image in the sample sets.
Since multiple people are found in one picture, the area of each human body in the
first picture in the sample sets is used as the benchmark, and the nearest neighbor
algorithm (KNN) [15]is used as the person association matching algorithm.

After the above steps, the FLD data set is obtained. In the FLD, there are a total
of 53 videos, each type of action has 13–14 videos, divided into 119–163 samples,
as shown in Table 1.

Fig. 1 The FLD samples

Table 1 FAD statistics

Classification Number of videos Number of samples

Spraying pesticides 14 119

Hoeing the ground 13 146

Weeding 13 163

Planting seedlings 13 149
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2.2 Models

HC-LSTM. In this section, we present our HC-LSTM model which is based on
ConvLSTM. The classic LSTM [16] structure expands the data in one dimension for
prediction, which can better solve the time correlation, but (Fully connected LSTM,
FC-LSTM) [17] can only extract time-series information, not spatial features. Shi
[10] et al. proposed ConvLSTM in 2015 by extending the FC-LSTM to have a
convolution structure in both input-to-state and state-to-state transitions. ConvLSTM
layer retains the advantages of FC-LSTM and applies to spatiotemporal data due to
its inherent convolution structure. In this way, not only can the temporal correlation
be obtained, but also spatial features can be extracted like a convolutional layer. The
working principle of the ConvLSTM model could be generally given by:

f (t) = σ [W ( f ) ∗ x (t) +U ( f ) ∗ h(t−1) + b f ] (1)

i (t) = σ [W (i) ∗ x (t) +U (i) ∗ h(t−1) + bi ] (2)

o(t) = σ [W (o) ∗ x (t) +U (o) ∗ h(t−1) + bo] (3)

c̃(t) = tanh[W (c) ∗ x (t) +U (c) ∗ h(t−1) + bc] (4)

c(t) = σ [ f (c) ◦ c(t−1) + i (t) ◦ c̃(t)] (5)

h(t) = o(t) ◦ tanh(c(t)) (6)

W ( f ), W (i), W (o) represent the weights of the forget gate, input gate, and output
gate at time t. U ( f ), U (i), U (o) indicate the hidden weights of the forget gate, input
gate, and output gate at t−1, and b f , bi , bo denote the biases. where ‘σ ’denotes
sigmoid function is an activation function, so as tanh, and ‘◦’, as same as the original
LSTM equation, denotes the Hadamard product. The difference is that all inputs
x (1), . . . , x (t) and memory units c(1), . . . , c(t), hidden states h(1), . . . , h(t) and input
gates, forget gates and output gates are all three-dimensional tensors. In addition,
‘*’ denotes the convolution operator. Based on the above-mentioned ConvLSTM,
a recognition model of farmers’ labor behavior is designed, which is called the
HC-LSTM model. The framework of the model is shown in Fig. 2.

The input data of HC-LSTM adopts the short-interval format, taking 10 112
× 112 RGB pictures with skipped frames as the model input. The sampling fps
is about 25, in other words, 1 frame is extracted every 0.04 s. Compared with the
traditional continuous input images, the short-interval input can more clearly capture
the characteristics of the data in time and space, making the convolutional layer easy
to extract the features of the input sequence images.
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Fig. 2 HC-LSTM architecture

The network includes 3 HC-LSTM-blocks, 1 C3D-block and 3 fully connected
layers, and the final output is the classification result. The size of the convolution
kernel of the ConvLSTM layer is 3 × 3, and the number of convolution kernels is set
to 64. All of the pooling layers are 2× 2× 2, perform down-sampling processing on
the information extracted by the convolutional layers. In order to prevent overfitting,
add a dropout layer to HC_LSTM_block_3. Convolutional filters in C3D_block have
the size of 3× 3× 3. Since the RGB image has 3 channels, the number of convolution
filters is set to 3. Then the pooling layer with a pooling size of 1 × 7 × 7 is formed.
Finally, after 3 fully connected layers, the final feature vector is calculated to achieve
classification.

C3D Baseline. 3D ConvNets (C3D), a classical and effective spatiotemporal feature
extractor, is used as a baseline for comparison experiments. Proposed by Ji et al.
[11], a 3D convolutional network can be applied to various fields such as action
recognition and video classification. Tran et al. [12] demonstrate that C3D extrac-
tion of spatiotemporal features advantages of good generalization, high calculation
efficiency, and simple calculation. The C3D structure designed in this paper is shown
in Fig. 3.

In Fig. 3, shows a schematic diagram of C3D. The size of all convolution kernels
is 3 × 3 × 3.

Fig. 3 C3D network structure
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Table 2 Model parameters Category Evaluation index

Optimizer Adam optimizer

Measure to prevent overfitting Data augmentation and dropout

Learning rate Exponential decay

2.3 Experimental Environment and Parameters Design

The experimental environment of the research is i9-10900 K CPU and a 3080rtx
graphics card. In the training stage, we use mini-batch and fivefold cross-validation
training. In particular, as shown in Table 2, the network parameters are optimized by
Adam and the initial learning rate is set as 0.001. In terms of data augmentation, each
sample has a probability of 0.5 to be horizontally flipped during training. Moreover,
dropout is used to reduce the effect of over-fitting. To avoid an excessive learning
rate that might make the network difficult to converge and cause the weight to linger
at the optimal value, the learning rate is used to decay with a decay of 0.1 every 10
training epochs. In the experiment, the model was trained for 30 epochs, and the data
was scrambled again every 5 epochs.

The performance of the models is evaluated by measuring video classification
average precision (AP), recall and F1 score on the test set. AP indicates the propor-
tion of true positives among the cases that are predicted to be positive, which could
be expressed as AP = T P

T P+FP . recall denotes the proportion of all instances that
are truly positive that are predicted to be positive, which could be generally given by
recall = T P

T P+FN . F1 as the harmonic average of AP and recall, could be generally
given by F1 = 2·AP·recall

AP+recall .
T P (True Positives) is predicted to be the number of positive samples that are

actually positive samples, FP (False Positives) is predicted to be the number of
positive samples that are not actually positive samples, and FN (False Negatives) is
the number of positive samples that are predicted to be negative samples.

3 Results and Discussion

3.1 Exploring the Hyper-Parameters in HC-LSTM

The difference in the number of convolution filters will have a great impact on the
performance of the model. Hence, in order to determine the number of convolution
filters in each block, the experiment will adjust the number of convolution filters in
each block. The number of kernels is set to m, 2 m, 3 m, 4 m, 5 m, respectively. The
experimental results of HC-LSTM are reported in Table 3.

Table 3 presents the performance of the model varies according to the number
of convolution kernels. When the number of convolution kernels is 4 m, F1 reaches
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Table 3 Experimental results produced by different convolution kernels

Filters mAP mRecall F1 Time (s) Total parameters

m 0.8434 0.8379 0.8406 452.59 468,335

2 m 0.9347 0.9259 0.9303 578.22 1,027,727

3 m 0.8992 0.8939 0.8965 716.52 1,955,759

4 m 0.9344 0.9303 0.9324 872.30 3,252,431

5 m 0.8924 0.8817 0.8870 926.97 4,398,063

a maximum of 0.9324, mAP (mean AP) and mRecall (mean Recall) is 0.9344 and
0.9303 respectively, and the training time is 872.30 s. When the number of convo-
lution kernels is 5 m, F1 is 0.8870, which is 4.86% lower than the case of 4 m. This
indicates that if the number of convolution kernels is appropriately increased, the
model will fit better. If the number of convolution kernels is set too large, the training
time will increase, but the effect will decrease, and so is the efficiency.

When the number of convolution kernels is 2m, F1 reaches 0.9303, with a training
time of 578.22 s, which is only 0.22% lower than the maximum F1; but the training
time and total parameters are reduced by 33.71% and 68.4%, respectively. Under
comprehensive consideration, the model performs best when the number of convo-
lution kernels is set to 2 m, so the number of convolution kernels is determined to be
2 m.

The experiment continues to regulate the number of blocks and dropout rate in
HC-LSTM. The accuracy and loss of each model vary with the number of training
epochs as displayed in Fig. 4.

InFig. 4, the red line represents the loss and accuracyofHC-LSTM(3blocks) in 30
epochs; the blue line signifies HC-LSTM (2 blocks), and the green line denotes HC-
LSTM (4 blocks). After 10 epochs, the model begins to converge, and the accuracy
gradually rises. HC-LSTM (2 blocks) and HC-LSTM (3 blocks) perform better than
HC-LSTM (4 blocks). Although HC-LSTM (2 blocks) converges the fastest during
training, it is unstable in the late training period, and its performance on the test set
is not satisfactory.

In order to better detect the model ability, a mechanism to prevent over-fitting was
adopted in the following experiment. A comparative experiment was performed on
HC-LSTM (3 blocks) with dropout rate 0.3, dropout rate 0.5, and dropout rate 0.8.

We report the results of each model with different blocks and dropout rates in
Table 4. HC-LSTM (3 blocks and dropout = 0.5) achieves the highest F1 of 0.9339,
the mAP and mRecall are 0.9315 and 0.9364 respectively. Followed by HC-LSTM
(3 blocks and dropout = 0.3) F1 boosts 0.9303, mAP 0.9347 and mRecall 0.9259.
The F1 of the 4 blocks and 2 blocks models are 0.0865 and 0.0252 lower than 3
blocks and dropout = 0.5, respectively. That suggests the ability of HC-LSTM (3
blocks) is significantly better than other models. HC-LSTM (3 blocks and dropout
= 0.5) performs best among the nets described previously.
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Fig. 4 The number of
blocks search

Table 4 Performance comparisons in terms of mean AP, mean Recall, F1 score etc

Method mAP mRecall F1 Time (s) Parameters

HC-LSTM (2 blocks) 0.9111 0.9063 0.9087 512.06 793,987

HC-LSTM (3 blocks and dropout = 0.3) 0.9347 0.9259 0.9303 578.22 1,027,727

HC-LSTM (3 blocks and dropout = 0.5) 0.9315 0.9364 0.9339 582.67 1,027,727

HC-LSTM (3blocks and dropout = 0.8) 0.8657 0.8539 0.8598 563.35 1,027,727

HC-LSTM (4 blocks) 0.8476 0.8472 0.8474 603.88 1,312,151
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Table 5 Comparisons ofHC-LSTM,C3D in terms ofmAP,mRecall, F1, Time and total parameters
on FFAD

Classification HC-LSTM (3 blocks and dropout
= 0.5)

C3D

AP Recall F1 AP Recall F1

Spraying pesticide 0.9166 0.9565 0.9361 0.84 0.9130 0.8749

Hoeing the ground 0.9032 0.9655 0.9333 0.9 0.9310 0.9152

Weeding 0.9355 0.8529 0.8923 0.9090 0.8824 0.8955

Planting seedlings 0.9705 0.9705 0.9705 0.9686 0.9117 0.9393

Mean value 0.9315 0.9364 0.9339 0.9044 0.9059 0.9051

Time (s) 582.67 288.58

Parameters 1,027,727 3,352,536

3.2 Comparative Experiments

Table 5 shows the performance and time efficiency of HC-LSTM and C3D on FLD.
HC-LSTM model boosts higher than C3D in the average value of each evaluation
index. Among them, the F1, mAP, and mRecall of HC-LSTM are 3.18%, 3.0%,
and 3.37% higher than that of C3D, respectively. Besides, the scale of HC-LSTM
has been reduced a lot for the parameters of HC-LSTM being 69.34% lower than
C3D. From the perspective of generalization ability, these results basically prove the
advantages of HC-LSTM in exploring spatiotemporal information.

4 Conclusions

This article focuses on identifying effective farming behavior categories from
farmers’ working videos. First, we collected the FLD dataset and proposed an end-
to-end model based on the HC-LSTM, successfully bring about effective recognition
of farmers’ labor behavior. The experimental comparison demonstrates HC-LSTM
outperforms C3D. From the experimental results, the F1 of HC-LSTM is 3.18%
higher than that of C3D, and the scale of the model is reduced by 69.34%.

The future work is as follows: First, we will enrich the dataset in quantity and
type. Only a large-scale dataset can more effectively verify the effect of the model
and apply the model to practice. Second, further explore the structure of the model,
including improving the overfitting mechanism, strengthening generalization ability,
and extending the model to the field of farming behavior detection. Behavior recog-
nition of farmers’ working alone cannot be satisfied with practical application. Only
by further behavior detection could it be used in life.
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Recognition of Corn Diseases and Insect
Pests Based on Residual Network
and Transfer Learning

Chun Liao , Jiahao Wang , Qilin Xiong , and Wanlin Gao

Abstract The recognition of crop diseases and insect pests based on deep learning
has the characteristics of high accuracy and fast speed. This paper establishes a
residual network ResNet50 based on transfer learning to identify corn diseases and
insect pests. Firstly, the original data is rotated and flipped horizontally at random
after being randomly resized and cropped to 256 * 256 specifications. Then in image
center it is cut into 224 × 224 and converted to Tensor and normalization and other
data enhancement operations. Finally, the parameters of the pre-trained model based
on flower classification is transferred to the newmodel for training. At the same time,
this article also compares the accuracy of VGG16 and ResNet50 without transfer
learning on this data set, and concludes that the prediction accuracy of the residual
network ResNet50 based on transfer learning is as high as 96.42%, which illustrates
that the high efficiency of the model has high efficiency in the identification of corn
diseases and insect pests.

Keywords Residual network · Transfer learning · Corn diseases · Insect pests

1 Introduction

As an important food crop, corn is widely distributed all over the world. At that
time, the corn output in China has exceeded 250 million tons since 2018, and its
planting area ranks second after rice, as a large corn planting and consumer country
[1]. In addition to edible methods, corn is also widely used in animal husbandry feed,
medicine and light industry and the output of corn can promote the development of
the national economy.
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The current diseases affecting corn yield mainly include gray spot [2], leaf spot,
maize mosaic virus, rust and so on. Through inspection, if corn disease can be found
in time, it will have a huge boost to corn planting. In the past, the inspection of corn
pests and diseases was mainly manual, but the manual inspection method not only
consumes a lot of time but also causes a certain probability of misjudgment, which
severely restricts the efficiency of corn pests and diseases detection [3]. With the
development of deep learning, more and more scholars have begun to focus on using
deep learning to identify pests and diseases. Using lightweight convolutional neural
network for image recognition, not only the recognition speed is fast, but the recog-
nition accuracy is also high [4]. Therefore, the use of computer vision technology
to identify corn diseases and insect pests studied in this paper has certain research
value in the field of corn planting. At the same time, this paper uses data enhance-
ment operations such as random rotation of the original data, random horizontal flip,
and cropping of the center of the picture to 224 * 224, so that the performance of
the model is more superior. The pre-trained flower classification model parameters
are transferred and learned into the new model, and finally identified through the
residual network to make the model training speed and effect more perfect.

2 Research Status at Home and Abroad

With the development of deep neural networks, computer vision technology has
been rapidly improved. Jia Shaopeng and others have conducted research on deep
belief networks (DBN) [5], convolutional neural networks (CNN), recurrent neural
networks (RNN), generative adversarial networks (GAN), and capsule networks
(CapsNet), and explored the use of deep learning in the identification of crop diseases
and insect pests. In the review, they also compared the advantages and disadvantages
of traditional machine learning and deep learning in the application of pest identi-
fication, and concluded that deep learning has stronger accuracy and generalization
in pest identification. Zhong Linyi and others collected a total of 200 image samples
of litchi anthracnose [6], litchi acid rot, litchi stink bug, litchi felt disease and other
10 types of litchi pests and diseases, using Inception v3 network and using transfer
learning to train the last three layers of the network. The highest recognition accu-
racy rate of 96.30%was obtained. Zhang Shanwen and others collected 1200 images
of cucumber diseased leaves, and designed an 11-layer leNet convolutional neural
network [7], which achieved a higher recognition rate of 90.32% than traditional
feature extraction methods. Barbedo and others used images of individual lesions
and spots instead of images of whole leaves to identify 79 diseases of 14 plants [8],
and obtained an average accuracy rate of 12% higher than that of the original image.
Chen et al. first used an enhanced artificial neural network to segment the image, and
then input the segmented image into the convolutional neural network, and obtained
a recognition accuracy of 93.75% [9].

Deep neural networks have higher accuracy and generalization, and have broader
application prospects in the identification of crop diseases and insect pests [10].With
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the support of transfer learning, the training of deep neural network models has been
accelerated, and the average recognition accuracy has also been increased.

3 Introduction to Transfer Learning and Residual
Networks

3.1 Transfer Learning

We know that traditional machine learning requires a lot of labeling when training
models, and labeling data often takes a lot of time. At the same time, in actual
application scenarios, there are often problems of label data expiration and data
distribution differences caused by the expiration of training data. Transfer learning
refers to the transfer of pre-trained model parameters to the new model to help the
training of the new model [11]. Therefore, this can not only greatly save the time
spent on data labeling, but also improve the training accuracy and speed up themodel
optimization efficiency (Fig. 1).

There are currently three main ways of transfer learning:

(1) Fine-tuning: Freeze part of the convolutional layer of the pre-trained model
(usuallymost convolutional layers close to the input, because these layers retain
a lot of underlying information) or even do not freeze any network layers, and
train the remaining convolutional layers (usually the part close to the output)
Convolutional layer) and fully connected layer [12].

(2) Transfer Learning: Freeze all the convolutional layers of the pre-trainedmodel,
and the only train your own customized fully connected layers.

(3) Extract Feature Vector: First calculate the feature vector of the convolutional
layer of the pre-training model for all training and test data, and then abandon
the pre-training model, and only train your own customized simplified version
of the fully connected network.

Fig. 1 Transfer learning
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3.2 Residual Networks

The residual network is composed of residual blocks, one of which can be expressed
mathematically as:

ai+1 = β(ai ) + F(ai ,Wi ) (1)

A residual block is divided into direct mapping and residual part, that is β(ai )
and F(ai ,Wi ), which β(ai ) in the expression is direct mapping and F(ai ,Wi ) is
the residual part. The residual network is proposed to solve the phenomenon of
reduced accuracy as the number of network layers increases. In the construction of
a convolutional neural network, the more the number of network layers, the loss
will first decrease and then reach saturation. When the loss is in a saturated state,
increasing the number of layers of the network will cause the loss to decrease. This
phenomenon is called degradation. When it is in the degradation phenomenon, the
low-level network has better effects than the high-level network. Therefore, the idea
of connecting different network layers through direct mapping has become a key
means to solve the degradation phenomenon, and the residual network has been on
the stage of history (Fig. 2).

Fig. 2 Residual block
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Fig. 3 Display of corn status

4 Data Processing and Model Building

4.1 Data Set

The data taken in the experiment is the corn growth state data set, which includes
four corn states: health, spot disease, small spot disease and crust. The number of
pictures corresponding to each state is 433, respectively, 354, 187, 432, a total of
1406. The picture is shown in Fig. 3.

4.2 Data Processing

In order to improve the performance of the model, this paper first enhances the four
types of data, including random resize cropping to 256 * 256 specifications, random
rotation, random horizontal flipping, image center cropping to 224 * 224, conversion
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to Tensor and normalization. Then through the script file, the original four types of
picture sets are divided into training set and validation set according to 9:1.

4.3 ResNet50 Model Construction Based on Transfer
Learning

Since the residual network was proposed, it has achieved great influence in the
field of image recognition. Typical residual networks include ResNet50, ResNet101,
ResNet152, etc. This paper selects ResNet50 and then uses the classic flower clas-
sification model for transfer learning to build the recognition of corn diseases and
insect pests Model.

The transfer learning model of classic flower classification is shown in Fig. 4.
In the pre-training model of flower classification, the data will firstly go through
a 7 * 7 convolution operation, and then go through four layers of blocks (residual
blocks). Perform operations such as normalization, pooling and convolution on the
data stream, and finally through the FC layer for average pooling and SoftMax output
classification results. In the residual block, the original part of the data is directly
transported to the next layer through the identity mapping by learning the residual,
so as to avoid the loss of information and improve the performance of the network
to a certain extent.

Fig. 4 ResNet50 model based on transfer
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5 Model Training and Result Analysis

5.1 Model Training

This experiment uses the pycharm compiler under the pytorch framework to execute.
At the same time, in order to make the experiment better, the GPU running model
GTX1650 is used, and VGG16 and InceptionV3 are used for comparison exper-
iments. When loading data, the DataLoader package is introduced. Using the
DataLoader package not only makes it easier to load data, but also allows the data
stream obtained from the data enhancement operation in the data preprocessing stage
to be input into the model. In the introduction of transfer learning, in order to make
it more suitable for this model, we replaced the last layer of ResNet50 with the input
of the original last fully connected layer to a linear layer with 256 output units, and
then connected the ReLU layer and Dropout Layer, then a 256× 10 linear layer, and
the output is a 10-channel softmax layer. In the training process, we use the Adam
optimizer, and the number of iterations is 30.

5.2 Experimental Results and Analysis

As shown in Fig. 5, when ResNet50 based on transfer learning recognizes the four-
classification data set of corn diseases and insect pests, as the loss curve on the
training set and the validation set (Fig. 5 left) declines and tends to be consistent, the
training set The prediction accuracy rate of the model on the validation set has also
reached the same level and no longer increases. At this time, the model has reached
the fitting state and the final prediction accuracy rate is 96.42%.

As shown in Table 1, compare the accuracy rates obtained by VGG16, ResNet50
and ResNet50 based on transfer learning in the corn four-category pest data set.
For the three models of VGG16 and ResNet50, the residual network ResNet50 has

Fig. 5 Loss and accuracy curves of training set and validation set
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Table 1 Prediction accuracy rate of the four types of models on the corn pests and diseases data
set

ResNet50 based on transfer learning VGG16 ResNet50

Training set/validation set (%) 96.42 92.4 94

the highest prediction accuracy on the training set and the validation set; and the
ResNet50 model that uses transfer learning shows better results than ResNet50 that
does not use transfer learning.

6 Conclusion

The recognition of corn pests and diseases through deep learning has the advantages
of high efficiency, high accuracy and fast speed. This paper uses the ResNet50 model
based on transfer learning to practice the corn pests and diseases data set, and the
prediction accuracy rate reaches 96.42%. At the same time, comparing VGG16 and
ResNet50 which does not use transfer learning, it is concluded that the residual
network and transfer learning have the characteristics of high efficiency and high
accuracy in the prediction process.
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A Lightweight Image Super-Resolution
Network Based on ESRGAN for Rapid
Tomato Leaf Disease Classification

Lei Zha , Yangjing Shi , and Juan Wen

Abstract The Crop disease identification is an important task in intelligent agricul-
ture. Image resolutions have a large impact on the overall accuracy of classification
performance. Some crop diseases are so similar that low-resolution images cannot
capture their differences. To reduce the losses caused by crop diseases, it is vital to
study crop image super-resolution reconstruction. Recently, with the rapid develop-
ment of deep learning, various Single Image Super-Resolution (SISR)methods based
on convolutional neural network (CNN) have achieved remarkable performance.
However, the existing SR networks mainly have large parameter sizes, which require
numerous training images and computing resources. In this paper, a lightweight
image super-resolution model is constructed and applied to tomato leaf disease iden-
tification. We introduce the Shuffle Blocks with an attention mechanism to replace
the Residual in Residual Dense Blocks (RRDBs) in the Enhanced Super-Resolution
Generative Adversarial Networks (ESRGAN), which is an effective SR model and
won first place in the PIRM2018-SRChallenge. By the special structurewe designed,
our model can significantly reduce the parameter size of ESRGAN while almost
maintaining its performance. Besides, we employ the tomato leaf images from the
PlantVillage dataset to train and test ourmodel. Finally,we use theVGG16 to classify
tomato leaf diseases based on the reconstructed images. The experiment results show
that our model can effectively reduce the parameter size, computational complexity,
and image reconstruction time compared to other chosen SR networks. Furthermore,
the accuracy of SR images generated by our model is closer to ESRGAN and higher
than other state-of-the-art methods.

Keywords Tomato disease classification · SISR · Plant village · ESRGAN ·
VGG16
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1 Introduction

Crop diseases are a major threat to food production and security [1, 2]. As one of the
most important agricultural countries in the world, China has been facing significant
issues in crop disease prevention and control. The rapid and accurate identification
of crop diseases is the first and the most critical step of crop disease prevention
and control. However, rapid and accurate identification remains challenging due to
the lack of the necessary assistance. One of the factors affecting the identification
accuracy is image resolution. Due to the limitations of the technology, equipment,
and environment, the crop leaf images collected by certain devices are not always of
good quality and not conducive to crop disease identification tasks. Therefore, it is
a meaningful and challenging task to improve the quality and resolution of the crop
images.

So far, the traditional image Super-Resolution (SR) reconstruction methods [3–5]
have made a lot of progress. However, these traditional methods still have many
defects, such as complex and inefficient image preprocessing processes. With the
rapid development of deep learning and convolutional neural networks (CNN),
many deep-learning-based super-resolution methods have achieved considerable
performance and gradually replaced traditional SR methods.

In 2014, Dong et al. [6] first brought CNN into the SISR task and presented
Image Super-resolution Convolutional Neural Network, termed SRCNN. Later,
they proposed the Accelerating Super-Resolution Convolutional Neural Network
(FSRCNN) [7], which improved the SRCNN in terms of reconstruction speed and
image quality. Inspired by the residual network ResNet [8] proposed by He et al. in
2015, Kim et al. [9] deepened the number of network layers to 20 and came up with
the VDSR model in 2016. Although the methods mentioned above achieved better
results, they were not able to obtain finer texture details. Until 2017, SRGAN [10]
proposed by Ledig et al. applied the generative adversarial network to the SISR issue
for the first time, which achieved a good visual effect. Subsequently, Wang et al.
[11] particularly removed the batch normalization layer in SRGAN and presented
Enhanced Super-Resolution Generative Adversarial Networks (ESRGAN), which
won the championship in the PIRM2018-SR Challenge.

From SRCNN with three convolutional layers to ESRGAN with 350 layers, the
depth and entire performance of the network have beenmarkedly increased.However,
even though the deep networks improved the quality of the SR images, sometimes
it may not be suitable for the actual scene due to the low efficiency. To achieve
rapid detection, it makes sense to use a lightweight model that is practical for the
application. Considering the difficulty and efficiency of the model training and the
applicability of the agricultural scenarios, we design a lightweight Super-resolution
network based on the ESRGAN, namely LESRGAN, by introducing the Shuffle
Blocks [12]with an attentionmechanism to substitute theResidual in Residual Dense
Blocks (RRDBs) in ESRGAN. With the help of the leaf image reconstructed by the
lightweight model, the accurate and fast detection of leaf disease can be realized.
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The contributions of this study can be concluded as below:

• We presented an efficient block called Shuffle Squeeze and Excitation Block
(SSEB), which is used to replace the Residual in Residual Dense Block (RRDB)
in ESRGAN. By combining the SE module and the ShuffleNetV2 unit, SSEB can
learn the information effectively in the lightweight network.

• We employ LESRGAN to reconstruct low-resolution tomato leaf images and
apply the VGG16 classifier to identify tomato leaf diseases. The experimental
results show that LESRGAN effectively reduces the model scale. Furthermore,
the image reconstructed by LESRGAN is beneficial for fast and accurate tomato
disease identification.

The rest of this paper is as organized as below. In Sect. 2, we present the related
works of our paper. In Sect. 3, we introduce LESRGAN in detail. In Sects. 4 and
5, experimental results and analysis are provided. Finally, we make a conclusion in
Sect. 6.

2 Related Works

2.1 Single Image Super-Resolution Methods Based on CNN

Since the precursory work SRCNN [6] was proposed, plentiful methods based on
deep learning have achieved remarkable improvement in SISR. Dong et al. [7]
proposed FSRCNN to speed up and improve the SRCNN. Kim et al. [8] presented
a very deep convolutional network named VDSR, verifying that adding the network
depth is beneficial to enhancing the SISR performance to some extent. A year later,
Enhanced Deep Residual Networks for Single Image Super-Resolution (EDSR) [13]
was proposed by Lim et al. It was further proved that increasing the depth of SR
network will improve the SR effect. Particularly, in 2014, Goodfellow et al. [14]
first proposed the Generative Adversarial Network (GAN), which is consisted of the
generator and discriminator. Inspired by GAN, Ledig et al. [10] first employed the
GAN in SISR task and presented SRGAN, which used the perceptual loss to reduce
the difference between human visual perception and Super-resolution images. After-
ward, Wang et al. [11] improved the SRGAN by bringing the Residual-in-Residual
Dense Block (RRDB) to the network of the generator and proposed Enhanced Super-
Resolution Generative Adversarial Networks (ESRGAN), which used the discrim-
inator to predict relative realness rather than the common absolute difference in
SISR. As a result, ESRGAN achieved a remarkable result and won the first in the
Competition named PIRM2018-SR Challenge.
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2.2 ShuffleNet

In order to apply the neural networks on mobile devices, Zhang et al. [15] designed
the ShuffleNet V1 model, which cut the calculation consumption enormously. In
ShuffleNet V1, channel shuffle operation was proposed to make up the defect of the
pointwise group convolution. For the purpose of building a more lightweight model,
Ma et al. [12] then proposed the ShuffleNet V2. They pointed out the bottleneck
units and pointwise group operation would add the memory access cost. Besides, a
large number of groups would lower the parallelism. To address these problems, Ma
et al. [12] proposed the Channel Splitting to substitute the operation of group, which
divided the input information into two embranchments. Specifically, they used the
channel shuffle operation to promote the full exchange of information.

3 Our Method

3.1 SISR Model

We use the basic framework of the ESRGAN. The whole network consists of a
generator and a discriminator.

Generator network.We replace the Shuffle Squeeze and Excitation Blocks (SSEBs)
with RRDBs, which are the basic block of the ESRGAN. In Fig. 1, the i, n, k, and s in
the upper middle of each layer represent the number of input channels, the number of
the output channels, the convolution kernel size, and the stride, respectively. The I LR

is the input of the model, which is sent to a 3× 3 convolution. The input and output
channels are 3 and 64, respectively. The LeaklyReLU [16] is used as the activation
function. Subsequently, the feature information is feed into the SSEBs, which is the
main feature extraction module. The structure of SSEB will be described in detail in
Sect. 3.1.3. After SSEBs, the SR images are obtained through 5 convolutions and 2
upsampling operations.

Discriminator network. Keep the same as ESRGAN, we use the discriminator
module in RaGAN [17] as our discriminator network, which is used to determine
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which image is more real. We denote it as DRa . As is shown in Fig. 2, the feature
extraction part consists of 10 convolution layers. The convolution layers with convo-
lution kernels of 3× 3, 4× 4 appear in an alternate manner. BN [18] represents the
Batch Normalization layer, FC is the fully connected layer. The specific parameters
of each convolution layer have been indicated in Fig. 2.

Shuffle Squeeze and Excitation Block (SSEB). As the most important structure in
the ESRGAN, Residual in Residual Dense Block (RRDB) uses a large number of
dense connection blocks, which may transmit a lot of redundant feature information
and increase the network complexity. To address these problems, we introduce the
design concepts of ShuffleNet V2 into the ESRGAN model framework. Besides,
we employ the channel attention mechanism of the SE network [19] to combine
the residual learning. In this way, we propose the SSEB module, which is used to
displace the RRDB.

The structure of SSEB is illustrated in Fig. 3, DWConv stands for deep convolu-
tion layer, FC represents the fully connected layer, and global average pooling (GAP)
stands for global average pooling layer. At the beginning of each SSEB module, the
operation of the channel split is performed. Then, the feature map is divided into
two branches where the lower part of the branches uses the residual structure to

Fig. 3 The architecture of the SSEB
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directly connect the Contact Layer. The upper branch is further divided into convo-
lution branch and residual connection. These two branches are finally added element
by element, and it is connected to the bottom residual branch after the ReLu [20]
activation function. The upper part of the convolution branch contains 3 convolution
layers and a SE module. Through the operation of the contact, the number of input
channels is equal to the output one so that the amount of memory access can be
minimized. Finally, the channel shuffle manipulation is employed to further enhance
the exchange of information.

Squeeze and Excitation module. The SE module is mainly divided into three parts:
Squeeze, Excitation, and Reweight. As is illustrated in Fig. 3, the GAP is introduced
in the squeeze section to add global spatial information based on channel dimension.
Additionally, in the excitation section, two fully connected layers are employed to
collect the information that comes from the previous part. The excitation part is to
capture the information dependency between channels. Finally, the Sigmoid function
is used to obtain the normalized weights between 0 and 1, which will be allocated to
each channel of the input feature maps.

The number of SSEBmodules needs to be determined experimentally, which will
be discussed in detail in Sect. 5.1.

3.2 Loss Functions

Loss function for Discriminative network. As is illustrated in Fig. 2, the discrimi-
nator DRa can get two outputs, which are Dreal and D f ake. The equations of them
can be expressed as:

Dreal = C
(
I HR) − E

(
C

(
I SR

))
(1)

D f ake = C
(
I SR

) − E
(
C

(
I HR))

(2)

where Dreal represents the average probability that the result of DRa is the Ground
Truth (HR image).D f ake means the average probability that the result of DRa is the
SR image.C(·) is the function of the discriminator. E(·) represents the function of
getting the average from the min-batch data.

Thus, we mark the loss of the discriminator as LRa
D , which is divided into two

parts: real loss LDRa
real

and fake loss LDRa
f ake

. The aim of real loss is to make the real
images more realistic than the fake ones, and the fake loss is employed to make the
fake images less realistic than the real ones. The equation of the LRa

D can be expressed
as follows:

LRa
D = LDRa

real
+ LDRa

f ake
(3)
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LDRa
real

= −EI HR

[
log

(
DRa

(
I H R, I SR

))]
(4)

LDRa
f ake

= −EI SR
[
log

(
1− DRa

(
I SR, I H R

))]
(5)

where DRa
(
I H R, I SR

) = σ(C
(
I H R − EI SR

(
C

(
I SR

)))
, DRa

(
I SR, I H R

) =
σ(C

(
I SR − EI SR

(
C

(
I H R

)))
. σ is Sigmoid activation function.

Loss function for the generative network. We use the sum of the perceptual loss
function [21], content loss, and adversarial loss as our loss function for the generator
network.

(1) The perceptual loss is denoted as L perceptual and it is defined on the feature
graph before the ReLu activation function of the pre-trained VGG19 model.
The formula is expressed as:

L perceptual = 1

W 5,4H5,4

W5,4∑

x=1

H5,4∑

y=1

(
�5,4

(
I HR)

x, y − �5,4
(
G

(
I LR))

x, y

)2
(6)

where �5,4 represents the pre-trained VGG19 network, using the feature maps
after the 4th convolution layer and before the 5th largest pooling layer, which
stand for the high-level semantic features and similarities.W5,4, H5,4 are the
width and height of the feature map, respectively.G(·) is the function of our
generator.

(2) Then the content loss is used to evaluate the absolute difference between the
SR and HR. We denote the content loss as follows:

L1 = EISR I
SR − I HR (7)

(3) The aim of adversarial loss is to encourage the network to support the solu-
tions, which exist in the manifold of the images. According to the LRa

D of the
discriminator, the equation of the adversarial loss LRa

G used in the generator
can be expressed as:

LRa
G = −EI HR

[
log

(
1− DRa

(
I H R, I SR

))] − EI SR
[
log

(
DRa

(
I SR, I H R

))]

(8)

Thus, the total loss of the generative network can be formulated as an equation:

LG = L perceptual + αLRa
G + βL1 (9)

where α, β are two coefficients used to balance between various loss terms.
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4 Experiments

4.1 Experiments Setup

Our experiments mainly use PyTorch1.1.0 and Tensorflow1.3.1 with python3.5 as
deep learning frameworks on a server running Ubuntu16.04. The running memory of
the server is 23.5G, and the disk size is 1.7 T. And we utilize one NVIDIA GeForce
GTX 1070 GPU to accelerate the calculation. In addition, MATLAB 2018a is also
used on the host of the Windows 10 system to process some images and calculate
the evaluation index PI [22].

4.2 Datasets

The dataset is a total of 18,160 tomato images in Plant Village [23], with 9 kinds of
leaf diseases plus healthy one, the name and quantities of each category are shown
in Table 1. These image sizes have been uniformly processed to 256 × 256. Due
to limited computing resources, we cropped each image to a size of 128 × 128.
Furthermore, we randomly divide the whole dataset into training set, validation set,
and test set according to 8:1:1. As a result, our dataset consists of 14,536 images,
1812 validation images, and 1812 testing images. We compare the performances on
our test dataset.

We use the bicubic kernel function by downsampling the original high-resolution
images to obtain the low counterparts. All experiments are conducted on ×4 scale
factor.

Table 1 The name, label, and number of images of each kind of tomato leaf in the Plant Village
dataset

No. Classification name Label Number

0 Xanthomonas campestris pv. Vesicatoria Bacterial 2027

1 Alternaria solani Early blight 1000

2 Phytophthora Infestans Late blight 1909

3 Fulvia fulva Mold leaf 952

4 Septoria lycopersici Septoria 1771

5 Tetranychus urticae Spider mites 1676

6 Corynespora cassiicola Target spot 1404

7 Tomato yellow leaf curl virus Curl virus 5357

8 Tomato mosaic virus Mosaic virus 373

9 Healthy Healthy 1591
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4.3 Training Details

To be specific, we train the generator using the loss function in Eq. (9) with α =
5× 10−3, β = 1× 10−1. And we train our generator and discriminator network with
Adam [24] optimizer by setting β1 = 0.9, β2 = 0.99. The initialized learning rates
of the discriminator and generator are both 1× 10−3, which will be reduced by half
every 50 k iterations. The maximum number of iterations is set to 400 k. Due to
limited computing resources, the batch size is set to 16.

5 Experiments Results and Analysis

5.1 Selection of the Number of SSEBs

The key variable of LESRGAN is the number of SSEB modules. Therefore, we
explore the impact of the number of SSEBs on the three evaluation indicators of the
SR models (PSNR, SSIM [25], and PI). We set the number of SSEBs from 13 to 25
and train our models on the tomato leaf dataset. Then the average PSNR and SSIM
are calculated on all the test sets while the calculation of the PI is still on the subset
of the tomato leaf test set. Each type of tomato leaf disease contains 10 images, so
the total of 100 images are used to compute the PI. As shown in Fig. 4, as the number
of SSEBs increases, the average of the PSNR and SSIM also gradually improve, and
PI keeps decreasing. However, after the number reaches a certain value, the trend
of three curves will go in the opposite direction. This is because when the number
of SSEBs is small, the advantages of the model cannot be reflected. But when the
number is too large, it will lead to a huge solution space for the model, which means
that the model is difficult to converge to the best state. In particular, when the number
reaches 17, the SSIM reaches the highest value of 0.4605, and the PI is as low as
6.22. As a result, we set the number of SSEBs as 17.

5.2 The Comparison with Different Methods

In our SR experiments, six different methods are used for comparison (shown in
Table2). Among them, the ESRGAN adopts a two-step transfer learning training
strategy. The specific details have been implemented in our previous work [26].

Although ESRGANhas a good performance in both objective and subjective eval-
uation of reconstructed image quality, it has a deep network structure with a large
number of parameters, leading to high computational complexity. By contrast, our
LESRGAN realizes lightweight while maintaining performance to a certain extent.
As you can see in Table 2, the number of parameters and calculations of LESRGAN
have been reduced significantly compared to those of ESRGAN. More importantly,
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Fig. 4 The influence of the number of SSEBs on the evaluation indicators PSNR, SSIM, and PI

Table 2 PSNR, SSIM, PI, Parameters, and FLOPs for scale ×4

Method PSNR SSIM PI Parameters FLOPs

Bilinear 24.45 0.4776 7.23 – –

SRCNN 25.42 0.5126 7.16 57 K 52.7 G

FSRCNN 25.58 0.5415 7.20 12 K 6.0 G

SRGAN 23.44 0.4495 6.52 1.55 M 169.2 G

ESRGAN 23.70 0.4678 6.10 16.7 M 1177 G

LESRGAN (our) 23.49 0.4605 6.22 0.21 M 94.48 G

the value of PI of LESRGAN is the second-lowest among all six methods. Addi-
tionally, we calculate the time for reconstructing the input 64 × 64 low-resolution
image into a 256 × 256 image by ESRGAN and LESRGAN. The test results show
that ESRGAN processes each image in an average of 49.86 ms, while LESRGAN
needs 16.16 ms, which reduced the time by two-thirds.
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5.3 SR Visual Effect

We show the qualitative comparisons over the tomato leaf datasets, including 0379
from the late_blight dataset, 0452 from the Septoria dataset, and 0268 from the
early_blight dataset. The visual comparisons for ×4 SR images are utilized to
compare the reconstruction performance. As you can see in Fig. 5, our LESRGAN
performs close to the ESRGAN and better than other methods. In addition, the result
of our model is more natural compared to the Bilinear, SRCNN, FSRCNN, and
SRGAN.

5.4 Tomato Leaf Disease Classification

We use the standard VGG16 [27] as the classification model for tomato leaf disease
super-resolution images. The VGG16 model is pretrained on ImageNet [28], then
fine-tuned by the SGD optimizer with a stable learning rate of 5× 10−4. Our model
ultimately converged after 10 k iterations. The accuracy comparison of different
model classifications is shown in Table 3.

The results show that the classification accuracies obtained by the reconstructed
SR images viaESRGANandLESRGANare higher than those of othermodels,which
are closest to the classification accuracy of HR. However, the difference is still about
4–5%. The classification accuracies of SR images generated by ESRGAN are the
highest, reaching 85.38 and 90.78%. The classification accuracies of LESRGAN are
0.94 and 0.49%, slightly lower than the former, respectively.

6 Conclusion

In this paper, to better identify tomato leaf diseases, we presented a novel lightweight
Super-Resolution network based on ESRGAN. We combine the ShuffleNet V2 unit
and the SEmodule, including channel attention mechanism and residual structure, to
improve ESRGAN. Our method achieved lightweight under the premise of ensuring
the quality of the SR images. The experiments show that our LESRGAN is slightly
lower than ESRGAN in the three image evaluation indicators of PSNR, SSIM, and
PI, but it is better in terms of the number of model parameters, calculations, and
the reconstruction time. Ultimately, the implementation shows that the accuracy of
crop disease classification with images generated by LESRGAN is close to those by
ESRGAN but better than those by other methods.
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)               

)               

LR ( 0379  from 
late_ blight)

PSNR / SSIM / PI        (25. 40 / 0. 6153 / 7.16)    (25.98 / 0. 6491 / 6.55)   (25. 46 / 0. 6582 / 5.85

Bilinear SRCNN FSRCNN

(24. 03 / 0. 5560 / 5.06)    (24. 56 / 0. 5903 / 4.20)   (24. 21 / 0. 5742 / 4.97

SRGAN ESRGAN LESRGAN(Ours)

LR (0425  from 
septoria)

PSNR / SSIM / PI        (26.50 / 0.5941 / 7.70)    (26.14 / 0.5918 / 7.15)   (26.21 / 0.6349 / 7.12)               

Bilinear SRCNN FSRCNN

(22.44 / 0.5189 / 5.88)    (24.71 / 0.5373 / 5.21)   (24.59 / 0.5265 / 5.43)               
SRGAN ESRGAN LESRGAN(Ours)

PSNR / SSIM / PI        (22.11 / 0.5051 / 7.78)    (22.50 / 0.5425 / 6.98)   (22.74 / 0.5747 / 6.61)               

(20.99 / 0.4787 / 6.04)    (21.40 / 0.4929 / 5.64)   (21.29 / 0.4895 / 5.84)               

LR (0268  from 
early_blight)

Bilinear SRCNN FSRCNN

SRGAN ESRGAN LESRGAN(Ours)

Fig. 5 Visual contrast for ×4 SR on tomato leaf dataset (the bold shows the best value of PSNR
or SSIM. The red and the green represent the best and the second best of PI, respectively)
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Table 3 Comparison of the classification results of LR, SR, and HR on tomato leaf dataset

Accuracy % (LR image size is

32×32, other image sizes are

128×128)

Accuracy % (LR image size is

64×64, other image sizes are

256×256)

LR 52.65 69.81

Bilinear 71.14 82.40

SRCNN 80.13 86.09

FSRCNN 80.85 87.20

SRGAN 82.78 88.41

ESRGAN 85.38 90.78

LESRGAN 84.44 90.29

HR 89.96 95.14
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Fuzzy Image Processing Based on Deep
Learning: A Survey

Shoucun Chen , Jing Zhang , and Tianchi Zhang

Abstract Fuzzy images exist in all imaging processes, including computer vision,
photography andmedical imaging.Manymethods based on deep learning can deblur
the image and have a good output. Medical image is a typical processing scene
of Fuzzy image. Various methods based on Deep Learning continue to emerge,
which provide a good solution to the difficult problems in the field of medical image
processing. For example, automatic data tagging is expected to solve the problems
of great diversity and high labor costs in manual labeling of medical images. The
automation of network architecture design based on search strategy has been able
to design a network comparable to that designed by researchers manually. Federal
Learning can realize a distributed training neural network model without sharing
private data, which is expected to solve the problem of data privacy in the field of
medical image processing. In this paper, firstly, the frontier methods of fuzzy image
processing based on Deep Learning are introduced. Secondly, we summarize the
research of automatic data label and automatic network architecture design. Finally,
the application of Federated Learning in the field of medical images is summarized.

Keywords Fuzzy image · Deep learning · Federated learning

1 Introduction

As image blurring exists widely in daily life, the problem of image deblurring has
been concerned and studied in the last century. According to the properties of fuzzy
kernel, image blurring can be divided into blind image deconvolution and non-blind
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image deconvolution. BID recovers the image when the blur kernel is unknown.
In this case, there is no information except the captured image. NBID is to restore
a clear original image when the blur kernel is known. Most of the methods based
on deep learning can propose an end-to-end image deblurring model and output a
clear original image. In order to overcome the bottleneck of data labeling in the
field of medical image processing. Active learning is a semi-supervised learning
method that can reduce the cost of data tagging as much as possible. Generating an
adversarial network is a generation model, which can generate real output similar to
training data. Self-supervised learning can find the relationship between samples by
mining the inherent features of the data, so as to make efficient use of unlabeled data.
Federal Learning is expected to effectively aggregate the local knowledge acquired
by institutions from private data, so as to further improve the accuracy, robustness
and generalization of the depth model. These key research are very important to
break through the bottleneck in medical image processing.

2 Fuzzy Image Processing Method Based on Deep Learning

For the problem of non-uniform blur of images, the current solutions are divided
into traditional optimization methods and deep learning methods. However, for the
blurring problem of dynamic scene, there is only blurring in the local area of the
image, and some studies have proposed effective solutions based on deep learning.

The problem existing in the current image deblurring algorithm: it is difficult to
obtain the measured clear image and blurred image pairs, which is used to train the
image deblurring network. For the problem of image deblurring in dynamic scenes,
it is difficult to obtain the blur kernel of local images. Getting rid of blurring the
problem requires a greater sense of wildness. Nah et al. [1] proposed a method of
image synthesis of measured dynamic scenes, and disclosed that deblurring data
sets Gopro Large, Gopro Large data sets have become one of the commonly used
data sets based on deep learning. The convolution neural network is used to restore
the clear image directly from the degraded image, and according to the traditional
image deblurring problem, the multi-scale restoration strategy is integrated into the
network. Kupyn et al. [2] proposed to apply GAN to image deblurring and realized an
end-to-end image deblurring based on deep learning. The generator consists of two
convolution networks with a step size of 1ap2, nine ResBlock and two deconvolution
networks. Each ResBlock includes a convolution layer, an instance normalization
layer, and a ReLU activation layer. Kai et al. [3] proposed to use dilated filter to
enlarge receptive field, using batch normalization and residual learning to accelerate
training, using training samples with a small size to help avoid boundary artifacts,
learning specific denoiser model with small interval noise levels. As shown in Fig. 1.

Dynamic scene deblurring is a challenging task in low-level vision. Different from
the parameter independent or parameter sharing mode in the existing methods, they
proposes a generalized and effective selective sharing mechanism to constrain the
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Noisy Image Residual Image

Fig. 1 The architecture of the proposed denoiser network

deblurring network [4]. In each scale subnetwork, a nested skip connection architec-
ture is proposed to replace the residualmodule/convolution stackmodule. In addition,
they build a larger deblurring dataset. Finally, the SOTA performance of the proposed
nested skip join is verified by sufficient experiments. Some scholars have proposed
that cyclic neural network can be used to solve the problem of motion blur in images.
Zhang et al. [5] use the model of three convolution neural networks and one cyclic
neural network to realize blind image de-blurring in this method, three convolution
neural networks are used to extract feature images, train the weights needed to learn
deconvolution and restore clear images according to the feature images obtained by
deconvolution, while cyclic neural networks are used to perform deconvolution oper-
ations. Wang et al. [6] proposed a new image deblurring method, which can restore
the naturally blurred image directly in the form of primary convolution filtering.
They proposed a blind method to estimate the PFS statistics of two Gaussian and
Laplacemodels,which are common in groupmulti-image transmission, and designed
complete experiments to test and verify the effectiveness of the method, using 2054
natural blurred images, six imaging applications and seven advanced deconvolution
methods.

3 Automatic Data Labeling Method in Deep Learning

Supervised learning can not avoid the dependence on labeled data, so automatic data
generation is also a way to reduce labor costs. There are many ways to synthesize
data, including manual design rules, using GAN network generation and so on.
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3.1 Generative Adversarial Networks Method for Data
Annotation

Among the methods of data synthesis, using GAN to synthesize domain adaptation
is a research direction. The main concerns include the similarity between appear-
ance and geometry of source domain and target domain. They consider two kinds
of similarity at the same time to do generative confrontation [7]. Jaderberg et al. [8]
proposed a synthetic data method based on manual design rules for text recognition
tasks. The synthesized image sample is composed of foreground image layer, back-
ground image layer and shadow layer. The synthesis step is divided into six steps:
Randomly select the font and present the text into the foreground layer, generate
edge shadows from the text in the foreground layer, fill three layers, randomly distort
the foreground and shadow, mix the image with the real scene image, add Gaussian
noise and so on.

3.2 Active Learning Method for Data Annotation

Different samples help to improve the existingmodels differently, just like the human
learning process, it is difficult for people who only learn primary school knowledge
to break through the bottleneck of junior high school knowledge. In the classification
problem, Zongwei et al. [9] proposed the active learning process in the classification
task, which is measured according to the difference and uncertainty of the patch
prediction of the input image generated by the model. Kao et al. [10] emphasized
that the confidence of the detection box in the detection task only represents the
classification confidence and does not have the location confidence, so it is proposed
to supplement the location confidence to evaluate the advantages and disadvantages
of the detection box. As shown in Fig. 2. Yoo et al. [11] point out that most of the
existing active learning models are task-specific, so the sample selection strategy of
task-agnostic is proposed, and the experiments are verified in classification, detection
and other tasks.

3.3 Self-supervised Learning Method for Data Annotation

Self-supervised learning is a kind of unsupervised learning, which has recently
become a research hotspot in academic circles. It uses the structure or character-
istics of untagged data to artificially construct tags to supervise web-based learning.
Usually, the self-supervised learning model is not directly applied to the target task,
but as a pre-trainingmodel for downstream tasks. He et al. [12] proposed a new devel-
opment of self-supervised learning. The effect of the unsupervised model obtained
by using the method of this paper as a pre-training model after many downstream
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Fig. 2 A round of active learning for object detection

tasks fine-tune is better than that of using the supervised learning pre-training model
fine-tune.

4 Automated Design of Network Architecture

Although the neural network has automated the troublesome feature extraction, the
network structure still needs to be designed manually to a large extent. Every year,
a lot of research work is done to propose a variety of new and better network
substructures, so a natural demand is whether the work can be done by the machine.

The process of network architecture search is to define the search space first, then
find out the candidate network structures through the search strategy, evaluate them,
and conduct the next round of search according to the feedback.

4.1 Search Strategy Based on Reinforcement Learning

MIT researchers proposedMetaQNN[13],whichmodels network architecture search
as a Markov decision process and uses RL methods to generate CNN architectures.
For each layer of CNN, youwill learn to select the type of layer and the corresponding
parameters.After the network structure is generated, the evaluation accuracyobtained
after training is rewarded. Google researchers use the RNN network as the controller
to sample and generate strings that describe the network structure, which is used to
train and get the accuracy of the evaluation, and then use the reinforce algorithm to
learn the parameters of the controller, so that it can produce a more accurate network
structure. It uses 800 GPU, and finally beats the manual design model with similar
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network architecture on the CIFAR-10 data set, reaches a new SOTA level on the
PTB data set, and finds a better structure than the widely used LSTM [14].

4.2 Search Strategy Based on Evolutionary Algorithm

Evolutionary algorithms are introduced to solve the NAS problem, and it has been
proved that high accuracy can be achieved from a simple initial condition on CIFAR-
10 and CIFAR-100 data sets [15]. In the process of evolution, the set of network
models will be expanded, and the fitness of these network models is given by their
accuracy on the verification set. In the process, twomodelswill be randomly selected,
the bad onewill be eliminated directly, and the good onewill become the parent node.
The child nodes are formed by mutation. The child nodes are trained and verified to
be put into the collection.

Real et al. [16] proposed that aging evolution, a variant of tournament selection,
makes evolutionary selection tend to be a “younger” model, which can help better
exploration. In addition, they compared reinforcement learning, evolutionary algo-
rithms and random search, and found that reinforcement learning and evolutionary
algorithms performed well in terms of accuracy. Compared with reinforcement
learning, evolutionary algorithm can search faster and get smaller models.

4.3 Gradient-Based Method

The methods based on reinforcement learning and evolutionary algorithms
mentioned above are essentially searching in discrete space. Scholars of CMU and
Google proposed the dartsmethod [17].Nodes represent implicit representations, and
the directed edges of connected nodes represent operator operations. Themost critical
trick in the dartsmethod is tomix the candidate operations using the softmax function.
Another gradient-based approach is proposed in papers published by China Univer-
sity of Science and Technology and Microsoft [18]. Its approach is to first embed
the network structure into a continuous space in which each point corresponds to a
network structure.

In order to apply the method of hyperparameter automatic tuning in NAS to other
fields, the most important thing is the definition and coding of search space, which
is often domain-related. In the future, as long as the data is provided, from data
enhancement, to optimizer, to network structure, and then to training parameters, it
can be completed automatically.
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5 Federal Learning for Medical Image Processing

Google first proposed a federated learning system for mobile devices in 2016 [19].
The system allows users to form a consortium to train to get a centralized model,
while user data is safely stored locally, which solves the problems of data privacy and
security protection. As a federated learning simulation platform, the target applica-
tion scene of this platform is acoustic model training [20]. This is the first attempt to
apply FL technology to speech recognition tasks.Wang et al. [21] proposed federated
transfer learning to solve the limitations of existing federated learning methods, and
used transfer learning to provide solutions for samples and feature spaces under the
framework of federated learning. Peng et al. [22] focused on introducing domain
adaptation in direct transfer learning into federation learning, and proposed a feder-
ated adversarial domain adaptation method which uses adversarial techniques to
solve the problem of domain transfer in federation learning. Wu et al. [23] proposed
a differential privacy federated multitask learning method for effective parameter
transmission with differential privacy to protect the gradient at the client level. Cao
et al. [24] proposed FLTrust to provide trust for federal learning, they use the server
itself to collect a clean, small training data set for the learning task, and then main-
tain the server model based on it to guide trust. Cao et al. [25] proposed an algo-
rithm that learns multiple global models, each of which is learned using a randomly
selected client subset. They say that the tags of the test examples predicted by their
integrated global model are not affected by a limited number of malicious clients.
Wang et al. [26] studied the distributedmachine learning under the general Byzantine
failure model, in which the Byzantine workers can arbitrarily modify the information
transmitted from itself to the host.

The goal is to develop efficient distributed machine learning methods and provide
provable performance assurance. WeBank AI team released Federated AI Tech-
nology Enabler [27], to provide a secure computing framework based on data privacy
protection, which provides strong secure computing support for machine learning,
deep learning and transfer learning algorithms. To promote medical research, protect
data privacy and improve patients’ brain tumor recognition results, NVIDIA, together
with King’s College London, launched the first federal learning system with privacy
protection formedical image analysis [28]. Federal learning can achieve collaborative
and decentralized neural network training without sharing patient data.

If Deep Learning is to be applied to semantic image segmentation in the field
of medical images, a lot of training data is needed. Sheller et al. [29] proposed to
apply Federated Learning to build an effective segmentation model on BraTS data.
The experimental results show that the model of joint semantic segmentation and the
model of sharing training data are similar in the final result. As shown in Fig. 3.

The goal of federated learning is to minimize the barrier with the target perfor-
mance while ensuring the computing speed under the specified computing perfor-
mance limits. FedSMB can achieve the accuracy of centralized training in NON-IID
[30], but the number of rounds has increased. To deal with the problem of increasing
the number of rounds, the federated multi-small batch, batch size is decoupled from
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Fig. 3 System architecture of federated learning

the batch count, and provides a trade-off between accuracy and communication effi-
ciency in non-iid settings. Sui et al. [31] proposed a more efficient transfer learning
schemebased onEnsembleDistillation. Theyfirst averaged the prediction probability
of each teacher model for each category, and then normalized it to probability distri-
bution using softmax. In clinical deployment, if the model trained in joint learning
is applied to hospitals that are completely invisible outside the alliance, it will still
suffer from performance degradation. Liu et al. [32] pointed out and solved a new
problem setting of federation domain generalization, whose purpose is to learn the
federation model from multiple distributed source domains, so that it can be directly
extended to invisible target domains.

6 Conclusion

This paper summarizes various methods based on deep learning that have emerged
in recent years, including image deblurring algorithms, automatic data tags, and
automated network architecture design. These methods are expected to solve some
difficult problems in the field ofmedical images, for example, the cost of high-quality
training data is high, and the network structure is becoming more and more complex.
Finally, the research status of federation learning and federation transfer learning is
summarized. In a word, these methods can be better applied in future research.
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Semi-supervised Generative Adversarial
Network for Face Anti-spoofing

Junting Chen , Jiwen Dong , Qingtao Hou , Shenyuan Li ,
Xizhan Gao , and Sijie Niu

Abstract For the sake of safety, face recognition system often needs to include face
anti-spoofing function and it has become one of the most popular topics nowadays.
Traditional face anti-spoofing algorithms tend to choose hand-crafted features which
are hard to cope with the changing application scenarios. Meanwhile, most state-of-
the-art methods design complex neural network structure to solve the problem,which
contains a large number of parameters and makes it complicated to apply to face
recognition systems that need a real-time response. Moreover, the lack of training
data is also a problem faced by now. To cope with the above problems, we propose a
semi-supervised generative adversarial network for face anti-spoofing. Specifically,
to eliminate the effect by outliers, we design a representative frame selection module
to remove outliers in training video. Second, a single-frame based face anti-spoofing
algorithm by using generative adversarial network (GAN) is proposed to guide the
feature selection of neural network better with data augmentation by generator to
solve the problem of the lack of training data. Finally, we finetune the discriminator
to further improve the accuracyof classification.Our experiments are basedon all four
protocols of the OULU-NPU dataset. The experimental results show that our method
can achieve better performance than most hand-crafted features and is competitive
with recent deep learning methods.
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1 Introduction

In order to ensure the safety of people’s privacy, face anti-spoofing algorithm is
playing an important role nowadays. Compared with fingerprint, iris and other
features that are hard to get, face, as a biometric feature with advantages of strong
anti-interference and excellent discrimination ability, has been widely used in the
field of personal identity authentication. By 2014, with the popularity of convolu-
tional neural network, this method is widely used in the face recognition field. For
example, Deepface [1] proposed by Facebook AI research institute applied the deep
neural network to LFW [2] dataset, has achieved 97.35% recognition accuracy, and
facenet [3] proposed in 2015 has promoted the test accuracy of LFW dataset to
99.63% with the help of millions of training data.

However, while face recognition technology is developing rapidly, some prac-
tical problems existing in the face recognition technology itself have also attracted
people’s attention. Presentation attacks, for example, print attack, replay attack and
mask attack pose a great threat to user’s privacy and property security.

Face presentation attack detection (PAD), which is also called face anti-spoofing
(FAS), is such a method to verify whether the user is himself or not. In the last
few years, several methods by using hand-crafted features [4–7] and neural network
features [8, 9, 11] have been proposed. Traditional hand-crafted based methods often
tried to find invariant features to distinguish real and fake face as robustly as possible.
However, because the features designed in this way are based on the subjective
judgment of the designers, it is difficult to avoid the problem that the selected features
are hard to describe the complex and changeable real application scenarios even
through the feature fusion methods. On the other hand, features extracted by neural
network mostly learn the semantic information of real and fake face for face anti-
spoofing, but it often depends on the diversity and quantity of training samples,
which is prone to be overfitted. Hence, how to reduce the overfitting problem of deep
learning is worth exploring.

Compared with single-frame methods, multi-frame methods can often achieve
better performance such as motion [10], rPPG [11] and so on, but single-frame
methods could always respond more quickly than multi-frame methods in real world
application scenarios. Thus, single-framemethods aremore suitable thanmulti-frame
methods to be applied in the real world.

FAS is essentially a binary classification task to classify the true face and fake
face. Most existing neural network-based methods for the task of classification are
based on VGG [12], ResNet [13], DenseNet [14] and so on. Generative adversarial
network (GAN) [15], as a popular method, is often more concerned about the gener-
ation ability of its generator, and it has not been widely used in the field of clas-
sification. Meanwhile, because the training of GAN is a process of confrontation,
with the improvement of the generator, the discriminator would also be improved.
The research of CGAN [16] also proves that the generation ability of GAN can be
improved effectively by adding label information. Motivated by this, we believe
that the application of GAN to the field of FAS field is worth exploring.
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Based on the discussion above,wepropose a single-framebased face anti-spoofing
algorithm by using generative adversarial network. Our contribution mainly includes
the following points:

(1) A method based on representative frame selection is proposed to remove
outliers in training video.

(2) A semi-supervised GAN method is proposed to explore the feasibility of
applying GAN to the field of FAS.

(3) In order tomake the real data occupymoreweight than the generated data in the
discriminator, finetune is used to further improve the accuracy of classification.

2 Methodology

2.1 Data Pre-processing

In order to reduce the impact of background information outside the face region, we
use a python package called face_recognization [17] as our face detection method
to cut the face area of each frame in the video, so as to reduce the overall size of the
input data and improve the anti-interference ability. In order to make the generator
extract features better, several tricks for data augmentation, such as random crop and
the random horizontal flip are used for the input data.

Representative frame selection. Experiments show that problems such as black
screen, overexposure, face detection failure occasionally appear in some frames of
the original dataset, those exceptions which are treated as outliers, have a negative
effect on the training process. Thus, we propose a method based on representative
frame selection to remove the outliers in training video.

Through observation, it is easy to find that, for all public face anti-spoofing
datasets, the normal frames in the samevideo usually have twoproperties (1) occupy a
large proportion in quantity; (2) the duration of the video is usually short, so different
frames of the same video usually show little diversity.

Hence there are two steps of our representative frame selection algorithm. First,
find a feature map that has the overall feature of the entire video, then compare this
feature map with each video frame, and select N frames with the smallest distance
between frames and the feature map. The whole process can be formulated as follow:

a =
∑n

i=1 bi
n

, (1)

brep1...N = min

(
n∑

i=1

(bi − a)2
)

(2)
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where a is a feature map obtained by averaging the pixel values of all video frames,
b1,...,n represents n frames and those n frames constitute a video, brep1...N is N repre-
sentative frame of this video where N could be selected according to the demand. In
our experiments, we set the value of N to 30.

2.2 Semi-supervised Generative Adversarial Network

Semi-supervised generative adversarial network model. Unlike most traditional
neural networkmethods, the classical generative adversarial network [15] is an unsu-
pervised neural network method, which consists of two parts: generator and discrim-
inator. Generator is used to generate random samples as close to the real samples as
possible through the input random noise, while discriminator is a classifier for fake
samples generated by the generator and real samples from real data, it is used to
distinguish whether the input sample is from the real original data or is from the fake
data which is generated by the generator. Generally speaking, the goal of generator is
to generate random samples which are close to the real samples as much as possible
to deceive the discriminator, while the goal of discriminator is to decide whether the
input data is fake samples from generator or real samples from original data, which
constitutes a process of confrontation.

The training process of the generative adversarial network is an alternating
process. First, the discriminator is trained, then the model parameters of the discrimi-
nator are fixedwhile the generator is training, and then the parameters of the generator
are fixed during the training process of the discriminator, and so on. The loss function
of the classical generative adversarial network is shown as follows:

min
G

max
D

V (D,G) = Ex∼pdata(x)
[
log D(x)

] + Ez∼pz(z)
[
log(1 − D(G(z)))

]
(3)

where G represents the generator, D represents the discriminator, x is original data,
z is random noise. Implement details and proving process can be referred to the
original paper [15].

As can be seen from the above, the original generative adversarial networkmethod
is an unsupervised process, so it can’t be directly used for classification tasks. In
2016, SGAN [18] proposed an idea of adjusting the discriminator structure to force
the discriminator to classify, the purpose of this idea is to improve the generation
ability of the generator. Based on this idea, we modified the discriminator based
on DCGAN [19] for our FAS algorithm, On the basis of the original two output
neurons nodes, three output neurons nodes for classification are added to enhance
the discrimination ability of the discriminator. The modified network structure is
shown in Fig. 1.

Same as the original generative adversarial network, generator and discriminator
are trained alternately. For the generator, the input is a random noise with the size of
100, and theoutput is a 128×128RGBimage.The loss of generator is the sameas that
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Fig. 1 The flow of the semi-supervised GAN

of the classical generative adversarial network. For discriminator, the input is a 128×
128 RGB image, and the output is composed of two components: discrimination loss
and classification loss. Purpose of discrimination loss is to evaluate the generation
quality of the generator, which is the same as the original generator loss, while
the purpose of classification loss is to force the discriminator to classify the real
samples by adjusting the number of output nodes. In our task, the number of output
nodes, which can also be called categories is 3 (real, fake, generate image). We use
Cross-entropy to do classification. The loss function is as follows:

L = 1

N

∑

i

−
M∑

c=1

yiclog pic (4)

where M is the number of categories, yic is an indicator to determine whether the
predicted label is the same as ground truth, pic is the probability where the label of
sample i is c. The details of network structure are shown in Table 1.

Finetune the discriminator. During experiments, we found that it is even harder
to train the generative adversarial network due to the addition of label information,
and the result is unsatisfactory, but at this time, the discriminator has learned a lot
from both unlabeled fake samples and labeled real samples. In order to make the
discriminator pay more attention to the real image rather than the generated image,
we finetune the current discriminator model by labeled real samples only.
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Table 1 Network architecture of DCGAN based SGAN

No Operation Kernel Feature Map BN Stride Activation Function

G 1 input – 100 – – –

2 FC – – – –

3 Reshape – 32 * 32 * 128 Yes – –

4 UpSampling 2 * 2 64 * 64 * 128 – – –

5 Conv2d 3 * 3 64*64*128 Yes 1 LeakyReLU

6 UpSampling 2 * 2 128 * 128 * 128 – – –

7 Conv2d 3*3 128 * 128 * 64 Yes 1 LeakyReLU

8 Conv2d 3 * 3 128 * 128 * 3 – 1 Tanh

9 G-output – 128 * 128 * 3 - –

10 D-input – 128 * 128 * 3 – – –

11 Conv2d 3 * 3 64 * 64 * 16 – 2 LeakyReLU

12 Conv2d 3 * 3 32*32*32 Yes 2 LeakyReLU

D 13 Conv2d 3 * 3 16 * 16 * 64 Yes 2 LeakyReLU

14 Conv2d 3 * 3 8 * 8 * 128 Yes 2 LeakyReLU

15 FC1 – 2 – – Sigmod

16 FC2 – 3 – – softmax

3 Experimental Results

3.1 Dataset and Metrics

The well-known OULU-NPU dataset [20] is used to evaluate our method. OULU-
NPU is a dataset consisting of print attack and replay attack with high resolution
videos, it contains four different protocols, and a total of 14 groups of experiments to
measure the effect of illumination variation, presentation attack in structures (PAI)
variation, and camera device variation. Protocol 1 focus on illumination, protocol 2
focus on PAI, and protocol 3 focus on external device. Themost challenging protocol
is Protocol 4, it includes all the variations in protocol 1, 2, and 3.

Furthermore, we choose APCER (Attack Presentation Classification Error Rate),
BPCER (Bona fide Presentation Classification Error Rate) andACER (Average Clas-
sification Error Rate) as our evaluation criteria of the results. Details of the definition
of APCER, BPCER and ACER can be found in [21].

3.2 Implementation Details

Our experiments are implemented by Pytorch. For the training phase, we chose
Adam as the optimization algorithm, and the initial learning rates of generator and
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discriminator are 1e-4 and 1e-3 respectively. We trained 500 epochs on RTXTitan
GPU. The size of input image is 128 × 128 and the batch size is 128. In the fine-
tuning phase, the initial learning rate of the discriminator is 1e-3, and the learning
rate is attenuated every 200 epochs with the gamma of 0.5, the number of epochs is
1000, and the batch size is 256.

3.3 Comparison with Existing Methods

As shown in Table 2, our method has achieved better results than traditional hand-
crafted features [5–7], and as for deep learning method Recod [22] and CPqD [23],

Table 2 The results of all protocols of OULU-NPU

Prot Method APCER (%) BPCER (%) ACER (%)

1 MBLPQ [7] 44.2 3.3 23.8

Color Texture + LBP [5] 5.0 20.8 12.9

PML [6] 11.3 9.2 10.2

Recod [22] 3.3 13.3 8.3

CPqD [23] 2.9 10.8 6.9

Ours 9.8 8.3 9.1

Color Texture + LBP [5] 22.5 6.7 14.6

MBLPQ [7] 19.7 6.1 12.9

2 Recod [22] 15.8 4.2 10.0

CPqD [23] 14.7 3.6 9.2

PML [6] 11.4 3.9 7.6

Ours 7.5 3.9 5.7

MBLPQ [7] 12.9 ± 4.1 21.9 ± 22.4 17.4 ± 10.3

PML [6] 15.7 ± 21.8 15.8 ± 15.4 15.8 ± 15.1

3 Color Texture + LBP [5] 14.2 ± 9.2 8.6 ± 5.9 11.4 ± 4.6

Recod [22] 10.1 ± 13.9 8.9 ± 9.3 9.5 ± 6.7

CPqD [23] 6.8 ± 5.6 8.1 ± 6.4 7.4 ± 3.3

Ours 4.4 ± 4.0 7.5 ± 7.5 6.6 ± 2.6

PML [6] 61.7 ± 26.4 13.3 ± 13.7 37.5 ± 14.1

MBLPQ [7] 49.2 ± 27.8 24.2 ± 27.8 36.7 ± 4.7

4 Color Texture + LBP [5] 29.2 ± 37.5 23.3 ± 13.3 26.3 ± 16.9

Recod [22] 35.0 ± 37.5 10.0 ± 4.5 22.5 ± 18.2

CPqD [23] 32.5 ± 37.5 11.7 ± 12.1 22.1 ± 20.8

Ours 9.3 ± 4.2 19.8 ± 19.0 14.6 ± 11.6

The bold values indicate the best results in this group of experiments



128 J. Chen et al.

Fig. 2 ROC curves of protocol 1 and 2 in OULU-NPU while the result of protocol 1 is one the left
and the result of protocol 2 is on the right

our method has also obtained competitive results. Because the results of protocol 1,
2 and 3 measure the effect of illumination variation, presentation attack in structures
(PAI) variation, and camera device variation respectively, the experimental results
show that for PAI variation and camera device variation, our method is stable. The
results of protocol 4 also show that our method has a better effect on APCER and
ACER than any other methods above. Low APCER means that our method has a
strong ability to reject presentation attacks, which makes our method more suitable
for real-world applications.

Moreover, FAS is a task of binary classification. In Fig. 2,we evaluate the influence
of different thresholds on our method by ROC curves based on protocol 1 and 2 as an
example. The area under the ROC curve can be regarded as an intuitive evaluation of
its results. As we can see, both curves have a good trend and ROC curve on protocol
2 achieve a better performance than the curve on protocol 1.

4 Conclusion and Future Work

We explore the feasibility of forcing the discriminator of the generative adversarial
network to predict class labels for classification task in this paper. A method based
on representative frame selection and finetune is also proposed to further improve
the accuracy of classification. The experimental results show that our proposed
method can achieve better results than most hand-crafted features and is compet-
itive with some recent deep learning methods. Meanwhile, the effective application
of generative adversarial network in the field of classification still needs further
exploration.



Semi-supervised Generative Adversarial Network … 129

Acknowledgements This work is supported by the National Natural Science Foundation of
China under Grant No. 61872419, No. 61873324, the Natural Science Foundation of Shan-
dong Province, China, under Grant No. ZR2020QF107, No. ZR2020MF137, No. ZR2019MF040,
ZR2019MH106, No. ZR2018BF023, the China Postdoctoral Science Foundation under Grants No.
2017M612178. University Innovation Team Project of Jinan (2019GXRC015), Key Science &
Technology Innovation Project of Shandong Province (2019JZZY010324,2019JZZY010448), and
the Higher Educational Science and Technology Program of Jinan City under Grant with No.
2020GXRC057.

References

1. Taigman, Y., Yang, M., Ranzato, M. A., Wolf, L. Deepface: Closing the gap to human-level
performance in face verification. In: Proceedings of the IEEE conference on computer vision
and pattern recognition, pp. 1701–1708 (2014)

2. Gary, B. H.,Marwan,M., Tamara, B., Eric, L.: Labeled faces in the wild: a database forstudying
face recognition in unconstrained environments. In: Workshop on Faces in ‘Real-Life’ Images:
Detection, Alignment, and Recognition (2008)

3. Schroff, F., Dmitry, K, James, P.: Facenet: a unified embedding for face recognition and clus-
tering. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(2015)

4. Ivana, C., André, A., Sébastien, M.: On the effectiveness of local binary patterns in face anti-
spoofing. In: 2012 BIOSIG-Proceedings of the International Conference of Biometrics Special
Interest Group (BIOSIG) (2012)

5. Zinelabidine, B., Jukka, K., Abdenour, H.: Face anti-spoofing based on color texture analysis.
In: 2015 IEEE International Conference on Image Processing (ICIP) (2015)

6. Bekhouche, S.E., Ouafi, A., Dornaika, F., Taleb-Ahmed, A., Hadid, A.: Pyramid multi-level
features for facial demographic estimation. Expert Syst. Appl. 80, 297–310 (2017)

7. Boulkenafet, Z., Komulainen, J., Akhtar, Z., Benlamoudi, A., Samai, D., Bekhouche, S. E.,
Hadid, A.: A competition on generalized software-based face presentation attack detection
in mobile scenarios. In: 2017 IEEE International Joint Conference on Biometrics (IJCB),
pp. 688–696 (2017)

8. Yang, X., Luo, W., Bao, L., Gao, Y., Gong, D., Zheng, S., Liu, W.: Face anti-spoofing: model
matters, so does data. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition. pp. 3507–3516 (2019).

9. Yu, Z., Zhao, C., Wang, Z., Qin, Y., Su, Z., Li, X., .Zhao, G.: Searching central difference
convolutional networks for face anti-spoofing. In: Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pp. 5295–5305 (2020)

10. Bharadwaj, S., Dhamecha, T. I., Vatsa, M., Singh, R.: Computationally efficient face spoofing
detection with motion magnification. In: Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition Workshops, pp. 105–110 (2013)

11. Yaojie, L., Amin, J., Xiaoming, L.: Learning deep models for face anti-spoofing: Binary or
auxiliary supervision. In: Proceedings of the IEEEConference on Computer Vision and Pattern
Recognition (2018).

12. Karen, S., Andrew, Z.: Very deep convolutional networks for large-scale image recognition. In
arXiv preprint arXiv:1409.1556 (2014)

13. Kaiming, H., Xiangyu, Z., Shaoqing, R., Jian, S.: Deep residual learning for image recognition.
In: Proceedings of the IEEEConference onComputer Vision and Pattern Recognition, pp. 770–
778 (2016)

14. Huang, G., Liu, Z., Van der Maaten, L., Weinberger, K. Q.: Densely connected convolutional
networks. In: Proceedings of the IEEEConference onComputerVision andPatternRecognition
(2017)

http://arxiv.org/abs/1409.1556


130 J. Chen et al.

15. Goodfellow, I.J., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S., Bengio,
Y.: Generative adversarial networks. arXiv preprint arXiv:1406.2661. (2014)

16. Mehdi,M., Simon, O.: Conditional generative adversarial nets. arXiv preprint arXiv:1411.1784
(2014)

17. Adam Geitgey., https://github.com/ageitgey/face_recognition, Copyright (c). Last accessed
2017

18. Augustus, O.: Semi-supervised learning with generative adversarial networks. arXiv preprint
arXiv:1606.01583 (2016)

19. Alec, R., Luke,M., Soumith, C.: Unsupervised representation learning with deep convolutional
generative adversarial networks. arXiv preprint arXiv:1511.06434 (2015)

20. Boulkenafet, Z., Komulainen, J., Li, L., Feng, X., Hadid, A.: OULU-NPU: A mobile face
presentation attack database with real-world variations. In: 2017 12th IEEE International
Conference on Automatic Face & Gesture Recognition (FG 2017) (2017)

21. Ivana,C.,Amir,M.,Andrew,A., Sébastien,M.: Evaluationmethodologies for biometric presen-
tation attack detection. In:HandbookofBiometricAnti-Spoofing, pp. 457–480. Springer,Cham
(2019)

22. Iandola, F. N., Han, S., Moskewicz, M. W., Ashraf, K., Dally, W. J., Keutzer, K.: SqueezeNet:
AlexNet-level accuracy with 50x fewer parameters and< 0.5 MB model size. arXiv preprint
arXiv:1602.07360 (2016)

23. Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., Wojna, Z.: Rethinking the inception archi-
tecture for computer vision. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (2016)

http://arxiv.org/abs/1406.2661
http://arxiv.org/abs/1411.1784
https://github.com/ageitgey/face_recognition
http://arxiv.org/abs/1606.01583
http://arxiv.org/abs/1511.06434
http://arxiv.org/abs/1602.07360


Improving Apple Detection Using
RetinaNet

Zhen Ma and Nianqiang Li

Abstract With the rapid modernization of agriculture and the increasing demand
for fruits, automated fruit picking tasks are particularly important in fruit produc-
tion. Computer vision-based fruit target detection is one of the key technologies.
Traditional fruit detection methods are limited by the fact that the digital images
captured by cameras are susceptible to light, and there may be overlap and occlusion
between the fruit and the leaves, which are common situations that can greatly affect
traditional fruit detection methods. With the development of deep learning tech-
niques, many target detection techniques have emerged. To improve the accuracy
and detection speed of fruit detection, this paper adopts and improves RetinaNet,
using MobileNetV3 as one of the feature extraction network, which greatly reduces
the inference time of detection models in embedded devices. In order to improve the
detection accuracy of the small target of fruits, this paper makes some improvements
to the feature extraction network and feature pyramid network in the network, and
optimizes the size of anchors with a clustering algorithm. Through experiments, it
is shown that the improved RetinaNet algorithm proposed in this paper has high
accuracy in apple detection task and better robustness in dark light, overlapping and
occlusion situations.

Keywords RetinaNet · MobileNetV3 · Apple detection

1 Introduction

China is a large fruit producing country, and the use of automated fruit picking equip-
ment can greatly reduce human andmaterial resources, and an important prerequisite
for this mechanical task is to have accurate machine vision-based fruit detection and
positioning technology. Conventional inspection methods identify fruits based on
fruits’ features such as shapes, colors and textures [1–4]. The detection speed of
these methods is usually fast, but the pictures taken by the camera are not ideally
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images that contain only complete fruits, and often encounter complex situations
such as overlapping fruits, leaves obscuring fruits, and large differences between
individual fruits, which can make traditional detection methods very difficult.

Deep learning is one of the frontier technologies in machine learning and artifi-
cial intelligence research, and deep learning techniques have brought revolutionary
advances in machine learning and computer vision. Target detection refers to sepa-
rating the background region from the region of interest and determining the classes
and location of the region of interest in the input of an unknown image. In recent
years, due to the breakthrough of deep learning technology in target detection [5,
6], there have been many scholars applying this technology to fruit detection. The
current target detection methods based on deep convolutional networks are mainly
divided into two categories, one category is two-stage detection algorithms such as
RCNN [7], Fast-RCNN [8], Faster-RCNN [9], Mask-RCNN [10]; the order category
is one-stage detection algorithms such as SSD [11], YOLO [12–14], RetinaNet [15].

Bargoti et al. [16] used Fast-RCNN network for fruit detection, and to reduce
the computational effort, they split the original high-resolution image and detected
each piece separately. They also used flip shift and color space transformation to
enhance the dataset and reduce the occurrence of overfitting cases. However, Fast-
RCNN is a two-stage detection algorithm, which has a long detection time and is
not optimized for small targets. Tian et al. [17] used a modified YOLO-V3 network
for apple detection, and modified YOLO-V3 using DenseNet to improve the feature
extraction capability of the network.

Compared with the two-stage detection algorithms, the one-stage detection algo-
rithms skip the region proposal stage and complete the prediction of target class and
target localization simultaneously in the convolutional network, which greatly speed
up thedetection speed and aremore suitable for real-timedetectionof fruits.However,
one-stage detection algorithms usually use the mechanism of dense sampling of
candidate regions, which can lead to the occurrence of category imbalance [18],
i.e., the quantity of negative samples is much larger than the quantity of positive
samples, making the training process affected and thus reducing the accuracy of
target detection.

In RetinaNet, He et al. [15] proposes a new loss function, Focal Loss, which
is characterized by its small impact on the loss function for easy samples and still
maintains a high loss for hard samples, thus making the training process more stable
and improving the efficiency and accuracy of the detector.

In summary, this paper adopts RetinaNet as the target detection framework and
uses MobileNetV3 as its feature extraction network for the application scenario of
this paper. In order to improve the accuracy of small target detection, this paper
improves the RetinaNet network structure by making a series of modifications to
the feature extraction network and FPN so that the low-level features of the image
samples have better semantic information of the high-level features. The anchors
parameters in the original RetinaNet are not applicable to the application scenario
of this paper, so a better anchors parameter is calculated by the K-means distance
algorithm to improve the detection accuracy and increase the recall.
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The algorithm proposed in this paper takes into account the better accuracy while
completing the lightweight of the model, so that the embedded device can complete
the real-time orchard apple detection in real time and be fully prepared for the
subsequent fully automated fruit picking task.

2 RetinaNet Structure and Improvement

RetinaNet is a unified target detection network consisting of a feature extraction
network, a feature pyramid network and two sub-networks. It improves the accuracy
of target detection, especially in the detection of small objects. This paper improves
on it, and its network structure is shown in Fig. 1. The backbone network mainly
obtains the feature map of the whole input image through a series of convolutional
operations. two sub-networks classify and localize the target image to be detected
based on the output of the backbone network, respectively.

2.1 Feature Extraction Network

MobileNets [19] is based on a streamlined architecture that uses deeply separable
convolutions to build lightweight deep neural networks. The network introduces
two simple global hyper parameters that effectively balance between latency and
accuracy. In this paper, MobileNetV3 is used as the base feature extraction network

Fig. 1 Overall structure of improved RetinaNet
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of RetinaNet for practical application scenarios to shorten the inference time of
the model and to achieve the real-time detection task of apples in orchards using
embedded devices.

2.2 Feature Pyramid Network

Feature Pyramid Network (FPN) [20] has been a fundamental component in multi-
scale target detection and can cope well with target detection tasks of different sizes.
The high-level features of image samples contain rich semantic information, but it
is difficult to predict the location of the target accurately due to low resolution. In
contrast, the low-level features of image samples have less semantic information,
so that they can accurately contain the location information of objects due to their
high resolution. According to this feature, FPN fuses the feature maps of different
layers, enabling better recognition of small objects. However, in the FPN module
of RetinaNet, after multiple convolution and upsampling operations, the semantic
information of the higher-level features of the image samples is difficult to reach
the lower-level feature layers, making the lower-level features used to detect small
objects lack some semantic information of the higher-level features.

In the application scenario of this paper, for the problem of low detection accuracy
in the detection task of small targets such as apples, the C5 feature layer of the feature
extraction network is stacked with the P3 feature layer of the FPN after 4 times up-
sampling, and the stacked feature channels are compressed and fused to the original
number of feature channels by a 1 × 1 convolutional layer to improve the semantic
information of the high-level features contained in the low-level features of the image
samples.

2.3 Focal Loss

In the process of object detection algorithm training, there is a class imbalance
problem, themost serious ofwhich is the positive and negative sample imbalance, i.e.,
the number of negative samples is often larger than the number of positive samples.
In some two-stage object detectionmethods, like Faster R-CNN, a significant portion
of negative samples is first filtered out using RPN, and then a deep neural network is
used to make accurate category detection and position regression for each candidate
frame. In contrast, one-stage target detection methods do not distinguish between
positive and negative samples in advance, and directly performs category detection
and position regression on the pre-set anchors. So, in general one-stage detection
algorithm is faster without high accuracy. To solve this problem, He et al. mentioned
Focal Loss in the RetinaNet algorithm.

The traditional cross-entropy loss function is shown as follows:
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CE(p, y) =
{ − log(p) i f y = 1

−log(1 − p) otherwise
(1)

where y ∈ {±1} refers to themanually labeled classes and p ∈ [0, 1] is the probability
that the model predicts the classes y =1.

For simplicity, we let

pt =
{

p i f y = 1
1 − p otherwise

(2)

Then we can obtain the formula as follows:

CE(p, y) = log(pt ) (3)

To solve the problem of classes imbalance caused by the number of negative
samples being much larger than the number of positive samples, we can introduce a
weighting factor α, α is defined as follows:

α =
{

α f or class 1
1 − α f or class − 1

(4)

We can treat α as a hyper parameter and calculate the optimal value by cross-
validation method. The loss function then becomes as follows.

CE(pt ) = −αt log(pt ) (5)

In order to better distinguish between easy examples and hard examples, the
detector focuses more on hard examples.

Focal Loss introduces a tunable focusing parameter (γ > = 0), and the final
formula for Focal Loss is shown below.

FL(pt ) = −(1 − pt )
γ log(pt ) (6)

For the dataset used in this paper, we set γ to be 2 to get better results for the
trained model.

2.4 Improving Anchor Using Clustering Algorithm

By using the anchors mechanism [9], the computational effort in the training phase is
greatly reduced. Since the setting parameters of anchors can vary between different
datasets, the parameters of anchors are recalculated by using the K-means clustering
algorithm for the application scenario of this paper, which make the model of this
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Fig. 2 Clustering result

paper work better on the fruit dataset. In this paper, the average IOU in each case is
calculated by using the K-means distance algorithm between K belonging to (2,10)
anchors, and the calculation results are shown in Fig. 2.

It can be seen that the slope of the anchors-average IOU curve changes signifi-
cantly when the number of anchors is 3. Therefore, when the size of 3 anchors is
selected, the complexity of training can be reduced while the accuracy of the model
can be taken into account. At this time. The three anchors’ sizes are [27 × 27, 36 ×
36, 46 × 46]. The anchors sizes obtained by clustering the ground truth bounding
box are closer to the true values, which make it easier to fit the model to the true
position of the target, thus reducing the training difficulty of the model.

3 Experimental Results and Analysis

3.1 Experimental Data

The dataset used in this paper is published by Suchet Bargoti and James Underwood
in [21] and can be downloaded at [22]. This paper uses its apple dataset. The dataset
provides circular annotations for the fruits, which is converted into a rectangular box
representation containing four vertices to better fit the network parameters of this
paper (Table 1).

3.2 Data Augmentation

Since this dataset has only more than 1000 apple images, it is easy to overfit during
the training process. For this reason, we used the following methods to augment the
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Table 1 Apple dataset
parameters

Set Raw image size Image size Number of image

train 1616 × 1232 202 × 308 896

val 1616 × 1232 202 × 308 112

test 1616 × 1232 202 × 308 112

train + val 1616 × 1232 202 × 308 1008

(a) Original image (b) Horizontal flip

(c) HSV image (d) Random crop

Fig. 3 Data augmentation

dataset to enhance the robustness of the model. (1) Convert all images to HSV color
space to enhance the contrast between foreground and background in apple images.
(2) Flip all images horizontally to expand the original dataset by a factor of 2. (3)
Randomly crop the images during training by randomly cropping 60–90% part and
scaled to the size needed by the network. After the above operations, the dataset is
expanded to 3 times of the previous size, which greatly reduces the occurrence of
overfitting and enhances the generalization of the model. Figure 3 shows the images
after data augmentation.

3.3 Evaluation Criteria

In this paper, F1-score is used as the evaluation index of the target detection model.
F1-score is the harmonic average of Recall and Precision. The formulas of Recall
and Precision are as follows:
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Recall = T P

T P + FN
(7)

Precision = T P

T P + FP
(8)

Among them, T P is True Positives, which means that the sample is divided into
positive samples and the allocation is correct. FP is FN , that is, False Negatives,
which means that the sample is divided into negative samples but the allocation is
wrong. FN is False Negatives, which means that the sample is divided into negative
samples but the allocation is wrong. Thereby, the calculation formula of F1-score is
obtained, as shown below:

F1 = 2
Precision ∗ Recall

Precision + Recall
(9)

The higher the F1-score, the more robust the model.

3.4 Experimental Results

In this paper, we conduct comparison experiments by using different detection algo-
rithms on the same datasets, and the experimental results are shown in Table 2. By
improving the RetinaNet network architecture and using MobileNetV3 as its feature
extraction network, the detection speed is greatly improved, from 8 to 37FPS, and
the F1-score is also improved by 20%.

Figure 4 shows the detection results of the improved algorithm for some test
samples. In these test result plots, some common cases that are unfavorable to Apple
detection are shown. For example, the picture in the upper left corner in Fig. 4,
the cyan colored apples are extremely similar in color to the large green leaves
in the background. In the top right image, the light is blocked and in dim light,
a similar situation to the top left picture occurs, where the apples largely blend
in with the background. In the two pictures at the bottom of Fig. 4, there is an
overlap between apples and the leaves obscure the apples. Although these common
unfavorable situations above can bring great impact on the target detection, however,
the improved RetinaNet in this paper still plays a good effect, not only detecting the
apples in the images, but also accurately labeling their positions in the images.

Table 2 Experimental results Model Backbone F1

Faster-RCNN ResNet50 0.878

RetinaNet ResNet50 0.865

Proposed MobileNetV3 0.946
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Fig. 4 Detection result

3.5 Experimental Analysis

The original RetinaNet uses Focal Loss as the loss function, and its F1-score is not
much different from Faster-RCNN under the premise of guaranteeing the detection
speed, but as a two-stage detection algorithm, the Faster-RCNN model is relatively
large and not well able to accomplish the real-time target detection task. Therefore,
this paper adopts the lightweight RetinaNet detection model and uses MobileNetV3
as its feature extraction network, which is faster and can complete the real-time
apple detection task. For the detection of the small target of apple, the detection
accuracy is greatly improved by improving the RetinaNet network structure, which
makes the semantic information of the high-level features well integrated with the
low-level features, and by using the K-means clustering algorithm to calculate the
size of the anchors suitable for this dataset. For complex and common unfavorable
cases, such as dark light, overlap and occlusion, the algorithm in this paper still has
excellent performance. However, this algorithm also has some shortcomings, such
as some detection targets are missed. In the next work, we will continue to improve
this model and add other datasets to further improve the robustness and accuracy of
the detection model.
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Megavoltage Computed Tomography
(MVCT) Imaging Quality Improvement
via Convolutional Neural Network

Zengjing Zhao , Jiwen Dong , Sijie Niu , Yan Zhang , and Jian Zhu

Abstract Clinical application of Megavoltage Computed Tomography (MVCT) is
limited to three-dimensional visualization and position of the patient. The noise and
low soft tissue contrast of MVCT make it difficult to offer accurate target volume
delineation for adaptive radiotherapy and accurate image registration for image-
guided radiotherapy, resulting in the less clinical application prospect of MVCT.
In this work, we developed a deep learning-based approach to improve the MVCT
image quality, so as to learn a mapping between MVCT images and paired planning
kilovoltage CT (KVCT) images. The root mean squared error (RMSE), structural
similarity (SSIM), and peak signal-to-noise ratio (PSNR) were used to quantify.
Specifically, the PSNR and SSIM of the processed images improved to 27.94 ±
1.64 dB and 0.93 ± 0.01 compared with 24.67 ± 1.16 dB and 0.88 ± 0.02 in the
original MVCT images, and the RMSE decreased from 23.5 ± 3.14HU to 16.34
± 3.39HU. The processed images were obtained using the proposed method with
less noise and higher soft tissue contrast in comparison with machine learning-based
method. The processed MVCT increases the feasibility of depicting the anatom-
ical delineation of tumor and organs at risk, and therefore enables the promising
application of image-guided and adaptive helical TomoTherapy.
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1 Introduction

Helical TomoTherapy (HT) is a revolutionary and neoteric technique to radiotherapy,
including an on-board imaging system that can be used to obtain MVCT images of
the patient before the treatment [1, 2]. After the MVCT acquisition, an KVCT-to-
MVCT image registration was registered for more accurate localization of patients
prior. In addition, MVCT images have also been used to monitor the position error
of the patient during the radiotherapy and therefore the treatment can be adapted
perfectly [3, 4]. The on-board imaging system uses Megavoltage (MV) imaging
does not require additional hardware and a separate imaging isocenter, where the
imaging beam and the treatment beam are identical with same isocenter (treatment
mode and imaging mode are 6 MV and 6 MV X-ray respectively [5]). At this higher
energy spectrum, compton scattering dominates the photon interactions in all body
tissues and streaking artifactsand the attenuation is proportional to the tissue density,
which results in the amplification of doped noise [6]. The low images quality of
MVCT limits its application potential in radiotherapy.

In recent years, some scholars had tried to use image reconstruction and image
post-processing methods to denoise MVCT images, aiming to improve its images
quality and increase soft tissue information. For instance, by reconstructing MVCT
images with reduced noise and discernible boundary, improving MVCT images
quality by using tensor framework [7]. Yet thismethod does not significantly improve
the contrast of soft tissues, and causes the resolution to be reduced. An anisotropic
diffusion filter has ever been used to improve deformable registration of the MVCT
images [8]. However, this method typically small feature contrast was reduced [9].
An algorithm that combines block matching 3D (BM3D) filtering and saliency map
was applied to MVCT images denoising and improving soft tissue information [9].
However, this algorithm needs to create a saliency map based on general experience.
A method of combining BM3D filtering and discriminative feature representation
(BM3D+ DFR) was applied to MVCT images denoising [10], which has improved
the quality of MVCT image. While it takes too much time and is not convenient for
clinical use. Recently, the generative adversarial network (GAN) has been broadly
used for image-to-image translation [11–13], Especially in the medical field [14,
15]. A CycleGAN [16] architecture improves the image quality of MVCT through
end-to-end learning from MVCT to KVCT [17]. Although the method can learn
the translation mappings in the absence of aligned paired images, it may generate
non-existent objects or features.

In this study, we apply a convolutional neural networks (CNN) on MVCT images
denoising.TheCNNmodel is basedon convolutional encoding–decoding [18] frame-
work, which includes deconvolution network and shortcut connections [19]. The
method not onlymakes running speedmeet the clinical requirements, but also correct
the CT numbers in MVCT images by accurate Hounsfield Units (HU) informa-
tion from previous planning KVCT, so as to reduce the noise. Besides that, we use
overlapped patches in CT images, in this way, not only achieve the effect of data
enhancement, but also detect local differences in perception [20].
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2 Materials and Methods

2.1 Data Acquisition and Image Processing

Head and neck (H&N) patients from Shandong Cancer Hospital and Institute, of
which the MVCT and KVCT images were collected, were divided into 34 training
(1484 transversalMVCTslices) and 4 testing (263 transversalMVCTslices) patients.
MVCT imageswere acquired by the helical TomoTherapy systemwith voxel spacing
of 0.76 × 0.76 × 2.00 mm3 and image size of 512 × 512. The KVCT images were
acquired by Brilliance Big Bore CT scanner with voxel spacing of 1.06 × 1.06 ×
3.00 mm3 and imaging matrix size of 512× 512. For training, we matched KVCT to
MVCT to generate paired KVCT images as the ground truth though the opensource
image registration toolbox (Elastix) [21]. The original KVCT imageswere resampled
to the same resolution of 0.76 × 0.76 × 2.00 mm3, the same as MVCT.

2.2 Network Design

The present study used a residual encoder-decoder convolutional neural network
architecture. This framework has been successfully used in image restoration such
as denoising and super-resolution [16, 19], and here this is the first application on
the MVCT denoising.

Denoising is considered a “low-level” task, because there is no feature extraction,
the level of most image denoising models is limited. Therefore, the network has only
10 layers, of which 5 layers are convolutional layers and 5 symmetrically arranged
deconvolutional layers. The convolutional layer is used to remove noise in theMVCT
images, the deconvolutional layer is used to reconstruct the MVCT images from the
extracted features, and shortcuts connected are added to improve the learning process
of the network. Each layer includes a convolution operation and rectified linear units
(ReLU). The shortcuts connected occurs before the ReLU. The number of feature
maps in the last layer was 1, and other layers was 96. All strides of convolution
operation were set to 1, and padding was set to 0. We extracted patches of the same
size from MVCT and corresponding KVCT images. The schematic flow chart is
shown in Fig. 1.

The loss function used the mean squared error (MSE), which measures the pixel-
wise difference between processed MVCT images IproMVCT and the paired KVCT
images IpKVCT . The formula of MSE is shown in Eq. (1).

LossMSE = 1

N

N∑

i=1

∥∥IproMVCT − I 2pKVCT

∥∥ (1)
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Fig. 1 Schematic flow chart of the proposedmethod. pKVCT, pairedKVCT; proMVCT, processed
MVCT

2.3 Metrics for Evaluation

In this work, the PSNR, SSIM, and RMSE were used to quantify the correction
accuracy. We used Two-tailed paired t-tests (95% confidence interval) to verify the
statistical significance, and recorded the P-values and t-statistics.

RMSE is a frequently used measurement criteria between the values predicted by
a model and the values observed. It is defined as

RMSE =
√√√√ 1

M

M∑

i=1

| f (i, j) − t(i, j)|2 (2)

where f (i, j) is the value of pixel (i, j) in the KVCT image, t(i, j) is the value of
pixel (i, j) in the MVCT image, and M is the total number of pixels.

In the field of image denoising, PSNR is an authoritative and commonly used
index to evaluate image quality. It is defined as

PSN R = 10× log10

(
MAX2

MSE

)
(3)

whereMAX is the possiblemaximumsignal intensity, andMSE is themean-squared
error of the image.

SSIM is an indicator of the degree of similarity between the two images quantizing.
It is defined as

SSI M =
(
2μxμy + c1

)(
2δxy + c2

)
(
μ2

x + μ2
y + c1

)(
δ2x + δ2y + c2

) (4)

where μx and μy are the mean value of KVCT and sKVCT image. δx and δy are the
standard deviations of KVCT and sKVCT image, and μxy is the covariance of two
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images of KVCT and sKVCT. The parameters c1 = (k1L)2 and c2 = (k2L)2 are
usually fixed values, where k1 = 0.01 and k2 = 0.02. L is the range of pixel values.

3 Experimental Results

3.1 Network Training

MVCT and KVCT images are normalized to the range of (−1, 1), which can accel-
erate and stabilize training convergence. The patch size was set to 128 × 128 as
input. And beyond that, the rotation and flipping (vertical and horizontal) were used
for data augmentation. The network was implemented using Pytorch, and trained
using an NVIDIAGeForce GTX 1080 Ti GPU. In the training stage, adam optimizer
was used to train the model. In 200 epochs, the learning rate was set to 10–4 at the
beginning, and slowly dropped to 10–5 in the process. The training images were
done on patches of 128 × 128 sizes. When testing, the images size of 512 × 512
were used as input.

3.2 Qualitative Results

The original MVCT, KVCT, and the post-processed MVCT images were shown and
compared with that of using BM3D+DFRmethod. Figure 2c, d shows a significant
noise reduction compared to the originalMVCT (Fig. 2a). Comparedwith the BM3D
+ DFR method, the processed images obtained by our method has less noise, where
the red box represents the enlarged soft tissue.

3.3 Quantitative Analysis

The statistical evaluation results of various indicators are shown inTable 1.Compared
with the BM3D + DFR, our method has achieved better results, the difference
between both methods was statistically significant (p < 0.001).

Moreover, transversal slices from one testing patient are shown in Fig. 3. Figure 3a
shows that HU values of the processed MVCT by our method are similar to that of
KVCT,where the orange linemarked across the soft tissue andbone areas. Figure 3(b)
shows that HU values of original MVCT are saltant, while HU values of processed
MVCT are smoothed and similar that of KVCT, where the blue line marked only
across the soft tissue area.
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Fig. 2 Head and neck images of original MVCT (a), KVCT (b) and the processed MVCT by
BM3D + DFR (c) and our method (d). Displaying window is (40,400) HU

Table 1 The PSNR, SSIM and RMSE calculation by BM3D + DFR and our methods from all 4
testing patients (263 transversal slices)

MVCT (A) BM3D + DFR (B) Ours (C) A versus C* B versus C*

PSNR 24.67 ± 1.16 25.16 ± 1.38 27.94 ± 1.64 t = −41.151 p <
0.001

t = −35.296
p < 0.001

SSIM 0.88 ± 0.02 0.90 ± 0.01 0.93 ± 0.01 t = −43.852
p < 0.001

t = −35.379
p < 0.001

RMSE 23.55 ± 3.14 22.35 ± 3.65 16.34 ± 3.39 t = −76.941
p < 0.001

t = −53.827
p < 0.001

The bold values represent better than the original MVCT images and the MVCT images processed
by the BM3D+DFR
* t and p value from two-tailed paired t-tests

4 Conclusion and Future Work

In this article, we used paired KVCT and MVCT for end-to-end learning to improve
the quality of MVCT images. The processed images had less noise and higher soft
tissue contrast in comparison with original MVCT images. Our method runs faster
than machine learning-based method (BM3D + DFR) to better meet the clinical
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Fig. 3 HU line profiles of MVCT, KVCT, and processed MVCT

needs.With the integration of it in the adiotherapy, themethodmay bring the potential
prospect inHelical TomoTherapy. In order to better apply it to the clinic, how tomake
the edge clearer on the premise of improving the contrast is our next research work.
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Research and Application of Railway
Turnout Gap Detection Based
on Improved Canny Algorithm

Xinpeng Liu , Runyuan Sun , and Zhifeng Liang

Abstract Turnout gap monitoring is research emphasis and hotspots of railway
safety management. In order to solve the automation requirements of the turnout gap
monitoring system, this paper proposes an automatic turnout gap detection algorithm
based on image processing technology. After image preprocessing, an edge detection
algorithm based on the Canny arithmetic operator is used to convert the image into
an edge binary image, then look for all possible gaps. Then after screening, the real
gap is preserved and marked. To solve the problem of low accuracy with complex
environment, an improved Canny edge detection algorithm is proposed. The detec-
tion experimental results on images with different noises show that this method is
better than traditional edge detection algorithm and get a high robustness in noisy
environment. Meanwhile, this method can successfully eliminate the stripe noise.

Keywords Canny operator · Edge detection · Turnout gap monitoring

1 Introduction

Turnouts are one of the important equipment at the railway station’s electrical service
site, the reliability and safety of their working conditions are directly related to the
safe operation of railway transportation [1]. The switchmachine is the core equipment
for railway turnouts and can be used to realize the switch and lock function of
the turnout, the working state of the switch machine plays a decisive role in the
speed of the train and the safety of operation [2, 3]. In the monitoring of the switch
machine, the gap of the switch machine is an important parameter of the working
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state of the switch machine. It reflects the degree of adhesion between the basic
rail and the switch rail after the switch is switched between the positioning and the
reverse position [4]. To measure the gap in turnout, researchers have used a variety
of methods. Some traditional methods [5–7] use electrical measurement methods,
which are not accurate enough and easily affect other equipment. In recent years,
with the development of computer technology, many researchers have tried to use
image.

processing technology, deep learning, and other methods to realize the measure-
ment of the gap in turnout [8–10]. Compare with the traditional method, the degree
of automation is higher.

However, the working environment of the switch machine is relatively harsh,
which will have a greater impact on the accuracy of most existing algorithms.
This paper proposes an automatic switch gap detection algorithm based on image
processing technology. First, after preprocessing the image, use the edge detection
algorithm to detect the edge of the image, then look for possible gaps in the image,
and finally filter the results. In this paper, the widely used Canny operator edge
detection algorithm is optimized for the shortcomings of noise sensitivity. In the
preprocessing stage, more operations are performed on the image to eliminate noise,
and the method of calculating weights through multiple detections is used to find
potential gaps, Improve the accuracy of detection. Experiments have proved that this
method has high accuracy and reliability, and does not need to install identification
components on the gap. Compared with the original Canny operator edge detection
algorithm, its anti-noise ability is stronger.

2 Turnout Gap Detection Method and System Principle

The turnout gap is the distance between the indication rod and the detection column
inside the switch machine. The gap of the turnout characterizes the degree of close
contact between the turnout and the basic rail. Therefore, measuring the gap can
check whether the switch machines can change in place each time the track changes.

To measure the turnout gap, one of the methods usually used now is to install a
camera device inside the switch machine to continuously take pictures of the part of
the indication rod detection block. As shown in Fig. 1, since the internal structure
of different types of switch machines is very different, the camera installation angle
and the distance from the gap are also different. Therefore, it is usually to manually
determine the detection area and calibrate the baseline before the measurement., to
speed up the detection speed and improve accuracy.
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Fig. 1 Internal gaps of different models of switch machines

3 Automatic Detection Algorithm for Turnout Gap

3.1 Parameter Setting

The parameter setting is mainly to manually delimit the detection area and the base-
line. One-time parameter setting can be effective for a group of continuously gap
pictures of turnouts for subsequent gap recognition. The baseline is the edge on the
side of the bar in the gap, generally, will not change position in the image. The delin-
eation of the detection area can be freely delineatedmanually, or the entire gap can be
drawn when the baseline is drawn, and then the one where the baseline is located is
directly taken as the detection area. This method is simpler and only requires manual
delineation. The baseline is sufficient, as shown in Fig. 2.

3.2 Edge Detection

Before looking for the gap, the image needs to be converted into a meaningful binary
image, which is generally realized by using an edge detection algorithm. The Canny
operator is relatively effective when extracting image edges from noisy images [11],
so the algorithm uses the Canny operator to extract the edges of images. The edge
detection algorithm based on the Canny operator mainly has four steps, namely
image denoising, gradient calculation, non-maximum suppression, double threshold
detection and edge connection.

Image denoising. In order to remove the small noise in the image and smooth the
image, use Gaussian filter to filter the image. The formula of the Gaussian filter
convolution kernel is:
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Fig. 2 Setting of parameters

h(x, y, σ ) = 1
2πσ 2 e

− (x2+y2)
2σ2 (1)

Let f (x, y) be the original image, then the filtered image g(x, y) is:

g(x, y) = f (x, y) ∗ h(x, y, σ ) (2)

* is the convolution operation, generally, take σ = 2.
Cameras often leave striped white noise on the image due to the refreshing of

the image when shooting. In order to eliminate the influence of stripe noise, it is
necessary to use the dilation and erosion of morphological operations. For a given
image g(x, y) and structural element S, expanding each point (x, y) in the image into
an area the size of structural element S is called a dilation operation on image g(x, y),
on the contrary, each area congruent with the structural element S is contracted into a
point,which is called the erosion operation on the image g(x, y). Performingmultiple
erosions on the image and then performing the same number of dilation operations
can remove small blocks of noise in the image, can effectively remove stripe noise,
called open operation. The effect depends on the number of operations, e. After
investigation and some experiments, it is found that e = 1 has a better denoising
effect on most pictures, and can keep the error caused by image destruction at a
small level.

Gradient calculation. The edge is often the point where the gray level of the image
changes greatly, so the edge detection algorithm based on the Canny operator needs
to calculate the gradient of each point (x, y). The calculation method of using the
Sobel operator to calculate the gradient amplitude M(x, y) and the angle θM is:
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M(x, y) = |dx (x, y)| + |dy(x, y)|
= | f (x, y) ∗ Sobelx | + ∣

∣ f (x, y) ∗ Sobely
∣
∣ (3)

θM = arctan
(
dy
dx

)

(4)

Among them, dx and dy are the gradient magnitude in the horizontal and vertical

directions, respectively, Sobelx =
⎡

⎣

1 2 1
0 0 0

−1 −2 −1

⎤

⎦, Sobely =
⎡

⎣

1 0 −1
2 0 −2
1 0 −1

⎤

⎦.

Non-maximum suppression. Only perform edge extraction based on the gradient,
the edge will be very blurred. The function of non-maximum suppression is to
suppress gradients other than the local maximum to zero. For each pixel, compare
its gradient magnitude with two adjacent pixels in the positive and negative gradient
direction. If the gradient magnitude is the largest, it will remain as an edge point,
otherwise the pixelwill be suppressed.Usually, the pixels to be compared are obtained
by calculating linear interpolation. As shown in Fig. 3, each pixel has 8 adjacent
pixels, and their pixel values are E, NE, N, NW, W, SW, S, SE, and the numbers
represent the angle area. The gradient direction of the pixel point P is θ.

Taking the gradient direction in the 0 areas as an example, let dx and dy be the
gradient magnitudes in the horizontal and vertical directions respectively, then the
calculation method of linear interpolation dp1 and dp2 is:

tan θ = dy
dx

(5)

dp1 = 1 − tan θ · E + tan θ · NE (6)

dp2 = 1 − tan θ · W + tan θ · SW (7)

Fig. 3 Calculating linear
interpolation
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If and only if the gradient magnitude of the current pixel is greater than dp1 and
dp2, the pixel is considered to be an edge, otherwise the pixel is suppressed.

Double threshold detection and edge connection. The edge detection algorithm
based on the Canny operator generally needs to input two threshold parameters, one
high and one low, to adjust the effect of edge detection. For all possible edge pixels,
compare their gradient magnitudes with the high and low thresholds. The pixels
greater than the high threshold are marked as strong edge pixels and determined
as edges; the points less than the low threshold will be suppressed; for the points
less than the high threshold and greater than the low threshold, marked as weak
edge pixels, using the 8-connected area method, when there are edge pixels in the
surrounding 8 pixels, the pixels will be marked as strong edge pixels, otherwise
suppressed.

3.3 Gap Detection

The image after edge detection is a binary image, so the subsequent operation on
the binary image is used to find the gap. There are two steps to find the gap. First
traverse the image from the calibration baseline to find possible gap lines, and then,
filter out false gaps caused by interference through certain conditions.

Looking for gaps. To find the gap, set the baseline as a line segment from point
(xb, yb1) to point (xb, yb2), the edge of the image in the direction of the gap is xend ,
and the search algorithm flow is, set f (x, y) as a binary value For the image, set
xstart = xb so that all pixels from yb1 to yb2 traverse the xend direction from xb, and
mark the x-axis coordinates of the first edge point encountered. After completing a
round, take the median of all coordinates as the result of this round of finding gaps,
and then use the result coordinates this time as the new xstart , and repeat the above
steps until all possible gaps are found.

Calibration gap. After obtaining the gap set, there’s a need to calculate their weights
to select the real gaps. The specific method is to find the boundary to left and right
for each possible gap and calculate the width. Then calculate the length of the gap.
First, filter out those with too short length and incorrect shape, and then calculate
the weight = length * pixel value from the left boundary to the right boundary, and
finally select the one with the largest weight as the true gap.

4 Experimental Verification

In order to verify the effectiveness of the algorithm, the experiment selects the real
photos of the switch machine at Hepu Station for verification. As shown in Fig. 4, a
picture of the ZY6 switch machine is selected for the algorithm experiment.



Research and Application of Railway Turnout … 157

Fig. 4 Algorithm experiment

It can be seen from the figure that the original image (Fig. 4a) is dimly lit and there
are serious noise and fringe noise interference in the picture, and the image quality
is low, which is convenient for detecting the robustness of the algorithm. As shown
in Fig. 4b, set the parameters for the original image, and the effect after native edge
detection is shown in Fig. 4c. It can be seen that there are still many unremoved noises
in the image, whichmay cause errors in the algorithm. After using the improved edge
detection algorithm, the effect is shown in Fig. 4d. It can be seen that compared with
Fig. 4c,most of the noise is eliminated. The result of gap detection is shown in Fig. 4e.
The comparison error is within the acceptable range. The algorithm is robust.

To test the effectiveness of the algorithm in different environments and different
models, the experiment selected 7 data sets from two switch machines for testing.
The images taken in the switch machine are shown in Fig. 5, the data set information
is shown in Table 1.

The algorithm improves the edge detection algorithmbased on theCanny operator.
To test the improvement effect of the algorithm, the experiment uses the original
Canny operator edge detection algorithm and the improved edge detection algorithm
to compare the accuracy and average error of the test. The results are as follows
(Figs. 6 and 7; Tables 2 and 3).

It can be seen that the overall accuracy of the algorithm is relatively high, which
proves that the design of the algorithm for finding the gap is successful. In contrast to
the edge detection algorithm, the accuracy of the improved algorithm is significantly
higher than that of the native Canny operator. Due to the error of manual labeling,
the value of the average error can only be used as a reference. In comparison, it
can be found that the average error of the improved algorithm is lower than that
of the original algorithm in most cases, but some situations are slightly higher than
the original algorithm. The reason may be that the improved algorithm has caused
some damage to the image quality while removing the noise, and will produce subtle
errors. However, in general, the improved edge detection algorithm is more effective
than the original Canny operator edge detection algorithm and is more suitable for
complex and changeable actual production environments.
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Fig. 5 Switch machines in different scenarios

Table 1 Data set information Number Number of pictures

1 106

2 103

3 106

4 99

5 108

6 105

7 109

5 Conclusions

An important topic of railway turnout safety monitoring is machine gap monitoring.
To measure the gaps, researchers have used many methods. One of the widely used
methods is to use camera equipment to shoot the gaps and then use edge detection
algorithms. Perform gap recognition, but due to the complex working environment
of the switch machine, the traditional edge detection algorithm has been greatly
challenged. In this paper, the originalCannyedgedetection algorithm is improved, the
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Fig. 6 Accuracy rate
comparison

Fig. 7 Mean error
comparison

Table 2 Accuracy data Number Origin Improved

1 0.9151 0.9717

2 0.9903 1

3 1 1

4 0.9798 1

5 0.963 0.9907

6 0.9238 0.981

7 0.9725 0.9725
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Table 3 Mean error data Number Origin Improved

1 1.4811 1.1226

2 0.7379 0.2621

3 0.8679 1.066

4 1.1515 1.1414

5 2.5278 2.2685

6 4.6762 3.6190

7 3.9633 4.4404

image preprocessing stage and gap detection stage is improved and some algorithms
are designed, and use the point machine gap shooting data with noise in different
environments for algorithm verification. Experiments show that this method has high
overall accuracy and reliability, and can still achieve better results on image data with
very low image quality, but there is still room for improvement. The algorithm can run
well in different environments and can meet the needs of turnout gap monitoring in
actual production. The application of the algorithm can contribute to themaintenance
of the safety of the railway system.
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3D Vision Transformer for Postoperative
Recurrence Risk Prediction of Liver
Cancer

Fan Li , Xueying Zhou , Xizhan Gao , Hui Zhao , and Sijie Niu

Abstract Hepatocellular carcinoma (HCC) is a kind of malignant tumor with a
high fatality rate, and it has a serious impact on the patient’s normal life. Although
the diagnostic scheme for liver cancer has been gradually improved in recent years,
the prognosis of patients with liver cancer is still not very ideal. Due to the high
recurrence rate and poor prognosis after surgery, intrahepatic metastasis plays an
important role in the survival cycle of patients with liver cancer, which is also a
significant guiding factor in the selection of preoperative treatment and the plan-
ning of postoperative follow-up. In this paper, a classification method based on 3D
Vision Transformer is proposed to determine whether intrahepatic metastasis occurs
after the operation. Specifically, in this study, 161 patients who were diagnosed as
HCC by puncture pathology or clinical diagnosis and received Transcatheter Arterial
Chemoembolization (TACE) treatment were selected as the study subjects, and the
patients were divided into non-metastasis group (79 cases) and intrahepatic metas-
tasis group (82 cases). By comparing 3D Vision Transformer with the 3D forms of
multiple deep learning classificationmodels, the predictive value of 3DVision Trans-
former in predicting intrahepatic metastasis after transarterial chemoembolization in
HCC patients was verified.

Keywords 3D vision transformer · Deep neural network · Classification ·
Hepatocellular carcinoma

1 Introduction

Liver cancer is one of the most common cancers and major cause of cancer deaths
in China, which accounts for over 50% of new cases and deaths worldwide [1].
Primary liver cancer is divided into two major types—hepatocellular carcinoma
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(HCC) derived from the hepatocytes and cholangiocarcinoma from the intrahep-
atic bile ducts [2]. HCC accounts for 90% of primary liver cancer, which is the
fourth most common cause of cancer-related deaths worldwide [3]. How to evaluate
the effect of treatment, improve the level of prognosis, improve the quality of life
of patients and extend the life cycle of patients are urgent problems to be solved.
Therefore, it is of great importance to carry out the research on the diagnosis and
prognosis of liver cancer in China. It can not only help the patients with liver cancer
to complete the earlier diagnosis of liver cancer, but also help doctors to make an
individualized treatment plan for them.

Hamamoto et al. [4] conducted a study on machine learning prediction on HCC
partial hepatectomy to determine the value machine learning for prediction. Subse-
quently, researchers have done a lot of research on the quality of life, disease-free
survival, and overall survival in patients with HCC after partial hepatectomy. The
result shows that machine learning can accurately predict, which is better than tradi-
tional analytical methods [5–8]. Deep Learning is a new direction of the development
of machine learning, which is influencing every field of people’s life. Liu et al. [9],
based on the deep learning, enhanced ultrasound method to accurately predict the
treatment effect of HCC patients after TACE. Peng et al. [10] used convolution neural
network (CNN) to effectively predict the treatment effect ofHCCafter TACE through
CT imaging. Therefore, deep learning models can well predict the effect of TACE
treatment and provide the basis for clinicians to select surgical cases more efficiently.

Most existing deep learning-based methods for classification are based on CNN,
such as ResNet [11], DenseNet [12] and so on. But despite the excellent represen-
tational capabilities of the CNN-based methods, due to the inherent limitations of
convolution operations, they often show limitations in establishing remote dependen-
cies, this is especially true for textures, shapes, and sizes that can show significant
differences between patients. Transformer is known for modeling remote dependen-
cies in data. Recently, because of the use of the Transformer structure, there are
a large number of computer vision tasks results have achieved outstanding perfor-
mance, such as Vision Transformer (ViT) [13], Swin Transformer [14]. Therefore,
Transformer becomes the first-choice scheme in the field of computer vision and
this structure is opening another door to an image classification algorithm. Moti-
vated by this, we believe the application of Transformer to the field of postoperative
recurrence risk prediction of liver cancer is worth exploring. Based on the above
discussion, we propose a medical 3D image classification model based on ViT and
we call it 3D Vision Transformer (3D ViT). Specifically, our proposed method has
three main contributions:

(1) Since the ViT is a model that only receive two-dimensional data, the network
we proposed in this paper can take 3D volumes as input.

(2) Vision Transformer as a current mainstream classification method, we applied
it for the first time to predict intrahepatic metastasis in HCC patients after
TACE treatment.
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(3) Compared with the previous classification models, our proposed model
achieves excellent results on our magnetic resonance imaging (MRI) dataset
for HCC patients treated with TACE.

2 Methodology

2.1 Data Pre-processing

The images were collected using 3 T magnetic field intensity, and different patients
were scanned with different MR image scanners (i.e., Siemens Medical Systems
and Philips Medical Systems). In this case, due to the quite difference in shape and
appearance of MR images, we resampled the volume spacing of our data to 1 mm
× 1 mm × 3 mm Then this MR images are resized to 128 × 128 × 96. Meanwhile,
we also use some data augmentation method for the input data, like random crop,
random rotate and random horizontal flip.

2.2 Self-attention and Multi-head Attention

Self-Attention. For the common attention mechanisms in computer vision tasks,
such as SENet [15] and CBAM [16], attention distribution is usually calculated in
channel or spatial of the image. The self-attention mechanism in image processing
is an idea borrowed from natural language processing (NLP) tasks, and it is also an
indispensable part of Transformer. Therefore, the names of Query, Key and Value are
retained. Self-attention can obtain the spatial dependency of any two positions in the
feature map and acquire the long-distance context information. Using X ∈ Rn×d to
represent a sequence of n entities (x1, x2, . . . , xn), where d represents the embedding
dimension of each entity. The goal of self-attention is to encode each entity with
global context information to obtain the relationships between all n entities. The
representation of this relationship can be realized by three learnable weight matrices:
Queries, Keys and Values. The mathematical symbols can be described as WQ ∈
Rd×dk , WK ∈ Rd×dk , WV ∈ Rd×dv respectively.

Firstly, the input sequence X is projected onto these weight matrices to get Q =
XWQ, K = XWK , V = XWV . Because it is a single head self-attention, that is
dq = dk = dv = d. Then the output of the self-attention layer is formulated in Eq. 1:

Attention(Q, K , V ) = so f tmax

(
QKT

√
dk

)
V (1)
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Fig. 1 An example of self-attention block used in the computer vision tasks

As shown in Fig. 1, we calculate the dot-product between the query and all keys,
then normalized by softmax operator function to get the attention score, the normal-
ized weights are weighted sum with the corresponding values to obtain the final
output of self-attention layer.

Multi-head Attention. In order to compress the complex relations between different
elements in a sequence, multi-head attention includes several self-attention modules.
Multi-head attention is similar to the idea of using multiple convolution kernel in the
same layer in CNN. Each attention head only focuses on one subspace of the final
output sequence and independent with each other. The purpose of this structure is
hope to extract more abundant potential features, as shown in Eq. 2.

Multi Head(Q, K , V ) = Concat(head1, head2, . . . , headh)W
O (2)

where, headi = Attention
(
QWQ

i , KWK
i , VWV

i

)
, i = 1 . . . h (3)

where WQ
i ,WK

i ∈ Rd×dk , WV
i ∈ Rd×dv ,Concat(·) ∈ Rn×h·dv , WO ∈ Rh·dv×d . In

self-attention, it can be seen as only one head, while multi-head attention is to split
the generated Q, K , V matrices into multiple small matrices to jointly information
of common concern from different representation subspaces at different positions.

2.3 3D Vision Transformer

Transformer is widely used in natural language processing field, such as machine
translation, question answering system. Vision Transformer is an architecture based
on Transformer, which is the first work to using Transformer completely replace
standard convolution in deep neural networks on large scale computer vision datasets.
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Fig. 2 An overview of 3D Vision Transformer (the left) and the internal structure of Transformer
encoder (the right). the sample MR image size is 128×128×96, we split these images into a fixed-
size (i.e., 32×32×32) block, linearly embed each of them and attached position embeddings, then
feed these vectors to a standard Transformer encoder

Themain goal is to generalize them to image formats without integrating any specific
data architecture. They applied the original Transformer model on a sequence of
image patches. Meanwhile, different from the CNN architecture with local receptive
field filters commonly used in computer vision field, the self-attention mechanism
used by the Vision Transformer allows it to focus on information of the whole image.

On the basis of the original Vision Transformer, we directly constructed the 3D
Vision Transformer (3D ViT) by changing the size of the input images, the modi-
fied network structure shown in Fig. 2. To handle 3D images, we divide the three-
dimensional image into several fixed-size image blocks and flatten each image block
into vector form, then the linear layer is used to project to a block embedding for
these vectorized image blocks. Meanwhile, location information is attached with it
by position embedding method. A token stands for classification is appended at the
beginning of the input sequence to Transformer encoder.

Let’s denote a preprocessed MR image by X ∈ RD×H×W×C, where (D,H,W) is
the resolution of the original image, C is the number of channels. Suppose that each
fixed-size block is P × P × P × C in size, so each small piece can be defined as
X p ∈ RN×(P3·C),where (P, P, P) is the resolution of each imageblock, in this paper,
we set P is 16. N = DHW/P3 refers to the total number of blocks, which also can
be taken as the effective length of the input sequence for Transformer encoder. Then
we flatten the image blocks and map to D dimensions by a trainable linear projec-
tion. We call the output of this projection as patch embeddings. In order to achieve
classification, we add a learnable classification token Xclass at the beginning of the
sequence, as shown in Eq. 4. At the same time, according to the convention of Trans-
former’s positional encoding, 3D ViT also introduces position embeddings, which
is a learnable vector attached to patch embedding to retain positional information, it
denoted by the symbol Epos .
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The subsequent processing is the same as in Transformer encoder. It consists of
multiple multi-head attention blocks (MSA), MLP modules, and LayerNorm (LN)
which is added before every block, also we use residual connections after every block
(Eqs. 5 and 6). In the MLP module, which contains two fully connected layers with
a GELU activation function behind each layer.

Finally, the first position of the Transformer encoder’s output z0L is used as the
global image representation for image classification task and then sent to MLP to
output classification result.

z0 = [
Xclass; X1

pE; X2
p; . . . ; XN

p E
] + Epos, E ∈ R(P

3·C)×D, Epos ∈ R(N+1)×D

(4)

z′
l = MSA(LN (zl−1)) + zl−1, l = 1 . . . L (5)

zl = MLP
(
LN

(
z′
l

)) + z′
l, l = 1 . . . L (6)

In this paper, for our model, the input size of MR images is 128 × 128 × 96 and
we set P to 16. The number of output categories is 2 (transferred or not transferred).
Binary cross entropy loss is used to our task. The loss function is formulated in Eq. 7:

LBCE = −
2∑

i=1

ti log(pi ) = −[tlog(p) + (1 − t)lpg(1 − p)] (7)

where ti is the truth value taking a value 0 or 1 and pi is the softmax probability for
the i th class.

3 Experimental Results

To evaluate the proposed method in the postoperative liver cancer metastasis predic-
tion task, we apply the 3D ViT on own dataset and compared it with the multiple
mainstream models of vision tasks, which will be introduced in later subsection.

3.1 Dataset and Metrics

Patients with HCC who underwent TACE treatment between January 2015 and
December 2019were retrospectively collected. All patients underwent upper abdom-
inal plain and enhanced CT scan before TACE treatment, but only in the initial
TACE patients, and these patients underwent TACE treatment at least twice. Inclu-
sion criteria: (1) preoperative biopsy or clinical diagnosis of HCC; (2) transcatheter
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arterial chemoembolization; (3) no more than 3 multiple tumors with a maximum
lesion diameter of 3 cm; (4) no single lesion with a maximum lesion diameter of
5 cm; (5) survival data were obtained by follow-up. Exclusion criteria: (1) diffuse
or giant tumor; (2) other liver malignancies confirmed by pathology; (3) radiation
therapy, chemotherapy and liver transplantation before operation or during follow-
up; (4) before the third TACE treatment in patients with portal vein tumor thrombus;
(5) MRI image motion artifacts, affect the judgment.

A total of 161 eligible patients, 136 males and 25 females, aged 27–80, were
included in the analysis. The final follow-up time of the case is September 2020. The
patient’s case review and telephone follow-up through the hospital medical record
inquiry system fully understand the survival and recurrence of the patient within
3 years after discharge from hospital, the patients were divided into non-metastasis
group (79 cases) and intrahepatic metastasis group (82 cases).

Images were collected using a superconducting magnetic resonance scanner, and
the upper abdomen was scanned using a 16-channel body coil, including plain and
enhanced MRI scans. Each patient had a T1-weighted MR image and its corre-
sponding label given by the specialist to determine if the patient had intrahepatic
metastases. The imageswere acquiredwith a 3Tmagnetic field intensity, but different
patients were scanned using different MR image scanner. (i.e., Siemens Medical
Systems and Philips Medical Systems). In this case, the image is quite different in
shape and appearance, so we resample the collective pixel spacing of our data to
1 mm × 1 mm × 3 mm, then resize the image to 128 × 128 × 96.

Furthermore, accuracy and recall rate as our evaluation criteria are used to assess-
ment the performance of our model. Accuracy refers to the proportion of correctly
of classified samples to the total number of samples, as shown in Eq. 8.

Accuarcy = ncorrect
ntotal

(8)

where ncorrect is the number of samples correctly classified, ntotal is the total number
of samples. Recall rate refers to the proportion of correctly classified positive samples
to the number of truly positive samples, as shown in Eq. 9.

Recall = nT P

nT P+FP
(9)

where nT P is the number of positive sample correctly classified, nT P+FP . indicates
the total number of positive samples.

3.2 Implementation Details

Pytorch is adopted to implement 3D Vision Transformer shown in Fig. 2. The model
training and testing hardware platform is Ubuntu 18.04.5 LTS, and a Titan T4 GPU
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Table 1 Details of 3D vision transformer model variants

Model Blocks Hidden size MLP size Heads

3D ViT-base 6 512 2048 12

3D ViT-large 12 1024 4096 16

Table 2 The results of
different methods on our
dataset

Model Accuracy (%) Recall (%) Params

3D ResNet50 56.45 ± 3.81 55.77 ± 4.42 46 M

3D ResNet101 60.82 ± 3.77 59.13 ± 4.10 86 M

3D SeResNext50 63.08 ± 6.19 64.03 ± 6.32 28 M

3D SeResNext101 64.64 ± 7.18 64.19 ± 6.98 51 M

3D ViT-Base (Ours) 63.44 ± 8.42 64.50 ± 8.54 24 M

3D ViT-Large (Ours) 66.17 ± 8.06 65.47 ± 8.32 156 M

is utilized to train the network. In the training phase, a fivefold cross validation
procedure is performed on the 161 patients, for each fold, the patients were divided
into 129 training patients and 32 validation patients. We adopt SGD algorithm with
momentum to optimize the network. For this classification task, we train 200 epochs
on training dataset in every fold, the size of input is 128 × 128 × 96 and the batch
size is set to be 8. The learning rate for the network is initialized to 1e−4 and cosine
learning rate scheduler is used to adjust the learning rate.

3.3 Comparison with Existing Methods

As shown in Table 1, referred to ViT model variant, we also launched two 3D ViT
model variants through experiments to adjust the setting of the super parameters.

As shown in Table 2, compared with the models that have performed well in
ImageNet. We report mean and standard deviation of accuracy and recall rate, our
methodhas achieved relatively better results. Specifically, by comparing3DViT-Base
model and 3D ViT-Large model, it can be found that adjusting the super parameters
configuration of 3DViTmodel can effectively improve the pre-diction results.Mean-
while, 3D ViT-Large model is better than other model we compared in accuracy and
recall rate, but its parameters are also quite large.

4 Conclusion and Future Work

In this paper, we explore the predictive of 3D Vision Transformer in HCC patients
with intrahepatic metastasis after transcatheter arterial chemoembolization. The
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experimental results show that 3D Vision Transformer is competitive with some
recent deep learning classification methods. In the meantime, the effective applica-
tion of vision transformer in the prediction of postoperative cancer metastasis still
has great research value.
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Attention-Aware U-Net Network
for Segmentation of Retinopathy Region

Wenyang Kong , Fan Li , Ruiwen Xing , Xizhan Gao , Hui Zhao ,
Jie Su , and Sijie Niu

Abstract The important function of the computer-aided analysis platform for OCT
(Optical Coherence Tomography) retinal images is image segmentation and the accu-
racy of the segmentation results affects the diagnosis of the disease area. In this paper,
we improve the U-Net network by introducing attention mechanism and residual
learning for segmenting retinal image lesions. Based on the original U-Net archi-
tecture, we embed the Squeeze-and-excitation module into the residual learning
branch of the residual structure to replace the backbone network of U-Net. As a
result, our improved method not only retains the advantages of fast convergence of
network and Solve the problem of the weakening of the neural network’s ability to
extract features in the deep level, but also considers the correlation between attention
learning channels, enhances useful features, and suppresses noise features. The data
set used for training and testing of the method in this paper contains 2944 images
from 23 patients diagnosed with ocular CSC (Central Serous Chorioretinopathy).We
performed 4 sets of cross-validation on this dataset. According to experimental data,
the method proposed in this paper can get better segmentation results. Compared
with seven methods, our improved method can achieve competitive segmentation
results, which is helpful for clinical disease diagnosis.

Keywords Medical image segmentation · U-Net · OCT images · Residual
learning · Attention mechanism

1 Introduction

Medical images mainly include OCT (Optical Coherence Tomography) [1], CT
(Computed Tomography), SPECT (Single Photon Emission Computed Tomog-
raphy),MRI (MagneticResonance Imaging),Ultrasound, andothermedical imaging.
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At present, medical images are a common diagnosis and treatment tool in clinical
practice, and the task of processing medical images [2] is becoming increasingly
important. OCT imaging technology is a three-dimensional imaging model devel-
oped based on OLCR (Optical Low Coherence Reflectance) [3], which is used to
explore the lateral scanning of light beams relative to biological tissues. Because
the accuracy of OCT imaging technology can reach the micron level, it has become
the standard for clinical diagnosis of retinal diseases year by year. It also has the
advantages of real-time imaging, non-destructive tissue, non-invasive, non-contact,
and low cost.

In medical image analysis [4], the main form is to look for the lesion area by
examining several two-dimensional image slices, which often relies on the profes-
sional knowledge of doctors to make judgments. Due to the complex structure of the
retina, especially when they are diseased, there will be large topological changes,
which requires professional doctors to sketch. However, manual drawing andmanual
marking are very time-consuming, laborious manual segmentation is easily affected
by subjective factors, and the segmentation result cannot be determined. At the same
time, the incidence of family eye diseases is increasing year by year, but the number of
doctors is limited. Computer technology is used to analyze medical images to realize
the auxiliary diagnosis of retinal diseases. The segmentation and three-dimensional
reconstruction of organs, tissues and pathological areas can effectively help doctors
to conduct quantitative analysis on the pathological areas and related parts, thus
effectively improving the accuracy and robustness of the medical-assisted analysis
system [5].

The algorithm for segmentation of medical images with OCT has been greatly
developed. Most methods cannot directly segment the diseased area and need to
obtain retinal layer information. Segmentation result obtained by the existing algo-
rithm is quite different from the image annotated by the expert. Existing algorithms
can be divided into three categories: unsupervised segmentation, semi-supervised
segmentation, and fully supervised segmentation. Unsupervised approaches include
the threshold-based algorithm [6], the level set based approach [7], the Enface Fundus
Driven approach [8], and so on. Montuoro et al. [9] proposed an algorithm while the
retinal layers could be segmented, the correlation between retinal layers was used to
modify the results. Since retinal images often contain a lot of noise, a weakly super-
vised segmentation method based on prior information is proposed. Wang et al. [10]
segmented retinal images by constraining label propagation, but the algorithm relied
heavily on key slices Three-dimensional model for segmentation in a specific area
was proposed [11]. Fully supervised segmentation methods consist of random forest
[12], K-Nearest Neighbor [13], deep learning [15] which can identify pathological
areas from medical images. Recently, because deep learning has the advantage of
active feature extraction, this is a common method to segment and classify images.
Roy [16] proposed the RelayNet model to segment the retinal layer and the lesion
area. Fang [17] segmented the retina layer by fusing pattern search and convolutional
neural network.

Currently, most existing methods are limited in their ability to capture and charac-
terize lesions based on learningmethods. Therefore, to overcome the above problems,
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this paper proposes a U-Net neural network segmentation algorithm for retinal image
lesion regions by introducing the attention mechanism. Specifically, the attention
module is added to the residual network model based on the U-Net neural network
[18]. As a result, this model not only retains the advantage of fast convergence speed
of the ResNet network and solves the problem of weak learning performance of the
deep network, but also obtains the attention between channels through acquiring the
relevance of each channel and increase the weight of useful features.

2 Related Work

2.1 U-Net

Due to the powerful ability of U-Net in medical image segmentation, it has gradually
become a well-known algorithm. It proposes the method of data enhancement to
further utilize manual annotation information. Ensure that the object category is
recognizedwhile considering accurate segmentation and positioning. U-Net network
adopts symmetric structure, including down sampling and up sampling. I In the
subsamplingpath, networkuses the traditionalCNN(ConvolutionalNeuralNetwork)
structure; In the up-sampling path, each step involves the expansion of the feature
map, and since each convolution operation leads to the loss of boundary pixels, the
featuremap needs to be clipped. At the last layer, use 1× 1 convolution to reconstruct
the image to the size before down-sampling.

2.2 ResNet

ResNet network structure was proposed by He [19] in 2015. This article puts forward
the idea of residual learning for the first time. The propagation process of data in the
neural network, information is often lost. At the same time, there will be gradient
disappearance and gradient explosion. Therefore, deep network cannot get more
effective training. The information is not transmitted directly in the ResNet network,
but is transmitted to the output through a detour, so that the information is well
preserved in the transmission. ResNet network includes several residual modules,
among which the residual module is defined as:

xi+1 = h(xi ) + F(xi ,Wi ) (1)

Each residuals module includes direct mapping and residuals. xi on the right of
Eq. (1) is a direct mapping, and F (xi + Wi ) represents the residual part. Most of the
residuals consist of two or three convolution operations. The ResNet network makes
learning much easier by learning the difference between input and output.



176 W. Kong et al.

2.3 SENet

SENet network structure was proposed by Momenta [20] and won first place in
ImageNet dataset. SENet builds the model by specifying the relationship between
the characteristic channels. In the process of network learning, the importance of
each channel is obtained, and then the weight of useful channels is enhanced, and the
useless channels of the current task are suppressed to realize the adaptive channel
calibration function. The Squeeze operation compresses the feature channel along
the spatial dimension and turns it into a number, thus obtaining the global recep-
tive field and ensuring the same number of feature channels between output and
input. The operation is like the central gate for RNN. The weight for each channel
is expressed using parameters and is used to explicitly model characteristic channel
correlation. The Reweight operation uses the weight obtained by Excitation to indi-
cate the importance of the existence of the feature channel, and finally obtains the
new feature through weighted multiplication, which realizes the importance of the
original feature.

3 Methodology

Although encoder-decoder structure is classical in neural networks, it still has great
limitations. U-Net can extract important features through convolutional pooling, the
receptive field obtained by U-Net convolution is very narrow, and the usual way to
increase the receptive field is to deepen the number of network layers. The partition
structure of this paper is selected based on the U-Net backbone architecture. In the
encoding stage, the maximum pool is used under four sampling, and the samples
are decoded by trilinear interpolation High-level semantic encoder is restored to the
original image resolution. The high-level features and low-level features in image
fusion are fused using jump links to help the decoder recover image details using
upper sampling. At the same time, inspired by residual learning and attention mech-
anism, we embedded the SE module into the residual learning branch of the residual
structure to replace the backbone network of the original U-Net. According to the
experiment, the model can keeps the advantages of fast convergence of ResNet,
and considers the correlation between SENet learning channels, the attention to the
channel is shielded, the useful features will be focused on, and useless features will
be ignored. The input image of this network structure is 128× 512× 512. In addition
to 2 × 2 × 2 convolution kernel size, 2 × 2 × 2 step maximum pooling operation,
all convolutions use 3 × 3 × 3 convolution kernel, 1 × 1 × 1 step size and 1 × 1
× 1 filling. Meanwhile, batch normalization layer and ReLU activation function are
add after each convolution layer. The loss function is the cross-entropy function, the
formula is as follows:
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Fig. 1 SERes-UNet network structure

L = − 1

N

∑

i

yi log(pi ) + (1 − yi ) log
(
1 − pi

)
(2)

where yi represents the label of the original data, pi represents the probability of the
predicted positive sample.

Specifically, during encoding and decoding, the input of each layer goes through
two convolution operations, and the featuremaps after the two convolutions are glob-
ally averaged and pooled. Then two full-connection layers are connected and Add
the sigmoid function to activate after the output of the second fully connected layer,
and the value is multiplicated to the feature maps output by the two convolutions.
It is added to the input of this layer pixel by pixel. In each layer, jump connection
is used to join the channel dimensions of the feature graphs of the same size when
encoding and decoding. The network structure is shown in Fig. 1.

The SERes block is shown in Fig. 2. First, we do a global average pooling for the
multiple feature graphs output from the remainder structure. The Squeeze process is
the 1 × 1 × C data output. At last, use sigmoid to limit the output to the range of [0,
1], Then multiply the obtained values with the C channel of the residual structure,
and output them as the input data of the next stage.

4 Experimental Results

4.1 Dataset

The data set used in this study was composed of 23 patients with retinopathy. Each
patient included 128 images with an image size of 512 × 1024, and a total of 2944
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Fig. 2 SERes block

512 × 512 images were obtained after background removal. In the actual training
and test, the 23 patients were divided into 4 groups by 4 times of cross validation.
Use three groups as the training set and the latter group as the test set.

4.2 Evaluation Metrics

In this paper, Dice coefficient, Positive Predictive Value (PPV) and Sensitivity were
selected as indicators to measure segmentation results [21]. Dice coefficient was first
named after Lee Raymond Dice, and later it was widely used as a measure of image
segmentation algorithms. Dice coefficient can measure the similarity of two sets. Its
maximum value is 1 and the minimum value is 0. The larger the value is, the better
the segmentation result is, as defined below:

Dice(A, B) = 2(A ∩ B)

(A + B)
(3)

A and B represent two sets respectively, the numerator represents the intersecting
part of the two sets, and the denominator represents the sum of the two sets. Dice
reflects the good or bad segmentation results by comparing the amount of overlap
between two sets in the sum of the two sets.
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PPV refers to the proportion of correct prediction in the data with positive
prediction results, and is defined as follows:

PPV = T P

(T P + FP)
(4)

where TP is the value that is judged correctly in the predicted positive sample, and
FP is the value that is judged incorrectly in the predicted positive sample.

Sensitivity represents the proportion of predicted positive samples to actual
positive samples, as defined below

SEN = T P

(T P + FN )
(5)

FN means it is predicted to be negative, but it is positive sample.

4.3 Experimental Results

To verify the performance of the proposed method, LPHC [10], FR [12], KNN [13],
EFD [8], CMF [11], FLSCV [7] and UNET [18] are compared. By comparing a
variety of segmentation algorithms, the method we proposed get a good segmen-
tation effect on retinal OCT images, and has achieved good segmentation results
under the three evaluation criteria. As shown in Table 1, quantitative comparison of
variousmethods shows themethodwe proposed can achievemore accurate than other
methods of segmentation, including SEN index reached 95.8%, variance control at
2%. Compared with the traditional U-Net method, after introducing the attention
mechanism and residuals, the proposed method can better capture the characteristics
of the lesion area, thus improving the segmentation results.

Figure 3 visualizes the segmentation results of various segmentation algorithms,
where the red solid line represents the real label used for network training, and the
green solid line represents the segmentation results of different methods. We can get

Table 1 The results of
different method

SEN Dice PPV

LPHC [10] 81.3 ± 9.4 65.6 ± 10.4 55.6 ± 13.3

RF [12] 92.6 ± 4.4 87.1 ± 4.3 92.4 ± 2.0

KNN [13] 80.9 ± 6.6 86.1 ± 4.1 91.9 ± 3.8

EFD [8] 94.2 ± 5.2 93.0 ± 4.8 93.7 ± 4.0

CMF [11] 92.1 ± 4.1 93.0 ± 3.4 93.9 ± 2.5

FLSC V[7] 84.4 ± 20.4 86.2 ± 7.3 78.9 ± 21.7

UNet [18] 92.8 ± 2.4 91.6 ± 3.4 90.6 ± 3.9

SERes-UNet (ours) 95.8 ± 2.0 93.1 ± 3.0 91.2 ± 5.6
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Fig. 3 Segmentation results of different algorithms

Fig. 4 D rendering of segmentation results of our method

the conclusion that the segmentation by the method in this paper is close to the actual
label, and the contour is clear and smooth, almost coincides with the label. However,
most methods cannot guarantee the smoothness of the contour, and there are often
different degrees of under segmentation or over segmentation. At the same time, we
performed 3D visualization [22] of the segmentation result as shown in Fig. 4 to
facilitate further observation of the segmentation effect.

5 Conclusion

In this paper, we embed the attention module to the residual learning branch to
replace the original U-Net backbone and perform automatic segmentation of retinal
OCT images. A data set composed of 23 patients with retinopathy was verified. We
can know the proposed method can retains the advantage of fast network conver-
gence and gets the attention between channels by obtaining the relevance of each
channel, enhance the weight of useful features and suppress the weight of useless
features. After cross-validation of data set images, the sensitivity, DICE coefficient
and positive predictive value reached 95.8, 93.1 and 91.2%, which achieved better
segmentation results compared with other segmentation algorithms.
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LESN: Low-Light Image Enhancement
via Siamese Network

Xixi Nie , Zilong Song , Bing Zhou , and Yating Wei

Abstract Images have become an important medium for people to get in touch with
the world and new things. Low-light images enhancement is often used in target
detection, night reconnaissance, government office and other fields. Images collected
in low-light environment suffer from insufficient brightness, which makes it difficult
for the images to be effectively used in subsequent vision tasks. In response to this
problem, many researchers have conducted in-depth research on low-light image
enhancement. However, their methods mostly failed in extremely low-light scenes,
and even amplified the underlying noise in the images. That is why we propose a new
low-light image enhancement method that integrates deep reinforcement learning via
siamese network.We conducted experiments on the public LOL dataset and achieved
good experimental results.

Keywords Deep reinforcement learning · Siamese network · Image
enhancement · Low-light image

1 Introduction

From security applications, government offices and commercial recommendation
systems, high-quality images are the key to automated and humanized decision-
making. The high-quality images are captured by the camera system, providing
sufficient evidence for the action process. Visual information in a dynamic environ-
ment is collected and accurately processed the data that is critical tomaking informed
decisions and ensuring the mission success. However, images taken in a dark envi-
ronment will have many problems such as poor visibility, low contrast, high noise,
loss of detail, and color distortion. Although automatic exposure mechanisms (such
as ISO) can enhance image brightness, they also have passive effects (such as blur,
over saturation).
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In the past, people have proposed many methods to solve the above problems.
In summary, it mainly including three categories: Spatial methods are directly
processing pixels, such as histogram equalization. Pizer [1] proposed adaptive
Histogram Equalization Algorithm. But this method increases the image noise while
increasing the brightness. The frequency domain method operates in a certain trans-
form domain, such as wavelet transform. Hybrid domain method is a combination
of some methods in the space domain and frequency domain. But, they only focus
on improving the contrast and brightness of the images, while ignoring the impact of
noise and the contextual information in the images, and even causing noise ampli-
fication. Recently, image enhancement is a prominent application in deep learning.
Wang [2] proposed a method of using neural network to estimate and adjust the illu-
mination layer of low-light images. Ma [3] converts the color space and performs the
brightness channel Enhancement, so as to obtain a normal exposure image. Zhang
[4] proposed the HSV color space conversion RetinexNet low-light image enhance-
ment method. Although significant progress has been made, most of these methods
perform poorly in an extremely low-light environment, with problems such as noise,
loss of details and overexposure.

Therefore, we propose a new low-light image enhancement method that integrates
deep reinforcement learning via siamese network. Themethod introduces the siamese
network and reinforcement learning into itself. Throughmultiple rounds of iterations,
an excellent method is obtained. The user-satisfied enhanced images are output.
The method was proved effectively solving above problems. At the same time, the
network converges faster, having strong generalization ability. SSIM is better than
other comparison methods. The obtained low-light enhancement images are more
natural. Our main contributions are as follows:

(1) We introduce Siamese network to the field of low-light image enhancement,
and propose a new deep reinforcement learning low-light image enhancement
method that integrates the Siamese network.

(2) We integrate deep reinforcement learning, and propose an end-to-end low-light
image enhancement method.

(3) Our network has a astrong generalization ability. And the objective evaluation
index is better than other comparison methods.

2 Related Work

2.1 Low-Light Image Enhancement

Low-light image enhancement is used to enhance the visual quality of low-light
images, improve the visibility of image details, and increase the signal-to-noise ratio.
In recent years, many researchers have been working on low-light images. Among
them, the better effect is the histogram equalization algorithm [5]. The histogram of
the output image is suppressed to satisfy the relevant constraints. Pizer [1] proposed
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an adaptive histogram equalization algorithm, but this method increases image noise
while increasing brightness.

In addition, there are also many algorithms that apply retinex theory [6] to this
field. This theory assumes, for colorful images, which can be decomposed into two
parts in reflectance and illuminance. The earliest method to apply this theory is
the Single Scale Retina (SSR) [7], which limits the smoothing of the illumination
map through a Gaussian filter. Multiscale Retina (MSRCR) [8] extends SSR with
multiscale Gaussian filters and color restoration. LIME [9] uses only structural prior
knowledge for illuminance estimation and uses reflections as the final result.

Neural networks have become a prominent mean of image enhancement with
the continuous development of machine learning. Gharbi [10] proposed a bilat-
eral learning framework for enhancing low-light images. The Lighten-Net network
proposed by Li [11] combines Retinex theory with convolutional layers to enhance
low-illuminance images.Zhang [4] proposed aRetinex-Net low-light image enhance-
ment algorithm for HSV color space conversion. Xu [12] proposed a low-light
residual convolutional network. The network can denoise while enhancing the
contrast. Although they have made these work, these methods perform poorly in
low-light environment.

2.2 Siamese Neural Network

Siamese neural network is based on a coupled architecture established by two artifi-
cial neural networks. The outstanding feature of the siamese network is the sharing of
weights. It is a type of supervised learning, used for metric learning. Under the super-
vised learning paradigm, siamese network maximizes the representation of different
labels and minimizes the representation of the same label. Prior to 2015, the Siamese
network was popular for image processing. Since then, the siamese network has
evolved further tracking fields. Figure 1 shows a typical model of Siamese network.

2.3 Reinforcement Learning

Reinforcement learning is an important branch of machine learning. It, in recent
years, has been widely used in image enhancement [13–15]. By receiving rewards
for actions, it can directly obtain learning information and update model parameters.
Park [13] proposed a deep enhancement learning method for color enhancement. It
treats color enhancement as a Markov decision process, and trains the agent to learn
the best global enhancement order at each step.
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Fig. 1 The basic schematic
diagram of the Siamese
network

3 Framework

In this paper, we propose a new low-light image enhancement model that incorpo-
rates deep reinforcement learning via siamese network (Fig. 2). The model mainly
includes four parts: image separation based on siamese network, image enhancement
network, denoising processing, and image fusion network. First, we input a set of
image pairs into the siamese network, and use Retinex theory to separate the images.
The separated image contains content information image and lighting information
image. We enhance the low-light image. And the core work is to enhance the light
information images. Reinforcement learning method is used to enhance the illumi-
nation information images. But the enhanced images are easy to introduce noise, we
will denoise the image. Finally, image fusion is performed to restore the original
color information of the images to obtain more natural images.

Fig. 2 The framework of low-light image enhancement based on deep reinforcement learning via
siamese network
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3.1 Retinex Theory and Siamese Network

Retinex uses an image enhancementmethod based on scientific analysis. The color of
the object is not affected by the unevenness of lighting. It is based on color consistency
(color constancy). Unlike traditional methods, which can only enhance certain types
of image features, retinex can achieve a balance of dynamic range compression, edge
enhancement, and color constancy. Therefore, it can be adapted to enhance different
types of images.

Taking advantage of the features of retinex theory, we propose a new low-light
image enhancementmethod that combines deep reinforcement learningwith siamese
network. The two input branches of the Siamese network input low-quality images
and high-quality images respectively. Then they would be separated into images
containing contextual and optical information via Decom-net. The principle is as
follows:

S(x,y) = R(x,y) · L(x,y) (1)

where, L(x,y) represents the incident light image. R(x,y) represents the reflection
property image of the object. S(x,y) represents the reflected light image that the
human eye can receive.

The processing process of the Retinex algorithm is as follows (Fig. 3).
Normally, we assume that the illuminated image is estimated to be a spatially

smooth image, the original image is S(x,y), the reflected image is R(x,y), and the
brightness image is

r(x,y) = logR(x,y) = log
S(x,y)

L(x,y)
(2)

Decom-net takes low-quality images and high-quality images as input, and esti-
mates the reflectance and illuminance of the high-quality and low-quality images
respectively. A 3 × 3 convolutional layer is used to extract features. Then several
3 × 3 convolutional layers are used, and the PReLU unit is used as the activation
function to map the RGB image into the reflection map as well as the illumination
map. Decom-net separates low-quality images from high-quality images by sharing

Fig. 3 Retinex algorithm flow chart
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weights, and obtains images containing content information and images containing
lighting information.

Obviously, for the images shot in the same scene, the content information image is
not affected by the illumination factor, so the separated images containing the content
information are completely consistent, and the discrimination lies in the difference
in the illumination information. Therefore, our object is to enhance the brightness
map. To effectively solve this problem,we introduce reinforcement learning into low-
light image enhancement, and complete the image enhancement work efficiently and
quickly.

3.2 Image Enhancement

In order to automatically obtain the enhanced image in accordance with the natural
lighting environment, we propose a low-light image quality enhancement algorithm,
which introduces reinforcement learning into the low-light image enhancement
process.

When we use retouching software to adjust the illumination information of the
image, we will modify the low-light image according to the image light information
under natural light conditions, which can be regarded as a problem of sequential
decision-making. Inspired by this, we use the Actor-Critic strategy to train the low-
light image enhancement model. The Actor-Critic strategy is shown in Fig. 4.

In the above figure, the agent chooses action according to the strategy. This critic
network updates the value function according to the rewards given by the environ-
ment, and promotes the actor network to choose a better strategy. As the number of
iterations increases, the actor obtains a reasonable probability for each action, and
the critic continues to increase the reward value of the action in each state.

We describe this process as P = (S,A) to enhance the low-light images. In the
reinforcement learning framework, S represents the state space, and A represents the
action space, which is a collection of a series of filtering operations.

Fig. 4 Reinforcement
learning block diagram
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As we learned [16], when the images are enhanced, the filter parameters need to
be determined. The action space consists of two parts: the discrete set of filter a1
and the continuous set of filter parameters a2. a1 contains 8 filtering operations that
reflect the characteristics of image lighting, and a2 has different continuous values
according to the differences of each filter.

a1 =
{
gamma, exposure, contrast, tone, color
curve, whitebalabce, saturation,WNB

}
(3)

Therefore, the actor selection strategy contains two parts: π = (π1,π2), π1

represents the probability distribution of each filter, and π2 is the filter parameter
generated by the actor network. The critic network evaluates the generated results.

Our actor-critic network consists of 5 convolutional layers and 1 fully connected
layer, and the output fully connected layer is 128 dimensions. The network structure
is shown in the Fig. 5.

The expectations of the critic network are:

Vπ (s) = Eπ

[
r + γ Vπ

(
s ′)] (4)

To evaluate this strategy, our value function is defined as follows:

Qπ (s, a) = Ra
s + γ Vπ

(
s ′) (5)

The loss function of the critic network is defined as follows:

Lc = 1

n

n∑
i=1

[Aπ (s, a)]2 (6)

Fig. 5 Actor/critic network architecture
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where, Aπ (s, a) is the Monte Carlo estimation of the optimization function.

Aπ (s, a) = Qπ (s, a) − Vπ (s) = r + γ Vπ

(
s ′) − Vπ (s) (7)

The Actor network selects actions based on the strategy π to obtain more return
values. The goal of the Actor network is to maximize La .

La = −1

n

n∑
i=1

Aπ (s, a) logπ(s, a) (8)

3.3 Image Denoising and Fusion

After image separation and enhancement, the image will be affected by a variety of
noises, such asGaussian noise, salt and pepper noise.Dabov [17] proposed theBM3D
denoising algorithm. That is an image noise reduction method, which has improved
the sparse representation of the image in the transform domain. The advantage of the
BM3D noise reduction method is to better retain some details in the image. BM3D
uses different noise reduction strategies. By searching for similar blocks and filtering
in the transform domain, the block evaluation value is obtained, and finally each point
in the image is weighted to obtain the final denoising effect.

The image after denoising is still black andwhite, lacking the characteristics of the
image itself. Therefore, we need to color the enhanced and denoised image according
to the image content information, and output a color image that basically conforms
to natural lighting.

4 Experiment

4.1 Dataset

Although this field has a long history of research, there are few paired low-light
level image data sets captured in real scenes. Some work uses high dynamic range
datasets as alternatives. However, these datasets include a few images about scale and
contain limited scenarios. Therefore, in order to facilitate the learning of low-light
enhancement networks from large-scale datasets, we use real photographic dataset
and dataset from raw image synthesis. The former is mainly used to capture image
features and attributes in real situations. And the latter is mainly used to diversify
scenes and objects.

LOL (Low Light Pair Dataset) is the first image dataset used to enhance low-
light images in a real scene. It contains 500 low/normal light image pairs. Most low
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Fig. 6 Some images in natural scenes

light images are collected by changing ISO, but other camera configurations are
fixed. Images from this dataset are taken from a variety of scenes, including homes,
campuses, clubs, and streets. Figure 6 shows a subset of the scene.

In addition, we used a synthetic dataset. We analyzed the illuminance distribution
of the low-light image. We collected 270 low-light images from public MEF [18],
NPE [19], LIME [9], DICM [20] and Fusion [21] datasets, converted the images into
YCbCr channels, and calculated the histogram of the Y channel. We also collected
1000 original images from RAISE [22] as natural light images.

4.2 Experimental Details

The LOL dataset containing 500 image pairs mentioned in the third part is decom-
posed into two parts, of which 485 pairs of images are used for training, and the
other 15 pairs of images are used for evaluation. Therefore, the network is trained
on the basis of 485 pairs of real images and 1000 pairs of synthetic image sets. The
entire network is light-weight. Decom-net uses 5 convolutional layers. And there is
PReLU activation between two convolutional layers without PReLU.

The enhancement network is composed of two actor-critic networks related to
reinforcement learning. Better results can be obtained in the case of small sample
learning. We first train the decomposition network and the enhancement network.
Then we use the gradient descent method to fine-tune the network. The batch size is
16. Patch size is 48 × 48.
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Table 1 Our experimental
results based on the LOL
dataset

Methods PSNR SSIM

HE 15.81 0.5607

MSR 16.69 0.5262

NPE 16.97 0.5894

LIME 16.76 0.5644

Retinex-Net 16.77 0.5594

Ours 15.49 0.6729

The bold values represent the PSNR and SSIM scores in different
models

4.3 Experimental Environment

We use Windows10 Professional operation system. The configuration parameters
are as follows: NVIDIA-RTX3000 professional 3D graphics card, 10th generation
Intel Core i9 eight-core processor. CUDA version is 11.0. Tensorflow-GPU version
is 2.4.1.

4.4 Experiment Result

Weevaluated ourmodel in images of real scenes, and compared it with relatedmodels
on the same dataset. The experimental results are shown in Table 1.

It can be seen that our experiment has achieved good results. The images of some
experimental results are shown in Fig. 7.

Fig. 7 The first line shows the low-light images. The second line shows the images under natural
lighting. The third line shows the results of our experiment
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5 Conclusion

We propose a new low-light image enhancement method that integrates deep rein-
forcement learning via a sham network. By this method, the observed image can
be decomposed into reflectance and illuminance in a data-driven manner without
decomposing the reflectance and illuminance. Then we use reinforcement learning
to enhance the contrast image and denoise the reflectance. Decomposing the network
and enhancing the network are end-to-end training. The experimental results show
that our method produces a visually satisfactory effect. From the data point of view,
our experimental results have made significant progress. However, it can be seen
from our experimental results that there are still noise effects. Therefore, we will
focus on solving this problem in the future.
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A Lightweight-Improved CNN Based
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and Classification of Rice Diseases
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Abstract In view of the fact that there are too many parameters in the process
of identifying and classifying rice pests and diseases by using convolution neural
network, so it is difficult to be applied in mobile terminals. In this paper, based on
VGG16, the number of channels is reduced to lessen the model parameters, and
then the depth separable convolution is introduced to replace the original convo-
lution operation of the model in order to further reduce the model parameters. In
addition, SE module from SENet is introduced to enhance the feature extraction
ability of this model, so as to the lightweight-improved VGG16 is built for the first
time, which is named VGG-DS. We introduce VGG16, InceptionV3, ResNet50,
MobileNet and other mainstream models for comparison. The experimental results
show that the parameters of VGG-DS are only 826,753, and the accuracy reaches
93.66%, which has advantages over other networks. After the hyperparameter of
VGG-DS is adjusted, Adamax is selected as the optimizer, and the learning rate
is 0.01, the accuracy reaches 95.09%, which is optimal accuracy. VGG-DS can be
applied in mobile terminals to the identification and classification of rice diseases
and insect pests.
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1 Introduction

With the development of the theory of precision agriculture [1], many emerging
technologies are continuously integrated with the agricultural field, which greatly
promotes the fine operation process of agricultural production and pest control. As
one of the main food crops in China, rice occupies a very important position in the
field of agricultural production [2]. In 2020, China’s total rice output is 21.86 million
tons, accounting for 28.9% of the world’s rice output, ranking first in the world [3].
Rice diseases and pests will not only lead to the reduction of rice yield, but also cause
huge loss of property to farmers. Therefore, timely and effective classification of rice
diseases and pests, targeted development of control programs is essential. In recent
years, thanks to the substantial improvement of hardware level, computer vision
related research has been greatly developed. As an important branch of computer
vision, CNN has been widely applied in agriculture field, especially in the field of
crop pest identification and classification.

But, the mainstream convolutional neural network models have large parame-
ters and complex model structure, which cannot be applied to terminal equipment
with weak computational power. In addition, classification of rice diseases and pests
in the scene is often in the field, which leads to the difficulty of effective deploy-
ment of large-scale equipment, it is a contradiction between terminal equipment and
models. Therefore, it is urgent to reduce the model parameters while ensuring the
training effect of the model, so as to better match the mobile terminal equipment and
complete classification of rice diseases and pests. Based on this, from the perspec-
tive of lightweight network, an improved VGG16 is proposed, which attains a better
performance than many state-of-the-art models in the respect of identification and
classification of rice pests. The specific contributions of this paper are as follows:

(1) Lightweight-improved VGG16: A new lightweight CNN model is proposed
based on VGG16, which has fewer parameters than several state-of-the-art
models by reducing the convolution channels of VGG16 and replacing the
original convolution layer with the depth separable convolution and adding SE
module in the new model.

(2) Compare the traditional convolutional neural network and lightweight network:
By using the small sample data set to train the traditional convolutional neural
network and the lightweight network, the experimental results show that when
the data set is small, the traditional convolutional neural network model is
difficult to obtain a good result because of many parameters and complex
model structure. However, the lightweight network can achieve better results
when training small sample data sets by virtue of its own volume advantage.

(3) Test: The proposed scheme is evaluated through extensive experiments. By
comparing with some established CNN models such as MobileNet, Xception,
VGG16, IncetpionV3, ResNet50 and ResNet101, we evaluate the value of our
method in image quality and classification accuracy.

The remanent parts of this paper are structured as follows. Section 2 gives a
short overview of the related work. Section 3 introduces the materials and methods,



A Lightweight-Improved CNN Based on VGG16 … 197

which contain respectively experimental environment, data sets required for experi-
ments and the overview of the CNN models. In Sect. 4, we concentrate on the new
lightweight model. Some extensive simulation results are shown in Sect. 5. Section 6
gives the conclusion and a view of the future works.

2 Related Works

Scholars have done a lot of exploration and research on crop diseases and pest
recognition based on convolution neural network.

Zhang et al. [4] greatly reduced the model parameters through improved
GoogleNet andCifar10 based on deep learning, and optimized themodel by adjusting
hyperparameter and pooling type. Agarwal et al. [5] proposed a CNN network with 8
hidden layers because of the excessive number of CNN parameters and huge training
cost. The recognition accuracy of the CNN network was 98.4% on the Plant Village
data set of 39 different crops, and 98.7% on 10 tomato diseases. Karthik et al. [6]
proposed attention embedded residual CNN, which effectively improved the perfor-
mance of the model by combining residual connection and attention concentration
mechanism, the average accuracy of fivefold cross validation in identifying three
tomato diseases and healthy tomato leaves reached 98%. Lu et al. [7] processed 10
rice disease images by scale normalization, random sampling and mean normaliza-
tion, and extracted feature maps by PCA and whitening, then sent them to CNN for
training and testing, the accuracy of the test reached 95%. Li et al. [8] and Kumar
et al. [9] proposed a crop recognition algorithm based on convolution neural network
and support vector machine. Convolution neural network is used to extract high-level
features of crop disease image, and then support vector machine is used for classifi-
cation. In this way, the parameters of the model are reduced and the accuracy of the
model is improved.

The research of the above scholars provides good ideas for the identification and
classification of diseases and pests of crops. However, considering that agricultural
diseases and pests generally occur in the field and the background noise in images is
complex, it is difficult to directly apply the data set using only laboratory conditions
to direct model training. Thus, further adjustments are needed for the models used.

3 Materials and Methods

3.1 Experimental Environment

The experimental framework of this paper is Tensorflow2.0, the hardware environ-
ment is Google Cloud Collaboration, and the programming language is Python3.6.
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3.2 Data Acquisition

The data in this paper are from a total of 1426 rice disease images collected by
Rahman et al. [10] in Bangladesh Rice Research Institute (BRRI) from December
2017 to June 2018. The sample images are shown in Fig. 1. As shown in Table 1, the

Fig. 1 Schematic diagram of rice diseases and insect pests (a is False Smut (disease). b is Brown
Plant Hopper (pest). c is Bacterial Leaf Blight (disease). d is Neck Blast (disease). e is Stemborer
(pest). f is Hispa (pest). g is Sheath Blight and/or Sheath Rot

Table 1 Rice disease and
pest data set for model
training and model validation

Class name Training set Validation set

False smut 75 18

Brown plant hopper 57 14

Bacterial leaf blight 111 27

Neck blast 229 57

Stemborer 161 40

Hispa 58 15

Sheath blight and/or sheath rot 175 44

Brown spot 89 22

Health leaf 187 47

Total 1142 284
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data set contains 9 different diseases and pests. In order to train the convolutional
neural network model better, the data set is divided into training set and test set
according to the ratio of 8:2.

3.3 Convolutional Neural Network Models

Convolutional neural network is essentially a forward neural network and deep
learningmethod,which can optimize the network and improve the robustness through
weight sharing, local connection and pooling [11]. With the continuous development
in recent years, some convolutional neural network models are widely used in many
fields because of their excellent feature extraction ability and robustness, Such as
VGG16, InceptionV3 and ResNet50.

VGG16 was proposed by Simonyan et al. [12]. Compared with the earlier model
AlexNet [13], VGG16 uses several 3∗3 small convolution kernels instead of large
convolution kernels such as 5∗5, 7∗7, so as to increase the network depth and ensure
the learning features with fewer parameters by using multi-layer linear layer. Incep-
tionV3 was proposed by Szegedy et al. [14]. Its main contribution is to further use
small convolution kernel to replace large convolution kernel, and combine convo-
lution layers with different convolution kernel size and step size to form Inception
block, so as to further improve the ability of model feature extraction. ResNet50 was
proposed by He et al. [15]. Its main contribution is to propose the residual structure,
which enables the information from the previous residual block to flow smoothly
to the next residual block through skip-connection and other techniques, and effec-
tively avoids the gradient dispersion, explosion and network degradation because the
network structure is too deep.

These three models are widely used in the research field because of their excel-
lent performance. But in the real scene, it is very difficult to put these models into
practical application due to the limitation of the model parameters on the application
scenario and the limitation of the data set. Therefore, we improve VGG16 in the
above three models and builds a lightweight network to solve the problems of large
model parameters and small sample data set training.

4 VGG-DS (VGG-Depth-Separable Convolution and SE
Module)

4.1 The Overview of VGG-DS

The problem of rice disease and insect classification and identification training is
urgently needed, so this paper is based on VGG16, and establishes a new light
quantitative network model, which we named VGG-DS.
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Fig. 2 Model structure comparison diagram of VGG-DS and VGG16

The contrast diagrams of structure between VGG16 and VGG-DS are shown in
Figs. 2 and 3 respectively. The changes are described as follows:

(1) To avoid the problem that VGG16 has too many parameters, VGG-DS has
reduced the number of model channels.

(2) To avoid the possible problem of over-fitting, VGG-DS adds batch normaliza-
tion to each of the convolution parts.

(3) The conventional convolution contains a lot of parameters. To reduce it, VGG-
DS introduces deep separable convolution, which is designed to replace most
of the conventional convolution.

(4) In general, the lightweight networks’ extraction ability of the characteristics is
decreased compared to the traditional convolution neural network because of
their model volume, therefore, VGG-DS introduces the SE module, so that the
ability to extract features of the model can be improved. The workflow course
is shown in the following text.



A Lightweight-Improved CNN Based on VGG16 … 201

Fig. 3 The structure of the convolution part

4.2 VGG-DS’s Workflow

As shown in Figs. 2 and 3, VGG-DS’s workflow is as follows:

(1) VGG-DS first inputs the image data with the size of 224∗224∗3, and the data
enters the conventional convolution layer. The channel number is 32 and the
kernel size is 3∗3.

(2) The data are secondly processed by Max Pooling and Batch Normalization
respectively. And the data after the first convolution processing enters the deep
separable convolution layer, and the channel number is 64, and the kernel size
is 3∗3.

(3) The data are thirdly processed byMax pooling and batch normalization respec-
tively. The data processed by the first deep separable convolution goes into the
second deep separable convolution operation. The number of channels is 128
and the kernel size is 3∗3.

(4) The data are fourthly processed by Max Pooling and Batch Normalization
respectively. The data processed by the second deep separable convolution goes
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into the third deep separable convolution operation. The number of channels
is 256 and the kernel size is 3∗3.

(5) The data fifthly enters the last two depth separable convolution layers. The
number of channels is 512, and the kernel size is 3∗3.

(6) Finally, the Max Pooling and Batch Normalization are performed respec-
tively. Then, the data information obtained from the above processing is global
averaged pooling, and output in the full connection layer.

4.3 Batch Normalization

Batch normalization is an effective data regularization method [16]. The basic idea
is to force the neural network of each layer of input neurons to return to the standard
normal distribution with the mean value of 0 and the variance of 1. This not only
accelerates the convergence of the model and destroys the original data distribution,
but also alleviates the over fitting phenomenon to a certain extent. The equation is
as follows:

μ = 1

n

n∑

i=1

xi (1)

δ = 1

n

n∑

i=1

(xi − μ)2 (2)

xi = xi − μ√
δ2 + ε

(3)

where xi is the ith pixel value of the data set. n is the total number of pixels. μ is
the mean value of n pixels. δ is the variance. xi is the normalized pixel value. ε is a
minimal positive value to ensure that the denominator in Eq. (3) is greater than 0.
The workflow of batch normalization is as follows:

(1) The mean value of elements in mini batch is obtained by using Eq. (1).
(2) The variance of mini batch is solved by using Eq. (2).
(3) Each element is normalized by using Eq. (3).
(4) The scale-scale transformation is used to transform the transformation into the

original distribution, so as to realize the identity transformation and improve
the nonlinear expression ability of the step size network.

In the convolution neural network, the batch normalization is added to make the
optimization space of the model smoother in the training stage, and improve the
training accuracy and efficiency of the model.
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4.4 Depth Separable Convolution

As a variant of conventional convolution, deep separable convolution is widely used
in lightweight networks because it can greatly reduce the model parameters [17]. As
shown inFig. 4, deep separable convolutionmainly includes twoparts, namely, depth-
wise convolution and point-wise convolution. The basic idea is to split the feature
learning from the standard convolution operation through the spatial feature learning
step and the channel combination step. Suppose an image with a ∗ a pixel and three
channels passes through a conventional convolution layer with convolution kernel
size of b∗b and output channel number of 4. There are four filters in the convolution
layer, and each filter contains three convolution kernels with each convolution kernel
size of 3∗3. The volume of parameters is:

Nstd = 4 ∗ 3 ∗ 3 ∗ 3 = 108 (4)

When the same image is input into the depth separable convolution, the first convo-
lution operation is performed, and the depth separable convolution is completely
carried out in the two-dimensional plane. The number of kernel sizes is the same as
the number of channels in the upper layer, so the image will only pass through three
filters, and each filter contains a kernel size with the size of 3 ∗ 3. Therefore, the
number of parameters is:

Ndepthwise = 3 ∗ 3 ∗ 3 = 27 (5)

It can be seen that the depth separable convolution can greatly reduce the model
parameters, which is helpful for the reduction of model size.

Fig. 4 Diagram of depth separable convolution
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Fig. 5 SE module structure diagram

4.5 SE Module

SEmodule comes fromSENet [18], which is one of the representatives of lightweight
network that has been developing in recent years. Compared with deep separable
convolution, SENet pays more attention to the relationship between the channel
numbers of feature graph, and hopes that the model can automatically learn the
importance of different channel features. Based on this, the SE module derived from
SENet mainly includes two operations, Squeeze and Excitation.

As shown in Fig. 5, the SEmodule first performs Squeeze operation on the convo-
luted feature graph to obtain the global feature of the channel. The equation is as
follows:

Zc = Fsq(uc) = 1

H ∗ W

H∑

i=1

W∑

j=1

uc(i, j), z ∈ Rc (6)

After the Squeeze operation, we need to carry out the Excitation operation on
the global features, learn the relationship between each channel, and get the weight
of different channels, and finally multiply the original feature graph to get the final
feature. The equation is as follows:

s = Fex(z,W) = σ(g(z,W)) = σ(W2ReLU(W1z)) (7)

In addition, SE module has good compatibility with other models, which can
effectively improve the feature extraction ability of the model. Therefore, the VGG-
DS proposed in this paper is added to this module to further improve the training
accuracy of the model.

5 Results

For confirming the effect of VGG-DS, four large-scale CNNmodels such as VGG16,
InceptionV3, ResNet50 and ResNet101, two three lightweight network models
MobileNet and, Xception, and the simple CNN built by Rahman et al. [10] are
introduced. Reduce the influence of irrelevant factor, the hyperparameters of the
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Table 2 Model training
hyperparameters

Hyperparameter Number/type

Learning rate 0.01

Epoch 50

Learning rate attenuation coefficient 0.8

Optimizer Adam

Batch size 32

Table 3 Comparison of the
number of model parameters,
model training time and
model accuracy

Models Parameters Elapsed time/s Accuracy/%

VGG-DS 826,753 370 93.66

Simple CNN 0.8 M 94.33

MobileNet 3,238,089 503 89.42

Xception 20,879,921 2306 91.12

VGG16 134,297,417 910 20.7

InceptionV3 21,821,225 1012 82.07

ResNet50 23,606,153 755 88.98

ResNet101 42,676,617 1150 81.83

model participating in the experiment are unified, and the specific values are shown
in Table 2.

After unifying the hyperparameters, we use 5-folds cross validation to train all
the above models. The training results are shown in Table 3. In terms of model
parameters, the parameters of VGG-DS and simple CNN are about 0.8 M, which is
only 0.6% compared with VGG16, which has the largest number of parameters, in
which VGG-DS only consumes 370 s for model training, which is nearly 8 times
different from Xception, which has the longest time. From the perspective of model
accuracy, due to the small number of model parameters and relatively simple struc-
ture, the lightweight network model needs fewer data features for model training.
Therefore, when training small sample data sets, the lightweight network model has
more advantages, and themodel accuracy is generally higher than large-scalemodels.
Among them, accuracy of VGG16 is only 20.6% because of over-fitting cause by
large parameters, while the accuracy of VGG-DS is 93.66%, which is better than
large-scale network model and traditional lightweight network model. But it still has
a small gap comparedwith simple CNN. Therefore, we consider from the perspective
of hyperparameters, hoping to achieve the optimal model of VGG-DS by adjusting
the hyperparameters.

For improve the effect of VGG-DS, we make different attempts on the optimizer
and learning rate. The specific results are shown in Table 4, when the optimizer is
Adamax and the learning rate is 0.01, the accuracy is the highest, which reaches
95.09%. The optimizer and learning rate have a great influence on the accuracy.
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Table 4 Accuracy
comparison of VGG-DS
model under different
optimizers and learning rates

Optimizer/learning rate Accuracy

0.01 0.001 0.0001

Adam 93.66% 94.93% 87.66%

SGD 53.65% 27.96% 27.32%

RMSprop 91.90% 94.19% 83.5%

Adamax 95.09% 90.70% 59.15%

Nadam 93.24% 94.58% 86.52%

Adagrad 83.24% 29.27% 27.80%

Adadelta 34.02% 26.34% 15.12%

6 Conclusion and Prospect

In order to solve the problem of large-scale network difficult to be applied in mobile
terminals caused by too large parameters and too small data set in the process of using
CNN to identify and classify rice diseases and pests. A new lightweight network
VGG-DS is built with depth-separable convolution and SE module. The experiment
result shows that the parameters of VGG-DS are only 826,753, and the accuracy is
93.66%. After adjusting the optimizer and learning rate, the accuracy of VGG-DS is
further improved, up to 95.09%. The next work is to adapt the model of the mobile
terminal and optimize this model to improve its robustness.
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Compressed Channel Attention
Mechanism for 3D Medical Image
Segmentation of Liver

Yuwei Liao , Lianglun Cheng , and Weida Lin

Abstract More and more Convolutional Neural Networks (CNNs) are used in
computer vision, especially in the field of medical images. Since most of the
medical data in clinical practice are three-dimensional,which ismainly obtained from
imaging techniques such as MRI and CT, the use of the previous two-dimensional
neural network becomes untimely. In this work, an end-to-end trained 3D image
segmentation network combined with the Compressed Channel Attention Module
(CCAM) is proposed to learn to predict the segmentation of the entire liver at one time.
We embed the CCAM in the network structure of up-sampling and down-sampling.
First, we divide the feature map obtained by down-sampling into two parts. The first
part performs global average pooling and maximum pooling and then splicing, and
the other part performs 1 × 1 convolution on the feature map. Then the two parts
are merged, and finally spliced with the up-sampled feature map to realize the use
of down-sampling features to monitor the up-sampled features, focusing on specific
livers, and suppressing irrelevant areas in the input image. Experiments have been
carried on the LITS dataset. Compared with the existing segmentation methods,
the proposed method has better segmentation performance in both subjective and
objective evaluation.

Keywords 3D image segmentation · Attention mechanism · Deep learning

1 Introduction

Segmentation is one of the most critical and challenging tasks in medical image
analysis. It plays a vital role in the detection of lesions, diagnosis of diseases and
formulation of protocols. The purpose of medical image segmentation is to delineate
the interesting anatomical structures, such as tumors, organs, and tissues, in a semi-
automatic or fully automatic way, which is conducive to the diagnosis of patients’
conditions and the provision of complementary treatment.
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Over the past few years, more and more international segmentation challenges
have emerged, which provides a transparent platform for us to fairly and equitably
evaluate different approaches. Currently, popular medical image segmentation tasks
mainly include brain and brain tumor segmentation [1, 2], lung segmentation and
tuberculosis [3, 4], breast cancer segmentation [5, 6], liver segmentation [7, 8], and
so on. Thanks to the improvement of computer computing power, researchers are no
longer limited to the 2D dataset of medical images, andmore andmore people devote
themselves to the research of 3D medical images. In particular, since diagnostic
images are usually in a three-dimensional format, being able to test segmentations
by feeding the entire volume into the network, has a particular convenience. It has
changed the cumbersome pattern that doctors used to process original 3D image
slices [9–11] into 2D, and the directly predicted three-dimensional organs or lesions
are more vivid and straightforward.

In recent years, various variants [12–14] based on U-Net [15] have emerged in an
endless stream. Using a 3D network directly can better mine the semantic features
of 3D data. Inspired by this, Cicek et al. [16] replaced all 2D convolution operations
with 3D convolution operations, and the network was basically consistent with the
previous U-Net architecture of Ronneberger et al. [15] and used elastic deforma-
tion for effective data enhancement during training. Although it largely solves the
awkward situation that 3D images are sent into the model one by one for training
and greatly improves the training efficiency, 3D U-Net only contains three layers of
down-sampling due to the huge training parameters, which is insufficient to extract
deeper semantic information. Afterward, Milletari et al. [17] added an additional
layer of down-sampling on the basis of the 3D U-Net [16] through the residual
connections, which can accelerate the network convergence and avoid falling into
the disappearance of the gradient. The Voxresnet proposed by Yu et al. [18] also uses
the residual connection, while using deep supervision to change the loss function into
a fusion of multi-layer output. However, the common point of these 3D networks is
that they do not pay attention to the spatial information of the image, and it is difficult
to distinguish organs or tissues that are close to the target area, and their parameters
are extensive.

In this work, we chose the LiTS [7] dataset as our segmentation task, with the
goal of segmenting the volume of liver CT. In practical application, as the abdomen
is one of the parts with the most organs in the human body, some adjacent tissues and
organs are close to the liver in morphology, so how to separate the liver from them
has become the difficulty of this task. In this paper, a 3D network-based Compressed
Channel Attention Module (CCAM) is proposed. The method monitors the up-
sampled features through the down-sampled features and focuses attention on a
specific liver to suppress the irrelevant regions in the input image. The qualitative
and quantitative experimental results prove the superior segmentation performance
of the proposed method compared to exiting classic schemes.
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2 Related Work

In recent years, many methods for liver segmentation have been proposed, especially
the deep learning-based segmentation method.

Li et al. [19] proposed a novel H-DenseUNet for liver segmentation, which
cascaded features obtained from a 2D network with 3D raw data into a 3D network
for training. Although the network is a good solution to the lack of volume context
information in 2D training and the high computational memory consumption of 3D
training, it is still not a good way to distinguish between liver and its surrounding
tissues.

Sincemost 3Dnetworks are very complex, in order to reduce the number of param-
eters in the networkmodel and thedependenceonmemory capacity,many researchers
use depth separability to apply depth separable convolution to 3D networks. Lei et al.
[20] proposed a lightweight V-Net (LV-Net) for liver segmentation. Generally, the
depth separable convolution is divided into channel-wise convolution and point-
wise convolution, but due to the fragmented calculation process, its efficiency in the
existing convolutional neural network implementations is not high enough, and the
iteration speed during training may be plodding.

In response to these problems, we propose a novel Compressed Channel Attention
Module (CCAM) network to focus on the target area entirely. This method uses V-
Net [17] as the baseline, extracts deep semantic features through the down-sampling
stage, and then stitches the low-dimensional and high-dimensional features through
the skip-connection embedded CCAM in the up-sampling stage.

3 Method

Our method is mainly divided into three steps, as shown below.

3.1 Image Preprocessing

First, we will convert the CT value to the standard HU value, enhancing the contrast
between the different organs. The HU value is device-independent, and values in
different ranges can represent different organs. Then, we use a commonly used gray
transformationmethod—histogram equalization, the gray value outside the threshold
is truncated. The equalization is helpful to the extension of the image histogram, the
gray level range of the image after equalization is wider, and the image’s contrast is
enhanced effectively. Finally, all sections of the abdomen were normalized, and only
those containing the liver were extracted, and the rest were excluded.

This is schematically represented in Fig. 1.



212 Y. Liao et al.

Fig. 1 CT images of the abdomen labeled with liver and preprocessed by us. This data is part of
the LiTS2017 challenge dataset

3.2 Architecture of Network

In this section, the Compressed Channel Attention Module (CCAM) V-Net network
architecture is presented (illustrated in Fig. 2). The network is mainly divided into
two parts, down-sampling and up-sampling, which makes the network look like a V
shape. On the left side of the network, we obtain the deep semantic information of
the image through four steps of down-sampling. Each step is achieved by convolving
with 2 × 2 × 2 voxel-wide kernels and applying a step size of 2. At the same time,
in each stage, we use 5 × 5 × 5 voxel-wide kernels to perform 1 to 3 convolution
operations to make it learn the Residual Function. On the right side of the network,
we use transposed convolution to achieve up-sampling, and use skip connection to
overlay the featuremaps of the previous layer through the CCAM. In this way, we can
collect fine-grained details that will be lost in down-sampling, and we can improve
the quality of the final contour prediction.

Our Compressed Channel Attention Module (CCAM) is creatively embedded in
the network. First, the CCAM divides the feature map obtained by down-sampling
into two parts. The first part performs global average pooling and maximum pooling
and then splicing. In this way, the network not only retains the global features, but
also pays attention to specific features. The other part performs 1 × 1 convolution
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Fig. 2 Schematic diagram of our network structure. We use Pytorch to customize our volume
convolution to process 3D data. The dotted rectangle in the figure represents the Compressed
Channel Attention Module (CCAM) we designed, which will be used by all skip connections and
have the same content

on the feature maps, reducing the number of network parameters. Then the two parts
are merged and finally spliced with the up-sampling feature map to realize the use of
down-sampling features to monitor up-sampling features, focusing on specific livers
and suppressing irrelevant areas in the input image.

3.3 Training and Testing

Due to the large size of 3D images, the input of the whole image into the network
requires a large amount of GPU video memory. Therefore, we adopted the patch-
based training method and randomly selected fixed patches for each training set. In
order to avoid that the randomly selected patch does not contain the liver or only a
tiny part of the liver area, we need to choose a larger patch size as much as possible.
Ultimately, based on our existing experimental equipment, all volumes processed by
the network have a fixed size of 256 × 256 × 32 voxels and a spatial resolution of 1
× 1 × 1 mm. In the test phase, the sliding patch method is used, the size is the same
as the training, and finally, each patch is predicted and spliced back.
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For the details of the training phase, we set the training epoch to 50, and the batch
size is 2. Since annotated medical images are not easy to obtain, one or more experts
with professional medical knowledge are required to describe the shape of the organ
or lesion manually. Therefore, before reading in the data, we performed a flip, elastic
deformation and other data enhancements [20, 21] to improve the generalization
ability of the model. In theory, we use BCEWithLogitsLoss. This loss combines the
Sigmoid layer and BCELoss (Binary Cross-Entropy) into one formula. This version
is more stable than separate use. By combining operations into one layer, we use
log-sum-exp techniques to achieve numerical stability.

LBCE = −ωn
[
yn · log σ(xn) + (1 − yn) · log(1 − σ(xn))

]
(1)

4 Experimental Results and Analysis

We will begin with the following two chapters.

4.1 Experimental Environment and Evaluation Metric

We train our network on 99 abdominal CT volumes and test the effect of the network
on 31 abdominal CT volumes and use Adam as our network optimizer which the
learning rate is set to 0.002. The experimental equipment includes two 2080Ti
graphics cards, 32 GB of memory and a CPU model of i9-10900X. See Sect. 3.2 for
other experimental details. See Sect. 3.2 for other experimental details.

In order to quantitatively demonstrate the superiority of our segmentationmethod,
we use four popular segmentation qualitymetrics: Dice (Dice Similarity Coefficient),
Jaccard (Jaccard similarity coefficient), Precision, and Recall.

Dice is one of themost popular performancemeasures for medical image segmen-
tation. Similar to IOU, this measure is used to calculate the similarity between two
samples, which is essentially a measure of the overlap between the predicted value
and the real value. The range of values is [0,1]. The best segmentation result is 1 and
the worst is 0. The calculation formula is defined as

Dice(A, B) = 2 × |A ∩ B|
A + B

× 100% (2)

where A is a predicted segmentation result and B is a real segmentation result.
Another formula is defined as

Dice = 2T P

FP + 2T P + FN
(3)
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where TP means true positive, it is judged as a positive sample, in fact, it is also a
positive sample. FP means false positive, which is judged as a positive sample but is
a negative sample. FN means false negative, it is judged as a negative sample, but in
fact, it is a positive sample.

The second evaluation metric is Jaccard. Given two sets A and B, the Jaccard
coefficient is defined as the ratio of the size of the intersection of A and B to the size
of the union of A and B, defined as follows:

J (A, B) = |A ∩ B|
|A ∪ B| = |A ∩ B|

|A| + |B| − |A ∩ B| (4)

The other two evaluation metrics are Precision and Recall. The accuracy rate is
based on our prediction results, and it indicates how many of the samples whose
predictions are positive are truly positive samples. The recall rate is for our original
sample. It indicates howmanypositive examples in the sample are predicted correctly.

4.2 Results and Analysis

Five classic segmentation methods will be used to compare with our method,
including 3D-FCN [22], 3D-UNet [16], 3D-Densenet [23], VoxResNet [18], and
V-Net [17]. Except for the difference in network structure, all training methods and
testing methods are the same, and various parameters are also the same. In order to
intuitively reflect the effect of segmentation, we selected a sample in the test set to
show the segmentation effect of different methods, as shown in Fig. 3. At the same
time, we summarized the average evaluation metrics of the 31 test set samples in
Table 1. The best value of the quality index is shown in bold.

As we can seen from Fig. 3, both our method andVNET can basically segment the
liver completely, but other methods are only just passable. Furthermore, by analyzing
the results of each test set, we find that the overall performance of VNet is good,
but the performance on individual volumes is extremely poor, while our method
performs well, so the overall level is improved (as shown in Table 1). In a word, our
method shows its effectiveness.

5 Conclusion

In this paper, we propose a novel Compressed Channel Attention Module (CCAM)
for 3D medical image segmentation. Through this module, the down-sampling
feature is used to monitor the up-sampling feature, focus on the specific liver and
suppress the irrelevant areas in the input image. In the future, wewill study the perfor-
mance of our attention module in more segmentation competitions, and constantly
improve it.
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Fig. 3 Comparison diagram of experimental results
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Table 1 Comparison between classic segmentation networks and ours

Methods Metrics

Avg. dice Avg. precision Avg. jaccard Avg. recall

3D FCN [22] 0.533 0.704 0.402 0.447

3D UNet [16] 0.675 0.747 0.560 0.628

Densenet [23] 0.622 0.747 0.495 0.567

VoxResNet [18] 0.602 0.477 0.462 0.843

V-Net [17] 0.605 0.749 0.525 0.572

Ours 0.719 0.770 0.615 0.707
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Action Detection Based on Transfer
Learning of Human Pose Estimation

Weida Lin , Zhuowei Wang , and Yuwei Liao

Abstract The purpose of action detection is to detect whether the specified action
behavior occurs in the video, and find out the time when the action occurs. Prede-
cessors introduced pose information into the field of action detection through RNN
and GCN, but because of the gradient disappearance problem of recurrent neural
network (RNN) and the problem of graph convolution (GCN) calculation efficiency,
they encountered bottlenecks. In this paper, we propose to use convolutional neural
network (CNN) to introduce pose information into behavior detection by means of
transfer learning. We use CenterNet to obtain high-semantic information to improve
the accuracy of behavior detection. In order to generate a more suitable pose heatmap
of the application scenario, our CenterNet pose estimation network participates in
the training, and constantly updates the parameters of the pose estimation network
according to the new dataset. We conducted a large number of ablation experiments
on the Ur fall detection dataset and RWF-2000 dataset. On the RWF-2000 data set,
we added a pose estimation network to generate a pose heatmap and input it into the
subsequent network, the accuracy increased from 79.0 to 83.75%.

Keywords Action detection · Transfer learning · Pose estimation

1 Introduction

Action detection aims to find out whether an action behavior occurs in the video, and
find out the specific time when the action occurs. Action detection are generally used
in video analysis systems to detect the occurrence of abnormal behaviors, which can
reduce the labor intensity of manual video analysis. When the behavior detection
reaches real-time, it becomes possible to automatically alarm in time after abnormal
behavior is found, which will exert huge social and economic benefits.
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Action detection is mainly divided into offline action detection and online action
detection. Offline action detection reads an entire video at once, and then locates
the time when the action occurred in the entire video. Online action detection will
continuously read in new frames and find abnormal behaviors in the video in time,
so the prediction speed is required to be real-time. It can be seen that online action
detection is more in line with realistic requirements, and this paper will focus on
online action detection.

Generally, actions only occupy a small part of the video, so a large amount of
interference needs to be dealt with in the video sequence. In the traditional method,
iDT [1] extracts trajectories, further extracts feature descriptors such as HOF, HOG,
and finally encodes the features, and then trains the SVM classifier for action recog-
nition. TwoStream [2], TSN [3], etc. extract the spatial and temporal features of video
data through two branches, and finally combine the features for action recognition.
The pose estimation aims to predict the position of human joints. The joints of the
human body contain a lot of action information. Li et al. proposed a joint behavior
recognitionmethod based on convolutional neural network. Li et al. proposed a action
recognition method based on convolutional neural networks and joint positions.

Since most of the current action recognition datasets do not have the annotation
information of human pose, the common method of the current action recognition
algorithms based on skeleton is to use the pose estimation algorithm to predict the
pose information and save it locally. However, the speed of the method saved locally
cannot be guaranteed, and the pose information generated by the pose estimation
model trained using other datasets on the new dataset cannot be guaranteed to be
accurate. The other method uses a multi-task method to predict joint points and
recognize behavior at the same time. However, this will bring a larger amount of
parameters, and requires pose annotations in the training dataset.

So we propose to use the transfer learning method to introduce the heatmap of
human joint points into the behavior recognition algorithm,which can extend the joint
behavior recognition algorithm to all behavior recognition algorithms. Secondly, it
can generate pose information that is more suitable for our application scenarios.

Therefore, the main contributions of this paper are as follows:

(1) Try to use the pose estimation heatmap with high semantic information as the
input of the neural network, and obtain faster convergence speed and accuracy.

(2) Use the model parameters of the pose estimation in CenterNet for transfer
learning, and participate in the training and learning of the pose estimation
network parameters in CenterNet, so that the generated pose heatmap is more
suitable for our algorithm and gains stronger robustness.

(3) Our accuracy on the RWF-2000 dataset has increased from 79.0 to 83.75%, on
the UR-fall detection dataset the accuracy on the validation set has increased
from 91.7 to 100.0%, and the accuracy of the test set has increased from 75.0
to 83.3%.
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2 Related Work

2.1 Action Detection

In the context of deep learning, researchers usually edit videos so that they candirectly
perform end-to-end feature extraction and recognition on the video. Therefore, action
detection usually uses a sliding window to split the video segment, and then send it
to the action recognition model for prediction. Simonyan et al. [2] proposed to use
two-stream CNN to capture time sequence information such as dense optical flow
of the image and image spatial position information, and finally directly fusion and
classification of the features of the two branches. Since TwoStream [2] only operates
one video segment when capturing timing information, Wang et al. [3] proposed to
divide the entire video into K video segments, and each video is processed separately
and integrated to predict that the entire video belongs to each The probability of the
action category.

Tran et al. [5] used deep 3D convolutional networks for behavior recognition, and
proposed that 3D convolutional networks are more suitable for temporal and spatial
feature extraction than 2D networks. Feichtenhofer et al. [6] used different frame rate
sampling to capture sparse frame image video clips, and then used 3D convolution
for feature extraction.

Shahroudy et al. [7] proposed to use RNN to simulate the long-term correlation
of human skeleton for action recognition. Yan et al. [8] proposed a spatiotemporal
graph convolutional network based on GCN for behavior recognition. They used
the human body pose information with high semantic information and obtained a
huge improvement. However, as the network deepens, the RNN-based model tends
to disappear in the training stage and becomes difficult to train. The GCN model
introduces prior knowledge of the human body topology, butmost of the currentGCN
algorithms are not well optimized, resulting in inefficient calculation. The current
method based on CNN, its performance is not inferior to GCN, and the research
and optimization work in recent years has continuously improved the computational
efficiency of CNN. Therefore, this paper will model the pose information based on
the CNN model.

2.2 Transfer Learning

In recent years, in order to solve the problem of insufficient training data for deep
learning, researchers have transferred knowledge from other source domains to the
target domain, usually called transfer learning. At present, almost all deep learning
uses a powerful backbone network as pre-training, such as RestNet [9], DLA [10],
VGG [11], InceptionNet [12, 13] and so on. For example, faster-rcnn [14] in the field
of target detection uses ResNet’s pre-trained model as the backbone, and yolov3 [15]
uses Darknet-53 [16].
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In this paper, we will use the knowledge learned by the pose estimation network
in CenterNet [17] to extract human pose information as the subsequent training data.
And participate in the training of this part of the network parameters to generate a
heatmap that is more suitable for the new dataset.

3 Method

For each video segment, we divide it into two branches to predict, as show in Fig. 1.
In the first branch, we use CenterNet to generate a heatmap �̂ ∈ � W

R × H
R ×k of k 2D

joint points, where the third dimension k of the
∧
� vector represents the k-th joint

heatmap of all person in the picture. Then input it into the 3D convolutional layer we
designed for feature extraction to get θhm_hp. In the second branch, the RGB video
sequence is directly input into the 3D convolutional layer for feature extraction, and
θrgb is obtained.

θ f used = θhm_hp × θrgb (1)

After the feature extraction of the above two branches, branch1 extracted the
poseheatmap θhm_hp with high semantic information, and branch2 extracted the RGB
featuremap θrgb.We usemultiplication to perform feature fusion on θhm_hp and θrgb, as
shown in Eq. 1. Each element of the tensor θhm_hp is multiplied by the corresponding
element of the Tensor θrgb. And the resulting tensor θ f used is returned.

Then,we input the linear classifier, the activation function adopts the relu function,
as shown in Eq. 2. For the convergent loss function, we adopt the cross-entropy loss
function, as shown in Eq. 3.

relu(x) =
{
0, x ≤ 0
x, x > 0

(2)

CenterNet

RGB 
Conv3d

Classifier

Fused feature map
video sequence

Pose heatmap

HM_HP
Conv3d

branch 1

branch 2

mul

Fig. 1 The overall structure
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H(q, p) = −
∑
x

(p(x) log q(x) (3)

4 Experiments

4.1 Datasets and Experimental Environment

Our experimental conditions are two 3090 GPUS, a high-performance workstation
with Ubuntu 18.04. It provides hardware support for our experiment. It allows us
to use CenterNet as feature extraction during the training process, and use a larger
batch size to speed up the training process. Our code implementation is based on
the pytorch-1.8 deep learning framework. We conducted experiments on the Ur fall
detection dataset [18] and RWF-2000 [19] dataset to verify our method. For the two
data sets, we use the same training settings, use a batch size of 8, a learning rate of
0.0001, and training for 30 epochs.

Ur fall detectiondataset: contains 30 sequences of falling behavior and40 sequences
of activities of daily living (ADL). It uses two Microsoft Kinect cameras and corre-
sponding accelerometer data to record fall events, while ADL events are recorded
with only one device and accelerometer.

RWF-2000: Collect 2000 sequences from You Tube, which contains 1000 violent
acts, 1000 ADL. All the sequences are acquired from security cameras. They have
not been modified by multimedia technology, so they can be used in real-world
applications. We divide the training set and the validation set according to the ratio
of 8:2 for training and testing.

4.2 Ablation Study on UR Fall Detection Dataset
and RWF-2000

UR Fall Detection Dataset. In order to verify the effectiveness of our transfer
learning, we conducted a large number of ablation experiments. First, we only use
the RGB features in branch2 for behavior recognition. The experimental results of
the rgb_only model are shown in Table 1. The accuracy rate on the validation set of
the l.

UR Fal Detection Dataset is 91.7%. In order to prove that the pose estimation
information is helpful for our behavior recognition, we use CenterNet to predict
the pose heatmap of the video sequence and save it locally. We directly input these



224 W. Lin et al.

Table 1 Results of ablation experiments on UR Fall Detection Dataset

Model Eval (%) Test (%)

rgb_only(ours) 91.67 83.33

hm_hp_only(ours) 95.83 75.0

rgb_mix_centernet_hm_hp(ours) 100.0 75.0

tranfer_learning(ours) 100.0 83.33

locally stored pose heatmaps into CNN and classifiers, and found that the accuracy
of the hm_hp_only model in the UR Fall Detection Dataset has increased to 95.8%.

Next, we tried the rgb_mix_centernet_hm_hpmodel. After the locally stored pose
heatmap and the feature map output by branch2 in Fig. 1 were multiplied and fused,
they were input into CNN for prediction and found that the accuracy rate on the
verification set was increased to 100% At this time, the accuracy rate on the test set
is 75%. It shows that the fusion of pose heatmap and RGB can achieve better results.

We began to verify our transfer learning. As shown in Table 1, tranfer_learning
model has accuracy of 100% on the validation set, and the accuracy on the test set
has increased from 75% of rgb_mix_centernet_hm_hp to 83.3%. It shows that we
use transfer learning to get a better heatmap. At the same time, it can be concluded
from the accuracy rate convergence on the validation set of the training process in
left of Fig. 2 and the loss of the loss value in the training process in right of Fig. 2
that we can use migration learning to converge faster. Visualization of fall behavior
detection results is shown in Fig. 3.

RWF-2000 Dataset. Since the UR Fall Detection Dataset is too small, we
tried to perform ablation experiments on RWF-2000. As shown in Table 2,
our tranfer_learning model has a higher accuracy than rgb_only model and
rgb_mix_centernet_hm_hp model, reaching 83.75%. Compared with other models,
our parameters are less than half of others, but the accuracy rate is higher than them.

Fig. 2 During the training process, the accuracy rate on the validation set and the loss value change
curve on the training set
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Fig. 3 Visualization of fall behavior detection results

Table 2 The accuracy of the RWF-2000 data set on the validation set and the amount of network
model parameters

model Acc (%) Params (M)

rgb_only(ours) 79.0 0.24843

rgb_mix_centernet_hm_hp(ours) 80.0 0.31588

tranfer_learning(ours) 83.75 20.19180

ConvLSTM [20] 77.00 47.4

C3D [21] 82.75 94.8

I3D(TwoStream) [22] 81.50 24.6

Since our network has generated a pose heatmap, in terms of visualization, we
can synchronize the results of pose estimation to the visualization page at the same
time, as shown in Fig. 4.

5 Conclusion

In this paper,We propose the transfer learningmethod to use pose estimation network
for feature extraction, and then perform feature fusion with ordinary RGB feature
maps for action detection. In addition, we conducted a large number of ablation
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Fig. 4 Violent behavior recognition and pose estimation visualization

experiments on the Ur fall detection dataset and RWF-2000 to prove that the transfer
learning method we proposed is effective.
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Fine-Grained Visual Classification Based
on Wisely Feature Map Filtering
Mechanism

Haiyuan Chen , Lianglun Cheng , and Ganghan Zhang

Abstract Fine-Grained Visual Classification (FGVC), also named as sub-category
recognition, is a research hotspot in computer vision and pattern recognition recently.
The objective of FGVC is to classify objects that are in the same basic class. There are
two main challenges in FGVC tasks: small interclass differences and large intraclass
differences. Before the development of deep learning, there had been little significant
achievement in the research of these challenges. However, most methods focus on the
step of generating the feature maps but pay little attention to the further processing of
feature maps. All of them are used directly by most methods after they are extracted
from the original image, which lacks further processing of featuremaps andmay lead
to irrelevant features to negatively affect network performance. In order to refine the
processing of feature maps and improve the classification ability of FGVC tasks, we
propose a Wisely Feature Map Filtering Network (WAMFN), which is proposed to
extract the feature maps for subcategories and filter out the most distinguishable and
representative feature maps to generate attention maps. Results of multi experiments
show that the WAMFN outperforms the state-of-the-art methods on several fine-
grained classification datasets.

Keywords Attention mechanism · Feature filtering · Fine-grained visual
classification

1 Introduction

Compared to the normal image classification task, fine-grained visual classifica-
tion tasks are more difficult. There are two main challenges in Fine-grained image
classification: small interclass differences between subcategories and large intraclass
differences. Specifically, firstly in ordinary image classification, the target objects are
usually coarse-grained meta-categories. They are visually very different and easy to
identify correctly. However, in fine-grained image classification, the objects to be
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detected come from the same base class, which makes them very similar in appear-
ance. At the same time, the differences between subcategories are sometimes even
smaller than the same subcategory due to visual angle, which causes large intraclass
differences. These two main challenges cause the difficulty for the method to learn
the key features of each category as well as make it easy for other factors to influence
the results, which can lead to errors in predicting the results.

Recent method of FGVC tasks can be divided into three types. The first type
is strongly supervised method [1–5]. By using intensive manual annotations, local
features are captured for fine-grained classification after key parts have been detected
and localized. Zhang et al. [1] presented a FGVC algorithm using deep convolutional
features as whole object detectors and distinguishable object detectors, and adding
geometric constraints on the top of the whole and distinguishable blocks. For bird
fine-grained classification, Branson et al. [2] proposed Pose Normalized CNN to
perform pose alignment operations on image blocks at the part level. This work
also proposed that convolutional features in different layers should be extracted
for different levels of image blocks in fine-grained images. Then Wei et al. [4]
proposed Mask-CNN to learn a Part-Based Segmentation Model with the help of
FCN, where the real markers are the smallest external rectangles of the head and
torso positions obtained through Part Annotation. We can see that strong annotations
make these networks achieve good results. However, strongly supervised methods
usually require additional information such as manually labeled object bounding
boxes or part annotations in addition to image labels. The practical application of
these methods is limited by the fact that the acquisition of labeling information is
very expensive.

The second type is the semi-supervised method. These methods make use of extra
data such as Internet data in training FGVC networks [6–10]. Despite increasing the
data without increasing the overhead of any manual labeling, the biggest drawback
of using extra data is the noisiness and uselessness of the information. Although
amounts of information can be obtained from elsewhere, most of them are useless or
not professional enough, and sometimes they even make the network performance
degraded. It requires extra effort and cost to sift through them.

The third type is the weakly supervised method. It is a clear trend in fine-grained
visual classification that making classification accuracy comparable to strongly
supervised models by only using image-level annotations during training [11–26].
Recently works make some achievements. Among them, Xiao et al. [17] proposed
features of two different levels, namely object-level and component-level informa-
tion. The model relies entirely on its own algorithm for object and local region detec-
tion, without the requirement of datasets to provide labeling information. Besides,
Chen et al. [18] proposed a network that contains two modules: destructive and
constructive learning. The original image is first destructed and then reconstructed,
in order to learn more distinguishing details. Moreover, WS-DAN [26] performed
data augmentation through an attentionmechanism. In the first stage, the input image
is extracted to generate attention maps. Then, the features are augmented by maps
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and applied to fine-tune the network in the next processing. Using a weakly super-
vised approach will not require significant labeling costs and is therefore becoming
a popular trend in fine-grained classification.

In thiswork, a fast,weakly supervised and effectiveWAMFNis proposed toFGVC
tasks. The original features extracted from the images are processed by the proposed
moduleWisely FeatureMap Filtering to obtain the highest rated feature maps, which
are used as guiding features for the images and processed to generate the attention
maps. The attention maps are input into the network along with the original feature
maps for processing, which enables the final network to obtain accurate prediction
results.

2 Method

2.1 Overall Structure of the Network

We adopted Inception v3 as the backbone (Fig. 1). The original images are inputted
into the backbone and extracted out the original feature maps by the backbone
network, and then the original feature maps are filtered by the Wisely Feature Map
Filtering module to filter out the best N/2 feature maps with high scores, which are
further processed and generate N/2 attention maps. Then the original feature maps
are channel-wise multiplicated with the attention maps to generate a feature matrix.
Figure 2 shows the effect of the attention maps. Finally, the feature matrix is input
into the fully connected layer to generate the prediction results.

Fig. 1 Overall structure: schematic diagram of the general flow.Our network has the characteristics
of simplicity, accuracy and efficiency
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Fig. 2 The effect of the attention maps: we visualize the effect of the attention maps on the dataset
CUB-200-2011

2.2 Wisely Feature Map Filtering

First, the original feature map Fo is inputted to Wisely Feature Map Filtering, where
Fo is evaluated through convolution. Benefiting from the previous extraction of the
original feature maps on the backbone network, The network is easy to calculate
the score si of each feature map Fi

o .The original feature maps are passed through 5
convolution layers and 1 normalization layer to get the score S, as shown in Eq. (1):

S = [s1, s2, . . . sN] (1)

Then all the scores are sorted and the feature maps corresponding to the top N/2
scores are selected as Fs . To ensure that the filtered feature maps Fs are the high-
quality maps, the network supervises and refines the process of selection through
the loss of classification Lcls and the loss of estimate Lesm . We classify each filtered
feature map a result ci to determine whether it is a high-quality feature map, as
shown in Eq. (2). Y (1) represents yes and N (0) represents no. Ideally, all results
ci of filtered feature maps should be Y (1). Then We use the classification results
ci to calculate the loss of classification Lcls , as shown in Eq. (3). At the same time,
in Eq. (4), the classification results ci was added to Lesm as a constraint to optimize
the evaluation score for each feature map, so that high-quality attention maps would
have high scores and vice versa.

ci =
{
0(N ), if classi f y(Fi

s ) < θ

1(Y ), if classi f y(Fi
s ) > θ

, 1 ≤ i ≤ N/2 (2)

Lcls = −
N/2∑
i=1

c′
i log ci , c′

i = 1 (3)
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Fig. 3 Structure of the Wisely Feature Map Filtering: N feature maps are fed into the module to
select the highest quality N/2 feature maps, and the selection process is automatic and intelligent
by the loss function

Lesm = −
N/2∑
i=1

[(1 − ci ) log(1 − si ) + ci log si ] (4)

These two loss functions are optimized together during the training of the network
so will eventually enable our network to have more powerful and accurate prediction
results. Figure 3 is the Structure of the Wisely Feature Map Filtering.

3 Experiment Results

3.1 Experimental Dataset and Setting

We use datasets commonly used in FGVC tasks, including CUB-200–2011 [9],
StanfordCars [10] andFGVC-Aircraft [12]. Specific information about these datasets
is displayed in Table 1. CUB-200-2011 is the dataset on birds, and is also the most
frequently used dataset in fine-grained visual classification and recognition. The
Stanford Cars dataset is also commonly used in FGVC tasks. The FGVC-Aircraft
is about the images of the aircraft in the air, which have the characteristics of long
distance and different angles.

Table 1 Detailed information on the three datasets

Datasets Object Class Training images Testing images

CUB-200-2011 Bird 200 5994 5794

Stanford cars Car 196 8144 8041

FGVC-aircraft Aircraft 100 6667 3333
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Table 2 The accuracy results on three datasets of comparison with other advanced methods

Methods Accuracy (%)

CUB-200-2011 Stanford cars FGVC-aircraft

RA-CNN [27] 85.4 92.5 88.4

MA-CNN [11] 86.5 92.8 89.9

DCL [18] 87.8 94.5 93.0

PA-CNN [28] 87.8 93.3 91.0

iSQRT-COV [23] 88.7 93.3 91.4

MOMN [29] 89.8 94.2 92.2

Ours 89.8 94.5 93.2

We experimented on two 2080Ti GPUs with a weight decay of 0.0001. These
models had an initial momentum of 0.9, an initial learning rate was applied as 0.002,
and an exponential decay of 0.8 times the original after every 2 epochs. The final
settings were a training epoch of 100 and a batch size of 16.

3.2 Results and Analysis

The WAMFN is compared with the most recent methods on the mentioned FGVC
datasets. Table 2 shows the results of accuracy. Our WAMFN has excellent perfor-
mance on all three datasets, achieved the accuracy of 89.8, 94.5 and 93.2% on CUB-
200-2011, Stanford Cars and FGVC-Aircraft respectively. ST-CNN and RA-CNN
can locate discriminative areas to achieve FGVC task, but both rely on the bounding
box provided by the dataset. compared to iSQRT-COV with a strong SVM classifier,
our network achieved the highest accuracy on CUB-200-2011, Stanford Cars and
FGVC-Aircraft. In a summary, the WAMFN can achieve state-of-the-art accuracy
on all these FGVC datasets.

4 Conclusion

In this work, a new fine-grained visual classification network WAMFN is proposed.
We add a Wisely Feature Maps Filtering mechanism to the generated feature maps,
and extract and exploit the attention maps from the filtered feature maps, which
greatly improves the quality of the classification. This module achieves better feature
maps, allowing the WAMFN network to reach state-of-the-art. We hope to achieve
more accurate filtering by judging the selection of attention maps according to
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different base classes in the future. At the same time, we will focus on the mecha-
nismof the network for distinguishing similar categories and expanding the network’s
ability to extract key differences between subcategories.
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Study on Prostate Image Segmentation
Using Improved U-NET

Mengya Sun

Abstract Medical image plays a key role in the analysis and treatment of the
patient’s condition in today’s medicine, but the clinical processing of medical image
is still largely dependent on the subjective experience of doctors, and the process
of manual extraction of information is time-consuming and labor-consuming. With
the development of deep learning, it has become a trend to apply deep learning to
medical image processing. However, due to the characteristics of medical images,
many advanced segmentation algorithms fail to achieve good results in medical
images. In addition, medical image data generally have the problem of insufficient
or too small data sets, and there are few ways to obtain samples, mainly from some
hospitals and medical institutions. Besides, the labeling work is not competent for
ordinary people. So how to realize the automatic analysis and processing of medical
images has always been a hot topic in the field of computer science. In this paper,
we designed an experiment of prostate segmentation algorithm, built a model using
a U-Net network that performs well in the field of medical image segmentation, and
tried to improve its performance by combining a variety of structures, such as ASPP,
ResNext, and attention module. The results show that our proposed model achieves
better segmentation performance.

Keywords Medical image · Deep learning · Improved U-Net · ASPP ·
Attention(SE) · Segmentation algorithm

1 The Introduction

Due to the highly developed modern computer technology and the continuous devel-
opment of medical imaging technology, medical imaging technology can play an
important auxiliary role in a variety of research in the medical field, as well as
in clinical treatment and diagnosis. Medical imaging can realize the non-invasive
examination of patients in human anatomy and visibility of the development status
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of lesions, thus providing important reference and guidance for surgery, carrying out
a comprehensive and in-depth analysis of lesions for tissues and organs in the human
body, and carrying out a rigorous monitoring of the whole process and the treatment
related to surgery. For medical analysis, it is of critical importance whether the organ
tissue has a clear outline and whether there is adhesion to other tissues.

Medical image segmentation includes manual, semi-automatic and automatic
segmentation [1]. Among them, the artificial segmentation method consumes a lot
of time, and has high requirements on the clinician’s own experience judgment, and
the repeatability is very low, unable to meet a variety of clinical requirements. Semi-
automatic segmentation needs human–computer interaction as the core. Generally
speaking, the core methods of edge segmentation include region extraction method
and other methods [2–6], which can optimize the segmentation speed to some extent,
but it still needs the observers as the core for analysis and judgment. And due to the
lack of self learning ability, anti-interference ability remains a low level. Therefore,
it can not be applied well in clinic. Automatic segmentation method relies on the
automatic extraction of the edge of the region of interest by computer, which can
ensure that it is not subject to various influences of the observer on the subjective
level, so as to realize more rapid data processing and have relatively ideal repeata-
bility. Therefore, medical image segmentation with deep learning as the core is one
of the core research directions for image processing at this stage [7].

The introduction of artificial intelligence in the treatment of medical influence
can not only optimize the analysis and judgment of the patient’s condition, promote
the scientificity of treatment, but also provide scientific reference for doctors to grasp
and handle the condition. At the present stage, the distribution of medical resources
in China is generally uneven. If the artificial way can be introduced to improve
the scientificity and rationality of medical diagnosis, the dependence on doctors’
experience can be reduced, so as to avoid further aggravation of the phenomenon of
medical difficulties. Therefore, the introduction of deep learning in the medical field
can also make good research progress in this discipline.

With the joint efforts of a large number of researchers at home and abroad, many
image segmentation methods have been widely used in the processing of medical
images. Some algorithms are the optimization of some existing algorithms, or organic
combination through several structures, etc. The theory of image segmentation algo-
rithm has significant diversity. For example, the edge detection as the core [8] mainly
includes parallel differential operator, the deformation model as the core and the
surface fitting as the core method [9], the statistical theory as the core and the random
field as the core method, etc. Generally speaking, medical image segmentation algo-
rithmsmust be organically combinedwith a variety of existing segmentationmethods
at the present stage to achieve more ideal results. Whether the results are accurate or
not is of critical significance for the analysis and judgment of doctors. If the results
arewrong, the diagnosis of the condition by doctorswill also produce errors, and even
causemedical accidents. Therefore, accuracy is a crucial factor. In addition, real-time
performance and stability of the algorithm need to be continuously optimized.
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In recent years, medical image segmentation with deep learning as the core can
be divided into two different types, namely deep convolutional neural networks
(DCNNs) as the core method and full convolutional neural networks (FCNs) as the
core method. FCN [10] has important performance for image segmentation, espe-
cially U-NET [11], an optimized full convolutional neural network with FCN as the
core, is further transformed into the core network used for medical image segmen-
tation. Based on IEEE retrieval, the number of papers related to it can be found to
be about 200. At the same time, some of them play an important role in medical
imaging and can be recognized by a large number of relevant scholars. The segmen-
tation objects of this kind of article have high diversity, such as lung, liver and so on.
The components of U-NET include an up-and-down sampling encoder and a skip
connection between them. Encoding and decoding can combine local and global
information organically. Up to now, U-NET has gradually produced many types of
variants, all of which can play a relatively ideal role in medical image segmentation.
At the same time, U-NET has been further transformed from the original 2D to 3D,
thus forming new 3D U-NET [12], V-NET and other models.

2 Introduction to the Foundation and Additional Structure
of Improved U-NET Neural Network

2.1 Improve U-Net Neural Network

The core of convolutional neural network (CNN) is to learn and utilize the feature
mapping of images to develop a more detailed feature mapping. It plays an obvious
role in the classification problem, because the image is transformed into a vector after
processing, and then the subsequent classification is expanded. However, at the same
time of image segmentation, the feature image should be processed to make it into a
vector, and the vector should be taken as the core to complete image reconstruction.
This task is difficult because the process of turning a vector into an image is more
complex than vice versa. The core concepts of U-Net are all generated in response
to this problem.

Contract the path, and there will be a window of pooling equal to 2 × 2 after two
convolution layers, and the step length is equal to the largest pool of 2 layers. The
dimension of a convolution is equal to 3 × 3, and the step length is equal to 1. All
the backsides of the convolution layer needs to play the role of activation through
Relu activation functions. When each one is completed under a sampling process,
the number of channels increases. As for the upper sampling in the decoding path,
there is a convolution layer with a size equal to 2 × 2 in each round of sampling, and
the activation process needs to be further completed by ReLU function (Fig. 1).

At the same time, there are also two convolutional layers, the size of the convo-
lutional kernel is equal to 3 × 3, and the step size is equal to 1. In addition,
each upsampling is organically combined with the feature graph obtained from the



240 M. Sun

Fig. 1 U-Net结构

symmetric contraction path, that is, jump link. Finally, the final classification process
is completed by means of a convolutional layer of size equal to 1 × 1.

This time, through the organic combination of the subsampling part contained
in the U-Net network and the residual network ResNet-Layer, the corresponding
transformation is carried out for U-Net.

2.2 ASPP

When it comes to ASPP, Dilated Convolution needs to be emphasized. Because
the existing convolutional neural network has two core problems in the process
of completing the segmentation task, the first is the loss of information caused by
subsampling, and the second is that the convolutional neural network has the charac-
teristic of spatial invariance. Therefore, a method is derived which can not only avoid
the process of subsampling, but also effectively amplify the receptive field, namely,
void convolution. In the process of convolutional pooling of the pyramid with void
space, ASPP is the process of parallel sampling with the correct sampling rate and
void convolution for specific inputs. In essence, it has the same property as the global
information contained in the image captured by several proportions (Fig. 2).
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Fig. 2 ASPP结构

2.3 SE

SE block belongs to the category of the cell, and to all the specific transform
structure:Ftr = X → U, X ∈ RH ′×W ′×C ′

,U ∈ RH×W×C . For the purpose of simpli-
fying the flow, in the following discussion, Ftr is proposed as a convolution operator.
Set V = (v1, v2, . . . , vc) refers to the learning set of the filter kernel, and vc refers to
the parameters of the c filter. The output of Ftr is expressed as U = (u1, u2, . . . , uc),
and uc = vc ∗ X = ∑C ′

s=1 vs
c ∗ xs .

Extrusion: global information embedding. In order to overcome the problem of
channel dependence, a comprehensive analysis of the signal characteristics of all
channels is needed. All the filters learned have the corresponding local acceptance
domain. So none of the elements of the transformation output U can make use of the
global information outside this region. This problembecomesmore andmore obvious
in the lower layers of neural networkswith small acceptance domains. Therefore, this
study proposes to compress the global spatial information and further transfer it to
the channel descriptor. Channel statistics are obtained using global average pooling.
In terms of form, The statistic z ∈ RC is generated by the contraction of U through
the spatial dimension H × W, and the Cth element in Z is expressed as follows:

zc = Fsq(uc) = 1

H × W

H∑

i=1

W∑

j=1

uc(i, j) (1)

Stimulation: adaptive adjustment. In order tomake use of the aggregation informa-
tion in the extrusion process, a second scrubbingwas carried out to thoroughly collect
the dependencies related to the channel. Therefore, the function is required to meet
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Fig. 3 SE structure

two criteria. First, it has high flexibility. Second, you need to learn a non-exclusive
relationship. Therefore, the Sigmoid activation mechanism with low complexity was
chosen in this study: s = Fex (z,W ) = σ(g(z,W )) = σ(W2δ(W1z)), where δ refers
to the Relu function. W1 ∈ R

C
r ×C ,W2 ∈ RC× C

r . Final output of the block needs
to refer to scaling transformation further will be output, U finally get activation
X̃c = Fscale(uc, sc) = sc · uc, X̃ = [x̃1, x̃2, . . . , x̃C ] (Fig. 3).

3 Experimental and Structural Analysis

3.1 Loss Function

Use BCE With Logits Loss as a Loss function, which is expressed as follows:

ln = −wn
[
yn · log(xn) + (1 − yn) · log(1 − σ(xn))

]
(2)

3.2 Analysis and Comparison of Experimental Results

The data set. For the prostate data set used in this study, the number of training
images was equal to 1549 and the number of test images was equal to 683. The
processor used in the experiment was I5, the operating system was Linux, NVIDIA
GeForce GTX 1650 GPU was selected, and all experimental processes were carried
out based on PyTorch framework.

Training algorithm. The commonly used methods include stochastic gradient
descent (SGD) and some adaptive training approaches, such as adaptive gradient
descent (ADAGRAD), adaptive momentum estimation (ADAM), etc. The ADAM
algorithm, which converges rapidly, is used in this experiment (Fig. 4 and Table 1).
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Fig. 4 Segmentation image

Table 1 Comparison experimental results of adding different structures

ASPP SE Resnet-layer Val-Loss

U-Net 0.2020

U-Net1
√

0.0182

U-Net2
√ √

0.0173

U-Net3
√ √ √

0.0169
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Music Auto-tagging Based on Attention
Mechanism and Multi-label
Classification

Chen Ju , Lixin Han , and Guozheng Peng

Abstract Music tag is used to describemusic, which is the key ofmusic information
retrieval andmusic recommendation system.Aiming at the problemsof heavymanual
workload and difficult audio feature extraction existing in traditional methods, this
paper proposes an audio automatic annotation method based on time–frequency
domain analysis, and conducts experiments on MagnaTagATune dataset with AUC-
ROC as the evaluation index. Firstly, we use the modal translation transform the
music audio intoMel-spectrum. The convolutional neural network is used to learn the
time–frequency domain characteristics of the audio signal. Simultaneously, attention
mechanism is introduced to broaden the receptive field of the feature graph and
enhance the learning of the global spatial dependence. In addition, the loss function
is optimized based on the image segmentation problem to improve the performance.
The experimental results show that our proposed model is effective and robust in
music auto-tagging, and it can achieve the ROC-AUC score of 91.87%.

Keywords Music auto-tagging · Modal translation · CNN · Attention
mechanism · Classification loss function

1 Introduction

Music auto-tagging [1] is a classification task with vast labels predicted from
audio signals, such as genre, instrument, emotion, etc. From the perspective of
listeners, labels are high-level descriptive words to express music characteristics,
so music automatic tagging task would be the crucial part in music retrieval, music
visualization, music recommendation and so on [2].

Over the last few years, much attention has been put on deep learning approaches
[3, 4]. The establishment of auto-tagging model can be divided into three parts,
preprocessing, extracting feature and classifying. The extracted features which are
time-consuming and require very professional prior knowledge are heavily relied
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on in traditional machine learning. As a rule, the result is closely related to the
quality of features. But with the latest breakthrough in deep neural networks, the
paradigm has been shifted to learning representations with the original waveform or
time–frequency representation as the input.

Convolutional neural network (CNN), one of the most popular approaches, is
capable of learning invariant features of spatial layout automatically from bottom to
top [5] and have achieved great performances in music auto-tagging tasks. Hamel
[6] carried out deep belief networks for feature extraction in an unsupervised way.
Pons [7] discussed the effects of CNN using waveform and spectrogram as inputs
in large-scale data scenarios. Lee et al. [3, 8] proposed two new structures, namely
the global model with both multi features and Sample-CNN, which obtained the
AUC-ROC score of 90.17% and 90.55% on MagnaTagATune (MTAT) dataset [9]
respectively, but the networks they used are very deep.

Although CNN-based models can accomplish music automatic labeling task very
well, there are still some improvements to be made. One approach is to enhance the
feature extraction capability. On this basis, we propose a novel model with attention
mechanism applied to generate potential spatial focus locations. Except for this
idea, we introduce label correlations for optimization since there may be abundant
relationships among rich labels of the same instance. In this paper, we conduct
experiments on MTAT datasets, and the result shows that, compared with other
studies, our proposed model is remarkable in music auto-tagging task.

2 Related Work

2.1 Modal Translation

Modal translation is a core technology in multi-modal machine learning. Converting
data from one schema to another, generating different schemas of the same entity
[10], which can better optimize the target, which has important applications in speech
recognition and synthesis, visual scene description, cross-modal retrieval and other
fields.

In this paper, we use modal translation to transform the audio mode of music into
the image mode of spectrogram [11], where the abscissa axis is time, the vertical
axis means frequency, and the shade of color indicates the energy of the sound. At
present, spectrogram has become an important method for audio analysis because of
its simpler and more compact expression.
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2.2 Attention Mechanism and Self-attention

Now, CNN has become the preferred method to encode image signals because its
learning processmimics the human visual system. CNNmainly relies on convolution
operation, using local receptive field to integrate spatial information and channel
information to extract features. For further improvement, attention mechanism [12]
can be introduced to selectively strengthen useful features and suppress features
containing useless information by learning from a global perspective.

Considering that the dependencies between channels are not taken into account
during the convolution process, we add Squeeze-and-Excitation (SE) block [13] to
extend the model. As Fig. 1 shows, SE block is mainly made up of two operations:
squeeze and excitation.

First, the global spatial information is squeezed into channel descriptors through
a global average pooling layer and statistics for each channel are generated. In detail,
a statistic z ∈ R

c2 is generated by compressing U through h × w spatial dimension,
hence, the c-th element of z can be computed as follows:

zc = Fsq(uc) = 1

h × w

h∑

i

w∑

j

uc(i, j) (1)

where U = [
u1, u2, . . . , uc2

]
and uc ∈ R

h×w. Then the weight of each channel is
obtained by sigmoid function [14], according to which the resolution of the feature
is enhanced. Given z, the output s can be expressed as:

s = Fex (z,W ) = σ(g(z,W )) = σ(W2δ(W1z)) (2)

where σ refers to sigmoid function while δ is ReLU function [15], W1 ∈ R
c2
r ×c2 and

W2 ∈ R
c2× c2

r are learnable, and Fscale(·) is the product between the scalar sc and the
feature map uc. Thus, it can be seen that SE block intrinsically introduces dynamics
conditioned on the input that can be regarded as an automatic attention focusing on
channels and is not limited to the local receive region of the transform filter response.
On the other hand, it greatly improves the capability with only a small increase in
computing consumption.

Fig. 1 SE block
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2.3 Multi-label Classification

Audio automatic annotation is a multi-label classification where every instance
is associated with a set of tags and the value of each label is either 0 or 1,
depending on whether the audio has been assigned the tag. Actually, in the real
world one instance may belong to a mass of labels simultaneously so that multi-
label classification is more common and important, which attracts extensive atten-
tion in image classification [16] and text categorization [17]. In order to address the
problem, researchers have put forward various ways to classifymulti labels including
first-order, second-order and high-order strategies.

In the neural network, the probability of the sample xi being tagged with the
j-th label is modeled as Bernoulli probability distribution by performing sigmoid
function on the output of the neural network, and the calculation is:

P
(
y j |xi

) = 1

1 + exp
(−z j

) (3)

where z j represents the j-th eigenvalue of the output Z of the network, that is, Z =
[z1, z2, . . . zn], while n means the number of tags. Thus, the probability distributions
of each category are independent from each other. Then, binary cross entropy (BCE)
[18] is used to calculate the error between predicted value and true value, as shown
below:

LBCE = 1

m

∑

m

((
−1

n

)
∗

∑

n

(yi × ln(pi ) + (1 − yi ) × ln(1 − pi ))

)
(4)

where m represents the batch size, n is the total number of tags, yi ∈ {0, 1} is
the value of i-th label, and pi ∈ [0, 1] is the probability predicted as i-th label.
However, an inevitable drawback in this method is that the correlations among labels
are not taken into account. As a matter of fact, there may be abundant relationships
among vast labels of the same instance. Thus, it is important to consider it for further
improvement.

In this paper, we ameliorate the problem by introducing the correlation among
tags, which can be expressed in terms of similarity calculations between sets. Given
X,Y as two sets, the similarity can be calculated as follows:

S(X,Y ) = 2 ∗ |X ∩ Y | + 1

|X | + |Y | + 1
(5)

where |X ∩ Y | is implemented by taking the dot product of the matrix elements and
then adding them up, while |X | is obtained by summing the square of its elements,
the same to Y. Otherwise, we add 1 to keep the denominator from zeroing out. During
this operation, the tags are associated. The correlation loss can be defined as:
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LCor = 1

m

∑

m

(1 − S(Pi ,Yi )) (6)

where m is batch size, Pi is the predicted label set of sample xi while Yi is the true
label set. Finally, the loss function can be expressed as:

L = αLBCE + (1 − α)LCor (7)

where α is a hyperparameter that measures the importance of the two losses. There-
fore, we can not only close the distance between predicted label set and true label
set from the micro level but also investigate it from the global level based on the
correlation among tags.

3 Model

As figured out in Fig. 2, our proposed model mainly consists of three stages.
Firstly, raw music data are transformed into mel-spectrogram. Mel-spectrogram

is a comprehensive representation which can show the dynamic change of sound
frequency and energy over time. In the second part, the network composed of 5
convolution layers is employed to learn the time–frequency domain characteristics
at a granular level and the details are shown in Table 1. Each convolution layer
uses ReLU activation responsible for enhancing the non-linearity of the network and
SE block dynamically focusing on the important parts on the channel dimension.
To reduce the computational load while retaining the feature space information, we
use the max-pooling layers, reducing overfitting and improving the robustness and
fault tolerance of the model. After the last convolution layer, we flat the feature
maps into a vector and use batch normalization to reduce internal covariate offsets.
Furthermore, dropout layer with probability set as 0.6 is added to avoid overfitting.
Finally, the sigmoid-activated output is used as the confidence level for each text
label that the model predicts for the music sample. At the third stage, calculate the
error between the prediction and the true label set according to the loss function L
given in Sect. 2.3 and the error is propagated back to update the network parameters,
making the predicted value constantly approaching the real value. By the way, the
model is built with pytorch framework in a GPU environment and batch size is 20.
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Fig. 2 The structure of our proposed model

4 Experiments

4.1 Dataset and Preprocessing

We evaluate our proposed model on MTAT dataset, which is one of the most popular
publicly available datasets for music auto-tagging analysis. It contains 25,863 music
clips in .mp3 format, each with 188 tags covering genres (e.g., country, mental),
instruments (e.g., violin, guitar), scene (e.g., choral, vocal), etc.

Since some music tags are synonyms that have different names but the exact
meaning is the same, we firstly merge the synonym tags and reduce the number
to 133. Figure 3 shows the frequency of each label after processing, and we can
see that the tags are not evenly distributed. It is significantly hard to train any deep
learningmodel to classify tagswith a small sample size.Hence, same as other existing
research work, we use the top 50 most frequently occurring tags for our experiments.
The audio data is cleaned and resampled to 11,025 Hz by Librosa [13]. There are
21,350 fragments, the duration of each is 29.124 s. EachMP3 signal is converted into



Music Auto-tagging Based on Attention Mechanism … 251

Table 1 Details of the CNN layers

Layer Setting Output shape

Conv2d_1 Filter size: (3, 7). Number of filters: 50 (128, 628, 50)

SE_1 Channel of feature map: 50
Reduction ratio: r

(128, 628, 50)

MP_1 Filter size: (2, 4) (64, 157, 50)

Conv2d_2 Filter size: (3, 5). Number of filters: 100 (64, 157, 100)

SE_2 Channel of feature map: 100
Reduction ratio: r

(64, 157, 100)

MP_2 Filter size: (2, 4) (32, 39, 100)

Conv2d_3 Filter size: (3, 3). Number of filters: 70 (32, 39, 70)

SE_3 Channel of feature map: 70
Reduction ratio: r

(32, 39, 70)

MP_3 Filter size: (2, 2) (16, 19, 70)

Conv2d_4 Filter size: (3, 3). Number of filters: 70 (16, 19, 70)

SE_4 Channel of feature map: 70
Reduction ratio: r

(16, 19, 70)

Conv2d_5 Filter size: (3, 3). Number of filters: 70 (16, 19, 70)

SE_5 Channel of feature map: 70
Reduction ratio: r

(16, 19, 70)

MP_5 Filter size: (2, 2) (8, 9, 70)

Fig. 3 Frequency of each label (yellow is the top 50 tags and blue is the rest)
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Table 2 Results of different location of the SE block

Reduction ratio AUC-ROC score Time (h)

After each convolution 2 0.9096 1.72

4 0.9095 1.73

8 0.9115 1.75

16 0.9121 1.66

32 0.9158 1.69

After the last convolution 2 0.911 1.61

4 0.911 1.59

8 0.9106 1.57

16 0.9133 1.61

32 0.9106 1.58

mel-spectrogram as the input of the network through short-time Fourier transform
and mel-filter bank, with the size of (128, 628, 1), which respectively represents
frequency, time and channel. Besides, 15,265 clips are chosen randomly for training,
1520 for validating and 4565 for test, and Adam [19] optimization with learning rate
of 0.0001 is used in training process.

4.2 Results and Analysis

The architecture is explored with the AUC-ROC score as the evaluation indicator.
Since the location of the SE block makes difference in the performance, we conduct
the experiment by placing it after each convolution and after the last convolution,
and the results are shown in Table 2. In a word, with the number of SE blocks used
in the network, the performance rises, but so does time consumption.

Allowing a certain amount of time consumption, we add SE block after each
convolution layer for further research. When the self-attention is paid to the channels
of the feature map obtained from the convolution operation, the reduction ratio is
used to compress the channel dimension so that the ReLU and sigmoid function
can be applied to obtain the complex correlation between channels, which is usually
valued as 2, 4, 8, 16, 32. The influence of its value on the experimental results can
be observed in Table 3, where Time represents the total of training and testing time.
When reduction ration is 16, the performance is improved by 0.83% with the lowest
time consumption, while, when the value is 32, the proposed model-1 (CNN with
SE block, using BCE loss) can achieve the AUC-ROC score of 91.58%, with a 1.4%
improvement compared to model-0 (the network without the attention mechanism).
It’s worth noting that the time is only increased by 7.6%. According to the loss
function L given in Sect. 2.3, correlation among tags has been considered to further
improve the classifier’s performance. As we can see, the highest AUC-ROC score
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Table 3 Results of different reduction ratio

Reduction ratio AUC-ROC score Time (h)

Model-0 – 0.9018 1.57

Model-1 2 0.9096 1.72

4 0.9095 1.73

8 0.9115 1.75

16 0.9121 1.66

32 0.9158 1.69

Model-2 2 0.9125 1.87

4 0.9095 1.87

8 0.9137 1.86

16 0.9135 1.89

32 0.9187 1.88

Table 4 Comparison of proposed architecture to previous methods on MATA dataset

Input type Model name AUC-ROC score

Raw waveform Sample CNN [8] 0.9055

Raw waveform DCNN [20] 0.9276

Spectrogram Global model with both multi-features [3] 0.9021

Spectrogram Capsule network [21] 0.9067

Spectrogram Our model 0.9187

achieved is 91.87%. Although, it is not a big boost, the performance of model-2 is
superior to model-1 as a whole. Compared with base model (model-0), there is a
1.7% point in increase.

The proposed model is also compared with other researches conducting exper-
iments on the MATA dataset, and the results are summarized in Table 4, which
suggests that our proposedmodel gets the higher AUC-ROC score thanmost of them.
In general, our proposed model with self-attention focused on the channel dimension
of the feature map after each convolution layer works better and the introduction of
associations among can help classify music labels more effectively.

5 Conclusion

In this paper, we proposed a CNN-based model with which takes spectrogram as
input for music auto-tagging. By comparison, the performance of our model is more
excellent on theMTAT dataset, which implies the combination of convolutional layer
and SE block can enhance the capability of feature extraction. And, the introduction
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of associations among tags can help classify multi-label more effectively to a certain
extent. In the future, taking different forms of music as input will be investigated.
On the other hand, we will use CRNN to learn the spatiotemporal relationship in a
spectrogram.
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Prediction of Apoplexy Syndrome Based
on Graph Neural Network

Shuoyan Zhang , Zhuangzhi Yan , Jiehui Jiang , and Tianyu Gu

Abstract Apoplexy is a serious disease with high mortality and disability rate.
Accurate identification of the syndrome of apoplexy is a prerequisite for traditional
Chinese medicine treatment. Syndrome differentiation is a comprehensive diagnosis
of the patient’s symptoms by traditional Chinese medicine physicians. However, the
relationship between syndromes and symptoms is complex, which makes it diffi-
cult to differentiate syndromes. For example, the same symptom occurs simultane-
ously in different syndromes, and a combination of several symptoms identifies a
syndrome. Fortunately, graph neural networks provide an effective way to deal with
such complex relationships. In this study, we use the graph neural network models to
predict apoplexy patient’s syndrome. Compared with the classical machine learning
model, the graph neural network model achieves better experimental results. In addi-
tion, to our knowledge, this study is the first time that graph neural network has been
applied to syndrome differentiation.

Keywords Traditional Chinese medicine · Syndrome differentiation · Graph
neural network

1 Introduction

Apoplexy is a serious threat to human health and has a high mortality and disability
rate. Traditional Chinese Medicine (TCM) has the advantages of efficiency and less
palindromia in the treatment of apoplexy sequelae. The basic principle of TCM is the
treatment based on syndrome differentiation, which is a comprehensive examination
of the patient’s symptoms through the four diagnosis, and to comeupwith a syndrome
describing the pathogenesis and location of the disease. There are many syndromes
of apoplexy in TCM, such as syndrome of Qi deficiency with blood stasis, syndrome
of fu-organ excess due to phlegm and heat, etc. However, syndromes and symptoms
cross each other, and the same symptom may appear simultaneously in different
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Fig. 1 Complex relationship
between syndromes and
symptoms

syndromes, forming a TCM apoplexy syndrome-symptom graph network, as shown
in Fig. 1. The nodes in red are symptoms, the nodes in blue are syndromes. Due
to the complex relationship between multiple syndromes and symptoms, it is more
difficult to differentiate syndromes.

Recently, the emergence of graph neural network provides a new idea for
processing non-Euclidean space data such as TCM apoplexy syndrome-symptom
graph network. The syndrome-symptom graph network is used as the input by the
neural network to learn the representation vector of the nodes in the graph through the
message transmission between neighboring nodes, and the embedding among neigh-
boring nodes has a similar vector representation. Therefore, the node of syndrome
in the syndrome-symptom graph network has a similar vector representation to
its corresponding symptom node, and such similar relationship can represent prior
knowledge. For example, in Fig. 1, ‘Breathe hard’ and ‘Syndrome of Qi deficiency
with blood stasis’ have similar embedding representation, while ‘Red tongue’ and
‘Syndrome of fu-organ excess due to phlegmand heat’ have similar embedding repre-
sentation. In this way, the embedding representation of ‘Breathe hard’ as the feature
vector potentially points to syndrome of Qi deficiency with blood stasis, rather than
to syndrome of fu-organ excess due to phlegm and heat.

With the development of artificial intelligence, machine learning as the core part
of artificial intelligence, has been more and more applied in TCM aided diagnosis
[1]. Xie et al. [2] used artificial neural network, K-nearest neighbor, support vector
machine, decision tree, random forest, and Adaboost algorithm to classify the four
syndromes of rheumatoid arthritis. Yan et al. [3] used support vector machine, BP
neural network and extreme learning machine to classify the syndromes of 670
medical records. Pang et al. [4] used naive bayes, support vector machines, random
forests, multilayer perceptron to classify the seven syndrome of AIDS.

In this research, the description of apoplexy syndromes in the book are constructed
into a graph network as the prior knowledge, and the graph neural network is used
to predict the patient’s syndrome.
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2 Methods

2.1 Basic Notation

We assume that the TCM apoplexy syndrome-symptom graph network G1 expresses
the prior knowledge of syndrome differentiation. Graph network G1 is represented
as a directed graph whose nodes form a set V1 = VC + V S , set VC consists of TCM
syndromes of apoplexy, set V S consists of symptoms of apoplexy. Set E1 denotes the
edges between the VC and V S .

We denote the apoplexy symptom-patient graph networkG2 expresses the patients
and their symptoms in case report forms. Graph network G2 is also represented as a
directed graph whose nodes form a set V2 = V P + V S′

, V P consists of the patients
from case report forms. Due to the clinical diversity, there are some differences
between the symptoms of patients in case report forms and the symptoms description
of prior knowledge, so we use V S′

to represent the symptoms correspond to patients.
And set E2 denotes the edges between the V P and V S′

.

2.2 Building the Graph Network

In this section, we explain how to build the TCMapoplexy syndrome-symptom graph
network G1 and the symptom-patient graph network G2 [5]. We construct the TCM
apoplexy syndrome-symptom graph network based on the description of apoplexy
syndromes in theCriteria of diagnosis and therapeutic effect of internal diseases and
syndromes in traditional Chinese medicine (ZY/T 001.1-94), also known as Criteria.
As shown in Fig. 2, on the left, syndromes and symptoms come from apoplexy

Fig. 2 Building the TCM apoplexy syndrome-symptom graph network
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Fig. 3 Building the TCM apoplexy symptom-patient graph network

description in Criteria. Syndrome 1 is associated with Symptom 1, Symptom 3,
on the right, C1 represents Syndrome 1, S1 and S3 represents Symptom 1 and
Symptom 3 respectively. Because the Criteria describes the symptoms according to
the syndrome, so we point the syndrome nodes to the symptom nodes.We connect C1

with S1 and S3 by directed edges. In the aboveway, the apoplexy syndrome-symptom
graph network is constructed.

The TCM apoplexy symptom-patient graph network G2 is constructed through
the case report forms. As shown in Fig. 3, on the left, Patient 1 has Symptom 1′,
Symptom 3′, on the right, P1 represents Patient 1, S′

1 and S′
3 represent Symptom 1′

and Symptom 3′ respectively. Because doctors judge patients’ syndromes based on
their symptoms, so we point the symptom nodes to the patient nodes. We connect P1
with S′

1 and S′
3 by directed edges. In the above way, the apoplexy symptom-patient

graph network is constructed.
After G1 and G2 are constructed, the node set V S and node set V S′

have many
same symptom nodes, so we merge these same symptom nodes. Meanwhile, G1 and
G2 are merged into one graph G. G is shown in Fig. 4. If symptom node from G1 and
symptom node from G2 are the same, the latter symptom node would be replaced
by the former symptom node. Besides, in Fig. 4, node Si represents the symptom
only in G1, node S′

j represents the symptom only in G2. In the following work, our
predicting task will be calculated on this one graph G = G1 + G2, G = {V, E} and
E = E1+E2, V = VC + V P + V S + V S′

.

2.3 Graph Neural Network Model

The predicting the apoplexy syndrome model takes the graph network G as its input,
and generates the embedding vectors of nodes through the aggregate function which
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Fig. 4 Merging the G1 with
G2

calculate the interaction of neighbor nodes. Then, given a patient, we can get an
embedding vector of patient by fusing the embedding vector of symptoms in his or
her case report form. Finally, we use this embedding estimate the patient with the
syndrome.

We select the popular graph neural networkmodels such asGraphSAGE [6], GCN
[7] and RGCN [8] to predict the syndromes. Given a graph G, we denote a syndrome,
symptom or patient as u or v, u ∈ V and v ∈ V . k represents the k-th information
aggregation on the graph. hk

v represents the embedding vector of the node v.
GraphSAGE model calculates as follows:

hk
N (v) = AGGREGAT Ek({hk−1

u ,∀u ∈ N (v)}) (1)

hk
v = σ(Wk[hk−1

v ;hk
N (v)]) (2)

where u represents the neighbor node of the v, N (v) denotes the neighbor set of
the v. AGGREGAT Ek represents the aggregate function, such as Recurrent Neural
Network, mean pooling, max pooling, we adopt mean pooling for information aggre-
gation. We use [·; ·] to represent the concatenation of two vectors. The parameter
matrix is represented by Wk , σ is activation function, we use ReLU function.

Then, we normalized embedding vector hk
v as following Eq. (3):

hk
v = hk

v/||hk
v||2 (3)

Eventually, the node embedding vectors is shown in Eq. (4):

zv = hK
v (4)

where K is the total number of information aggregation. zv is the embedding vector
of the node v.
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Given a node embedding vector, the probability of patient’s syndrome is obtained
through the calculation of the softmax, as shown in Eq. (5):

y
∧ = so f tmax(zv) (5)

y
∧

is the prediction probability vector. To train the model, the loss function adopts
cross entropy, as shown in Eq. (6):

LP = − 1

|V P |train
|V P |train∑

i=1

yP
i · log(y∧P

i ) (6)

where |V P | is the total number of patients, and |V P |train is the number of patients
in training set, yP

i represents the label of the training set, y
∧P
i is the model output

probability. The loss LP is optimized by stochastic gradient descent.
On the basis of the above, GCN model calculates hk

v in Eq. (7):

hk
v = σ(A

∧

hk−1
v Wk) (7)

where A
∧

is the normalized adjacency matrix.
RGCN adds different edge types to the GCN. We label the syndrome-symptom

edge and the symptom-patient edge as different types. RGCN model calculates hk
v

in Eq. (8):

hk
v = σ

⎛

⎝
∑

r∈R

∑

u∈N r
v

1

cv,r
Wk−1

r h
k−1
u + Wk−1hk−1

v

⎞

⎠ (8)

where R is a collection of relational types.

3 Experiments and Results

3.1 Dataset

The data of this study came from 539 case report forms of apoplexy patients provided
by Heilongjiang University of Chinese Medicine. Among them, there are a total of
101 symptoms and 4 syndromes. 0 and 1 are used to mark whether a patient has
a symptom or syndrome in the case report forms. The number distribution of each
syndrome is shown in the following Table 1. Those syndromes refer to Criteria of
diagnosis and therapeutic effect of internal diseases and syndromes in traditional
Chinese medicine (ZY/T 001.1-94) and Clinic terminology of traditional Chinese
medical diagnosis and treatment.



Prediction of Apoplexy Syndrome Based on Graph Neural Network 263

Table 1 The number distribution of each syndrome

Syndromes Wind and phlegm
blocking collateral

Qi deficiency with
blood stasis

Fu-organ excess
due to phlegm and
heat

Yin deficiency and
wind stirring

Numbers 64 346 68 61

Table 2 Results in the test set

Model Accuracy Sensitivity Specificity AUC

MLP 0.67 0.60 0.77 0.73

DT 0.67 0.74 0.56 0.64

SVM 0.71 0.75 0.65 0.77

DeepWalk + LR 0.66 0.62 0.72 0.74

Node2Vec + LR 0.62 0.57 0.70 0.70

GraphSAGE 0.71 0.65 0.81 0.78

GCN 0.70 0.62 0.84 0.76

RGCN 0.73 0.69 0.79 0.79

3.2 Experimental Settings

We divided training set, validation set and test set according to 6:2:2. According to
Table 1, the imbalance between these syndromes, so we use oversampling method
to augment the small number of samples. This study classifies the syndrome of
Qi deficiency with blood stasis and other syndromes, and sets the label of the Qi
deficiency with blood stasis as 1 and the others as 0. Then we copy the sample of
the 0 class once on the training set and the validation set. We use the accuracy,
sensitivity, specificity and area under curve for measurement. Adam optimizer is
used to calculate errors and update parameters, and the learning rate is 0.01. The
dimension of hk

v is fixed at 16.
We choose the three most commonly used models in TCM syndrome differentia-

tion, namely Multilayer Perceptron (MLP), Decision Tree (DT) and Support Vector
Machine (SVM), thesemethods organize case report forms into structured data, 1 and
0 indicating a patient presence or absence of a certain symptom. Besides, we choose
two classic graph embedding models DeepWalk [9] and Node2Vec [10], these two
models embed the nodes in G and take out the patient node vectors, then output the
prediction syndrome through the logistic regression.
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Fig. 5 ROC curve for each
model

3.3 Experimental Results and Discussion

The experimental results are shown in Table 2. Among the three models commonly
used inTCMsyndrome differentiation, SVMachieves the best results. DeepWalk and
Node2Vec belong to graph embedding models, and their prediction results are close
to classical classification models. The results of accuracy, specificity and AUC of the
three popular graph neural network models are obviously better than the classical
classification model and the classical graph embedding model. Moreover, RGCN
has two indexes that are optimal among all models. The ROC curves are shown in
Fig. 5, and those curves are consistent with results in Table 2.

4 Conclusion

In this study, the classical machine learning model, the graph embedding model and
the current popular graph neural network model are used to classify the syndrome
of apoplexy, and the data are obtained from the Criteria and case report forms.

The experimental results show that graph neural network models have obvious
advantages. Moreover, RGCN introduces different edge types and obtains the best
results in thosemodels. Toour knowledge, this study is thefirst time to apply the graph
neural network model to TCM syndrome differentiation. The graph neural network
models have surpassed the common models of TCM syndrome differentiation.

Acknowledgements This work was supported by the National Key Research and Development
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Traditional Chinese Medicine
Information Analysis Based
on Multi-task Joint Learning Model

Chenyuan Hu , Zhuangzhi Yan , Jiehui Jiang , Shuoyan Zhang ,
and Tianyu Gu

Abstract In the field of traditional Chinese medicine (TCM) informatics, Chinese
word segmentation and syndrome differentiation are two crucial analysis tasks.
Owing to the ambiguity of the Chinese language and the peculiarities of syndrome
differentiation, these tasks face huge challenges. Notably, from previous studies and
investigations, these two tasks have a high correlation, which makes them fit the
idea of multi-task joint learning (MTL). By sharing the underlying parameters and
adding twodifferent task loss functions,we proposed a novelMTLmethod to perform
segmentation and classification of medical records in this research. Moreover, two
classic deep neural network (Bidirectional LSTM (Bi-LSTM) and TextCNN) are
fused into the MTL to conduct these two tasks simultaneously. As far as we know,
our approach is the first attempt to combine these tasks with the idea of MTL. We
used our proposed method to conduct a large number of comparative experiments.
Through experimental comparison, it can be proved that our method is superior
to other methods on both tasks. Therefore, this research can help to realize the
modernization of TCM and the intelligent differentiation of TCM.

Keywords Traditional Chinese medicine · Chinese word segmentation ·
Syndrome differentiation · Multi-task joint learning · Deep learning

1 Introduction

Since traditional Chinese medicine (TCM) was incorporated into the latest global
medical outline by World Health Organization (WHO), more and more scholars
have begun to engage in research related to TCM [1, 2]. Evidence-based treatment
is the basis of TCM, and accurate syndrome differentiation is significant to treat-
ment. TCM syndrome differentiation refers to the use of TCM theories to analyze
and summarize various disease data collected in the four diagnostic methods to find
the key to the disease and point out the direction for clinical treatment. However,
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a large amount of critical information about healthcare is buried in unstructured
narratives, such as medical record, which makes computational analysis difficult.
Moreover, environmental factors and empirical factors have a huge impact on the
results of syndrome differentiation, which will lead to inaccurate and unstable diag-
nosis and treatment. Therefore, it is necessary and urgent to establish an objective
and quantitative computer-aided syndrome differentiation method.

Specifically, automatic syndrome differentiation including the following two
important technologies: Chinese word segmentation and text classification. In
Chinese, words are the smallest language unit that can be used independently. Unlike
English, Chinese words do not have clear separators between them, so word segmen-
tation becomes a more important initial step. However, because the medical field has
many professional vocabulary and there are ambiguities with modern Chinese, the
task of TCM text segmentation is hard. The text classification task refers to automat-
ically classifying text into several designated categories, so the intelligent syndrome
differentiation of Chinese medicine can be abstracted as a text classification problem
of the condition. Yin-yang is the general principle of the eight principles in TCM, and
the realization of syndrome differentiation based on yin/yang can be a good founda-
tion for subsequent medical judgments (such as treatment methods and formulas).
Therefore, the task of Yin-Yang syndrome differentiation is a very fine classification
task. Based on above, we try to use multi-task learning (MTL) and deep learning
methods to solve these two challenging tasks of Chinese word segmentation and
syndrome differentiation in our paper.

MTL is a very potential field in machine learning. Its goal is to use the useful
information contained in multiple learning tasks to help learn a more accurate model
for each task. The model can share information between different tasks, thereby
improving the effect of the model. As reviewed in [3], they used the idea of MTL
to integrate two important tongue characterization tasks into one model, and the
effectiveness of their method was proved through experiments.

For those twocrucial tasks in our study,worthyof affirmation, an excellentChinese
word segmentation result can retain correct, complete and important semantic infor-
mation, which will promote to obtain better syndrome differentiation results. Simi-
larly, the specified syndrome differentiation result can provide some additional
features to assist in identifying certain specific semantic information, so as to obtain
better word segmentation results. These two tasks are related rather than indepen-
dent, which makes them consistent with the idea of MTL. According to the survey,
MTL has demonstrated outstanding performance in many tasks, which inspired us
to incorporate it into our research. Furthermore, our approach fuses a Bidirectional
LSTM (Bi-LSTM) and a TextCNN into the MTL. To sum up, our research has the
following three main contributions:

1. From the above, Chinese word segmentation and syndrome differentiation have
a high correlation, which makes them fit the idea of MTL. As far as we know,
our approach is the first attempt to combine these tasks with MTL. A large
number of comparative experiments prove that our proposed method is superior
to existing methods.
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2. The model fuses two typical deep neural network into the MTL for Chinese
word segmentation and TCM syndrome differentiation, including Bi-LSTM
and TextCNN. And the model realizes end-to-end medical records analysis.

3. Each label is annotated and checked by TCM background personnel to ensure
the reliability and accuracy of the data.

2 Related Works

2.1 Chinese Word Segmentation

Chinese word segmentation refers to the partitioning of a complete Chinese sentence
into individual meaningful words, with the aim of facilitating the transformation
of the words in the sequence into a computer-aware word vector in a subsequent
task. Unlike English, Chinese words do not have clear separators between them, so
Chinese word segmentation is designed to solve the problem of Chinese sentence
segmentation.

Since the medical field has many professional vocabularies and there are ambi-
guities with modern Chinese, many research scholars have made a lot of efforts
on the task of word segmentation in medical texts. Li et al. used dictionary and
statistics-based word segmentation methods to segment Chinese medical record
texts, and explored word segmentation methods suitable for medical texts [4]. Li
et al. applied the capsule network (Capsule) to the word segmentation task of clas-
sical Chinese medicine books for the first time. In order to adapt the capsule struc-
ture to the sequence tagging task, a sliding capsule window was proposed, and the
word segmentation accuracy on the public dataset reached 95% [5]. Xing et al.
proposed a new Chinese word segmentation framework in the medical field, based
on the Bidirectional LSTM-CRF model, using the multi-task learning framework of
transfer learning, and using high-resource data to improve the word segmentation
performance in the medical field [6]. Yuan et al. proposed an unsupervised Chinese
word segmentation method based on a pre-trained BERT model, which was used for
Chinese word segmentation and term discovery of electronic medical records, and
achieved good performance [7].

2.2 Syndrome Differentiation

Medical records include the symptoms of patients and the corresponding syndrome
differentiation and treatment methods, which are of special significance for the inher-
itance of the experience of famous old doctors of TCM. To better generalize the expe-
rience of TCMexperts, wemodeled syndromedifferentiation forYin/yang deficiency
in the form of medical record text classification [8, 9].
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With the rapid development of machine learning and deep learning algorithms,
more and more text classification techniques have been widely used in modern TCM
syndrome differentiation research. Li uses the subject-related weighting model to
classify TCM medical records [10]; The support vector machine was used to study
the syndrome differentiation of patients with depression, and a high classification
accuracy was obtained [11]. Zhao et al. proposed to explore the relation between
syndromes for viral hepatitis by using manifold ranking (MR) [12]. These studies
mainly used machine learning algorithms. Besides, there are also many researches
on TCM syndrome differentiation using deep learning algorithms. For example, a
deep belief network is used to construct a diagnosis model of TCM chronic gastritis
syndromes in [13]. Zhu et al. propose a deep learning algorithm for TCM damp-heat
syndrome differentiation [14]. Hu et al. use two neural network models to realize the
differentiation of Yin and Yang in TCM [15].

These methods described above have achieved good performance. However, there
are still somedisadvantages: (1) Some researches onword segmentation ofTCMtexts
require the construction of TCMcorpus, which is labor intensive; (2) Some syndrome
differentiation studies ignore the inner connection between these two tasks.

3 Method

In order to realize end-to-endmedical records analysis, improving the performance of
Chinese word segmentation and syndrome differentiation.We propose a novel model
that combines the idea of MTL, which can conduct these tasks simultaneously. As
shown in Fig. 1, the segmentation module is used for Chinese word segmentation,
and syndrome differentiation is carried out by the classification module. Besides, the
role of the common embedding module is to provide shared information for these

Fig. 1 An overview of our framework
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tasks. In this section, firstly, the three modules are explained separately, and then the
joint loss function is introduced.

3.1 Embedding Module

Defined in pytorch, the embedding module is a simple lookup table for storing fixed
dictionaries and size embedding. This module mainly relies on indices to retrieve
word embedding. The input of themodule is the index list, and the output is the corre-
spondingword embedding.Through thismodule,we canget the vector representation
of the sentence.

3.2 Segmentation Module

In order to transform the Chinese word segmentation task into a sequence tagging
problem, a label is assigned to each character. There are three types of labels: B, I,
andO, which correspond to the beginning, middle and end of words, and single-word
characters, respectively. Formulate the problem, given a sequence with n characters
X = {x1 , . . . , xn}, the purpose of the Chinese word segmentation is to find the
mapping from X to Y ∗ = {

y∗
1 , . . . , y

∗
n

}
:

Y ∗ = arg max
Y∈Ln

p(Y |X) (1)

where, L = {B, I , O} .
The LSTM unit can learn long-term dependencies without retaining redundant

context information. And it has been proven to have a good performance on sequence
tagging tasks, and it is now widely used in natural language processing tasks. The
Bi-LSTM is composed of LSTM units, and has two parallel levels and propagates
in two directions, which can utilize past and future input features. Therefore, this
research uses a Bi-LSTM models to perform Chinese word segmentation.

The module structure is shown in Fig. 2. The vector from embedding layer is fed
into the Bi-LSTM network to obtain the past and future spliced feature vectors, then
obtain the probability of each label through the fully connected layer, and obtain
the tag with the maximum probability. By this, we can obtain the sequence tagging
results.
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Fig. 2 Structure of segmentation module

3.3 Classification Module

Convolutional neural networks (CNN) are widely used in tongue color classification
[16], cracked tongue diagnosis and pulse signal classification [17] in TCM. In our
research, we use the CNN model to classify TCM medical record texts, so it is also
called TextCNN. Its system structure is shown in Fig. 3, for the obtained character
vector, in the convolutional layer,multiple convolution kernel sizes ([3, 5]) are used to
convolve the embedded vectors. Then, the vectors are passed the max-pooling layer
to capture the most salient features. Finally, the classification results are obtained
through the fully connected layer.

3.4 Joint Loss Function

In essence, the loss functions of the Chinese word segmentation task and the
syndrome differentiation task are both cross-entropy, but the difference is that the
Chinese word segmentation task uses masked cross-entropy to avoid the influence
of padding characters. As reviewed in [18], in order to optimize all the parameters
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Fig. 3 Structure of classification module

involved in multi-task, the loss function of the multi-task model is defined as the
weighted sum of the loss functions of different tasks. These weights are called as
hyperparameters. Based on the above, our loss function is defined as Eq. (2). Among
them, L0, r0 are the loss function and the corresponding weight of the Chinese word
segmentation task. Similarly, L1, r1 are the loss function and the corresponding
weight of theTCMsyndromedifferentiation task.Our training strategy is tominimize
the Loss.

Loss = r0 ∗ L0 + r1 ∗ L1 (2)

4 Experiments

In order to prove the effectiveness of the proposed model, we conducted a lot of
comparative experiments. For the convenience of expression, we use JCS to repre-
sent our proposed joint model, that is, the first letter of the Joint Chinese word
segmentation and Syndrome differentiation.
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4.1 Dataset

The “Essences of Modern Chinese Medical Records of Modern Chinese Medicine”
series mainly contains medical records of many famous doctors of TCM in the
country [19]. Each medical record is personally selected by the famous doctor
himself, and its content is true and reliable. Therefore,we use thesemedical records in
the fifth and sixth episodes of this series as the original dataset. In order to ensure the
validity and accuracy of our research, it is necessary to preprocess the medical record
texts, including text extraction, and invite people with a background in TCM educa-
tion to conduct an annotation and inspection [20, 21]. After the above processing, a
total of 1209 medical records were obtained, including 643 cases of Yang deficiency
syndrome and 566 cases of Yin deficiency syndrome.

4.2 Training Details

In our study, we split the dataset into training (60%), validation (10%), test (30%)
datasets randomly. The optimizer is adaptive moment estimation (Adam), the epochs
are 50, and the learning rate is 0.001. During the training process, when the loss of
the validation dataset is minimal, saving the model for testing. That is, saving the
optimal model for testing. And optimizing hyperparameters in the loss function by
random search method, the list is [0.1, 0.2, 0.3, 0.4, 0.5], and the best experimental
results can be obtained when the values of r0, r1 are set to 0.4 and 0.4.

4.3 Chinese Word Segmentation Experiments

This part is the experiments of Chinese word segmentation. We compare the JCS
modelwith some basicmodelswith the same parameter settings. And in order tomeet
the needs of the project team, the evaluation criteria included accuracy, specificity
and sensitivity.

Baselines. We compare our method with several LSTM-based models, including
LSTM, Bi-LSTM, Bi-GRU. LSTM is a variant of the RNN model [22]. It mainly
uses three gates: forgetting gate, input gate, and output gate to achieve the role
of information transmission [23]. Gated Recurrent Unit (GRU) replaces the forget
gate and input gate in LSTM with update gate [24]. The Bidirectional LSTM/GRU
network is similar in structure to the LSTM/GRU network. The difference is that
they have two parallel levels and propagates in two directions.

Results analysis. The results of different models are shown in Table 1. Compared
with the best baseline model, the JCS model has improved by 2.65%/3.45%/8.11%
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Table 1 Comparison results between JCS and different models

Methods Accuracy (%) Specificity (%) Sensitivity (%)

LSTM 87.52 89.05 79.25

Bi-LSTM 85.36 88.68 78.52

Bi-GRU 85.57 88.68 77.78

JCS 90.17 92.50 87.36

in accuracy/specificity/sensitivity. Therefore, the above comparison can prove that
our method has better performance on the task of Chinese word segmentation.

4.4 Syndrome Differentiation Experiments

This part is the experiments of syndrome differentiation. We conducted a lot of
comparative experiments between the JCSmodel and existingmethods. And in order
tomeet the needs of the project team, the evaluation criteria included accuracy, speci-
ficity and sensitivity. Besides, we also use running time as a performance evaluation
indicator.

Baselines. In contrast to our JSC model, there are two situations in the existing
method. (1) one-stage method. only have the syndrome differentiation, ignore the
impact of the Chinese word segmentation; (2) two-stage methods. The first stage is
Chinese word segmentation, and the second stage uses text classification methods to
classify syndromes. In order to ensure the comparability and fairness of the exper-
iment, for the existing methods, on the one hand, we use the TextCNN model for
the syndrome differentiation; on the other hand, in the first step, we employ the Bi-
LSTMmodel for Chinese word segmentation, and then the result is used as the input
of the second step for syndrome classification. Classic text classification methods
include traditional machine learning methods and deep learning methods. Therefore,
the traditional method is support vector machine (SVM), and the commonly used
TextCNN and TextRNN are adopted as neural network methods in our study.

Results analysis. The comparison results of this task are shown in Table 2. First of all,
as shown in thefirst and fourth lines, the performanceof the two-stagemethod is better
than the performance of only one stage, which proves the necessity of Chinese word
segmentation in the field of Chinese medicine. Then, compared with the relatively
best baselinemodel, the JCSmodel has improved inmost indicators, with an increase
of 3.71% and 11.79% in accuracy and specificity, respectively. Besides, we can see
that these baseline models are based on the same datasets where the number of two
categories is close to 1:1, since the difference between specificity and sensitivity is
about 10%. Furthermore, ourmethod only needs one feature extraction operation, the
running time of our JCS model is only 6 min, which is faster than those two-stages
methods, since these two-stages methods need to conduct feature extraction twice.
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Table 2 Comparison results between JCS and existing methods

First stage Second
stage

Joint/none-joint Accuracy
(%)

Specificity
(%)

Sensitivity
(%)

Time
(min)

– TextCNN None-joint 73.48 70.73 87.86 3.5

Bi-LSTM SVM None-joint 75.21 70.99 78.61 14.9

Bi-LSTM TextRNN None-joint 69.06 86.71 52.91 17.5

Bi-LSTM TextCNN None-joint 76.24 83.24 69.84 15.9

– – Joint(JCS) 79.95 78.97 81.33 6

Through the above description, our method has a more excellent performance in the
task of syndrome differentiation compared with these existing methods.

5 Conclusion

As discussed above, Chinese word segmentation and syndrome differentiation have
a high correlation, which makes them fit the idea of MTL. Combining the ideas
of MTL, we propose a novel method to perform word segmentation and classifica-
tion of medical records. Moreover, two classic deep neural network (Bi-LSTM and
TextCNN) are merged into the MTL to conduct these two tasks simultaneously. As
far as we know, our approach is the first attempt to combine these tasks with MTL.
We used the proposedmethod to conduct a large number of comparative experiments.
Through experimental comparison, it can be proved that our method is superior to
other methods on both tasks. However, there are still the following two works to
improve the proposed method, since the proposed method still does not achieve
outstanding performance.

1. Since deep learningmodels always achieve better performance in larger datasets,
more medical records will be obtained in the future.

2. We will use more advanced models to improve the performance of the joint
model in the future.

Acknowledgements This work was supported by the National Key Research and Development
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TongueCaps: A Model
for the Multiclassification of Tongue
Color

Jinghong Ni , Zhuangzhi Yan , and Jiehui Jiang

Abstract Tongue colors can reflect physiological information in the human body
and assist Chinese medicine doctors in completing syndrome differentiation and
treatment, so the classification of human tongue color is of great significance.
However, for the three more common tongue colors, light red, red and deep red, their
color tone is all red, in addition, because the color rendering of the tongue image
is affected by the color temperature of the ambient light, camera equipment and
color rendering equipment, it is difficult to classify the color of tongue. In our work,
we propose TongueCaps, a model based on the combination of residual block and
capsule, to realize end-to-end computer-aided tongue color classification. This paper
carries out classification experiments on three categories of tongue color with RGB
images, light red tongue (382 cases), red tongue (312 cases), and deep red tongue (104
cases). Furthermore, we tested TongueCaps in comparison with VGG16, ResNet18.
The model effect was evaluated by accuracy, sensitivity, specificity. Compared with
the results, TongueCaps showed the best performance.

Keywords Tongue color · Residual block · Capsule · Artificial intelligence

1 Introduction

Tongue diagnosis is an important content of traditional Chinese medicine inspection,
and it is an important observation method in clinical practice. Doctors understand the
physiological functions and pathological changes of the human body by observing
the characteristics of the tongue, such as color, texture, tooth marks, and tender-
ness, and realize the dialectical differentiation of the human body [1]. Recently,
with the gradual development of computer image processing technology, more and
more researches are devoted to the use of computer image processing technology
to processing and analysis of tongue diagnosis images, such as automatic tongue
image segmentation [1–3], cracked tongue recognition and classification [4–6], tooth
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marked tongue recognition [7–9], tongue image color and texture feature analysis [10,
11], using tongue image features to identify diabetic patients [12], etc. Tongue diag-
nosis with the help of computer image processing technology can effectively avoid
the subjectivity, ambiguity and other shortcomings of traditional tongue diagnosis,
and lead traditional tongue diagnosis to the development of digitization, objectivity,
and intelligence, and realize computer-aided diagnosis.

Tongue color is an important content in tongue diagnosis. Tongue color, that
is, the color of the tongue texture. Different tongue colors can reflect the different
physiological information of the human body. Light red tongue, red tongue, and
deep red tongue are three common tongue colors. When they are classified, they are
difficult to classify because of the following reasons: (1) Their color tones are all
red. (2) The tongue texture and tongue coating are interlaced on the tongue, and the
color of tongue coating has an influence on the classification of tongue color. (3) The
amount of sample data is small and the resolution is low.

At present, TCM doctors will generally via visual observation and clinical expe-
rience to identify tongue color types. This method is easily affected by factors such
as ambient light, doctors’ color sensitivity, and doctors’ clinical experience. There-
fore, the tongue color recognition results of the same patient under different doctors
or different environments may be different, resulting the tongue color recognition
results to be subjective, lacking objectivity, quantification, and standardization.

2 Previous Works

In the early days, most researchers select a specific area of the tongue as the object of
tongue color research, and then quantitatively analyze the different types of tongue
colors basedon the principle of colorimetry, and thenused statistical analysismethods
to analyze them, trying to find the differences in the color values of different types of
tongue colors, providing an objective basis to classify the tongue colors. [13, 14] use
the RGB color space to quantitatively analyze the chromaticity value of tongue color,
although there is a certain difference in tongue color chromaticity value between the
two studies, it is found that the B chromaticity value of the purple tongue is the
highest and the R chromaticity value is the lowest. There are also some studies that
statistically analyze diseases and tongue color values. Weng [15] use RGB color
space quantitatively analysis the tongue color of blood stasis syndrome and non-
blood stasis syndrome. Xu [16] found that the B chromaticity ratio of the tongue
of breast cancer patient is higher than R chromaticity and G chromaticity. Chen
[17] and Fu [18] quantitatively analyze RGB component values of the tongue color
of patients with rheumatoid arthritis. Yang [19] Yang Xinyu summarized the past
22 studies on the quantitative analysis of tongue color based on the CIE Lab color
space, and found that from lightwhite tongue to light red tongue, red tongue, and deep
red tongue, regular changes in chromaticity values were observed, which showed a
gradual decrease in the L value. Kawanabe [20] separated tongue body and coating
by clustering, calculated the average value of each component of LAB for pixels
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belonging to tongue body, and found there is a statistical difference between light
red tongue, red tongue and deep red tongue on the L and B components, However,
due to the different data and methods used in different studies, there is a large gap
between the chromaticity values of each type of tongue color, and it is impossible to
select one of them as the standard for tongue color classification.

In the later period, most researches apply the method of pattern recognition to
classify tongue color. Li [21] based on the hyperspectral tongue image, use the reflec-
tion spectrum angle mapping algorithm to match the tongue color spectrum with the
known color spectrum to achieve tongue color classification. Wang [22] used 90,000
tongue images taken under standard light sources to define the tongue color gamut,
and looking for 12 representative colors in the tongue color gamut to extract color
features for classification. Kamarudin [23] use support vector machines to perform
two-stage classification. Tang [24] proposed a tongue image classification method
based on multi-task convolutional neural network, trying to realize the simultaneous
recognition of multiple labels such as tongue color, coating color, cracks and tooth
marks. Jiao [25] used an unsupervised learning method, K-Means, to cluster the four
tongue colors. Zhang [26] used data that manually selected by experts, proposed
a support vector machine-based tongue body color and coating color recognition
method for patients with acne.

At present, the research methods of tongue color are mostly biased towards tradi-
tional machine learning, and the research methods are quite different and lack certain
universal applicability. In addition, deep learning has shown good superiority in other
applications in the field of image processing, so this article will use the deep learning
model to conduct experiments. At the same time, the difficulty of acquiring tongue
images of different tongue colors is different, which makes the amount of data less.
Therefore, in this research, we propose a model that combines the residual module
and the capsule network to classify the red tongue, red tongue, and deep red tongue.

3 Materials

The raw image data used in the experiment in this study were all acquired by the
tongue image acquisition equipment of Tianjin Huiyigu Technology Co., Ltd., and
the acquisition process was the face of the subject is facing the tongue image acqui-
sition device, and the tongue is fully squeezed out. Figure 1a is an example of raw
tongue image data. The raw image is a 24-bit RGB image, and the image size includes
two types, which are 1640 × 2460 and 1480 × 2220. The tongue image is automat-
ically segmented from the raw tongue image by using the tongue image acquisition
instrument, as shown in Fig. 1b, which separates the tongue body from other tissues
on the image for subsequent research. The purpose of image tongue segmentation
is to remove the influence of lip color, face color, and tongue coating color, etc. on
tongue color recognition.
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Fig. 1 a Raw image. b Image after segmentation

Table 1 Sample image data
statistics

Tongue color type Light red Red Deep red

Image number 382 312 104

In total, 798 cases of tongue images are used for experiment, the statistics of
experimental sample data are shown in Table 1, including 382 cases of light red
tongue, 312 cases of red tongue, and 104 cases of deep red tongue.

4 Methods

The pooling layer used by Traditional Convolutional Neural Network will lose a
lot of information about spatial location, while CapsNet discards the pooling layer
in order to keep as much spatial location information as possible. In addition, the
convolutional layer of CapsNet has only one layer, the feature extraction ability is
weak, and it is unable to fully learn the features of the image, so the method in this
paper improves the capsule network in order to obtain a better performance model.
This section gives a detailed introduction to the framework of the model used in our
work, including the layers contained in the model, the forward propagation process
of the model, and the principle updating the model parameter.
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Fig. 2 a Residual block a. b Residual block b

4.1 Residual Block

ResNet [27] can effectively solve the problem of gradient disappearance caused by
the increase of the number of layers in traditional convolutional neural networks.
The main structural feature of ResNet is the Residual Block. As shown in Fig. 2, the
jump connection structure is adopted. The original input and the featuremap obtained
through the weight layer are added and sent to the back layer of the network, which
can improve the efficiency of model training and make the number of model layer is
not restricted by the problem of gradient disappearance, which solves the over-fitting
problem in the model training process and improves the generalization ability of the
model. According to whether the size of the output feature map of the weight layer is
consistent with the size of the original input x, the residual block generally has two
types, as shown in Fig. 2, where (a) represents the size of the feature map output by
the weight layer and the original input The size of x is the same, (b) indicates that
the size of the feature map output by the weight layer is inconsistent with the size of
the original input x, and the original input x needs to be convolved and then spliced
with the feature map.

4.2 Capsule Network

The CapsNet (Capsule Network) is a network model proposed by Professor Hinton
[28]. This network takes into account the relative position, angle and other infor-
mation that CNN lacks, so compared to CNN, it can better recognize images of the
same type of object in different perspectives, and is closer to the way of thinking of
the human brain. For small sample training sets, achieve the effect of analogy. The
network mainly composed of three parts, as shown in Fig. 3, Convolutional layer,
Primary Caps, and Class Caps.

Primary Caps and Class Caps. Convolutional layer output are feature maps. After
the output of the convolutional layer, Primary Caps turns the input feature maps
into vector as output. Primary Caps consists of two parts of operation, convolution
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Fig. 3 Capsule network

Fig. 4 a Convolution of primary caps. b Capsule

and capsule. For example, the size of the input feature maps is 256 × 20 × 20
(channels, width, height), the Primary Caps has 32 units, every units has 8 channels
convolutional layer and every convolutional layer with 9 × 9 kernel size and strides
2. Then the output of every channels are feature maps with size of 6× 6× 32, output
of 8 channels are 6× 6× 8× 32, as shown in Fig. 4a. Every channel converts feature
maps to a vector, so the output of Primary Caps are 8 vectors with dim of each vector
is 6 × 6 × 32 = 1152.

Then, 8 vectors are fed into capsule in end of Primary Caps. The output of each
capsule nerve represents the probability that an entity is contained in the image,
that is, the output of a capsule is a vector. Capsule nerves are similar to traditional
neurons, but they are different from traditional neurons. The forward propagation of
capsule as shown in Fig. 4b, ui is the output of capsule i in layer l, u j is the output
of capsule j in layer (l + 1). First transform the input, as shown in Formula (1),
multiply the ui by the weight wi j to get the prediction vector û j |i .

û j |i = Wi jui (1)

Then perform a weighted sum on the prediction vector according to Formula (2)
to get s j , among them, ci j is the weight coefficient, which is updated by the dynamic
routing algorithm.
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Table 2 Procedure of
dynamic routing algorithm

Procedure1 Dynamic routing algorithm

procedure Dynamic routing (û j |i , r , l)
for all capsule i in layer l and capsule j in layer (l + 1):
bi j ← 0.
for r iteration do
for all capsule i in layer l: ci ← so f tmax(bi )

for all capsule j in layer (l + 1): s j ← ∑
i ci j û j |i

for all capsule j in layer (l + 1): Vj ← squash
(
s j

)

for all capsule i in layer l and capsule j in layer (l + 1):

bi j ← bi j + û j |i V j

return Vj

s j =
∑

i

ci j û j |i (2)

Finally, use Formula (3) to operate nonlinear activation, ensure the length of output
Vj in the interval [0, 1].

Vj =
∥
∥s j

∥
∥2

1 + ∥
∥s j

∥
∥2

s j∥
∥s j

∥
∥

(3)

Dynamic routing algorithm.When the capsule forward propagationwas introduced
in the previous section, it was mentioned that ci j is updated through dynamic routing
algorithm. This algorithm is introduced in Table 2, among them, wi j is affine trans-
formmatrix, is updated by back propagation, bi j in the table is a parameter that needs
to be initialized, then use Formula (4) calculate ci j ,

so f tamax(bi ) : ci j = exp
(
bi j

)

∑
j exp

(
bi j

) (4)

In fact, the direction of the update of the weight ci j is to give a large weight to the
output vector of the capsule neuron in the layer l that has a large contribution to the
final recognition.

Loss Function. The capsule network uses the vector length to represent the prob-
ability of the existence of each entity. When the entity appears in the image, it is
hoped that the loss will be small, and when the entity does not exist, it is hoped that
the loss will be large, so the marginal loss is used in Formula (5),

Lk = Tk max
(
0,m+ − ‖Vk‖

)2 + λ(1 − Tk)max
(
0, ‖Vk‖ − m−)2

(5)
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Among them, Tk is the classification indicator function (class k exists, the value
is 1, otherwise it is 0); Vk is the output vector of the net; m+ is used to punish false
positives, the value is 0.9; m− is used to false negatives, the value is 0.1; λ is the
proportional coefficient, adjust the proportion of the two punitive, the value is 0.5.

4.3 TongueCaps

The framework of TongueCaps is shown in Fig. 5, including two parts, convolution
layer and capsule layer.

The convolution layer use residual block. Residual Block a and b as shown in
Fig. 6.

Fig. 5 The framework of TongueCaps

Fig. 6 a Residual block a and b residual block b, c the weight layer Conv_BN_ReLU
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Fig. 7 a Light red, b red, c deep red

5 Experiment and Results

5.1 Data Preprocessing and Data Division

The size of the tongue image data is different. For the convenience of experiment,
the image size is fixed to a uniform size of 128 × 128 by using equal scaling, as
shown in Fig. 7.

Each type of tongue color in the data set is divided into training set and test set at
8:2. Due to the small number of data samples, the training data is expanded before
the experiment. Considering that the method of expansion cannot affect the color
information of the tongue image, the methods of horizontal movement, rotation, and
vertical movement are adopted for expansion.

5.2 Set Parameters of Training

The optimizer for model training selects Adam, and the learning rate selects 0.001.
The hyperparameter batchsize is selected by the grid search method. The selection
interval of the batch size is [10, 50], and the stride is 10. After each setting determines
the batchsize, use fivefold cross-validation to calculate the average accuracy of the
5 models on the validation set, and finally select the hyperparameter value corre-
sponding to the model with the largest average accuracy to train the entire training
set. Get the final model parameters, and check the classification effect on the test set.

5.3 Results

Our work use the accuracy, sensitivity and specificity to measure the performance.
Calculation of three assessment criteria as shown in Formulas (6–8),
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Table 3 Results compared with other networks

Accuracy Sensitivity Specificity

VGG16 0.4402 ± 0.0541 0.3275 ± 0.0101 0.6626 ± 0.0070

ResNet18 0.6805 ± 0.0714 0.7056 ± 0.0486 0.8135 ± 0.0316

TongueCaps 0.7308 ± 0.0396 0.7671 ± 0.0254 0.8479 ± 0.0165

Table 4 The size of
TongueCaps is much smaller
than the other two models

Models Model size, MB

VGG16 384.74

ResNet18 134.29

TongueCaps 8.09

Accuracy = T P + T N

T P + T N + FP + FN
(6)

Sensi tivi t y = T P

T P + FN
(7)

Speci f ici t y = T N

T N + FP
(8)

where TP is the number of positive samples correctly predicted by the model, TN is
the number of negative samples correctly predicted by the model, FP is the number
of positive samples incorrectly predicted by the model, FN is the number of negative
samples incorrectly predicted by the model.

The results of our work and compared with other networks as shown in Table
3, it can be found that the performance of TongueCaps are higher than VGG16,
ResNet18 on Accuracy, Sensitivity, Specificity. Furthermore the size of model as
shown in Table 4.

From the results, it can be seen, compared to the other two networks, TongueCaps
has smaller model parameters but also higher accuracy, sensitivity, and specificity.

6 Conclusion

In this paper, we proposed TongueCaps to classify light red tongue, red tongue
and deep red tongue. The experiment data are RGB images. The framework of
TongueCaps combine the advantages of both Residual block and Capsule network,
can fully learn the characteristics related to tongue color, avoiding the adverse effects
of tongue coating and other factors on tongue color recognition. Compared with
VGG16 and ResNet18, our model has the best performance in assessment criteria,
accuracy, sensitivity, and specificity. In addition, TongueCaps has smaller model size
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than VGG16 and ResNet18. This lays the groundwork for a new method to classify
tongue color more simply.
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Investigation of Multi-task Learning
for Object Detection

Yujie Zhang , Dongsheng Li , and Junping Xiang

Abstract Deep learning-based object detection is one of the most popular topics
in computer vision. The generalization issue is particularly challenging due to the
limited amount of labeled data and the difficulty in merging datasets in various
domains. Multi-task learning is a promising way to leverage different datasets to
enhance the generalization ability of networks, but it is rarely applied in object
detection. In this paper, we focus on the effect of multi-task learning for one-stage
object detection. Results show that the performance of the model trained in a small
dataset can be improved significantly if it is trained jointly with a large dataset. The
generalization of models trained with labeled data in a single domain can also be
improved when trained jointly with different other domains.

Keywords Object detection · Feature enhancement ·Multi-task learning

1 Introduction

Object detection is one of the most popular and challenging areas in computer vision
and is under extensive investigation in academic research and practical applications.
In object detection or even in the deep learning area, not only powerful algorithms
are important, but also the abundant annotated data. Along with the thriving develop-
ment of object detection algorithms, more and more datasets are being released. The
availability of challenging and diverse object detection datasets provides tremen-
dous support for the development of deep learning based object detection methods.
In the past few years, some well-known object datasets have been released, such as
PASCAL VOC [1], COCO [2], Objects365 [3], etc. The scale and variety of datasets
also increase significantly.
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However, due to the variation of data collection methods, each dataset has its
own unique features both in style and content [4]. These discrepancies lead to a
distribution mismatch between one dataset and another. Therefore, every dataset can
be regarded as laying in a unique domain. Existing detectors are usually domain-
specific. One detector which performs well on the domain it is derived from may
suffer a performance drop on samples in other domains [5], let alone real-world
scenarios. This domain mismatch problem leads to the poor generalization ability
of the object detector and is a big barrier to apply deep learning based detector to
practice.

Multi-task learning is a training paradigm that could jointly learn different learning
tasks simultaneously regardless of the type of different learning tasks and annotation
format of datasets. In general, all or at least part of tasks are assumed to be related to
each other [6, 7]. By sharing information about different related datasets, multi-task
learning may help the neural network to learn domain-invariant representations, thus
the network’s generalization ability can be improved. However, rare investigations
for one-stage object detection methods have been conducted or reported. Therefore,
in this paper, we mainly focus on this issue and study the effect of multi-task learning
in one-stage object detection learning.

2 Multi-task Learning Object Detector

The architecture of the neural network used in this paper is shown in Fig. 1. In this
framework, the network consists of a common-shared encoder and several particular
decoders. For convenience, we regard the shared encoder and a certain decoder as a
branch. Thus, the encoder belongs to all of the branches in the network. Each of the
branches is assigned to learn a certain task on a certain dataset.

The encoder can be any structure, such as VGG, ResNet, Darknet and so on. The
encoder is mainly used for learning features from different datasets. By learning
information on different datasets, the encoder is assumed to gain the potential to
extract versatile features.

Fig. 1 The architecture of our multi-task learning object detection network
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The decoders in the neural network have almost the same structure, except for
the number of filters of layers corresponding to output layers. Because the number
of filters of prediction-related layers is related to the number of annotated cate-
gories, and different datasets may have different numbers of annotated categories.
The decoders are responsible for mapping the features provide by the encoder to the
final predictions.

3 Experiments

In this section, the performance of the multi-task learning approach on object detec-
tion was evaluated by examining two effects, namely the catastrophic issue and the
generation improvement.

For the choice of the object detector, we select Yolov3-tiny as the baseline. To
conduct the multi-task learning model, we add additional yolo layers for different
branches. During the training process, one branch is randomly selected to be trained
in one iteration, thus all branches are trained almost equal times in the whole training
process.

3.1 Catastrophic Issue of Fine-Tuning Approach

To evaluate the catastrophic issue, COCO is selected as the source domain, which
is much larger and has more categories and VOC is selected as the target domain.
For fine-tuning approach, we first train the detector on COCO dataset and then
performfine-tuning trainingonVOCdataset. Formulti-task learning, a duemulti-task
learning network is built to train the model on COCO and VOC simultaneously. For
comparison, we train one detector on VOC individually from scratch. The iteration-
mAP curves of these networks on VOC are plotted in Fig. 2.

As shown inFig. 2, themAPof detector training individually fromscratch achieves
56% of the mAP. The mAP of the fine-tuning method shows a sharp rise at the
beginning of the training process, but it gradually falls backward and finally ends up
with 57%, which is almost equal to the performance of detector training individually
from scratch. The degradation of the performance of the fine-tuningmethod is caused
by knowledge forgetting. Even though both training from scratch, multi-task learning
obtains 67% of the mAP and achieves about 10% improvement. It indicates that
learning with COCO jointly is helpful for improving the performance of the detector
training on VOC.
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Fig. 2 Iteration-mAP curves of individual training, fine-tuning and multi-task learning

3.2 Generalization Improvement of Multi-task Learning
Approach

To evaluate the generalization improvement of multi-task learning approach, three
different traffic scene datasets are considered: UA-DETRAC (UA) [8], BDD100K
(BDD) [9], and MIO-TCD (MIO) [10].

In this experiment, a multi-task learning network with three branches is designed
to learn in these three datasets. For comparison, three other detectors are trained on
UA, BDD, and MIO, individually, under the same condition and they are regarded
as baseline models. After training, every branch of the multi-task learning network
is validated on all three datasets to evaluate its generalization ability. The mAPs of
all detectors in these three datasets are list in Table 1.

Table 1 A comparison of
mAP detectors obtained by
baseline model and multi-task
learning model on UA, BDD
and MIO datasets

Datasets

UA (%) BDD (%) MIO (%)

Baseline (UA) 72.19 4.34 32.49

Ours (UA) 75.13 41.40 84.62

Baseline (BDD) 30.24 48.99 16.16

Ours (BDD) 58.51 45.48 76.06

Baseline (MIO) 65.68 8.42 93.91

Ours (MIO) 72.95 44.33 90.29
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For models trained on the UA dataset, the model trained individually (baseline)
achieves high mAP (72.19%) on the UA dataset. But when it is tested on the other
two datasets, it shows sharp mAP drops, with 4.34% mAP on BDD, and 32.49%
mAP on MIO. The model trained by MTL achieves much higher mAP on all three
datasets (75.13% on UA, 41.40% on BDD, and 84.62% on MIO). This suggests that
the features learned by the neural network are augmented with multi-task learning
approach and thus the generalization ability is enhanced. A similar situation can be
observed on both BDD andMIO, except that there is a slight mAP drop formulti-task
learning approach when evaluated on the same dataset of training individually.

4 Conclusion

In this paper, we focus on the effect of multi-task learning for object detection.
The results show that by sharing parameters and features, the multi-task learning
model training on a small scale dataset could obtain better performance when jointly
learning on a dataset with a larger scale. Meanwhile, the multi-task learning method
could enhance the generalization ability of detectors and provide a relatively more
robust prediction when trained jointly with different datasets.
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Design of Place Recognition Algorithm
Based on VLAD Code and Convolutional
Neural Network

Bo Wang , Xinsheng Wu , An Chen , and Hongxia Gao

Abstract Visual place recognition is an important and challenging research topic.
With the increasing complexity of vision recognition tasks, the traditional image
recognition algorithm can not deal with the problem of large-scale illumination
change and the interference caused by object occlusion in image. In recent years,
deep learning has made many achievements. The main solution proposed based on
the deep learning method is to design an end-to-end recognition network, and use
pre-labeled place datasets to train the network and finally obtain the classification
results of the network. In this paper, a network of place recognition algorithm is
proposed which combines deep convolutional features. The sensing field is expanded
by adding convolution module, and the extracted convolution features are sent to the
local aggregation vector module to obtain the place description vector. The training
result of Tokyo TimeMachine dataset and Pittsburgh dataset shows that the improved
algorithm proposed in this paper has a better recognition recall rate. The generaliza-
tion performance of the general place retrieval dataset, such as Oxford architecture
and Paris architecture, is better than that of the contrast algorithm.

Keywords Deep learning · Visual place recognition · Image descriptor

1 Introduction

Images are an important form of information expression. In recent years, vision-
based autonomous driving technology has developed rapidly, and vision-based real-
time positioning and map construction algorithms VSLAM (Visual Simultaneous
Localization and Mapping) have emerged. The algorithm includes four parts: visual
odometry, back-end map optimization, closed-loop detection, and map construction.
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The function of closed-loop detection is to judge whether the image obtained by the
current visual odometer is a known node. The accurate closed-loop judgment result
can add constraint conditions for the back-end optimization, optimize the motion
mode of the robot, and eliminate the accumulated error of the visual odometer [1].
The failure of loopback detection will affect the construction of the global map and
ultimately affect the navigation effect. Therefore, designing a more effective place
recognition algorithm and improving the speed and accuracy of recognition is of
great significance to the loop detection link of the SLAM algorithm.

After the research of scholars, the place recognition algorithm has achieved some
results. However, the proposed methods all face the problem of low recognition
accuracy. The reason is that the diversity of foreground objects in the real scene
and the complexity of the spatial structure of the background environment make the
pictures of the same place have great differences [2]. At the same time, changes in
ambient light intensity and viewing angle during shooting will also have a certain
impact on the recognition algorithm. How to improve the recognition effect of the
place recognition algorithm in complex situations is the focus of this article.

2 Related Methods

The steps of traditional place recognition algorithms are image preprocessing, image
feature extraction, feature descriptor construction, feature dimensionality reduction
and classifier design [2]. The key step is image feature extraction. Traditionalmethods
use hand-designed feature descriptions in the process of extracting image features.
The main recognition algorithms include Bag of Visual Words (BOV), Fisher Vector
(FV), and Vector of Locally Aggregated Descriptor (VLAD).

The BOV algorithm extracts Scale Invariant Features Transform (SIFT) features
for each image patch. Then cluster the features of the image. The image to be tested
performs frequency statistics on the features according to the word list formed by
the cluster centers [3]. Fisher vector algorithm uses the gradient vector of the likeli-
hood function to represent the characteristics of an image. The algorithm first calcu-
lates the SIFT features of the image, and then calculates the sum of the normalized
gradient statistics of the extracted T SIFT features that obey the same distribution as
a descriptor [4]. The VLAD algorithm first calculates the features of the image and
obtains the cluster center of the image through theKmeans algorithm [5]. Then calcu-
late the sum of the residuals of each dimension from the feature point of the image
to the cluster center, and obtain the image descriptor with the difference between
the feature point and the cluster center as the word list [1]. Compare and select the
nearest category result as the category of the image to be tested [6].

In recent years, deep learning has achieved great achievement in many fields.
The development of deep learning has promoted the improvement of place recog-
nition methods. The use of convolutional neural networks for place recognition
has become a current trend. Arandjelovic et al. proposed the NetVLAD algorithm,
which is mainly to design an end-to-end recognition network. The positive samples



Design of Place Recognition Algorithm Based on VLAD Code … 299

and negative samples are input into the classification network, and the optimal
place recognition results are obtained by learning the convolution kernel parame-
ters. Through training on the Tokyo Time Machine dataset, an optimal recognition
effect is obtained. Hou uses the results obtained on the general scene recognition
network PlaceCNN for place recognition, which has a higher recognition effect in
scenes with changing lighting [7]. But the algorithm takes a long time, and at the
same time, the recognition effect of the place picture of the driving environment is
average.

3 Design of Place Recognition Algorithm

3.1 Trainable VLAD Coding Model

Getting ideas from the VLAD method and NetVLAD algorithm in traditional place
recognition methods, this paper proposes an improved Netvlad algorithm combines
deep convolution features. By extracting high-level semantic features of location
pictures, the accuracyof place recognition is higher. For theVLADalgorithm, assume
that the image is calculated to obtainND-dimensional feature vectors xi . The number
of clusters is K, Center is ck . Then the algorithm outputs a K ×D dimensional image
feature vector. The vector at the center of the cluster ak is 1, the parameter not in the
case of cluster center is 0. The VLAD vector is calculated as follows:

V ( j.k) =
N∑

i=1

ak(xi )(xi ( j) − ck( j)), k ∈ K , j ∈ D (1)

According to the proposal: and the continuous value model is given when the ak
parameter in the VLAD algorithm is a discrete value. Given parameter ak to multiple
cluster centers. The parameter value corresponding to the feature closer to the cluster
center is closer to 1, and the parameter value corresponding to the feature farther from
the cluster center is closer to 0 [8]. So as to satisfy the principle of differentiable neural
network parameters. The VLAD coefficient is calculated as follows:

a(xi ) = e−a‖xi−ck‖2
∑

k ′ e−a‖xi−ck′ ‖2
(2)

Expanding the square term in Formula (2), and subtracting the exponential term
from the numerator and denominator at the same time, the coefficient distribution
formula is as follows:

ak(xi ) = ewT
k xi+bk

∑
k ′ ewT

k′ xi+bk′
(3)
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where: vector wk = 2αck , bk = −α‖ck‖2. Incorporating the above formula into
Formula (1), the image feature expression relationship extracted by the deep neural
network is shown as follows:

V ( j, k) =
N∑

i=1

ewT
k xi+bk

∑
k ′ ewT

k′ xi+bk′
(xi ( j) − ck( j)) (4)

where wk , bk , ck are parameters that can be learned through the network. Using
stochastic gradient descent algorithm for learning can obtain the optimal parameters
of the network.

3.2 NetVLAD Feature Extraction Network Fused
with High-level Features

In the problem of place recognition, the images of the same location usually show
great differences due to the movement of dynamic objects or the change of perspec-
tive. In order to make the features more suitable for the problem of place recogni-
tion, this paper expands the receptive field of the input image based on the existing
VGG16 feature network extraction, and adds a feature extraction module, so that the
deep learning network can extract the deep image Semantic information. Connect
the VLAD module after the semantic feature extraction module to calculate local
feature aggregation vector. The extracted feature vector is given by the normalized
feature.

The specific networkmodel is shown inFig. 1.On the basis of the third convolution
block of the VGG-16 network of the original NetVLAD model, a feature extraction
module is added. The size is the same as that of the third convolution block, which
is 56 × 56, and the channel is also 256, using to extract the features of the third
convolution block. And send the output result to the fourth layer of convolution
block. The fourth layer convolution module adds a convolution layer to extract the
features of this layer, the size is the same as conv4, 28 × 28 × 512, and the output
result is sent to the fifth layer convolution layer. Add a feature extraction module on

Input 
image

Deep feature 
extraction module

Conv(w,b) Soft-max

VLAD core(c)

L2
normalization

Intra-
normalization

(K*D)
VLAD vector

VGG-16
Partial structure

Fig. 1 Improved place recognition network flow chart
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the basis of the original VGG16 feature extraction on the fifth convolutional layer,
the size is the same as that of conv5, which is 14 × 14 × 512. The feature matrix
calculated by the deep semantic extraction module is sent to the NetVLAD layer for
classification.

The soft-assignment module can be divided into 4 parts. First, the conv layer
performs convolution calculation on the output of the semantic feature extraction
module, and the obtained result passes through the soft-max layer to obtain the
coefficient matrix of netvlad. The output of the high-level semantic feature extraction
layer in the other channel is directly used as the input of the VLADkernel to calculate
the residuals of the feature distance from the cluster center. Multiply the results of
them to obtain a feature vector representing, and obtain a vector of size K × D as a
place representation through normalization.

The improved recognition network adds three convolution modules for extracting
deep features. The receptive field is enlarged, The processing flow of our method is
shown as follows:

For the depth feature extraction module added by the third convolution block,
Given symbol a7q is the forward output of the 7th layer after the activation function.
k8p,q is the convolution kernel corresponding to the p channel of the 8th layer and
the q channel of the 7th layer. b8p is the bias of the p-channel on the 8th layer. The
extracted feature map is shown as follows:

z8p(i, j) =
256∑

q=1

1∑

u=−1

1∑

v=−1

a7q(i − u, j − v)k8p,q(u, v) + b8p (5)

For the deep feature extraction module added by the fourth convolution block,
Given symbol a11q is the forward output of the 11th layer after the activation function.
k12p,q is the convolution kernel corresponding to the p channel of the 12th layer and
the q channel of the 11th layer, b12p is the bias of the p-channel on the 12th layer. The
extracted feature map is shown as follows:

z12p (i, j) =
512∑

q=1

1∑

u=−1

1∑

v=−1

a11q (i − u, j − v)k12p,q(u, v) + b12p (6)

For the depth feature extraction module added by the fifth convolution block,
Given symbol a15q is the forward output of the 15th layer after the activation function.
k16p,q is the convolution kernel corresponding to the 16th layer p channel and the 15th
layer q channel. b16p is the bias of the p-channel on the 16th layer. the extracted feature
map is shown as follows:

z16p (i, j) =
512∑

q=1

1∑

u=−1

1∑

v=−1

a15q (i − u, j − v)k16p,q(u, v) + b16p (7)
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Table 1 Comparison of the
receptive field of VGG16 and
this algorithm

VGG16 (Unit: pixel) Our algorithm (Unit: pixel)

196 252

The bold data were determined experimentally and quoted from
the literature 9

Our method can extract higher-dimensional image features. Given symbol RFi is
the receptive field of the i-th convolutional layer. RFi+1 is the receptive field of i + 1
layer, stride is the step size of the convolution, and Ksizei is the size of the convolution
kernel of the current layer. The calculation of the receptive field is shown as follows:

RFi = (RFi+1 − 1) × stridei + Ksizei (8)

The comparison of the receptive field size of the original paper network receptive
field and the improved network proposed in this paper is shown as following (Table
1):

3.3 Training of NetVLAD Network Fused with High-level
Features

The Tokyo Time Machine is a dataset taken by Google Maps. Each position in the
query set of this dataset is an image capturedduring theday, sunset andnight of the day
[8]. Different from the image classification dataset, the images taken by the Google
Street View dataset are full-view images. Each panoramic image is composed of a
set of 12 perspective images in different directions, and these images are uniformly
taken in different directions [8]. Each image only contains GPS tags that represent
its approximate location on the map. The dataset contains 49,104 training pictures,
49,056 verification pictures and 75,984 test images.

The Pittsburgh dataset is a dataset captured in the city of Pittsburgh. The feature
of the dataset is repeated external structures, such as building exterior walls, road
fences and road marking information. The training set contains 7416 pictures, the
verification set contains 7608 pictures, and the test set contains 6816 pictures.

A supervised triple ordering loss function is used to deal with incomplete data
and noisy location annotations in street scenes. For a given image q to be queried,
it is necessary to find an image I ∗

i with a higher ranking than other images in the
training set. Set the image whose GPS distance in the dataset is within 25 m from
the current image as a positive sample set {pqi }. Images with a distance of more than
25 m are used as a set of negative samples {nqj }. It is converted into a ternary array
sort loss {q, pqi , n

q
j }. For the image to be trained, find the image pqi∗ with the shortest

distance in the set of positive samples. We can get the following Formula (9):
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pqi∗ = argmin
pqi

dθ (q, p
q
i ) (9)

It is required that the distance dθ to the positive query dataset is less than the
distance to all negative query datasets, We can get the following Formula (10):

dθ (q, pqi∗) < dθ (q, nqj ), ∀ j. (10)

According to the above relationship, theweakly supervised ranking loss function is
designed [8]. Given parameter l is the Hingel loss function used to train the classifier.
m is an additional constant. Lθ represents the sum of the loss of all negative sample
images. When the distance between the negative sample image and the query image
is greater than the sum of the distance between the query image and the expected
best matching image and the additional constant m, the negative distance loss is set
to 0, When the positive distance is greater than the threshold, the loss needs to be
increased proportionally. The loss function is shown as follows:

Lθ =
∑

j

l((min
i

d2
θ (q, pqi ) + m − d2

θ (q, nqj )) (11)

In the process of backpropagation, stochastic gradient descent (SGD) is used to
train the parameter θ expressed by the network. Set the number of samples in each
training batch to 2 triples. Momentum is 0.9. The initial learning rate is 0.0001. The
learning rate is halved every 5 times of iterative learning to prevent oscillations at
the extreme points. Training time is 30. Use the trained model to verify on the Tokyo
TimeMachine validation set. The result shows that when N is equal to 10, Recall@N
is equals to 0.98. Better than the current best place recognition model.

4 Experiment

In order to verify the performance of the improved method proposed in this article, it
is compared with other closed-loop detection algorithms that apply place recognition
algorithms. The environment configuration on Tokyo streetscape dataset is: 32 GB
memory, a piece of GeForce RTX 2080 SUPER graphics card, the processor is
Intel Core i5-9400F, the operating environment is win10 and Matlab 2016. The
environment configuration on the Pittsburgh dataset is: 2 Graphics cards Geforce
RTX 2080 Ti which memory is 11G, CPU is Intel(R) Xeon(R) Gold 5218. The
framework is pytorch and CUDA10.2

The general place retrieval datasets used include Oxford Buildings Datasets and
Paris Buildings Datasets and INRIA Holidays. Where Oxford Buildings Datasets
Contains 5062 images obtained by searching for specificOxford landmarks.Generate
comprehensive ground truth for 11 different landmarks. The Paris dataset contains
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6412 images obtained by searching for specific Paris landmarks, including 12 cate-
gories. The INRIA Holidays dataset has a total of 1491 images. Contains a wealth of
posture rotation, viewpoint and illumination changes and other interference images.

The evaluation indicators are indicators commonly used in place recognition algo-
rithms. If at least one of the first N database images retrieved is 25 m away from the
real position of the query, it is considered that the query image has been correctly
positioned. Then draw the Recall value of the correct recognition result for different
values. The recall rate is calculated as follows:

R = T P

T P + FN
(12)

TP represents the number of positive classes predicted as positive classes, and
FN represents the number of negative classes predicted as positive classes. In order
to verify the accuracy of the algorithm, the accuracy of different algorithms for
retrieving datasets in general locations was tested. FP means the number of negative
samples predicted to be positive. The accuracy rate is calculated as following:

P = T P

T P + FP
(13)

The comparison of the test result of the algorithm trained on Tokyo TimeMachine
dataset is shown in Table 2, where the off-the-shelf algorithm is the result of using
the pretrain model of the NetVLAD algorithm, and NetVLAD is the experimental
algorithm for the algorithm comparison mentioned in this paper.

Through the following comparison, it can be found that the improved NetVLAD
algorithm proposed in this paper has the same overall effect as NetVLAD, and it is
higher than the NetVLAD algorithm when recall@N is equal to 10. It can be seen
from Figs. 2 and 3 that when N is greater than 10, it is also higher than the NetVLAD
algorithm. It shows that this algorithm has better results when the value of N is larger.

The accuracy of different recognition algorithms trained on Tokyo TimeMachine
and test on the general test set is shown in Table 3. It can be seen from the table
that the recognition accuracy of deep learning methods is mostly higher than that
of traditional methods. In addition, the improved NetVLAD algorithm fused with
deep semantic features in this experiment has a higher accuracy than the NetVLAD
algorithm and comparison algorithm.

Table 2 Statistics of recall
rates of different algorithms

Algorithm recall@1 recall@10

Off-the-shelf 0.91 0.97

NetVLAD 0.95 0.97

Our algorithm 0.95 0.98

The bold data were determined experimentally and quoted from
the literature 9
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Fig. 2 Recall@N-N image of our method

Fig. 3 Original algorithm Recall@N-N image
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Table 3 Accuracy statistics of different test sets

Dataset Improved BOV NetVLAD Off-the-shelf NetVLAD Our algorithm

Oxford buildings 52.3 55.5 63.5 72.45

Paris buildings 70.1 67.7 77.9 78.28

INRIA holidays – 80.1 79.9 82.59

The bold data were determined experimentally and quoted from the literature 9

The comparison of the test result of the algorithm trained on Pittsburgh dataset
is shown in Table 4, The comparison algorithm is based on the model reproduced
by NetVLAD algorithm, and spe-vlad algorithm is the algorithm proposed by Yu
[9]. The comparison experiment results show that the recall rate of the algorithm
proposed in this paper is higher than that of the comparison algorithm.

The accuracy of different recognition algorithms trained on Pittsburgh dataset and
test on the general test set is shown in Table 5. The easy model of Oxford building
dataset and Paris building dataset is used to carry out the experiment [10]. From
Table 5, it can be seen that the model trained in Pittsburgh dataset by this method
has a 3 percentage point higher accuracy in Oxford building dataset than netvlad. It
is basically the same as the original method in Paris building dataset. Table 6 shows
the recall rate statistics in general place retrieval datasets. Shown that our model has
better recall performance.

Table 4 Statistics of recall
rates of different algorithms

Algorithm recall@1 recall@10 recall@20

SPE-VLAD 0.79 0.91 0.94

NetVLAD 0.8222 0.9376 0.9553

Our algorithm 0.8327 0.9442 0.9599

The bold data were determined experimentally and quoted from
the literature 9

Table 5 Accuracy statistics
of different test sets

Dataset NetVLAD Our algorithm

Oxford buildings 55.66 58.66

Paris buildings 74.22 74.03

The bold data were determined experimentally and quoted from
the literature 9

Table 6 Accuracy statistics
of different test sets

Dataset NetVLAD (%) Our algorithm (%)

Oxford buildings 86.76 89.71

Paris buildings 98.57 98.57

The bold data were determined experimentally and quoted from
the literature 9



Design of Place Recognition Algorithm Based on VLAD Code … 307

Table 7 Comparison of
running time of different
algorithms

Algorithm Dimension Feature extraction time/s

BOW 1024 –

NetVLAD 4096 0.03

Our algorithm 4096 0.11

The algorithm time efficiency comparison is shown in Table 7. Because BOW
uses hand-designed descriptors, the time consumption of extracting descriptors in
the same experimental environment as the deep learning algorithm is negligible, and
the other two methods meet the approximate real-time performance. The improved
method in this paper takes slightly higher average time for feature extraction in the
test set than the original algorithm.

5 Conclusion

This paper proposes a place recognition algorithm fusedwith deep semantic features.
Added convolution operation modules on the basis of the original deep learning
NetVLAD network, expanded the receptive field and extracted the deep features
of the image. Using Tokyo Time Machine and Pittsburgh dataset for training. And
using the ternary array ranking loss as the loss function, the optimal parameters are
obtained by learning through the stochastic gradient descent method. The optimal
network model obtained by training is tested on general place retrieval datasets
such as Oxford Building and Paris Building datasets. The experimental results show
that the place recognition method proposed in this paper improves the accuracy of
recognition basically satisfies the real-time nature of closed-loop detection. The next
step will focus on how to integrate the results of the image segmentation algorithm to
make the algorithm more robust to large-scale changes in illumination and viewing
angles.
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Fusing Global Gabor Feature and Local
Binary Pattern for Texture Image
Recognition

Junmin Wang

Abstract Texture is a fundamental visual feature in human vision, and texture image
recognition is an important part of artificial intelligence. However, traditional texture
recognitionmethods can’t effectively utilize global and local texture features simulta-
neously, which restricts the recognition performance of traditional methods. There-
fore, this work combines global Gabor feature and local binary pattern to further
improve the performance of texture image recognition. Firstly, a multi-scale image
pyramid space is generated to reflect the scale variation of texture image. Secondly,
Gabor filtering is used in the image pyramid space to extract the global Gabor feature,
which is used as the global texture feature. Thirdly, the completed local binary count
algorithm with multiple radii is applied to original image to extract the local binary
pattern, which is used as the local texture feature. Finally, the extracted global and
local texture features are fused to recognize the texture image by the nearest subspace
classifier (NSC). The experimental results show that the proposedmethod can achieve
state-of-the-art recognition accuracy with high efficiency. In addition, the proposed
method is robust to scale variation and the number of training samples in texture
recognition task.

Keywords Texture classification · Feature extraction · Completed local binary
count · Gabor filtering

1 Introduction

Texture is ubiquitous in the real world, and the texture patterns contained in texture
images play an important role in human’s perception of the real world. Therefore, it is
of great significance to do researches on the texture image recognition (classification).
At present, texture image recognition has gained huge success in facial expression
recognition [1], remote sensing image classification [2], medical image analysis [3],
material classification [4] and so on. However, texture image recognition is very
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difficult because the texture image in different scenarios may vary significantly due
to object rotation, viewing and illumination changes, scale variations, etc.

A large variety of texture recognition methods have been proposed, and the main
three categories include:

1. Local binary pattern (LBP) based methods. The LBP algorithm proposed by
Ojala et al. [5] is very popular due to its theoretical simplicity, high recognition
accuracy and computational efficiency. Guo et al. [6] proposed the completed
LBP (CLBP) method by introducing the difference magnitude and the gray-
level of center pixel, which significantly improved the recognition accuracy.
Later on, Zhao et al. [7] proposed the completed local binary count (CLBC)
by abandoning the local binary structural information to significantly reduce
the computational cost. The scale selective LBP (SSLBP) [8] method proposed
by Guo et al. adopted multi-scale space and dominant patterns to enhance the
robustness to scale variation.

2. Texton learning based methods. Texton is the primitive feature unit of a texture
image. Varma and Zisserman [9] proposed the VZ-MR8 method which used a
filter bank to learn a set of textons. Later on, Varma and Zisserman [10] further
proposed the VZ-Joint method, which directly used the image patches to learn
the textons. Recently, Xie et al. [11] proposed the texton encoding induced
statistical features (TEISF) method which used the l2-norm regularization to
learn a texton dictionary.

3. Gabor filtering basedmethods.Gaborwavelets have good properties in imitating
the function of simple cortical cells [12, 13], which can extract the texture
features with different scales and orientations. Therefore, Manjunath and Ma
[14], and Arivazhagan et al. [15] used a Gabor filter bank to extract texture
information. The local Gabor wavelets binary patterns (LGWBP) method [16]
used the Gabor filtering and LBP for texture description. More recently, Wang
et al. proposed the GLGF method [17] where the joint encoding of magnitude
and phase of Gabor filtered image was used as the texture feature for texture
classification.

The main contributions of this study are as follows:

1. Higher recognition accuracy with high efficiency. The global Gabor feature and
local binary pattern are extracted separately to represent the global and local
texture feature respectively, and then the above two features are further fused by
the NSC classifier, which achieves state-of-the-art texture recognition accuracy
with high efficiency.

2. Scale robustness. A multi-scale image pyramid space is constructed to describe
the imageswith different scales for globalGabor feature extraction, andmultiple
radii (scales) are selected for local binary pattern extraction,which canovercome
the scale changes of texture images.

The paper is organized as follows. The traditional Gabor filtering and CLBC algo-
rithm are introduced in Sect. 2. The principles of the proposed method are explained
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in Sect. 3. The experimental results of the proposed method and related performance
analysis are shown in Sect. 4. Some conclusions are given in Sect. 5.

2 Related Work

2.1 Gabor Filtering

A Gabor function g(x, y) in the spatial domain can be defined as [14]:

g(x, y) = 1

2πσxσy
exp

[
−1

2

(
x2

σ 2
x

+ y2

σ 2
y

)]
exp(2π j Fx) (1)

where F is the spatial frequency of interest, σx and σy represent the standard devia-
tions in x and y directions. The desiredGabor filter bank is generated by implementing
scaling and rotation operations to g(x, y). After that, the obtained Gabor filter bank
can be used to extract the texture features corresponding to different scales and
orientations as follows:

Ws,k(x, y) = I(x, y) ∗ gs,k(x, y), s = 1, 2, . . . , S, k = 1, 2, . . . , K (2)

where I(x, y) is the original image, gs,k(x, y) is the Gabor filter at scale s and
orientation k, ∗ denotes the convolution operation, Ws,k(x, y) is the Gabor filtered
image, K and S denote the number of orientations and scales respectively. Finally,
the mean and variance of magnitude ofWs,k(x, y) at multiple orientations and scales
are adopted to characterize the texture information for texture recognition.

2.2 CLBC Algorithm

Zhao et al. [7] found that the most discriminative information of local texture for
rotation invariant texture classification was not the ‘micro-structures’ information
but the local binary grayscale difference information, therefore they discarded the
structural information from LBP operator and proposed the local binary count (LBC)
operator.Meanwhile,motivatedby theCLBP, they further proposed a completedLBC
(CLBC). Compared with the CLBP, the CLBC can achieve comparable classification
accuracy with lower computational complexity.
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Fig. 1 The scheme of the proposed method

3 Proposed Method

3.1 The Proposed Scheme

The scheme of the proposed method is shown in Fig. 1. In the proposed method,
the global Gabor feature and local binary pattern are extracted separately. On the
one hand, to extract the global Gabor feature, a multi-scale image pyramid space
is generated by sampling and interpolating the original texture image, and then all
the images in the multi-scale pyramid space are convolved with the Gabor filters,
and finally the mean and variance of filtered magnitude images are concatenated
to describe the global Gabor feature. On the other hand, to extract the local binary
pattern, the CLBC algorithm with multiple radii is applied to the original image, and
then the joint histogram is used as the local texture feature. At last, the extracted
global and local texture features are fused for the final texture image recognition by
the NSC classifier [11].

3.2 Global Gabor Feature Extraction

To obtain discriminative and scale-robust global texture features, we propose the
following global Gabor feature extraction scheme, which is shown in Fig. 2.

1. Generating a multi-scale image pyramid space for each original texture image.
When the distance between texture sample and camera varies, the acquired
texture images exhibit significantly different visual characteristics, which
greatly increases the difficulty of texture image recognition. To address the
scale variation issue of texture recognition, we construct a pyramid space for
each original image by sampling and interpolating the original image. There-
fore, we obtain an image pyramid space with three levels, which can imitate the
scale variation of texture images and the features derived from three images in
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Fig. 2 The scheme of global Gabor feature extraction

the pyramid space is more robust to scale variation than that derived from only
the original image.

2. Implementing Gabor filtering in the image pyramid space.We adopt the method
proposed byManjunath andMa [14] to design a bank of Gabor filters. Then, we
implement the Gabor filtering by the convolution operation between the images
in the image pyramid space and the designed Gabor filter bank. Obviously,
the image pyramid space corresponding to an original texture image has three
images, and the Gabor filter bank has S × K Gabor filters. Therefore, for an
original image, the total number of Gabor filtered images is 3 × S × K .

3. Extracting Global Gabor feature. After Gabor filtering, the mean and standard
deviation of magnitude of 3 × S × K Gabor filtered images are calculated and
concatenated as follows:

hglobal =
[
μ
1,1
1 , σ

1,1
1 , μ

1,2
1 , σ

1,2
1 , . . . , μ

S,K
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3 , μ
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3

]
(3)

whereμ
s,k
i is themean value, σ s,k

i is the standard deviation value, the superscript
s and k represent the corresponding scale and orientation, and the subscript i
means the level of the pyramid space. The obtained hglobal is considered as the
global feature of original texture image. Obviously, the proposed global Gabor
feature extraction scheme generates a multi-scale image pyramid space, which
captures more texture features with different scales and is more robust to the
scale change of texture images.

3.3 Local Binary Pattern Extraction

To obtain discriminative and scale-robust local texture features, we propose the
following local binary pattern extraction scheme, which is illustrated in Fig. 3.
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Fig. 3 The schematic diagram of local binary pattern extraction

The extraction of local binary pattern is based on the CLBC algorithm. First, we
select three values for (R,P) parameter pair, namely (R,P)= (1, 8), (2, 16), and (3, 24),
where the small radius is used to capture the texture feature with small size, and the
big radius is used to capture the texture feature with big size. Second, the CLBC algo-
rithm is implemented on the selected (R, P) parameter pair, and the joint histogram
CLBC_SMC is calculated, where CLBC_SMC is the joint histogram of CLBC_S,
CLBC_M and CLBC_C components. Finally, the joint histogram CLBC_SMC on
three radii are concatenated as follows:

hlocal = [
CLBC_SMC8

1 , CLBC_SMC16
2 , CLBC_SMC24

3

]
(4)

which is considered as the local texture feature of original texture image.

3.4 Feature Fusion and Recognition

The global Gabor feature hglobal mainly describe the holistic texture feature, and
the local binary pattern hlocal can characterize the locally detailed feature of texture
image, which are both important for texture image representation and recognition.
However, most methods only use either hglobal or hlocal for texture recognition, which
restricts the performance of thesemethods. Therefore, to effectively utilize the global
and local features and boost the performance of texture recognition, we propose to
fuse the global Gabor feature and local binary pattern, and implement the final texture
recognition in the framework of NSC [11].
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4 Experiments and Results

4.1 Datasets

Two benchmark texture datasets, namely CUReT dataset [8] and KTH-TIPS dataset
[8], are used to evaluate the proposedmethod. TheCUReTdataset includes 61 texture
classes and each class has 92 image samples. The KTH-TIPS dataset includes 10
classes of texture sample and each class includes 81 images, and there are a total
number of 810 images.

4.2 Experimental Setting

All images were first converted to grayscale images before feature extraction, there-
fore the color information was not used to discriminate between different textures.
In the following experiments, set the value of related parameter as follows: Gabor
filter support size Ng = 15, S = 4, K = 6, Fl = 0.03, Fh = 0.4. For CUReT and
KTH-TIPS datasets, we randomly selected N sample images from each class to
construct the training sample set, and the remaining sample images were collected
to construct the testing sample set in each round. This experiment was repeated 1000
times independently, and the average precisionwas calculated as the final recognition
accuracy.

4.3 Experimental Results

Optimal feature fusionweight. In our method, the weighted averagemethod is used
to realize theglobal and local feature fusion,where theoptimal valueofweight param-
eter w can be set by experiment. Considering the KTH-TIPS dataset contains a large
variety of scale, pose and illumination conditions, we conducted the experiments
on KTH-TIPS dataset to determine the optimal value of weight w. The recognition
accuracies with different values of w are listed in Table 1.

From Table 1, we could observe that: (1) when w = 0.7, the proposed method
obtained the highest recognition accuracy of 99.62%, which showed the optimal
fusion result of global and local features; (2)whenw= 0, only the local binary pattern

Table 1 Recognition accuracies (%) with different values of weight w

Weight w 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recognition
accuracy

98.93 99.06 99.15 99.28 99.36 99.45 99.52 99.62 99.56 99.49 98.54
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Table 2 Recognition
accuracy (%) comparison

Recognition method KTH-TIPS CUReT

Gabor filtering
based methods

Gabor filtering
method [14]

91.48 94.89

LGWBP [16] 96.87 97.66

GLGF [17] 99.36 99.60

Texton learning
based methods

VZ-Joint [10] 95.46 97.71

VZ-MR8 [9] 93.50 97.31

TEISF_f [11] 98.90 99.54

LBP based
methods

LBPriu2 [5] 92.44 95.84

CLBP [6] 97.19 97.39

CLBC [7] 97.03 97.16

SSLBP [8] 99.39 99.51

DRLBP [18] 96.78 96.41

The proposed
method

99.62 99.85

was used for texture image recognition, and the recognition accuracy decreased to
98.93%; (2) when w = 1, only the global Gabor feature was used for texture image
recognition, and the recognition accuracy dropped to 98.54%. Therefore, we set w
= 0.7 to obtain the best fusion result of global and local texture features.

Comparison with other methods. In this section, we introduced more state-of-
the-art methods for comparison to demonstrate the recognition performance of the
proposed method, and these compared methods included methods based on Gabor
filtering, texton learning and LBP. For fair comparison, we set the number of training
samples per class N = 46 for the CUReT dataset and N = 40 for the KTH-TIPS
dataset. The recognition accuracies of these methods are listed in Table 2. For other
methods, we cropped the results from their original and related papers.

From Table 2, we found that: (1) the proposed method provided the best recog-
nition accuracies of 99.85% on the CUReT dataset and 99.62% on the KTH-TIPS
dataset, which outperformed all the other methods. (2) The recent LGWBP method
was also a combination of LBP andGabor filtering, which was similar to our method,
but the recognition accuracy of LGWBP is only 97.66% on the CUReT dataset and
96.87% on the KTH-TIPS dataset, which is much lower than that of our method.
In a word, the proposed method obtained higher recognition accuracy than other
compared methods, which also demonstrated that the proposed method had superior
performance in texture image recognition.

Robustness to the number of training samples. The robustness to the number of
training samples is very important because it is difficult to acquire enough training
samples in many real-world scenarios. To evaluate the robustness of the proposed
method, we respectively set the number of training samples N = 40, 30, 20, 10. We
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Table 3 Recognition accuracies (%) with different N

N 40 30 20 10

Gabor filtering method [14] 91.48 88.56 83.45 73.03

CLBP [6] 97.19 95.80 92.81 85.78

LGWBP [16] 96.87 95.26 91.90 83.18

CLBC [7] 97.03 95.16 92.37 85.61

GLGF [17] 99.36 98.73 97.11 91.86

The proposed method 99.62 99.26 98.50 94.82

compared the results of the proposed method with those of some other methods on
KTH-TIPS dataset, and Table 3 showed the recognition accuracies.

As can be seen from Table 3, the proposed method had the smallest drop of recog-
nition accuracy when the parameter N decreased, which showed the advantage of
the proposed method in terms of robustness. The main reasons are as follows: (1) the
extracted global Gabor feature and local binary pattern were discriminative, and the
feature fusion of global Gabor feature and local binary pattern further improved the
discriminative ability of the proposedmethod; (2) the image pyramid space increased
the number of samples, which overcome the disadvantage of lacking enough training
samples; (3) we selected three radii for local binary pattern extraction, which could
capture more information with different scales.

Efficiency evaluation. High efficiency is very important in particular when applying
the method to image sequences or large image datasets. To evaluate the efficiency of
the proposed method, we compared the average running time for one texture sample
among different methods, which were shown in Table 4.

As can be seen from Table 4, the proposed method had good computational
efficiency. Compared with the traditional Gabor filtering method and LBP based
methods, which are all efficient methods, the proposed method had comparable
efficiency. Meanwhile, the time cost of the proposed method was much lower than
that of texon learning based methods. Therefore, the proposed method is efficient
enough in many practical applications.

Table 4 Average running
time (seconds) comparison

Recognition method KTH-TIPS CUReT

Gabor filtering method [14] 0.07 0.16

CLBP [6] 0.08 0.50

CLBC [7] 0.07 0.33

LGWBP [16] 0.12 0.37

GLGF [17] 0.38 0.43

VZ-MR8 [9] 4.2 7.3

TEISF_f [11] 8.0 13.6

The proposed method 0.10 0.39
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5 Conclusion

We proposed an effective texture recognition method based on the fusion of global
Gabor feature and local binary pattern. To extract discriminative and robust texture
feature, an image pyramid space is constructed for global Gabor feature extraction,
and multiple radii are selected for local binary pattern extraction. Finally, the global
Gabor feature and local binary pattern are fused for the texture image recognition
by the NSC classifier. Experimental results showed that the proposed method could
achieve state-of-the-art recognition accuracy with high efficiency. Meanwhile, the
proposed method is robust to scale variation and the number of training samples.
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Multi Association Semantics-Based User
Matching Algorithm Without Prior
Knowledge

Qiuyan Jiang and Daofu Gong

Abstract Cross-network user matching is one of the basic issues for realizing social
network data integration. Existing research based on structure features provides a
goodmatchingmethod for nodeswith high-degree, but ignores thematching of nodes
with low values. This paper proposes an unsupervised cross-network user matching
algorithm based on association semantics to solve the problem of cross-network
user matching. It can effectively solve the low-degree user matching problem when
the quality of the text type attributes of network users cannot be guaranteed. First,
build a social network graph based on multiple types of user behaviors, and define
different association semantics according to different behaviors; then, walk based on
the association semantics to obtain user node sequences with association semantics,
and then combine the network embedding model to learn the user feature vector
representation is obtained; finally, the user similarity is measured based on the user
vector similarity, and then cross-network user matching is realized. The highlights
of this paper are two folds. (1) We treat the association as nodes. (2) Social network
user graphs with association semantics can enrich structure feature; walks based
on association semantics can obtain walks that are closer to natural language short
sentences. The experimental results show that the proposed method can effectively
match user with similar behavior characteristics without any prior knowledge, and
can effectively achieve thematching of low-degree nodes in heterogeneous networks.

Keywords Cross-network user matching · Association semantics · Representation
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1 Introduction

Social networking has become an indispensable part of people’s lives due to the devel-
opment and popularization of network technology and network services. Research on
user profile problems on social networks has also arousedwidespread concern among
researchers, which is to achieve the labeling of the users based on social network
user’s data. It is the basis of public opinionmonitoring and accurate recommendation
systems, etc. At present, the research on social network user profiles is mostly based
on a single social network, which limits its application. In order to effectively enrich
the research area and to reduce the limitations of a single social network, a better
choice is to fuse the different social networks. However, the major premise of the
cross-network data fusion problem is to correctly match the user accounts belonging
to the same natural user across different networks, that is, the cross-network user
matching. AS a result, the research of cross-network user matching has gained high
academic attention and significance.

The user-related data generated by network users using the network platform is
the data basis for studying the problem of cross-network user matching. According
to the data type, user matching methods are usually divided into three categories:
matching methods based on text attributes [1–10] based on structure features [11–
16] and based on comprehensive attributes. The text mainly includes screen name,
gender, birthday, city and profile image and user-generated content, such as the
content posted by users on the network, posting time, location and writing style,
etc., while the network structure mainly refers to the association between users. The
matching effect of the text-based method depends on the quality of the attribute data.
The associated structure data implies the user’s real dynamic behavior characteristics,
and these behavior characteristics usually have a certain degree of stability and are
not easy to be imitated. In addition, most of the existing algorithms solve the social
network user matching problem based on the known anchor nodes. Among them,
the anchor nodes of most algorithms are determined based on the matching of user
text attributes. However, the quality of text attributes is indeed difficult to evaluate.
Therefore, it is particularly important to find anchor nodes based on the similarity
of the associated structure to achieve user matching. Therefore, the user-associated
structure is a significant factor to consider. However, the existingmethods are usually
based on homogeneous network research, but do not fully consider the characteristics
of heterogeneous networks. This is also the reasonwhy low-degree nodes are difficult
to match.

In order to solve the above problems, this paper proposes a cross-network user
matching algorithm based on association semantics without Prior Knowledge. First,
build a social network graph based on multiple types of user behaviors, and define
different association semantics according to different types of user behaviors; then,
walk based on the association semantics to obtain node sequences with association
semantics, and then combine the network embeddingmodel to learn the user’s feature
vector representation; finally, the user similarity is measured based on the user vector



Multi Association Semantics-Based User Matching Algorithm … 323

similarity, and then cross-network user matching is realized. The proposed method
is without Prior Knowledge, and the contributions are as follows:

1. It proposes to define different association semantics according to different types
of behavior;

2. The improved walking model is a walking model based on association
semantics, and the walking sequence has semantic walking sequence;

3. Effectively realize the representation and matching of low-level nodes. The
results show that the effect in the user matching task is good.

This article proceeds as follows. Section 2 reviews the related works on cross-
network user matching. Section 3 analyzed the algorithm theoretically and described
the proposed MASUM-P algorithm in detail. Section 4 covers the experimental
results. And Sect. 5 concludes the overall paper.

2 Related Works

The user matching algorithm based on structure feature is developed based on the
idea that user has similar structures in different social networks. Such algorithms are
often based on seed nodes, and then use structure features to achieve user matching
[11–13, 17, 18]. The quality of the seed nodes directly affects the effect of the
algorithm. In recent years, network representation learning algorithms have attracted
people’s attention, and theyhavebeen combinedwithmethods such as co-training and
iterative processes to address user matching problems [16, 19, 20]. [14, 21] develop
a framework named IONE to model the follower-ship and followee-ship as input and
output context vectors. [22] propose an attention-based network embedding model.
[23, 24] are both multi-view representation learning combined with text attributes.
[16] propose Friend-based User Identification without Prior Knowledge (FRUI-P).
This method uses a random walk method to generate user node sequences. Based on
the representation learningmethod, the user node is represented as a low-dimensional
vector, and the Euclidean distance of the vector is used to measure the similarity of
the vector to achieve user matching.

However, existing researches on homogeneous networks treat the associations
between users equally, ignoring the differences in association semantics. Therefore,
this paper defines association semantics and proposes a cross-network user matching
algorithm based on association semantics to effectively improve the matching effect
of heterogeneous network users.
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3 Multi Association Semantics-Based User Matching
Algorithm Without Prior Knowledge(MASUM-P)

The proposed cross-network user matching algorithm based on user association
semantics will be described in this section.

3.1 Motivation

Existing research basically builds a user relationship graph based on the “follow” or
“friend” relationship between users. However, the “follow” or “friend” relationship
may only indicate a state between users at a certain moment. For example, it is
possible that user a and user b have established a “follow” or “friend” relationship and
then cancel eachother’s “follow”or “friend”.Therefore, this relationship is inherently
unstable. In addition, some users may not have a “follow” or “friend” relationship at
all due to privacy protection and other factors. Such users will not be included in the
user relationship graph, and it is impossible to achieve user matching. Therefore, the
social network graph based on the “follow” or “friend” relationship is actually just a
subgraph of the social network that has lost other types of user relationships. In fact,
users in social networks have more complex and diverse behaviors. Different user
behaviors correspond to user relationships with different semantics, and different
relationships collectively reflect the state of user relationships in a period of time.

Therefore, this paper will establish heterogeneous social networks based on
multiple types of user relationships. Common types of relationships between users in
social networks include “follow”, “comment”, “like”, “mention”, “repost”, etc.…No
matter which one, different types represent different association semantics. The asso-
ciation semantics are just like the “verbs” in natural language, which meaningfully
link user nodes.

As shown in Fig. 1, assigning different association semantics based on different
types of user behaviors effectively enriches the characteristics of users.

3.2 Model Framework

Figure 2 shows the overview of the proposed algorithm. The algorithm consists of
three modules: the social network representation module with association seman-
tics, the social network user representation learning module based on association
semantics, and the user matching module. The social network representation module
will define association semantics based on different types of behaviors of users,
and construct a social network graph with semantic. The social network user repre-
sentation learning module based on association semantics will walk based on the
associated semantics, obtain the node sequence with the associated semantics and
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Fig. 1 A multi-type and
multi-relational social
network

Fig. 2 Overview of MASUM-P
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use it as the input of the network embedded learning model, and then obtain the
feature vector representation of the user and the association.

3.3 Graph Representation for Social Network

Here is an observation in the social networks that there exist different types of asso-
ciations among users. Due to the importance of user behavior characteristics, a graph
for social networks could be built considering all behaviors among users. Different
types of behaviors represent different associated semantics. Usually, social networks
are represented as a graph, defined as follows:

Definition 1: social networks graph.
The social network graph is represented as G = {U, E, X}, where U =

{um|m = 1, . . . , |U | } is the user set of the network G. X is the set of asso-
ciation types, X = { x |x = 1, . . . , |X |}. That is, there are |X | types of asso-
ciation in the social network G. E is the association set between users. E ={
exumun |x ∈ X, um, un ∈ U

}
.exumun = 1, it indicates that two users are associated with

x-type.

3.4 Network User Representation Based on User Association
Semantics

The representation learning of network users is the key to solve the user matching
problem, whose purpose is to represent each social network user um as a real feature
vector vm, vm ∈ V with dimension d(d � |U |).

It is the key to solve the network user representation to construct a user node
sequence based on association semantics. This paper adopts a basic random walk
model: assuming that the current node is node and the neighbor node is represented
as Neighbor (node), then the sampling probability of the target node Target_node
can be represented as:

P(Target_node|node) =
{

1
|Neighbor(node)| , Targetnode ∈ Neighbor(node)

0, else
(1)

Each user node in the social network should be set as the current node and repeat
the above process to get a walk sequence according to sampling probability. After
generating all nodes sequence, node feature vectors are learned by word2vec [25]
model which takes node sequences as input.

Algorithm 1 shows the network user representation learning algorithm based on
user association semantics.
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Algorithm: User representation learning based on user association semantics

Input G = {U, E, X}
Parameters for walk (l, t),

Parameters for representation learning (d, window size, sg, hs)

Output Network representation matrix

Vu = {
vum ,m = 1, . . . , |U |}VX = {

vxi , i = 1, . . . , |X |}

Step1 Determine the different types of relationships that the current user exists according to
the given original network data, and determine the association semantics according to
different types of behaviors

Step2 Each user node serves as the starting node and the current node, and the transfer target
is determined according to the sampling probability. After (l − 1)/2 walks, a node
sequence of length l (l odd number) is generated

Step3 Repeat step 2, and each user node is used as the starting node to walk t times to obtain
all the walking sequences, which are used as the input of the network embedding
model

Step4 Use the network embedding model to learn to obtain all the node representation
vectors

Step5 Output VU, VX

3.5 Cross-Network User Matching

This section introduces user matching criteria based on the similarity of user feature
vectors. The similarity between the user feature vectors can be measured according
to the vector distance. It is generally believed that the closer the distance, the greater
the similarity. The user node pair with the highest score of similarity is regarded as
the user matching result.

Vector distance can be measured in different ways, such as Euclidean Distance,
Chebyshev distance, etc. This paper uses Euclidean Distance to measure the vector
distance. Given the social networks Gy and Gy′

to be matched, the feature vectors of
the user uy

m ∈ U y and the user uy′
n ∈ U y′

are vy
m and v

y′
n . Then, Euclidean Distance

of vy
m and v

y′
n is defined as:

D(vym, v
y′
n ) =

√
(v

y
m − v

y′
n )(v

y
m − v

y′
n )T (2)

The similarity s(uym, u
y′
n ) between uy

m and uy′
n is standardized as:

s(uym, u
y′
n ) = 1

1 + log
[
D(vy

m, v
y′
n ) + 1

] (3)
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The similarity between the user uy
m in the social network Gy and each user in the

social network Gy′
is expressed as Sm = {s(uym, uy′

n )

∣∣∣uy′
n ∈ Uy′

, n = 1 . . . |Uy′ | }. The
user pair with the largest similarity value argmax(Sm) is regarded as the matching
result.

4 Experiments

This section introduces the experimental datasets, evaluation methods and experi-
mental results.

4.1 Experimental Dataset and Settings

As far as we know, there is no consistent benchmark dataset for user matching task
across social networks. We crawls some user data from the “ZhiHu” network, the
number of users is 95,716. The user characteristic data is extracted from the crawled
data, which mainly includes user nodes and behavioral associations between users,
and the degree distribution of the graph obeys a power law distributed. This paper
constructs the synthetic datasets [12]. These two parts of data are Gy and Gy′

. The
numbers of nodes are 6883 and 6920 respectively; the node overlap rate is 68.6%.
Each node contains 1–4 different types of associations.

The length of the walk is 15, 31 and 51, the number of walks of each node is 100,
300 and 500, the sliding window is 10, and the dimension of the feature vector is
300 respectively. Use random walk.

4.2 Evaluation Metrics

With regard to the user matching problem, the precision represents how many of
the samples predicted to be matched users are actually matched users. Therefore,
to evaluate the matching result we put more emphasis on matching precision. The
larger the precision value, the better the algorithm performance. Definitions [16] are
shown:

Precision = Number of correctly matched users

Total number of matched users
(4)
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Table 1 The impact of
associative semantics on
matching results

Associative semantic types Proportion of nodes that match
correctly and contain more than
two types of associations

l = 15, t = 100 l = 15, t = 300

2 80.1% 80.2%

3 83.3% 85.6%

4 72% 70%

4.3 Experimental Results and Analysis

We studied the impact of user association semantics on matching results. As the
number of association semantics included in the network to be matched increases,
the network becomesmore andmore complex.When the types of association seman-
tics included in the network to be matched increase, the accuracy of user matching
gradually increases. Moreover, averages of 78.5% of correctly matched user nodes
havemore than two types of relational semantics. It shows that the association seman-
tics defined based on user network behavior is helpful to improve the matching effect
of users.

The existing user matching algorithms based on structural features are extremely
unfriendly to low-degree nodes (the degree value is less than or equal to 6). Because,
relative to the height-degree node, the node’s degree value is low, and the data repre-
senting the characteristics is lacking, so the low-degree value node is often removed.
Themethod can solve this problemwell after the introduction of relational semantics.
The results of many experiments show that there are 89.9% of correctly matched user
nodes with low-degree on average. Because the introduction of association semantics
increases the structural characteristics of degree nodes, the representation vector of
such nodes can be better learned, so as to better realize the matching of low-degree
nodes. Table 1 and Fig. 3 show the matching results.

5 Conclusion

The purpose of cross-network user matching is to accurately match accounts
belonging to the same natural user on different network platforms, thereby real-
izing the integration of network data and laying a data foundation for complex
network analysis problems. This paper proposes an unsupervised cross-network user
matching algorithm based on association semantics based on the same user having
similar behavior characteristics in different networks. The algorithm constructs a
social network graph based on association semantics and constructs a sequence of
nodes with semantically related “context” based on the associated semantic walk
method, which lays a good data foundation for the representation learning method.
This method does not require prior knowledge, so the algorithm is not affected
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Fig. 3 The impact of associative semantics on precision

by the quality of text attribute information. The algorithm makes full use of user
behavior characteristics to provide a matching method for users with low-degree in
the network.
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Robust Template Matching
via Hierarchical Convolutional Features
from a Shape Biased CNN

Bo Gao and Michael W. Spratling

Abstract Finding a template in a search image is an important task underlying
many computer vision applications. Recent approaches perform template matching
in a deep feature-space, produced by a convolutional neural network (CNN), which is
found to provide more tolerance to changes in appearance. In this article, we investi-
gate whether enhancing the CNN’s encoding of shape information can produce more
distinguishable features, so as to improve the performance of templatematching. This
investigation results in a new template matching method that produces state-of-the-
art results in a standard benchmark. To confirm these results, we also create a new
benchmark and show that the proposed method also outperforms existing techniques
on this new dataset. Our code and dataset is available at: https://github.com/iminfine/
Deep-DIM.

Keywords Template match · Convolutional neural networks · VGG19

1 Introduction

Templatematching is a technique tofinda rectangular regionof an image that contains
a certain object or image feature. It is widely used in many computer vision applica-
tions such as object tracking [1, 2], object detection [3, 4] and 3D reconstruction [5,
6]. A similarity map is typically used to quantify how well a template matches each
location in an image. Traditional template matching methods calculate the similarity
using a range of metrics such as the normalised cross-correlation (NCC), the sum of
squared differences (SSD) or the zero-mean normalised cross correlation (ZNCC)
applied to pixel intensity or color values. However, because these methods rely on
comparing the values in the template with those at corresponding locations in the
image patch they are sensitive to changes in lighting conditions, non-rigid deforma-
tions of the target object, or partial occlusions, which results in a low similarity score
when one or multiple of these situations occur.
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With the help of deep features learned from convolutional neural networks
(CNNs), vision tasks such as image classification [7, 8], object recognition [9, 10],
and object tracking [1, 2] have recently achieved great success. In order to succeed
in such tasks, CNNs need to build internal representations that are less affected by
changes in the appearance of objects in different images. To improve the tolerance
of template matching methods to changes in appearance recent methods have been
successfully applied to a feature-space produced by the convolutional layers of a
CNN [11–15].

The higher layers of CNNs are believed to learn representations of shapes from
low-level features [16]. However, a recent study [17] demonstrated that ImageNet-
trained CNNs are biased toward making categorisation decisions based on texture
rather than shape. This work also showed that CNNs could be trained to increase
sensitivity to shape and that this would improve accuracy and robustness both of
object classification and detection. Assuming that shape information is also useful for
template matching, these results suggest that the performance of template matching
methods applied toCNNgenerated feature-spaces could potentially also be improved
by training the CNN to be more sensitive to shape.

In this articleweverified the assumption by comparing the features from fourCNN
models with the same network structure but differing in shape sensitivity. Our results
show that training a CNN to learn about texture while biasing it to be more sensitive
to shape information, can improve template matching performance. Furthermore, by
comparing template matching performance when using feature-spaces created from
all possible combinations of one, two and three convolutional layers of the CNN it
was found that the best results were produced by combining features from both early
and late layers. Early layers of a CNNencode lower-level information such as texture,
while later layers encode more abstract information such as object identity. Hence,
both sets of results suggest that a combination of texture and shape information is
beneficial for template matching.

Our main contributions are summarized as follows: (1) We created a new bench-
mark which, compared to the existing standard benchmark, is more challenging,
provides a far larger number of images pairs, and is better able to discriminate the
performance of different template matching methods. (2) By training a CNN to be
more sensitive to shape information and combining features from both early and
late layers, we created a feature-space in which the performance of most template
matching algorithms is improved. (3) Using this feature-space together with an
existing template matching method, DIM [18], we obtained state-of-art results on
both the standard and new datasets.

2 Related Work

To overcome the limitations of classic template matchingmethods, many approaches
[11, 12, 14, 15, 18] have been developed. These methods can be classified into two
main categories.
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2.1 Matching

One category changes the computation that is performed to compare the template to
the image to increase tolerance to changes in appearance. For example, Best-Buddies
Similarity (BBS) counts the proportion of sub-regions in the template and the image
patch that are Nearest-Neighbor (NN)matches [14]. Similarly, Deformable Diversity
Similarity (DDIS) explicitly considers possible template deformation and uses the
diversity ofNNfeaturematches between a template and apotentialmatching region in
the search image [15]. The Divisive Input Modulation (DIM) algorithm [18] extracts
additional templates from the background and lets the templates compete with each
other to match the image. Specifically, this competition is implemented as a form
of probabilistic inference known as explaining away [19, 20] which causes each
image element to only provide support for the template that is the most likely match.
Previous work has demonstrated that DIM, when applied to color feature-space, is
more accurate at identifying features in an image compared to both traditional and
recent state-of-the-art matching methods [18].

2.2 Features

The second category of approaches changes the feature-space in which the compar-
ison between the template and the image is performed. The aim is that this
new feature-space allows template matching to be more discriminative while also
increasing tolerance to appearance changes. Co-occurrence based template matching
(CoTM) transforms the points in the image and template to a new feature-spaced
defined by the co-occurrence statistics to quantify the dissimilarity between a
template to an image [12]. Quality-aware template matching (QATM) is a method
that uses a pretrained CNN model as a feature extractor. It learns a similarity score
that reflects the (soft-) repeatness of a pattern using an algorithmic CNN layer [11].

2.3 Deep Features

Many template matching algorithms from the first category above, can be applied
to deep features as well as directly to color images. The deep features used by
BBS, CoTM and QATM are extracted from two specific layers of a pre-trained
VGG19 CNN [21], conv1-2 and conv3-4. Following the suggestion in [2] for object
tracking, DDIS also takes features from a deeper layer: fusing features from layers
conv1-2, conv3-4 and conv4-4. [13] proposed a scale-adaptive strategy to select a
particular individual layer of a VGG19 to use as the feature-space according to the
size of template. In each case using deep features was found to significantly improve
template matching performance compared to using color features.
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A recent study showed that ImageNet-trained CNNs are strongly biased towards
recognising textures rather than shapes [17]. This study also demonstrated that the
same standard architecture (ResNet-50 [22]) that learns a texture-based represen-
tation on ImageNet is able to learn a shape-based representation when trained on
‘Stylized-ImageNet’: a version of ImageNet that replaces the texture in the original
image with the style of a randomly selected painting through AdaIN style transfer
[23]. This new shape-sensitive model was found to be more accurate and robust
in both object classification and detection tasks. Inspired by the findings, in this
paper we investigate if enhancing the shape sensitivity of a CNN can produce more
distinguishable features that improve the performance of template matching.

3 Methods

Previouswork on templatematching in deep feature-space (see Sect. 2) has employed
a VGG19 CNN. To enable a fair comparison with those previous results, we also
used the VGG19 architecture. However, we used four VGG19 models that differed
in the way they were trained to encode different degrees of shape selectivity by the
same approach used by Geirhos et al. [17] (as summarised in Table 1). Model-A was
trained using the standard ImageNet dataset [21] (we used the pretrained VGG19
model from the PyTorch torchvision library) which has the least shape bias. Model-
B was trained on the Stylized-ImageNet dataset and thus has the most shape bias.
Model-C was trained on a dataset containing the images from both ImageNet and
Stylized-ImageNet. Model-D was initialised with the weights of Model-C and then
fine-tuning on ImageNet for 60 epochs using a learning rate of 0.001 multiplied by
0.1 after 30 epochs. Therefore Model-C and Model-D have intermediate levels of
shape bias, with model-D being less selective to shape than Model-C. The learning
rate was 0.01 multiplied by 0.1 after every 30 epochs for Model-B and after every 15
epochs for Model-C. Number of epochs was 90 for Model-B and 45 for Model-C (as
the dataset used to train Model-C was twice as large as that used to train Model-B
the number of weight updates was the same for both models). The other training
hyperparameters used for each model were: batch size 256, momentum 0.9, and
weight decay 1e-4. The optimizer was SGD.

In color feature-space theDIMalgorithmwas previously found to produce the best
performance (see Sect. 2). We therefore decided to use this algorithm to determine
the best CNN feature-space to use for template matching. The DIM algorithm was

Table 1 Four different
VGG19 CNN models used in
this paper. IN and SIN are the
abbreviations of ImageNet
and stylized-ImageNet
respectively

Name Training Fine-tuning Rank of shape sensitivity

Model-A IN – 4

Model-B SIN – 1

Model-C IN + SIN – 2

Model-D IN + SIN IN 3
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applied to deep features in exactly the sameway that it was previously applied to color
images [18], except: (1) five (rather than four) additional templates were used; and,
(2) the positive and rectified negative values produced by a layer of the CNN were
directly separated into two parts and used as separate channels for the input to the
DIM algorithm (in contrast, previously each channel of a color image was processed
using a difference of Gaussians filter and the positive and rectified negative values
produced were used as separate channels for the input to the DIM algorithm).

4 Results

4.1 Dataset Preparation

The BBS dataset [14] has been extensively used for the quantitative evaluation of
template matching algorithms [11–15]. This dataset contains 105 template-image
pairs which are sampled from 35 videos (3 pairs per video) from a tracking dataset
[24]. Each template-image pair are taken from frames of the video that are 20 frames
apart. To evaluate the performance of a templatematching algorithm the intersection-
over-union (IoU) is calculated between the predicted bounding box and the ground
truth box for the second image in the pair. The overall accuracy is then determined by
calculating the area under the curve (AUC) of a success curve produced by varying
the threshold of IoU that counts as success.

Although the BBS data is widely used, it is not particularly good at discriminating
the performance of different template matching methods. To illustrate this issue we
applied one baseline method (ZNCC) and three state-of-art methods (BBS, DDIS
and DIM) to the BBS dataset in color space. The results show that there are 52
template-image pairs where all methods generate very similar results: these can be
sub-divided into 7 template-image pairs for which all methods fail to match (IoU less
than 0.1 for all fourmethods), 13 template-image pairs for which all methods succeed
(IoU greater than 0.8 for all four methods), and 32 template-image pairs for which
all methods produce similar, intermediate, IoU values within 0.1 of each other. This
means that only 53 template-image pairs in the BBS dataset help to discriminate the
performance of these four template matchingmethods. These results are summarised
in Fig. 1.

We, therefore, created a new dataset, the King’s Template Matching (KTM)
dataset, following a similar procedure to that used to generate the BBS dataset.
The new dataset contains 200 template-image pairs sampled from 40 new videos (5
pairs per video) selected from a different tracking dataset [25]. In contrast to the BBS
dataset, the template and the image were chosen manually to avoid pairs that contain
significant occlusions and non-rigid deformations of the target that no method is
likely to match successfully, and the image pairs were separated by 30 (rather than
20) frames to reduce the number of pairs for which matching would be easy for
all methods. These changes make the new data more challenging and provide a far
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Fig. 1 Discriminative ability of two datasets evaluated by comparing the IoU scores produced by
ZNCC, BBS, DDIS and DIM

larger number of images pairs that can discriminate the performance of different
methods, as shown in Fig. 1. Both the new dataset and the BBS dataset were used in
the following experiments.

4.2 Template Matching Using Features from Individual
Convolutional Layers

To reveal how the shape bias affects template matching, we calculate AUC using
DIM with features from every single convolutional layer of the four models. As the
features from the later convolutional layers are down-sampled using maxpooling, by
a factor of 1

2 ,
1
4 ,

1
8 and

1
16 compared to the original image, the bounding box of the

template is alsomultiplied by the same scaling factor and the resulting similaritymap
is resized back to the original image size to make the prediction. The AUC scores
across the BBS and KTM datasets are summarised in Fig. 2.

For all four models there is a tendency for the AUC to be higher when template
matching is performed using lower layers of the CNN compared to later layers. This
suggests that template matching relies more on low-level visual attributes, such as
texture, rather than higher-level ones such as shape. Among the three models trained
with Stylized-ImageNet, the AUC score for most CNN layers is greater for Model-
D than Model-C, and greater for Model-C than Model-B. This also suggests that
template matching relies more on texture features than shape features. Comparing
Model-A andModel-D, it is hard to say which one is better. However, the AUC score
calculated on the BBS dataset using features from conv4-4 of Model-D is noticeably
better than that for Model-A. This suggests that increasing the shape-bias of later
layers of the CNN could potentially lead to better template matching. However, these
results are not reflected by the results for the KTM dataset. One possible explanation
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(a) Evaluation on BBS dataset.

(b) Evaluation on KTM dataset.

Fig. 2 The AUC scores of DIM using features from different convolutional layers of four models

is that the templates in the KTM dataset are smaller, in general, than those in the
BBS dataset (if the template size is defined as the product of its width and height,
then the mean template size of for the KTM datasets 1603 whereas it is 3442 for the
BBS dataset). Smaller templates tend to be less discriminative. The sub-sampling
that occurs in later levels of the CNN results in templates that are even smaller and
less discriminative. This may account for the worse performance of the later layers
of each CNN when tested using the KTM dataset rather than the BBS dataset. It is
also a confounding factor in attributing the better performance of the early layers to
a reliance on texture information.
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4.3 Template Matching Using Features from Multiple
Convolutional Layers

We compared Model-A and Model-D by applying the DIM template matching algo-
rithm to features extracted from multiple convolutional layers of each CNN. To
combine feature maps with different sizes bilinear interpolation was used to make
them the same size. If the template was small (height times width less than 4000) the
feature maps from the later layer(s) were scaled to be the same size as those in the
earlier layer(s). If the template was large, the feature maps from the earlier layer(s)
were reduced in size to be the same size as those in the later layer(s). To balance low
and high level features, the dimension of the features maps form the latter layer(s)
were reduced by PCA to the same number as those in the earlier layer.

Table 2 shows the AUC scores produced by DIM using features from two convo-
lutional layers of Model-A and Model-D. All possible combinations of two layers
were tested, and the table shows only selected results with the best performance.

Table 2 Partial AUC scores of DIM using features from two convolutional layers of model-A
(upper value in each cell) and Model-D (lower value in each cell)

(a) Evaluation on BBS dataset

Layer Layer

con3-3 conv3-4 conv4-1 conv4-2 conv4-3 conv4-4

AUC

conv1-1 0.710
0.707↓

0.705
0.714↑

0.713
0.704↓

0.697
0.718↑

0.698
0.710↑

0.711
0.708↓

conv1-2 0.686
0.686

0.686
0.687↑

0.674
0.707↑

0.655
0.696↑

0.680
0.690↑

0.683
0.710↑

conv2-1 0.658
0.659↑

0.670
0.669↓

0.664
0.665↑

0.653
0.671↑

0.662
0.683↑

0.667
0.693↑

conv2-2 0.659
0.665↑

0.661
0.667↑

0.653
0.676↑

0.641
0.679↑

0.659
0.676↑

0.663
0.682↑

(b) Evaluation on KTM dataset

Layer Layer

conv3-3 conv3-4 conv4-1 conv4-2 conv4-3 conv4-4

AUC

conv1-1 0.687
0.689↑

0.684
0.691↑

0.677
0.682↑

0.668
0.695↑

0.670
0.684↑

0.678
0.687↑

conv1-2 0.687
0.680↓

0.689
0.694↑

0.682
0.695↑

0.685
0.697↑

0.675
0.691↑

0.682
0.690↑

conv2-1 0.634
0.642↑

0.633
0.651↑

0.647
0.665↑

0.645
0.671↑

0.655
0.668↑

0.639
0.666↑

conv2-2 0.642
0.657↑

0.651
0.664↑

0.664
0.670↑

0.661
0.673↑

0.669
0.669

0.669
0.669
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Table 3 Best 10 results when using combinations of features from three convolutional layers of
Model-D. C124144 means fusing the features from conv1-2, conv4-1 and conv4-4 for instance

(a) Evaluation on BBS dataset

Layers C124144 C113443 C114244 C124352 C112243 C114144 C114143 C113442 C124344 C113444
AUC 0.728 0.727 0.724 0.724 0.723 0.722 0.720 0.720 0.720 0.720

(b) Evaluation on KTM dataset

Layers C113442 C123243 C113443 C122242 C123142 C123442 C123443 C123143 C123343 C113342
AUC 0.711 0.709 0.708 0.706 0.706 0.705 0.705 0.705 0.705 0.704

Each cell of the table contains two AUC scores, the upper one is produced using
Model-A and the bottom is produced byModel-D. The up and down-arrows indicate
whether the AUC score of Model-D is better or worse than that of Model-A.

It can be seen from Table 2 that for the 24 layer combinations for which results
are shown, 21 results for both BBS and KTM dataset are better for Model-D than for
Model-A. Furthermore, the best result for each dataset (indicated in bold) is generated
using the features fromModel-D. These results thus support the conclusion that more
discriminative features can be obtained by slightly increasing the shape bias of the
VGG19 model which increases the performance of template matching.

To determine if fusing features from more layers would further improve template
matching performance, DIM was applied to all combinations of three layers from
Model-D. There are a total of 560 different combinations of three layers. It is impos-
sible to show all these results in this paper, therefore the highest 10 AUC scores are
shown in Table 3. For both datasets, using three layers produced an improvement in
the best AUC score (around 0.01) compared to when using two layers.

4.4 Comparison with Other Methods

This section compares our results with those produced by other template matching
methods in both color and deep feature-space. When evaluated on the BBS dataset,
the deep features used by each template matching algorithm were the features from
layers conv1-2, conv4-1 and conv4-4 of Model-D. When evaluated on the KTM
dataset the deep features used as the input to each algorithm were those from layers
conv1-1, conv3-4 and conv4-2 ofModel-D. BBS, CoTMandQATMhave been tested
on BBS data by their authors using different deep features, so we also compare our
results to these earlier published results.

The comparison results are summarised in Table 4. All methods expect QATM
and BBS produce improved results using the proposed deep features than when using
color features. This is true for both datasets. Of themethods that have previously been
applied to deep features the performances of two (NCC and QATM) are improved,
and that of two others (BBS and CoTM) are made worse by using our method of
defining the deep feature-space.
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Table 4 Quantitative comparison of the performance of different template matching algorithms
using different input features

Methods Feature

BBS dataset KTM dataset

Color Deep Deep
(Proposed)

Color Deep
(Proposed)

AUC

SSD 0.46 – 0.54 0.42 0.54

NCC 0.48 0.63 [13] 0.67 0.42 0.67

ZNCC 0.54 – 0.67 0.48 0.67

BBS 0.55 0.60 [14] 0.54 0.44 0.55

CoTM 0.54a 0.67 [12] 0.64 0.51 0.56

DDIS 0.64 – 0.66 0.63 0.68

QATM – 0.62b 0.66 – 0.64

DIM 0.69 – 0.73 0.60 0.71
a We were unable to reproduce the result 0.62 reported in the paper [12] using code supplied by the
authors of CoTM, our different result is shown in the table
b The authors of QATM report an AUC score of 0.69 when this method is applied to the BBS dataset
[11]. However, examining their source code we note that this result is produced by setting the size
of the predicted bounding box equal in size to the width and height of the ground truth bounding
box. Other methods are evaluated by setting the size of the predicted bounding box equal to the size
of the template (i.e. without using knowledge of the ground truth that the algorithm is attempting
to predict). We have re-tested QATM using the standard evaluation protocol and our result for the
original version of QATM is 0.62. As QATM is designed to work specifically with a CNN it was
not applied directly to color images

However, it should be noted that simple metrics for comparing image patches
such as NCC and ZNCC produce near state-of-the-art performance when applied
to our proposed deep feature-space, outperforming much more complex methods of
template matching such as BBS, CoTM, and QATM. One known weakness of BBS
is that it may fail when the template is very small compared to target image [14].
This may explain the particularly poor results of this method when applied to the
KTM dataset.

DIM achieves the best results on both datasets when applied to deep features.
DIM performs particularly well on the BBS dataset producing an AUC of 0.73
which, as far as we are aware, makes it the only method to have scored more than
0.7 on this dataset. The DIM algorithm also produces state-of-the-art performance
on the KTM dataset when applied to deep features. When applied to color features,
the results are good, although not as good as DDIS on the KTM dataset. This is
because small templates in the KTM dataset sometime contain insufficient detail
for the DIM algorithm to successfully distinguish the object. Using deep features
enhances the discriminability of small templates sufficiently that the performance
of DIM increases significantly. The results demonstrate that the proposed approach
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is effective at extracting distinguishable features which lead to robust and accurate
template matching.

5 Conclusions

Our results demonstrate that slightly increasing the shape bias of a CNN (by changing
the method of training the network) produces more distinguishable features in which
template matching can be achieved with greater accuracy. By running a large number
of experiments we determined the best combination of convolutional features from
our shape-biased VGG19 on which to perform template matching with the DIM
algorithm. This same feature-space was shown to improve the performance of most
other template matching algorithms as well. The DIM algorithm applied to our new
feature-space produces state-of-art results on two benchmark datasets.
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Reach on Visual Image Restoration
Method for AUV Autonomous
Operation: A Survey

Teng Xue , Jing Zhang , and Tianchi Zhang

Abstract AUV (Autonomous Underwater Vehicle) is playing an increasingly
important role in the ocean development process. Autonomous operation capability is
the development direction of AUV,whichmainly focuses on underwater observation,
marine resource development, sampling and inspection, and autonomous reconnais-
sance. People pay more attention to military, political, economic and social needs.
The autonomous operation of AUV has the advantages of a wide range of activities
and good concealment. AUV can obtain images through an optical vision system.
The image is prone to distortion, low saturation, blur, etc. The restoration of under-
water images has been attracting more and more research work. Underwater light
scattering and absorption are the root reasons of image quality degradation. This
paper introduces the latest development of underwater image restoration methods,
analyzes and summarizes the research status of several types of methods. The latest
data set is given, several image evaluation indicators are summarized, and the future
development direction is pointed out.

Keywords Underwater image restoration · Autonomous underwater vehicle ·
Deep learning

1 Introduction

AUV is a new generation of underwater robots. It has a wide range of motion, good
mobility, safety and intelligence [1]. AUV becomes an important tool for completing
kinds of underwater tasks. AUV can be used in the civil field for pipeline laying,
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seabed survey, data collection, seabed construction, and maintenance of equipment.
AUV can also be used in the military field for reconnaissance, mine-laying, and
rescue activities [2]. Because the underwater robot without cable has the advantages
of no cable limitation and good concealment, all parties have begun to have an interest
in AUV [2]. Due to AUV’s mobility and low noise, AUV plays an important and
irreplaceable role in marine development and coastal defense [3, 4].

Underwater imaging consists of direct signal and background scattering signal.
Because light scattering and absorption affect light propagation, light propagation in
water is attenuated exponentially [5]. In addition, the light propagation of different
wavelengths is different. For wavelengths of different colors, about ten meters deep,
the red wavelength disappears, at 15 m deep, the orange wavelength disappears, and
at 20m, the yellowwavelength disappears, and then the green and purplewavelengths
disappear at a depth of about 35 m. The underwater image is mainly blue because
the blue wavelength moves in the water for the longest time [6]. The small particles
dissolved in water and the inherent noise of underwater imaging system can also lead
to the distortion of underwater image [5]. In addition, different waters have different
light conditions, so the degree of underwater degradation is not the same.Considering
the objective factors, such as the instability of AUV optical vision system camera,
poor focusing, the mobility of underwater animals and the noise of various sensors
and so on, the underwater image will be degraded to varying degrees.

The work of this paper mainly has the following four points:

1. Four kinds of underwater image restoration methods are summarized.
2. The existing data sets for underwater image restoration are introduced.
3. Several evaluation indicators are summarized.
4. Made a conclusion.

2 Method of Underwater Image Restoration

This paper briefly summarizes the existing methods and divides them into the
following four categories: based on dedicated hardware driver; based on prior
information; based on deep network learning; based on Jaffe-McGlamery model.

2.1 Special Hardware Driver Methods

Xie et al. [7] proposed a related algorithm for underwater degraded image restora-
tion and established a corresponding model to prove this algorithm. On this basis,
denoising processing of underwater degraded images using Gaussian kernel func-
tion. According to the denoising results, the underwater polarization imaging model
was established. Wang [8] proposed an image restoration algorithm for laser under-
water optical imaging. In terms of the characteristics of noise and underwater image
classification, Wiener filtering and constrained minimum power filtering are shown.
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Ishibashi [9] proposed an underwater camera model and described its outline. Exper-
imental results show that this method has high practicability and good effects in
stereo imaging. Nascimento et al. [10] proposed a fully automatic underwater image
restoration method based on the physical model of light propagating in the medium.
This method can obtain images from different angles. These images are images in
the same environment. The core of the method is an iterative algorithm based on
contrast measurement. It can automatically estimate all the parameters of the model
with a small amount of calculation and has a high accuracy rate [10]. Chen et al. [11]
established an imagingmodel on the basis of beam transmission, which is intended to
be applied to image super-resolution reconstruction tasks within underwater imaging
system of range-gated pulsed laser.We should know that although the hardware solu-
tion has certain effectiveness, it is not suitable for dynamic acquisition. Therefore,
most of the underwater image restoration uses the other three methods.

2.2 Prior Image Information Methods

He et al. [12] put forward the dark channel prior method for the first time. He
observed the difference between the normal image and the haze image and took a
big step towards the image restoration. We know that in the outdoor fog-free image,
in most non-sky areas, each color channel will have some lower pixel values, that
is, dark pixels. However, in haze, because of the water in the air and the scattered
light of dust particles, the whole picture is gray and white, so the dark channel is no
longer black. On the contrary, the denser the fog area is, the closer the pixels of the
dark channel are to the appearance of the fog itself caused by air scattering. We can
know that underwater image and haze image have many similarities, such as blur,
color distortion, low color saturation and so on.

Physical model:

I = J t + A(1− t) (1)

In (1), where I is the haze image, J is the clear image, A is the atmospheric
scattered light, and t is the medium transmittance. Similarly, with the introduction
of underwater image, I refer to the image obtained by the imaging equipment, J is
the original undistorted image, A is the underwater global background light, and t is
the transmittance of the underwater channel.

t = e−βd (2)

In (2), the transmittance of the underwater channel is determinedby the attenuation
coefficient β and the depth of field d. Based on the algorithm of image defogging, a
variety of underwater image restoration methods are proposed.

Therefore, many scholars are based on the a priori idea of the dark channel,
oceanographer Derya Akkaynak and engineer Tali Treibitz [13] to correct the
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degraded color of the image, a “sea thru” algorithm was created, eliminate color
cast and scattering of light, making the photo as clear as if taken in a place without
water, bringing higher clarity and realism to underwater photos. Galdran et al. [14]
proposed a short-wavelength color restoration method for underwater images, which
is based on the red channel, thereby restoring the lost contrast. Experimental results
show that this method performs better than most existing methods, this technology
can effectively handle artificial lighting areas, and can achieve natural color correc-
tion and visibility improvement. Hanmante and Ingle [15] proposed a method for
estimating the depth of underwater scenes for image restoration, which is based on
image blur and light absorption and enhancement in image formation models (IFM).
In the past, IFM-based image restoration methods for estimating scene depth were
based on dark channel priors or based on maximum intensity priors. The lighting
conditions in underwater images often invalidate these images, resulting in poor
restoration effects. This method can relatively accurately estimate the depth of the
scene in the underwater image. Zhang and Peng [16] proposed a new underwater
imaging model, based on the characteristics of underwater imaging and underwater
illumination and put forward a joint prior-based estimation method of underwater
image medium transmission to predict underwater images Medium transmission.
In addition, the global background light commonly used in the underwater image
restoration method can be replaced by the color of the light source to correct the
color of the underwater degraded image [17]. However, there is a difference between
the spread of light in the ocean and the propagation in the atmosphere, which makes
the model imperfect when applied to underwater operations. Based on this situation,
Derya and Tali [17] made improvements and proposed an improved imaging model,
pointing out that the errors generated by the currently commonly used underwater
imaging models have not been considered. The improved model can motivate people
to continue to develop better models for correcting complex underwater images.

2.3 Deep Network Learning Method

Keyan et al. [18] had proposed a convolutional neural network (CNN) that can be
effectively used for underwater image restoration. Yang et al. [19] put forward a deep
method for underwater image enhancement.Yu et al. [20] proposed underwaterGAN,
which is an underwater image restoration method based on a conditional generation
confrontation network. Nan et al. [21] proposed UWGAN for color restoration and
noise removal of real underwater images. Chongyi et al. [22] proposed a weakly
supervised method to correct color distortions and thus perform color transfer. This
method reduces the training requirements for underwater images and allows under-
water images to be taken in unknown locations. Experimental results show that this
method is superior to existing methods due to its good resilience. Dudhane et al. [23]
proposed an underwater image recovery generator based on a dense residual network
of channels. This dense residual network is composed of two parts, which are used
to extract colors and other related features, and to remove underwater image blur.
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Using deep learning methods to restore underwater images takes a long time to train,
but if a reasonable network structure is designed, it can have a strong learning ability
and can effectively restore underwater images. Therefore, recovery methods based
on deep networks have developed rapidly and have good prospects.

2.4 Jaffe-McGlamery Model-Based Methods

First, we need to understand the underwater imaging model by Jaffe andMcGlamery
[24, 25]. Underwater images can be expressed as direct components, forward scat-
tered components andbackscattered components.Among them, the forward scattered
light is reflected by the target surface or suspended particles in thewater and enters the
imaging system, thereby blurring the image. After natural light enters the water, the
backscattered light is affected by the scattering of suspended particles, so that the light
entering the imaging system will cause the image obtained by the imaging system
to display low contrast. Figure 1 shows the underwater imaging model. As shown in
Fig. 1, Emanuele Trucco andAdriana T.Olmos-Antillon based the Jaffe–McGlamery
model proposed a self-tuning image restoration filter based on simplified model. The
algorithm performs self-correction and estimates the best parameter value for each
image [26]. Cheng et al. [27] simplified the Jaffe-McGlamery model and defined a
red channel before estimating the background light and transmittance. On this basis,
in order to eliminate the ambiguity of the underwater degradation model, a simple
and effective low-pass filter is designed. This algorithm is eliminating scattering
While absorbing, it effectively restores the underwater image.

Fig. 1 The underwater image formation model
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3 Data Set

Dalian University of Technology Geometric Calculation and Intelligent Media Tech-
nology Research Team proposed a data set called RUIE, which is a Real Underwater
Image Enhancement for testing underwater images and recovery algorithm in 2020,
it has a lot of data and the degree of light scattering effect. The underwater biological
label image can be applied to the training and testing of underwater target detection
algorithms. The RUIE dataset is the first large underwater real image database that
is specifically designed for multi-angle algorithm.

In a paper published in 2017, Jian et al. [28] introduced a large underwater image
dataset, called detection-OUC-VISION underwater image dataset, which consists
of 4400 real underwater images and 220 single images of underwater targets. The
database can be applied to underwater salient target detection or saliency detection
and will contribute to the development of technology in this field in the future.

Chongyi et al. [29] constructed a real underwater image enhancement benchmark
(UIEB), this data set is composed of 950 real underwater images, and the scale is
large. These images were taken under different light sources, and on this basis, the
most advanced single-frame underwater enhancement and restoration methods at
home and abroad have been comprehensively studied.

Song et al. [30] developed artificially labeled background light (MABL) database
in 2020, containing 500 underwater images. This is the first database currently used
for background light evaluation of underwater images.

4 Evaluating Indicator

The evaluation indicator can evaluate the quality of the image restoration result very
well. Classic objective evaluation indicators include Ambiguity, Clarity, Peak Signal
to Noise Ratio, Structural Similarity and so on.

Subjective evaluation method: The subjective evaluation of observers is the most
common and direct method of image quality evaluation. Chongyi et al. [22] invited
10members to rate the results. These ten people are experienced in image processing.
Each member does not know which result the method proposed by the author is, and
there is no time limit in the process of scoring by members. Therefore, a relatively
fair average visual quality score can be obtained.

5 Conclusion

This paper introduces several methods of AUV’s autonomous operation of visual
image restoration and summarizes the common problems in these methods, which
can help researchers gain some knowledge about underwater image restoration. This
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paper takes four different methods as a starting point and introduces four different
types of image restoration methods, the following work can be carried out based on
these methods. It should be noted that underwater image restoration technology is
constantly evolving and needs continuous improvement.
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On Improving Perceptual Image Hashing
Using Reference Image Construction

Xinran Li and Zichi Wang

Abstract This paper proposes an improved framework for perceptual image
hashing, which is able to improve existing image hashing schemes. In our framework,
hash sequence contains two parts. The first one is generated by an existing perceptual
image hashing scheme on an input image. Then, a reference image is constructed
by executing Wiener filtering on the input image. Subsequently, the same hashing
scheme is executed on the reference image to obtain the second part. Finally, the two
parts are combined together to form the improved hash. With the improved hash, the
properties ofmain content of image can be fully extracted. Experimental results show
that the performances of existing perceptual image hashing schemes, e.g., perceptual
robustness, discrimination capability, can be improved using our framework.

Keywords Digital image · Perceptual hashing · Improvement

1 Introduction

The technique of perceptual image hashing aims to map a given image into a short
sequence (called image hashing)with a fixed length [1]. The generated hash sequence
is robust to conventional content-preserving manipulations, e.g., filtering, JPEG
compression, geometrical transform and noising, and is significantly different for
perceptually distinct images. These properties cannot be achieved by typical crypto-
graphic hash functions which are very sensitive to tiny modifications on input data
[2]. For this reason, perceptual image hashing has been well developed in the past
two decades. There are a lot of important applications for perceptual image hashing,
such as image authentication [3], image retrieval [4], digital forensics [5].

X. Li (B)
School of Optical-Electrical and Computer Engineering, University of Shanghai for Science and
Technology, Shanghai 200093, China
e-mail: 191550054@st.usst.edu.cn

Z. Wang
School of Communication and Information Engineering, Shanghai University, Shanghai 200444,
China

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. Yao et al. (eds.), The International Conference on Image, Vision and Intelligent Systems
(ICIVIS 2021), Lecture Notes in Electrical Engineering 813,
https://doi.org/10.1007/978-981-16-6963-7_33

353

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6963-7_33&domain=pdf
http://orcid.org/0000-0003-4182-3989
http://orcid.org/0000-0003-0283-5338
mailto:191550054@st.usst.edu.cn
https://doi.org/10.1007/978-981-16-6963-7_33


354 X. Li and Z. Wang

The derivation of perceptual image hashing can be traced back to [6], in which the
concept of image hashing was proposed. After that, many effective perceptual image
hashing schemeshadbeendeveloped [7]. Traditional proposalswere basedonmanual
hash extraction, mainly included three stages: pre-processing, feature extraction and
hash generation. Many techniques were employed for perceptual image hashing,
such as DCT (Discrete Cosine Transform) [8], SVD (Singular Value Decomposition)
[9], and CS (Compressed Sensing) [10]. Besides, some schemes were based on
ring partition [11–13]. In [11], the input image was divided into different rings
after normalization. Then, the ring-based entropies were employed to obtain the
final hash sequence. In [12], a rotation-invariant secondary image was constructed
to give image hash the ability to resist rotation. In [13], the rotation robustness
was further enhanced by ring partition and invariant vector distance. Recently, deep
learning based perceptual image hashing schemes achieved good performance, in
which the stages of feature extraction and hash generation were combined by deep
networks automatically [14–16]. In [14], deep convolutional neural network was
used to learn binary image hashing. A hash layer was added into the deep network
to learn the hash function with visual feature. In [15], deep network was trained in
a layer-wise manner to progressively improve robustness. The authors proved that
the hierarchical architecture is beneficial to the security of hash function. In [16], the
training set structurewas adjusted dynamicallywithmultiple constraints to guarantee
the robustness and discrimination simultaneously.

Although more and more perceptual image hashing schemes were designed and
achieved good performance, the cost for developing a new hashing scheme is high,
and the utilization of existing schemes is insufficient. In addition, the generality is
poor if it only improves a certain scheme [17]. Therefore, a general framework which
is able to improve existing perceptual image hashing schemes is desirable. Although
the existing hashing schemes are effective for digital images, they still can be further
improved.

Robustness to content-preserving manipulations is an important property of
perceptual image hashing. This paper proposes a universal framework to improve
perceptual image hashing with the help of content-preserving manipulation. The
improved hash contains two parts. An existing image hashing scheme is executed
on an input image to obtain the first part. With a content-preserving manipulation, a
reference image is constructed from the input image. As a result, main content of the
input image is filtrated. The second part is obtained by employing the same hashing
scheme on the reference image. Finally, the two parts are combined to form the new
hash. The novelty and contributions of this paper are summarized as follows:

1. We propose a general hash improved framework for digital images, which is
able to improve existing image hashing schemes. In our framework, we propose
the strategy of reference image construction which is effective for perceptual
image hashing.

2. Using our framework, the performances (such as perceptual robustness and
discrimination capability) of existing image hashing schemes (includingmanual
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and deep learning based schemes) can be improvedwithout increasing the length
of hash.

2 Proposed Framework

In this paper,we propose a general improved framework for perceptual image hashing
using the strategy of reference image construction. As shown in Fig. 1, an existing
image hashing scheme is employed on an input image firstly. Then, a reference image
is constructed from the input imageusing a content-preservingmanipulation tofiltrate
the main content of the input image more efficiently. The obtained reference image
is identical to the input image semantically. After that, the same hashing scheme is
employed again on the reference image. The obtained two hashes are combined to
form the final hash sequence. The details are as follows.

2.1 Reference Image Construction

To filtrate the main image content more efficiently, a reference image is constructed.
To achieve satisfactory perceptual robustness, the constructed reference image should
be semantically identical with the input image. Wiener filter is a superior tool for
reference construction with minimal MSE (Mean Squared Error) [18, 19], which
reserves themain content of an imagewithout bring in additional noise (somecontent-
preservingmanipulationswill bringing in unnecessary noise, such as speckle noising,
JPEG compression). For this reason, we use Wiener filter to construct a reference
image which is close to the input one.With proper parameters, the obtained reference
image is able to supplement necessary information about the input image.

For an input imageXo sizedM ×N, a reference imageXr is obtained afterWiener
filtering. The value m of MSE between Xo and Xr is

m = E{[x(n) − xr(n)]2}, (1)

Reference Image 
Construction

Input
image

Hash
Combination

Hash
Extraction

Hash
Extraction

Image
hash

Perceptual 
identical

image

Fig. 1 Architecture of the proposed framework
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where the operator E{·} is mathematical expectation, and n ∈ {1, 2, …, MN}. To
achieve a Wiener filter, the indicators mean and standard deviation are estimated
using a specified local neighbourhood of each pixel. Specifically, Xo is filtered by
pixel-wise adaptive Wiener filtering. As shown in Eqs. (2) and (3), the mean μ and
standard deviation σ can be calculated using neighbourhoods with a given size s
(will be given in experiments).

μ = 1

s2
∑

i, j∈C
xo(i, j), (2)

σ =
√√√√ 1

s2
∑

i, j∈C
x2o (i, j) − μ2, (3)

where x (i, j) is the (i, j)-th pixel of image Xo, and C is the s × s neighbourhood of
x (i, j). The power of the difference between Xo and Xr can also be estimated using
the statistical results calculate from Xo. Finally, reference image can be constructed
using Eq. (4),

Xr = Xo ⊗ F, (4)

where F is a 2D Wiener filter, and “⊗” is the operation of convolution. The filtered
version is perceptual identical with the input image.

The reference image is a supplement of the input image,which is helpful to capture
the main content of the input image. This is significant to perceptual image hashing
since main content of an image is important to perceptual robustness.

2.2 Hash Generation

With the input image Xo and reference image Xr, an existing image hashing scheme
is employed to extract hashes respectively. The method employed for hash extrac-
tion will be discussed in experiments, in which three state-of-the-art image hashing
methods RE [11], RP-NMF [12], and DAE-NN [15] are employed for comparison.

Denote the hashes of Xo and Xr as Ho = {ho(i)} and Hr = {hr(i)}, i ∈ {1, 2, …,
k}, where k is the length of hash sequence. Another element to obtain the final hash
sequence is the way to combine Ho and Hr. Since the lengths of Ho and Hr are the
same, we empirically achieve the combination by the straightforward operation of
averaging. That means the final hash sequence H = {h(i)} is the average result of
Ho and Hr, as shown in Eq. (5).

h(i) = ho(i) + hr(i)

2
. (5)
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In this way, the performances of existing image hashing schemes can be improved
without increasing the length of hash. During the applications for perceptual image
hashing such as image authentication, the length of hash sequence is highly related
to computational complexity.

3 Experimental Results

To check the effectiveness of our framework, we conduct some groups of experi-
ments. Firstly, we set up the experimental environments. Then,we discuss the percep-
tual robustness and discrimination capability. Finally, we provide the results of image
authentication.

3.1 Experiment Setup

We employ the image dataset UCID [20] for experiments, which contains 1338
uncompressed color images sized 512 × 384. Moreover, some popular test images
(shown in Fig. 2), which are widely utilized in the fields of image processing, are
also employed for experiments.

Tomeasure the distanceD(H1,H2) of two hashesH1 = {h1 (i)} andH2 = {h2(i)}, i
∈ {1, 2,…, k},MSE is employed in this section, as shown in Eq. (6). Smaller value of
D(H1,H2) means higher similarity between the two hashes. Usually, two images can
be judged as perceptually identical if the distance D between the corresponding two
hashes is smaller than a given thresholdT. Otherwise, the two images are perceptually
distinct.

D(H1,H2) = 1

k

k∑

i=1

[h1(i) − h2(i)]
2. (6)

For comparison, three popular image hashing schemes RE [11], RP-NMF [12],
and DAE-NN [15] are employed. The filter size s in Subsection 2. A for the three
schemes are determined as 3, 5, 6 by experiments, respectively. For convenience,

Fig. 2 Several popular test images. a Lena; b aerial; c peppers; d earth; e car
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Table 1 Parameter settings
of content-preserving
manipulations

Manipulation Parameter Values

Gamma correction Gamma coefficient 0.75, 0.85, 0.95, 1.05,
1.15, 1.25

Speckle noise Variance 0.05, 0.06, 0.07, 0.08,
0.09, 0.1

Wiener filtering Window size 3, 5, 7, 9, 11, 13

the hash values of RE and RP-NMF are restricted to 0 to 1 in our experiments. To
get perceptually identical images, three content-preserving manipulations Gamma
Correction, Speckle Noise, and Wiener Filtering are used in our experiments. The
corresponding parameter settings are listed in Table 1. In total, 18 perceptual images
will be produced for each input image.

3.2 Perceptual Robustness

Robust to content-preserving manipulation is an important property of perceptual
image hashing. It means that the distances between hash pairs of two perceptually
identical images should be small enough. The comparisons of perceptual robustness
between our framework and the schemes RE, RP-NMF, DAE-NN tested on images
Lena, Aerial, and Peppers are shown in Figs. 3, 4 and 5. The ordinate stands for the
distance between hash pair of an input image and its perceptually identical version,
while the abscissa stands for the value of parameter in Table 1. Where “RE-P”, “RP-
NMF-P”, and “DAE- NN-P” stand for the improved versions using our framework.

It can be seen from Figs. 3, 4 and 5 that the hash distance of existing hash schemes
tested on perceptually identical images are shortened in most cases after our frame-
work is used. That means the perceptual robustness of existing hash methods is
improved by using our framework. To further verify the effectiveness of our frame-
work, all the 1338 images in UCID are used as input images. The average distance
comparisons of image hashing schemes tested on these images are shown in Fig. 6.

Fig. 3 Hash distances comparisons of gamma correction on a Lena; b aerial; c peppers
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Fig. 4 Hash distances comparisons of speckle noise on a Lena; b aerial; c peppers

Fig. 5 Hash distances comparisons of WIENER FILTERING on a Lena; b aerial; c peppers

Fig. 6 Hash distances comparisons on UCID for a Gamma correction; b speckle noise; c wiener
filtering

The results also indicate that our framework is effective in improved the perceptual
robustness of existing hash schemes. Specifically, using our framework, the average
improvement on MSE of RE for Gamma Correction is 0.77%, while 2.04% for
Speckle Noise, and 2.02% for Wiener Filtering. For RP-NMF, the average improve-
ment is 5.29%, while 9.26% for Speckle Noise, and 5.58% for Wiener Filtering.
For DAE-NN, the corresponding improvements are 1.16%, 1.03%, and 3.78%,
respectively.
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Table 2 Average hash distances comparison

Images RE/RE-P RP-NMF/RP-NMF-P DAE-NN/DAE-NN-P

300 images in UCID 0.14882
0.14884

0.046806
0.046961

0.019591
0.019600

The bold stand for the better perfomances

Table 3 Hash distances between perceptually distinct images

Schemes Lena and aerial Lena and peppers Lena and earth Lena and car

RE 0.13686 0.20290 0.10636 0.04201

RE-P 0.13734 0.20294 0.10805 0.04353

RP-NMF 0.03912 0.00944 0.00378 0.03054

RP-NMF-P 0.03971 0.01022 0.00431 0.03283

DAE-NN 0.02100 0.02327 0.01300 0.02251

DAE-NN-P 0.02145 0.02342 0.01304 0.02254

The bold stand for the better perfomances

3.3 Discrimination Capability

Contrary to perceptual robustness, for perceptually distinct images, the hash distance
should be great enough. To test the discrimination capability, we firstly extract the
hashes of 300 images selected from UCID. Then, for each hash, we calculated the
average distance D between it and all the other 299 hashes. Totally, there are (300
× 299)/2 = 44,850 distances obtained for all the hash pairs of the 300 perceptually
distinct images. Table 2 lists the average values of the 44,850 distances for different
image hashing schemes. Meanwhile, some distances calculated from the images in
Fig. 2 are listed in Table 3.

It is clear that the hash distance of existing hash schemes tested on perceptually
distinct images is enlarged after our framework is used. Therefore, the discrimina-
tion capability of existing image hashing schemes also can be improved using our
framework.

3.4 Application of Image Authentication

There are many applications for perceptual image hashing. For example, the hash
distance between an original image and its tampered version should be great enough
for the application of image authentication. This is helpful to determine whether a
suspicious image has been tampered or not. Figure 7 shows several cases of image
tampering. The top of each image pair is the original image while the bottom is the
tampered version. Table 4 lists the hash distances between the image pairs.



On Improving Perceptual Image Hashing Using Reference … 361

Fig. 7 Cases of image tampering

Table 4 Hash distances
between original and
tampered images

Schemes Figure 6a Figure 6b Figure 6c

RE 0.025714 0.00036743 0.029533

RE-P 0.025811 0.00040721 0.030010

RP-NMF 0.0026688 0.00017152 0.014278

RP-NMF-P 0.0030037 0.00021065 0.015839

DAE-NN 0.0015845 0.00038946 0.0034646

DAE-NN-P 0.0016139 0.00039232 0.0034675

The bold stand for the better perfomances

It is observed from the results that hash distances of our framework are greater
than that of existing hash schemes. The results indicate that our framework is
more effective to capture the changes caused by tampering manipulations. There-
fore, our framework can achieve better performance for the application of image
authentication.

4 Conclusion

With more and more perceptual image hashing methods are designed, we investigate
the improvement of perceptual image hashing instead of developing a new hashing
method.Wepropose a general framework to improve existing image hashing schemes
using the strategy of reference image construction. Existing image hashing schemes
are executed on the input image and reference image, respectively. The obtained
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hashes of input image and reference image are combined to formanewhash sequence.
Experimental results show that the performances of the new hash sequence, e.g.,
perceptual robustness, discrimination capability, are better than that of the original
ones. In future work, more ways (such as concatenation) of fusing the last two hash
sequences can be discussed for improving perceptual image hashing further.

Acknowledgements This work was supported by Natural Science Foundation of China under
Grant 62002214.
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A Zero-Watermarking Against
Large-Scale Cropping Attack

Jing Wang , Sellappan Palaniappan , and Bing He

Abstract Considering the digital copyright protection of the color image, and
aiming at the shortcomings of the existing color image zero-watermarking algorithms
against various attacks including image information loss, e.g., cropping, rows and
columns removal, and smearing, etc. A color image zero-watermarking algorithm
based on quaternion fractional-order generalized Laguerre moments (QFr-GLMs)
is proposed. The novelties of the proposed scheme are as follows: (1) QFr-GLMs
are applied the first time in the digital copyright protection based on color image
zero-watermarking scheme; (2) The proposed zero-watermarking scheme can effi-
ciently resist traditional noisy and smoothing filter attacks,moreover, when the image
is attacked by large-scale cropping or smearing, the proposed zero-watermarking
scheme can still detect the watermark correctly; Simulation experimental results
prove that the performance of the proposed scheme is superior to that of the
graying-based and the single channel-based zero-watermarking schemes.

Keywords Quaternion algebra · Fractional-order generalized Laguerre moments ·
Zero-watermarking · Cropping attack

1 Introduction

As an effective image descriptor, orthogonal moments have been widely used in
the fields of image processing and analysis such as image reconstruction, digital
image watermarking and objection recognition. Orthogonal moments can be divided
into continuous orthogonal moments like Zernike moments [1], orthogonal Fourier-
Mellion moments [2] and Bessel-Fourier moments [3], or into discrete orthogonal
moments. Compared with continuous orthogonal moments, the discrete orthogonal
moments have better numerical stability because the image itself is digitalized and
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there is no numerical approximation operation. In the regions of image processing and
analysis, color images include more information than grayscale and binary images.
Quaternion algebra based color image representation regards an image as a three-
dimensional vector describing the components of the color image, which effectively
uses the color information of different channels of the color image. For color images,
quaternion algebra can be used to construct quaternion image moments. Many
quaternion image moments, such as: quaternion polar harmonic Fourier moments
(QPHFMs) [4], and quaternion exponent-Fourier moments (QEFMs) [5], have been
proposed by researchers using the existing orthogonal polynomials. In order to
make the image description more stable and accurate, the related scholars extend
the integer-order image moments to the fractional-order level, and propose the
related fractional-order orthogonal moments, such as the fractional-order Chebyshev
moments (Fr-CMs) [6], and fractional-order Zernike moments (Fr-ZMs) [7].

Nowadays, digital copyright protection of image content is a key issue to protect
the rights of intellectual property for authors, due to those digital image data can be
easily carried out manipulations. Digital watermarking is considered a vital copy-
right protection technique by embedding watermark (or a message) into the images.
At present, in the field of digital watermarking, many scholars and researchers have
focused on the research of zero watermarking. In recent years, zero watermarking
technology has become a research hot-spot in the field of information security, due
to it solves the contradiction between invisibility and robustness in traditional water-
marking technology. Wen et al. [8] have proposed the concept of zero watermark
for the first time in 2003, since then, the research on zero watermarking has been
continuously expanded and enhanced, and more and more related academic research
results have been applied in the field of digital copyright.

Inspired by the Fractional-order Generalized Laguerre Moments (Fr-GLMs) that
can effectively extract local features of an image, in our work, we propose a novel
zero-watermarking scheme, to protect the copyright of color images, basedonQuater-
nion Fractional-order Generalized Laguerre Moments (QFr-GLMs). This scheme
takes advantage of Region of Interest (ROI) feature-extraction of the QFr-GLMs
to improve the robustness against large-scale cropping and smearing attacks in the
process of image transmission. In addition, since the technique of quaternion algebra
is introduced, compared with the graying-based and the single channel-based zero-
watermarking schemes, the performance of our proposed scheme is more excellent
in resisting conventional image processing attacks.

2 Definition and Calculation of QFr-GLMs

Firstly, the three components of a color image f rgb(x, y), fr (x, y), fg(x, y), and
fb(x, y), correspond to three imaginary components of a pure quaternion. There-
fore, an image f rgb(x, y) in RGB color space can be expressed by the following
quaternion.
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f rgb(x, y) = fr (x, y)i + fg(x, y) j + fb(x, y)k. (1)

Secondly, the corresponding fractional-order generalized Laguerre moments (Fr-
GLMs) can be defined as

S(α,λ)
nm = w

N−1∑

i=0

N−1∑

j=0

f gray(i, j)L
(αx ,λx )

n (xi )L
(αy ,λy)

m (y j ), (2)

where f gray(i, j) represents a grayscale digital image. For convenience, we map the
original two-dimensional digital-image matrix to a square area of [0, L] × [0, L].
Here, L > 0, w = (L

/
N )2, xi = i L

N , y j = j L
N , i, j = 0, 1, 2, . . . , N − 1, and the

normalized fractional-order generalized Laguerre polynomial (NFr-GLPs)L
(α,λ)

n (x)
can be recursively calculated as follows

L
(α,λ)

n (x) = (A0 + A1x
λ)L

(α,λ)

n−1 (x) + A2L
(α,λ)

n−2 (x), (3)

where L
(α,λ)

0 (x) =
√

ω(α,λ)(x)
�(α+1) , L

(α,λ)

1 (x) = (1 + α − xλ)

√
ω(α,λ)(x)
�(α+2) , A0 = 2n+α−1√

n(n+α)
,

A1 = −1√
n(n+α)

, A2 = −
√

(n+α−1)(n−1)
n(n+α)

, ω(α,λ)(x) = λx (α+1)λ−1 exp(−xλ), α > −1,

λ > 0, λ ∈ R+, and �(·) is the gamma function, for details, see Ref. [9].
Finally, the right-side QFr-GLMs of an original RGB color image in Cartesian

coordinates are defined as
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where μ = (i + j + k)/
√
3 is the unit pure imaginary quaternion. The QFr-GLMs

expressed in quaternions and the Fr-GLPs of single channels in traditional RGB color
images are related as follows:
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Q(α,λ)
nm = A + i B + jC + kD, (5)

where A = − 1√
3
[S(α,λ)

nm ( fr ) + S(α,λ)
nm ( fg) + S(α,λ)

nm ( fb)],
B = 1√

3
[S(α,λ)

nm ( fg) − S(α,λ)
nm ( fb)], C = 1√

3
[S(α,λ)

nm ( fb) − S(α,λ)
nm ( fr )],

D = 1√
3
[S(α,λ)

nm ( fr ) − S(α,λ)
nm ( fg)].

Accordingly, an original color image f rgb(p, q) can be reconstructed by finite-
order QFr-GLMs. The reconstructed image is represented as

f
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3 Local-Feature-Extraction Analysis for QFr-GLMs

In this section, we develop the application of the QFr-GLMs to local-feature extrac-
tion from color images and the local feature image-cropping invariance of the QFr-
GLMs is tested. The test images were four typical color images selected from the
COIL-100 database, i.e., Toy, Bottle, Cup and Spoon size of 128×128, respectively.
The local features in teach color image at different positions of the four-color images
were reconstructed using the features extracted by the QFr-GLMs with different
parameters. The experimental results are summarized inTable 1. This table shows that
under different parameter settings, the proposed QFr-GLMs provided good image
reconstructions in different regions of the original color image (the target areas of
ROI extraction from the original color images are enclosed in the red-edged boxes).
Under the parameter setting αx = 22, αy = 1, λx = 1.4, λy = 1.6, the QFr-GLMs
extracted the upper part of the original color image. Meanwhile, the QFr-GLMs with
αx = 3, αy = 60, λx = 1.21, λy = 1.25 extracted the bottom part of the original
color image, those with αx = 5, αy = 3, λx = 1.46, λy = 1 obtained the left part
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(a) A                 (b) B (c) C (d) D

Fig. 1 The color cropped images at different positions from coil-100 datasets

Table 2 QFr-GLMs moduli and MRE for color cropped images at different positions

MRE |Q(α,λ)
11 | |Q(α,λ)

22 | |Q(α,λ)
33 | |Q(α,λ)

44 | |Q(α,λ)
55 | |Q(α,λ)

66 | |Q(α,λ)
77 | MAE

Toy 0.4135 1.9333 0.5847 1.4608 0.6005 0.8636 0.7116 –

A 0.4135 1.9333 0.5847 1.4608 0.6005 0.8636 0.7116 0

Bottle 0.3435 0.2851 0.6614 1.5392 0.7979 0.1921 0.3510 –

B 0.3435 0.2851 0.6613 1.5389 0.7972 0.1909 0.3485 0.0007

Cup 0.2371 1.4215 0.7482 1.6729 1.0414 0.6900 0.2739 –

C 0.2371 1.4215 0.7482 1.6729 1.0414 0.6900 0.2739 0

Spoon 0.0511 3.1356 0.0293 1.1299 0.1897 0.0869 0.0245 –

D 0.0511 3.1356 0.0291 1.1297 0.1903 0.0887 0.0246 0.0004

of the original color image, and those with αx = 85, αy = 3, λx = 1.46, λy = 1.5
extracted the right-upper part of the original color image. In addition, the image-
cropping invariance of the QFr-GLMs is tested, and each of four-color images is
cropped at different positions, respectively, which is illustrated in Fig. 1. The moduli
for the QFr-GLMs of the four-color images are compared with those for the QFr-
GLMs of the cropped images. The change rate of the moduli of the rotated images to
that of the original images is measured by mean absolute error (MAE). The results
in Table 2 shows that all MAE values are smaller than 0.0007, indicating that the
moduli for the QFr-GLMs of the cropped images remain basically unchanged, which
demonstrates that the QFr-GLMs under different parameter settings are invariant to
image-cropping.

4 Proposed Zero-Watermarking Scheme

In this section, the QFr-GLMs were applied to zero-watermarking color image.
Although the existing anti-geometric attack watermarking algorithms are effec-
tive against traditional geometric transformations (rotations, scaling, translations,
or affine transformations) and conventional signal processing (noise adding, lossy
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compression, and image filtering), the information loss from strong cropping and
shearing attacks have been rarely investigated in this field. Some of the robust water-
marking algorithms can extract the watermark information to a certain extent after
weak cropping (information loss < 25%), but cannot recover the watermark infor-
mation after large-scale information loss (strong cropping or shear attacks). In such
cases, the algorithms are invalid. To resolve these problems,we exploit the advantages
of the proposed QFr-GLMs (local-feature extraction from color images and multi-
point embedding) in a zero-watermarking system corrupted by large-scale cropping
and smearing attacks.

4.1 Design of the Zero-Watermarking Scheme

The registration process of the proposed color-image zero-watermarking algorithm
is shown as follows:

Step 1: Divide the original color host image needing copyright protection intoW
× W blocks. To preserve the details of the block image and reduce the false-alarm
rate in digital watermarking, the size of the block image segmented in the host image
should not be too small. Empirically, the size of the block image (if possible) should
exceed 1/9 of the original image size. In this paper, the color host image I (RGB)

M×N was
sized 192 × 192. Therefore, we divided the original image into 3 × 3 blocks, and
marked the segmented images as B(RGB)

k .
Step 2: Extract the local-feature parameters (i.e.,αx , αy, λx , λy , and L) of the color

host image corresponding to each block image, and set them as the key character
sequence keyi = {αi

x , α
i
y, λ

i
x , λ

i
y, L

i }, i = 1, 2, . . . , 9. A number of lower-order

moments of the proposed QFr-GLMs are then extracted as the feature vector V (RGB)
k ,

k = 1, 2, . . . , 9. Here we set V (RGB)
k = {v(1)

nm, v(2)
nm, . . . , v(k)

nm, k = 9}, vnm denote the
lower-order moments of Q(α,λ)

nm in Eq. (4). This feature vector is registered in the
Certificate Authority Center (CA center, a third-party copyright protection center).

Step 3: The above information is time stamped and registered in the CA center,
together with the user’s signature information. At this time, the original color host
image is announced to be under copyright protection.

4.2 Design of the Zero-Watermarking Detection System

Watermark detection is the reverse process of registration, in this stage, extracting the
feature vector Ṽ (RGB)

k from the CA center, and sum the absolute differences between
the feature vector Ṽ (RGB)

k obtained in the previous step and the feature vector V (RGB)
k

obtained in the registration stage of the zero-watermarking algorithm. The sum is
calculated as follows:
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d = min

{
1

cnt2

cnt∑

n=1

cnt∑

m=1

|v(k)
nm−ṽ(k)

nm |
}

. (7)

In this experiment, cnt = 10 and k = 1, 2, . . . , 9. When d ≥ ε (where ε is an
empirical threshold, set to 0.02 in the current experiment) and the time stamp does not
match the information provided by the CA center, the verification is completed. The
verification proves that the color host image either contains or lacks the watermark
information.

4.3 Experimental Results of the Proposed Scheme

To verify the effectiveness of the zero-watermarking algorithmbased on the proposed
QFr-GLMs, the “cat” color image was extracted from the COIL-100 database, and
its size was normalized to 192 × 192. The size-normalized image was taken as the
host image (see Fig. 2). This subsection describes the implementation and results of
two groups of experiments. The first experiment investigated the robustness of the
algorithm to various signal-processing. The second experiment examined the perfor-
mance of the proposed zero-watermarking system on strongly cropped and randomly
smeared images, and visualized the results of different cropping and smearing ratios
on the cat host color image. In this subsection, the similarity between the original
color host image and the attacked color image was measured by the PSNR, and
the similarity between the detected feature vector Ṽ (RGB)

k and the feature vector
V (RGB)
k in the CA center was judged by Eq. (4). Evidently, as d approaches 0, the

zero-watermarking scheme becomes more robust.

Fig. 2 Original color host
image of a cat ornament
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Experiment 1. During network transmission, images are highly vulnerable to noise
interference. In this experiment, the original color host imagewas tested under attacks
by Gaussian white noise with a variance of 0.02, salt and pepper noise with a density
of 5%, and speckle noise with a variance of 0.04. As noise interference is usually
removed by filtering operations, filtering (with consequent loss of image pixels)
is another frequently encountered attack in image processing and pattern recogni-
tion. In the experiment, the original color host image was subjected to median and
average filtering with a 5 × 5 window. Furthermore, images in computer vision
or signal processing are frequently processed by blurring and JPEG compression.
Image blurring leads to partial block distortions, and JPEG compression causes pixel
losses. During this experiment, the Gaussian blur parameter was set to the default in
Matlab2013a’s software environment, and the JPEG compression ratio was set to 60.
Table 3 compares the results of the proposed zero-watermarking scheme and other
schemes (the direct graying-based method and the single channel-based method).
The proposed algorithm was highly robust and outperformed the two established
schemes.

Experiment 2. Cropping or smearing attacks are the most difficult problems in
digital watermarking. Although the existing digital watermarking algorithms are
robust to small-scale cropping and smearing operations, most of them fail under
large-scale cropping or smearing operations. In this experiment, the color host image
was cropped by different ratios (25%, 70%, 68%, and 82%) on different regions
of the image. The image was also randomly smeared at ratios of 16%, 74%, and

Table 3 Typical results of images subjected to traditional image processing

Attacks PSNR (dB) d

Direct
graying-based
method [11]

Single
channel-based
method [12]

The proposed
method

Gaussian white
noise
(Variance: 0.02)

17.82 0.0024 0.00157 0.00112

Salt and peppers
noise
(Density: 15%)

15.63 0.0043 0.00172 0.00121

Speckle noise
(Variance: 0.04)

16.92 0.0025 0.00168 0.00099

Median filtering
(Window: 5)

26.43 0.00038 0.00021 0.00018

Average filtering
(Window: 5)

27.68 0.00022 0.00016 0.00011

Gaussian blur
(Default)

28.22 0.00018 0.00013 0.00008

JPEG compression
(Quality: 60%)

25.44 0.00029 0.00019 0.00014
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86%. Table 4 shows the cropped images and their experimental results. Unlike the
zero-watermarking algorithm of Xia et al. [10], the proposed scheme based on the
QFr-GLMs effectively detected the watermark, even on the image cropped by 82%.
Thus, the proposed scheme is suitable for an image-copyright protection of cropped
or smeared images.

5 Conclusions

This paper proposed a new zero-watermarking scheme, to protect color image copy-
right, based on QFr-GLMs. Our proposed scheme is very robust against traditional
image processing, such as: noise, and smoothing filtering attacks, especially, against
large-scale cropping and smearing attacks in the fields of imagewatermarking, which
provide significant practical value in the copyright protection of color images. In
future work, we would aim to address other research fields related to color images
such as image retrieval, image classification, image matching and other research
fields.

Funding This work was supported by the Science Foundation of the Shaanxi Key Laboratory
of Network Data Analysis and Intelligent Processing (Grant No. XUPT-KLND201901), Shaanxi
Province of Key R&D project (Grant No. 2020GY-051), Weinan regional collaborative innova-
tion development research project (Grant No. WXQY001-001 and WXQY002-007) and Shaanxi
Provincial Department of Education project (Grant No. 20JS044).

Table 4 Experimental results of images subjected to cropping and smearing attacks

Host image

d = 0

Attacks Parameters Attacked color image d Detection results (Y/N)

Cropping Upper-left cropping
area: 25%

0 Y

Cropping Rows cropping area:
70%

0.0082 Y

Cropping Columns cropping
area: 68%

0.0076 Y

Cropping Upper-left Cropping
area: 82%

0.0097 Y

(continued)
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Table 4 (continued)

Host image

d = 0

Attacks Parameters Attacked color image d Detection results (Y/N)

Smearing Smearing area: 16% 0.0007 Y

Smearing Smearing area: 74% 0.0128 Y

Smearing Smearing area: 86% n 0.03862 N
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A Brief Review of Image Dehazing
Algorithms Based on Deep Learning

Juan Wang , Chang Ding , Minghu Wu , Yuanyuan Liu ,
and Guanhai Chen

Abstract Single image dehazing is a challenging problem, and it is far from solved.
The application of deep learning in dehazing is only in the initial stage of explo-
ration since the structure of deep learning is not designed for it. It occurs frequently
that outdoor image quality is seriously affected when capturing image outside with
dense haze, the contrast of the picture drops, and the information is lost due to
the particles in the atmosphere. It seems indispensable to work on images without
dehazing. A great number of methods have been proposed over the past dozen years.
Those methods can be divided into traditional and deep learning methods. This
paper mainly summarizes and uses traditional algorithms to compare, explains
the classic algorithms of deep learning and introduces recent new efficient algo-
rithms. The deep learningmethod architecture in the paper has been classified into the
following two categories, (a) Convolution neural network (CNN) and (b) Generative
adversarial network (GAN).

Keywords Dehazing · Deep learning · Convolution neural network · Generative
adversarial network

1 Introduction

When light propagates in haze and other media, the reflected light of the target object
encounters these particles during the propagation process and interacts with them,
such as absorption, radiation, and scattering, resulting in the redistribution of light
energy, or reduced contrast in the color distortion and other phenomena.

Since insufficient information, these low-quality images seriously affect the effec-
tiveness of the intelligent vision system. Hazy images will affect the target obser-
vation, identification and forensics. Due to the scattering of particles, event analysis
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becomes difficult, and the image information collected by the imaging sensor is
severely degraded, which greatly limits the application value of the image.

The purpose of image dehazing is to eliminate or alleviate the impact of haze
environment on image quality, and enhance the readability of images. Based on
dehazing technique, knowledge in every direction in intelligent vision can be applied
to smart vehicles, parking and other intelligent image recognition situations. What
makes the field of image dehazing a hotspot is the proposal of these methods, such as
Dark Channel Prior (DCP) [1], Maximum Contrast [2] (MC). Dehazing algorithms
based on prior knowledge are less proposed recently [3].

Traditional dehazing model is based on prior knowledge, but it does not perform
well in heavily hazy images or complicated situations. The use conditions of tradi-
tional dehazing models are relatively strict, and programs require long running
time.

Deep learning methods have solved these key problems. DehazeNet [4], early
effective deep learning methods, adopts convolutional neural network for single
image haze removal and system used to restore clear images.

CNN-based methods, like fusion work [5, 6], Multi-domain application [7, 8],
methods based on GAN architecture are [9–12]. And dehazing algorithms are used
in many scenarios, such as underwater circumstances [13–15], nighttime dehazing
[16–18], nonhomogeneous haze image [19–21].

2 Related Work

I (x) = J (x)t (x) + A(1 − t (x)), t (x) = e−βd(x) (1)

Atmospheric Scattering Model [22] was widely used to describe the formation
of hazy image. Where I(x) represents haze image, J denotes the scene radiance
which represents the haze-free image, A denotes the global atmospheric light, and t
denotes the medium transmission. t is defined as follows if the global atmosphere is
homogeneous.

β stands for scattering coefficient of atmosphere, and d is scene depth, the atmo-
sphere scattering model shows that image dehazing is a determined problem with
the knowledge of A and t.

This paper lists several image datasets commonly used in the dehazing community
(Table 1).

3 Traditional Algorithms

DCP. He et al. purposed Dark Channel Prior method DCP. They found that the non-
sky local area image in the test image always has at least one low-value channel,
which means the minimum value of light intensity in this area has a minimum value
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Table 1 Available datasets
and information

Datasets In/outdoor Format Haze

NYU Depth Dataset V2 [23] Indoor JPG Synthetic

FRIDA [24] Outdoor PNG Synthetic

D-HAZY [25] Indoor PNG Synthetic

O-HAZE [26] Outdoor PNG Artificial

I-HAZE [27] Indoor PNG Artificial

RESIDE [28] Both PNG Synthetic

BeDDE [29] outdoor PNG Natural

(Fig. 1).

J dark(x) = min
c∈{r,g,b}( min

y∈�(x)
( j c(y))) (2)

JC represent the color channel of J,Ω(x)denotes a local patch center at x. Intensity
of Jdark tends to be zero, called dark channel.

The minimum operation is performed on the three color channels separately,
DCP supposed t is constant, and parameter A is a fixed value. Minimize both sides
of the equation. According to the theory dark channel prior, Jdark, haze-free image
is approximately equal to zero. There are few particles in the atmosphere, it feels
unreal if it looks completely clear. Keeping some haze image vision will increase
authenticity. Parameter ω value is between 0 and 1, and DCP takes 0.95 as their
fundamental value.

DCP set the typical value of t0 as 0.1, and the dehazing image looked dark since
the scene radiance is usually not as bright as the atmospheric light, and recovery
formula:

J (x) = I (x) − A

max(t (x), t0)
+ A (3)

(a) Haze image      (b) Dark channel

Fig. 1 Hazy image and corresponding dark channel map
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After more experiments, it was found that the dehaze image does not perform
well in certain circumstances, such as mismatch between different parts of an image,
or some areas of the image are not restored entirely, since the transmission t is not
accurate enough.

4 Deep Learning Algorithms

Recently, researchers are beginning to try to replace traditional image dehazing
methodswith deep learning-basedmethods. There are twomainmethods to dehazing,
one is based on the atmospheric degradation model and the neural network is used
to estimate the parameters in the model. Most of the early methods are based on this
idea. The other one is to use the input haze image, directly output the image after
processed, the latest dehazing methods currently favor the latter.

4.1 Convolution Neural Network

AOD-Net. AOD-Net [30] proposed an end-to-endmodel based on CNN, the network
could generate the clear image directly instead of calculating parameters and bring the
parameters back into the formula.Whichmeans all the parameters could be calculated
in unit model. Equation (1) is the foundation of the atmospheric scattering model,
parameters t(x) and A are centralized into one equation, and the equation transform
into:

J (x) = K (x)I (x) − K (x) + b, K (x) =
1

t (x) (t (x) − A) + (A − b)

t (x) − 1
(4)

The value of b is constant at 1, therefore, our goal is to set an input adaptive depth
model whose parameters will change with the input haze image, thereby minimizing
the reconstruction error between the output J(x) and the ground truth clear image
since K(x) depends on I(x).

AOD-NET is not a heavy structural levels network, and the processing time of
an image only takes one third time of DehazeNet, benefiting from its convolutional
layer containing only three kernels. AOD used ReLU rather than BReLU, and the
learning rate is 0.001. Comparing the result of AOD-NET and previous research.

The lightweight of AOD-Net and its characteristics as the integrated dehazing
model made the AOD method processing speed much faster.

DCPDN. An end-to-end dehazing algorithms which are enabled by Embedded
method use transmission map and atmospheric light to calculate the residual haze
block directly through network. DCPDN [31] adopted edge-preserving encoder with
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densely connected pyramids, and it was used to accurately estimate transmission
mapping.

The novelty is that theDCPDNuses the joint discriminator in theGAN framework
to determine whether the paired samples come from the data distribution.

Network consists of four modules: (a) Pyramid densely connected transmission
graph estimation network. (b) Atmospheric light estimation network. (c) Formula
embedding. (d) Joint discriminator network. DCPDN used dense blocks to extract
image features and update to the original size after pooling four pictures of different
sizes.

DCPDN supposed the atmospheric light is uniform. Estimating the atmospheric
light of the image through U-net, bringing it and transmission map into equation.

Ĵ (z) = I (z) − Â(z)(1 − t̂(z))

t̂(z)
(5)

DCPDN defined a new loss function:

LE = λE,l2LE,l2 + λE,gLE,g + λE, f L E, f (6)

Which consists of edge-preserving loss LE, two-directional gradient loss, L2 loss
LE, l2E,l2. and feature loss LE,f.

DCPDN proposed the joint-discriminator which is defined as follow:

min
Gt ,Gd

max
Djoint

EI∼Pdata(I )[log(1 − Djoint (Gt (I )))] + EI∼Pdata(I )[log(1 − Djoint (Gd(I )))]
+ Et,I∼Pdata(t,J )

[log Djoint (Gt (t, J ))] (7)

Discriminator and a pyramid densely-connected encoder-decoder improve the
quality of the generated image by the network.

GCANet. GCANet adopts lightweight architecture, and used an end-to-end gated
context aggregation network for dehazing.

The main contributions as fellow:

(a) GCANet utilizes smoothed dilated convolution to avoid grid artifacts, which
refers to various forms of images that do not exist on the imaged object.

(b) Hazy input image is first encoded into a feature map by the encoder part, and
enhanced by aggregating more contextual information and fusing function-
ality of different levels without downsampling. In particular, it uses smooth
expanded convolution [32] and additional gate subnets.

GCANet decodes the enhanced feature map to original image space to get target
haze residue (Eq. (13)) by utilizing smooth dilated convolutions and additional gated
subnetworks. GCANet used a new dilated convolutional layer, in which, f is the
input variable, ω represents regular convolution layer and k is kernel size, it can be
demonstrated as Eq. (14) by adding a dilated filter on convolution layer.
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( f ⊗r w)(i) =
k∑

j=1

f [i + r ∗ j]w[ j] (8)

When dilation rate, r= 1, dilated convolutionwill return to be regular convolution.
More, GCANet proposed extra gated fusion sub-network Gwhich consists of one

convolutional layer with a kernel size of 3 * 3 to extract feature maps from different
levels (Fl ,Fm,Fh), andGCANet get threeweights (Ml ,Mm,Mh) from it. Combining
the three feature maps and weights linearly, the total Fo could be calculated.

(Ml, Mm, Mh) = G(Fl, Fm, Fh), Fo = Ml ∗ Fl + Mm ∗ Fm + Mh ∗ Fh (9)

The combined feature map Fo will be fed to the decoder to obtain the selected
haze residue. GCANet adopts simple mean square error loss used in previous papers.

r = J − I, r̂ = GCANet ∗ (I ), L = ||r̂ − r ||2 (10)

This is the residual between the haze-free image and the input blurred image, r
is ground truth and r̂ is predicted haze residue. Using MSE loss as a loss function,
the result can be improved by adding r to the input haze image to obtain the final
haze-free image.

Boosting algorithms-Multi-Scale Boosted Dehazing Network with Dense
Feature Fusion. MSBDN proposed U-Net architecture with dense feature fusion
mechanism. In the encoding stage of theU-net structure, each layer feature is regarded
as an input, and each layer feature map in the decoding stage is regarded as an output.
Upsampling result of each layer in the decoding stage is regarded as the solution of the
next iteration of the current feature map. The enhancement strategy commonly used
in denoising stepwise solution is perfectly applied here. The enhancement strategy
formula is unified, that is, the current input is added to the result of the previous
output, and then used as the next input. The proposed modules:

The Strength-Operate-Subtract (SOS) strategy is used in the decoder as an image
recovery module, and gradually refines the results by combining the previous results
with the current input as input.

Ĵ n+1 = g(I + Ĵ n) − Ĵ n (11)

Directly using the splicing method for Dense Feature Fusion (DFF) is less
effective. Back-projection technology is an effective approach to generating high-
resolution content by minimizing the reconstruction error between high-resolution
estimation results [33].

Ĥt+1 = Ĥt + h( f (Ĥt ) − Lob) (12)
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Fig. 2 The architecture of DFF module in decoder

Ht denotes the result of the tth iteration, andHt+1 denotes the result of t + 1th. At
this time, it is hoped that the error of the tth timewill be fedback to the t+1th time.Lob
denotes a low-resolution image obtained through the f-downsampling operator. By
performing the same down-sampling on the super result Ht, the difference between
it and the down-sampling result of the real ground truth images could be generated
and fed back through the function h (Fig. 2).

The method performs corresponding sampling processing on the previous result
and error calculation with the current result, and obtains an error feedback through
the function of the error which will be applied to the current result.

4.2 Generative Adversarial Network

After the originalGAN[34]was proposed in 2014, itwaswidely used in various fields
of artificial intelligence. GAN is composed of generatorG and discriminantD, which
are against each other and promote together to reach Nash equilibrium. Training is
not accomplished until G generates images close to ground truth images. There
are numbers of variants and improvements to GAN, improving from its instability,
difficult convergence and applicable filed, early variants such as used in denoise [35,
36], deblur [37] and derain [38] works.

Cycle-Dehaze. Cycle-Dehaze is based on CycleGAN [39] to make improvements,
the former designed a cyclical counter-network learning image stylemigration, using
unpaired images to train the network.

Cycle-Dehaze used end-to-endmodel for single image dehazing, and the proposed
method trains the network by providing clean and haze images in unpaired ways
instead of relying on the estimation of atmospheric scattering model parameters.
Improving the quality of texture information recovery and producing better visually
haze-free images. Integrating cycle-consistency and perceptual losses in view of the
frame of CycleGAN. Due to GPU limitations, Cycle-Dehaze resizes input image to
the size of 256 × 256 pixel by bicubic downscaling. In order to improve the quality
of input image, Cycle-Dehaze adopted Laplacian pyramid whose top layer has been
changed by fundamental image to get high-resolution image.
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Inspired by EnhanceNet [40], Cycle-Dehaze used perceptual loss to compare
images in feature space instead of images in pixel space to strengthen image quality
and metrics. Figure 3 shows two generators G, F, and two discriminators Dx and
Dy. Input image texture information will be saved and the haze-free will be output.
Cyclic consistency loss takes higher weight since the color information may be lost
if perceptual loss is higher.

Cycle-Dehaze employed feature extractor in VGG16 2nd and 5th layers. Cycle-
Dehaze employed low-resolution images as input, so its input needs to be reduced
to a preprocessing step, in order to reduce image distortion when resizing.

Cycle-Dehaze used the Laplacian pyramid to enlarge the low-resolution image
instead of using bicubic method directly. The latter part of the paper shows experi-
ments on datasets NTIRE 2018, distinctly, 256 × 256 picture input limits its scope
of application.

FD-GAN. FD-GAN [41] improves the performance of the algorithm from another
perspective. They developed a fusion-discriminator to integrate frequency informa-
tion as additional priors and constraints. This discriminator improves the performance
of the generator’s generated more realistic image from the side.

The HF (High frequency) component in the image represents those parts of image
where the intensity changes rapidly, for example, sharp edges, textures, and fine
details. On the contrary, the part of image whose intensity value changes slowly is
the LF (Low frequency) area, such as the smooth area. After removing high frequency
details, LF emphasizes the brightness, color and contrast information of the image,
and it could make color comparison easier.

The mechanism of HF and LF is used to improve the performance of the discrim-
inator, which in turn can act on generator to make it generate more realistic dehazd
images.

Regular GAN network loss is used:
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L = α1L1 + α2LS + α3L p + α4LG (13)

L1 is pixel-wise loss and LS is SSIM loos which are usually used in image
processing, LP represents perceptual loss and LG stands for adversarial loss, α1,
α2, α3 and α4 are positive weights.

Another highlight in this paper is that they proposed a new synthetic dataset for
training, which includes different indoor and outdoor images. FD-GAN proves that
improving the quality of training data can strengthen the capabilities of the network.

TheEncoder-decoder structure in generator can take full advantage of all extracted
features maps from the shallow to the deep layers of the network, and FD-GAN
chose nearest-neighbor interpolation for up-sampling due to themethodwill possibly
reduce the artifacts generated by the image.

Domain Adaptation for Image Dehazing. Since the widespread problem in the
dehazing algorithm, that is, the dehazing model trained only on synthetic data cannot
bewell extended to the processing of real haze images dehazing.DAproposed a novel
end-to-endmodel for dehazingwhich effectively connect the synthetic and real-world
hazy images, backbone of DA consists of three modules including dehazing module
in synthetic domain, image translation module and dehazing module in real domain.

Two pictures denote the input of the image translation module as a composite
picture and a real picture. The synthesized images are processed by the S2R module
to generate a fake real world image, and the real image will also be processed by the
R2S module to generate a fake synthesized image. The highlight is that the SFT can
be added to the S2R module which requires a depth map. For SFT, the depth map
obtained through the binocular map is used in the S2R network, because the haze is
a layered image in the real image, and the distribution of the haze in the artificially
formed synthetic image is uniform (Fig. 4).

Fig. 4 Flow chart of algorithms DA
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The depth map can be used to maximize the comprehensive synthetic image is
converted into a real image, which can effectively combine the information relation-
ship between the depth map and the feature map to generate a more realistic image.
DA loss is defined as:

L = Ltran + λm(Lrm + Lsm) + λd(Lrd + Lsd)

+ λt (Lrt + Lst ) + λcLc (14)

λ denotes the fourweight parameters,Ltran denotes composed of the confrontation
loss of the two generators and its feature loss. Lrm denotes the loss of the predicted
image and the clear image, and Lsm denotes the loss of the non-predicted image
and the clear image. Lsd is the converted image for clear image comparison (dark
channel), Lrt is the mutation loss and the L1 regularity before the predicted image
JR Gradient, Lc is the consistency of the image after the dehazing network with the
real haze network.

Transfer learning shows great effect in the field, method of dehazing in this area
needs further research.

5 Performance Evaluation

5.1 Metrics

The objective evaluation of the image dehazing effect is to use some quantitative
measurement methods to automatically evaluate the image quality, so as to obtain
a parameter reflecting the quality or the degree of loss as the evaluation result. The
commonly used PSNR (Peak Signal to Noise Ratio is treated as objective standard
for evaluating images. It is generally used for an engineering project between the
background noise andmaximum signal), SSIM (Structural Similarity IndexMeasure
[42] is an index to evaluate the loss and distortion of the fused image. It consists of
three parts: correlation loss, brightness and contrast distortion) and LPIPS.

5.2 Implementation

We tested the network on dataset RESIDE (Table 1) with Nvidia GTX 1660 SUP,
testing part imports RGB images with size of 640 × 480 × 3.
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5.3 Results Evaluation

Compare the differences between the following results (Fig. 5 and 6; Table 2) and
analyze them one by one. The problem studied in DCP is the image dehazing tech-
nology, which can use the haze density to estimate the distance of the object, and it
can also restore the color and visibility of the image. These have essential applications
in computer vision (such as three-dimensional reconstruction, object recognition).
Researchers didn’t know how to achieve this goal effectively before. In this paper,
they found a statistical law and proposed an effective method of dehazing.

But the problem with the algorithm is that when the transmittance of the window
is estimated through algorithms, there will be an edge effect of window size, and
the estimated edge needs to be cut out, the step will extend image processing time.
Processed image contrast is large, and some areas of image are not clean.

GT           DCP     DEHAZE NET   AOD-Net   GridDehazeNet   GCANet       MSBDN        HAZY 

Fig. 5 Results of different methods on synthetic datasets

Fig. 6 Line chart of the results of the metric
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Table 2 Available datasets
and information

Team PSNR SSIM Average runtimes (s)

DCP 18.2701 0.8217 4.95

DehazeNet 18.3734 0.8590 1.19

AOD 18.4026 0.8380 0.41

GridDehazeNet 19.0212 0.8577 0.46

GCANet 22.4106 0.9001 0.64

MSBDN 27.0397 0.9333 0.77

As the most classic method among traditional algorithms, DCP is worthy of the
public’s high praise in terms of practicability and effectiveness. Later, He et al.
improved it so that the algorithm reached the top effect of traditional methods.

As an early end-to-end network that used deep learning in the direction of
dehazeging, DehazeNet is based on manual features and goes beyond traditional
methods. From manual to intelligent, it greatly improves the speed of image
processing. It can be seen from the evaluation parameters that DehazeNet is much
faster than traditional algorithms. AOD-Net, as a truly end-to-end lightweight model,
unifies transmissionmap t(x) andA inEq. (1) into one formula generates k(x)module,
removes the step of calculating t(x), and improves overall efficiency.

From the result picture below, we can see that AOD has a more saturated color
than DehazeNet, and the latter darkens some areas in some images.

As the state-of-art method at the time, AOD achieved the effect of removing
artifacts in a large area compared with the previous method, and also provided a
direction for the subsequent dehazing method to remove image dirt.

The result of GridDehazeNet has a certain improvement over AOD-Net. However,
as shown in the dehazing image, some uncovered image areas existed.

GCANet uses smooth dilated convolution instead of the original dilated convo-
lution to solve the grid artifacts problem caused by the original dilated convolution,
and through the gated fusion sub-network, the high-level and low-level features are
integrated to improve the restoration effect and achieve a new height of dehazing
effect.

MSBDN, as a better method now in the current open source algorithm, shows high
results, which is a great improvement over the previous method. The back-projection
technique can effectively fuse and extract features from different proportions for
image dehazing. With the passage of time, new network architectures and modules
have been proposed. Most of the problems in this field summarized above have been
alleviated, which can be seen in terms of processing speed and image quality after
restoration.
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6 Conclusions

This paper summarizes traditional and recent deep learning dehazing methods. We
select representativemethods for experiments comparison, by showing and analyzing
the changes and improvements of dehazing algorithms, two evaluation standards are
used to measure. The evaluation criteria for images may no longer be limited to
PSNR/SSIM.

The low-level image processing work including dehazing work would own clear
but wrong details. Those images have worse PSNR results than blurry details, but its
human vision the effect is better.

Most of the datasets in low-level image processing work are artificially synthe-
sized. The network model obtained based on these data will have a domain gap when
used in the real world. More use Real-world data is an improvement method, but the
cost will increase accordingly. It is better to use limited real data and fine-tune the
synthetic training model than mixed training.

The methods under the deep learning framework for low-level image processing
still remains room for improvement, such as, in theories and algorithms, but for actual
projects, the use of lightweight and could be adjusted in architecture or parameter
model in simple structure may be easier to implement. Domain adaptation field
problem, algorithm adaptation for specific scenes and projects may be a novel way
to improve image quality and process speed more easily. The central idea of it is
divergent from “no free lunch theorem”.

Low-level image processing is still in its infancy, the method based on the CNN
network is still the mainstream in dehazing. The constant is that improving the
dehazing effect by adapting the innovation of the modules in the network and the
change of hyper parameters is the most direct way for a period of time. Simultane-
ously, for the GAN network, its unique image generation method and loss function
also make it a common method in low-level image processing. Unpaired image
training and image-to-image translation can be achieved by GAN.

All dehazing algorithms have a common target, which is to achieve great results
that make people feel appropriate in different datasets and real hazy images, restore
as much original image information as possible. Solving the problems of domain
adaptation. More appropriate and diverse datasets, innovative methods should
be proposed.

Acknowledgements Funding: This work was supported by the National Natural science Founda-
tion of China (grant numbers 62006073).
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A Study on the Importance of Tactile
Stimulation on Immersive Experience
for Digital Communication

Jia Feng , Zhe Qian , Guoli Chen , and Wei Wang

Abstract In the post-pandemic era, telecommuting, online education, and digital
entertainment have been widely proposed when there is a need for keeping phys-
ical distance. Analyses in digital communications literature indicate that individ-
uals heavily rely on not only visual and auditory but also tactile stimulations to
generate a more vivid digital communication. However, previous studies were some-
what focused on harnessing visual and auditory stimulations while the importance
of tactile stimulation of digital experience has yet to receive academic attention.
Given that, this paper examines the role of tactile stimulations to discern differences
in individuals’ immersive experiences between digital communications and face-
to-face communications. First, literature studies analyze current immersive digital
experience, people’s digital communication expectations, and the effects of tactile
recognition. Thereafter the research follows a research method based on content
analysis and the research results indicate that touch-enabling technologies that omit
tactile stimulations deliver poor communications.

Keywords Tactile stimulation · Immersive experience · Digital communications

1 Motivation

Einstein’s Theory on Time and Space suggests that space is not static but rela-
tively dynamic and multidimensional [1]. The interaction cyberspace is becoming
a reality along with the development and application of 5G and digitalized tech-
nology. Communicating through online virtual or hybrid alternatives has become a
new normal.

When physical and spatial obstacles are difficult to overcome, or physical
distancing is strictly required, communicating through digital media is an ideal alter-
native. Moreover, machine learning and big data tend to generate objective results,
while human judgments tend to be more subjective. Acknowledging this paradox,
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principles of media and communications are therefore subject to rational conscious-
ness: paying attention to the content of information and ignore the media; sepa-
rate communication from the scene of personal relationship; praise rationality and
reject irrationality; mask spatial and geographical elements; dismember the body
into separate organs [2].

2 Previous Studies

2.1 Expansion of Virtual Geographic Environment

With the development of mobility in digital gadgets, applying digital screens in
communications does not only limited to entertaining industries [3].“Flow is the
essence of the new media” [4], Zygmunt Bowman believes that digital media have
had a human being married with a virtual world of high mobility.

Technically, such virtual geographic locations as the online office and online
chatrooms can be built with spontaneity and creativity. The geographic location
is spatialized, and the cyberspace and global village promise digital media users
interactive communications: the media users could live and work on smartphones
with a single click, and those who are empowered by digital technology could travel
without any physical limitation. Therefore, the increasing availability of digitalmedia
that use immersive elements has created a more exciting online experience. In turn,
digital screens’ stickiness increases.

2.2 Flexible Working Hours and Dynamic Social Life

As advanced technology allows media users to interact and communicate at any time
without any biological or geographic limitations. Moreover, currently, people boast
Internet access 24/7 and could be present anywhere without actual physical pres-
ence. This means that they do not have to commute to designated places for different
occasions separately. For example, going to see a doctor does not mean merely going
to the hospital, as remote medical treatment is available especially when there is a
requirement for physical distance for the sake of health and safety; Connecting with
family members or friends through social media allow people to have continuous
contact throughout the day, and provide people with instant communication regard-
less of distance; Holding online conferences or outsourcing does not confine stuff
members in the office only. Therefore, the implementation of Cyber-Physical-Social
Systems (CPSS) has enabled working hours and social life of media users to be more
flexible and spontaneous.

The internet-based interaction has had human beings’ biological clock digitalized-
media users are able to have unlimited access to differentmedia platforms, and record
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and replay digital content. On one hand, those who are empowered with smart digital
media should be equipped with multitasking skills; On the other hand, people bring
work home or deal with domestic problems at the workplace, the boundary between
leisure and work has been blurred.

2.3 Companionship and Social Currency

Digital media have strong social attributes. As a carrier of digital information, digital
media welcomes user-generated media content and has a low threshold for digital
content uploading. Furthermore, digital media acquires only fragmented attention
from the media users, this in turn allure media users to keep going back to different
apps [5]. Therefore, howmedia users consume digital media content determines how
they establish digital relationships, as themedia users gain a feeling of companionship
by spending time with digital screens [6].

The “Uses and Gratification Mode” perspective stated that media users generate
media contents, establish the connectionwith others, share information, and consume
media contents from other users [7]: First, media users turn to different digital
platforms to achieve communication motives [8]. In the studies of compensation
psychologies, statistics conducted from Parasocial relationships and television by
Alan suggested that people can obtain a sense of fulfillment by watching live broad-
casts, and those who do not have enough sense of belonging would turn to online
social activities for comfort [9], such source of psychological activities comes from
establishing a quasi-social relationship with streamers.

Second, the perspectives of communications of digital media users change as
time goes by [10]. Individuals nowadays mobilize information from various online
resources and engage with others, and it has never been easier like today for digital
media users to engage in an open dialogue with almost anyone else. Moreover,
the acceptance and interactions with other digital media users can generate social
currency which in turn could have impacts on people’s real life. Therefore, media
user’s social currency has become a key driver for communications [11]. One of the
main reasons why people perceive the importance of social currency of digital media
over interpersonal relationships is the widening physical distance among human
beings. But the actual communication patterns do not validate social currency due to
a possible reason that physical distance generates emotional distance and increases
the cost of in-depth interactions among individuals [12].

2.4 Immersive Digital Experience

Studies from media and communications suggested that the “narcotizing dysfunc-
tion” of teletopia cultivates individuals to engage with the pseudo-environment
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to forget about their physical presence [13]. Studies of immersive digital experi-
ence contain the two following aspects: First, digital screens provide a relatively
private and closed-off two-sided communication; Second, median audiences have
their visual and auditory sensory enlarged by directly interacting with digital screens
without the mediated assistance of neither a computer mouse nor keyboards [14].
For example, immersive media experiences such as virtual text drive, virtual fitting
room, virtual mock examination integrate and mobilize individuals’ visual and audi-
tory senses. However, whether such immersive experience is an effective commu-
nication depends on the decoding and encoding literacy of both media communica-
tors and immediate audiences. Furthermore, to engage with immersive experience
ask for media audiences to work on their consensus to neglect interruptions from
the real world [15]. Therefore, with the limitations of media technology, digital
communications are not 100% immersive.

Moreover, physical conditions and movements of media users only transformed
into a quantitative display through big data and machine learning. Such digitalized
presentation of physical presence omits media users’ social relations and political
identities, and descendant “human” to a “digital individual” with only biological
characteristics [16].

2.5 Bringing Tactile Stimulation Back into Digital
Communication

In a virtuous community, media audiences become active communicators through
different communication channels [17]. For example, people attend live broad-
casts, participate in online shopping, and send bullet screen comments. However,
E-commerce platforms have already heard the need for exploring a tactile sense of
online shopping, and other digital platforms have also witnessed similar awaking.

Communication Research studies stressed the importance to congregate the
body, media environment, and media platforms into effective communication. Paul
Levinson’s media humanization theory holds that the media is constantly evolving
to meet human needs accordingly and build a digital environment more suitable to
human communications. Moreover, the theory of embodied cognition emphasizes
that an individual’s mental state is strongly linked with its tactile experience. Peters
has had his doubts stated in Speaking into the Air: to what extent could physical
presence be absent in communication [18].

Digital technology empowers individuals to transcend the limitations and fragili-
ties of the physical body, but digital media should also explore the potential of
integrating tactile stimulation with media users [19]. Scholars who supported the
absence of tactile presence put more value on communicating on spiritual levels
[20], but effective communications require the combination of the body and the
mind [21]. Amidst the wide application of VR, AI, and 5G into different industries,
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realizing the positive impact of tactile stimulation in digital communication is of
great importance.

To sums up, studying the effect of immersive experience as a means for communi-
cation has beenwidely applied in various fields.Most of the researcheswas conducted
by studying how media users interact with digital media through hand clicking
or body movement while few studies based on the role of tactile sentiment in an
immersive digital environment for communication efficiency had been published. By
studying the relevant literature on the development ofmedia intelligence,media audi-
ence and immersive experience, and the relationship between physical presence and
communication efficiency, this paper confirms the importance of tactile stimulation to
digital communication. Previous theories and research results provide research theo-
ries, but in-depth studies on improving the immersive experience regarding tactile
sensing were few. Therefore, this study analyzes the contributors that without expe-
rience disparities between online and offline communication, research results help
bridge the gap between online and offline communications.

3 Research Methods

3.1 Research Strategy

The findings suggest that the role of tactile stimulation is poorly addressed in digital
communication, therefore there is a need to find out whether the absence of tactile
stimulations decreases the depth of digital communication experience.

The content analysis method is employed in this paper to evaluate how digital
communications were conducted when there is a need for physical distancing, the
same criteria were applied to evaluate face-to-face communication to find out the
role of tactile stimulation.

To ensure that the digital communications of different individuals, either nega-
tive or positive, were evenly experienced, collected literature is dated from January
2020 till now, as digital communication was universally applied since the outbreak
of the COVID-19 pandemic. To increase the reliability of the study results, the
author collects both Chinese and English literature from CNKI and ScienceDirect.
com: based on keywords “tactile stimulation”, “immersive experience”, and “digital
communication”, 3,059 relevant literatures were found out (339 in Chinese and 2,720
in English), among which 1,428 were selected as the research samples.

3.2 Research Criteria

To maintain the focus on how do digital communications differ from face-to-face
communications, the following criteria were employed:

https://www.sciencedirect.com/
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(1) The location of the conducted communication
(2) Dialogue aspects
(3) Communication symbols that carry information
(4) Interactivity of both parties when communicating
(5) Information uncertainty.

4 Resarch Results

The specific results are presented in Tables 1, 2 and 3.
Table 1 shows that either digital conversations conducted through email, text

messages, or video conferences, turn-taking is the onlyway to communicate, because
interaction such as Internet breakdown, conversation overlaps, background noise
would result in information misunderstood as voice or text is the only carrier of the
information. Communications that rely on turn-taking are more time-consuming,
considering there will be response delays, little timely feedback, or stilted conver-
sation flow. Various surveys showed that people are more inclined to work at work
sites.

Table 1 The communication style of teleworkers and office workers

Factors Telecommuting Physical presence

Location Apps The office or other meeting places

Dialogue aspects Turn-taking Turn-taking, overlap

Communication symbol Voice, context, text, pictures Office environments, voice, text, eye
contacts, facial expressions, body
language

Interactivity Poor Strong

Information uncertainty High Low

Table 2 The communication style of online education and offline education

Factors Online class Classroom in general

Location Apps Classroom, laboratory, training
ground, etc.

Dialogue aspects Cramming Communicating

Communication symbol Spoken discourse, written
discourse, pictures

Study environment, spoken
discourse, text, pictures, eye
contacts, facial expressions, body
language

Interactivity Poor Strong

Information uncertainty High Low
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Table 3 The communication style of digital entertainments and interpersonal communication

Factors Digital entertainments Interpersonal communication

Location Apps Classroom, laboratory, training ground,
display ground

Dialogue aspects Human–computer People to people

Communication symbol Digital screens Surroundings, voice, eye contact, facial
expression, body language, smell,
temperature, light, and shadow effect

Interactivity Poor Strong

Information uncertainty High Low

While telecommuting reduces physical commuting and the work activities can be
conducted through cloud-based collaboration and video conferencing, new commu-
nication problems emerge as well: in terms of communication between managers
and employees, on the one hand, managers could not draw employees’ profiles
simply based on computer data, as employees’ other qualities such as personalities,
work proactivity, level of stress tolerance are also important communication skills
but hard to evaluate through digital communications; on the other hand, communi-
cating through digital screens lose the structure of work hierarchy, because social
distance can be hardly sensed through digital screens; In terms of interactions among
employees: physical presence enables them to establish bounding through dining,
conducting group projects, etc., whichwould in turn increase trust among employees.

Table 2 demonstrates that during online education lecturers are the ones giving
presentations while students are the ones cramming all the information within a
limited time. As teaching is performed outside of the classroom, the lecturers could
capture students’ attention with voice and text only. Various surveys have shown that
both the lecturers and students are more likely to attend classes traditionally.

In terms of communication between lecturers and students, at online classroom
lecturers are senders while students are receivers. On the contrary, when the lecturers
and students are in the classroom, they interact and communicate more freely from
doing group discussions, group projects, and flip-over classrooms. Moreover, the
physical presence of the lecturers sets a very good educational example by itself,
as the saying goes “instruct and influence others by one’s word and deed; in terms
of communication among students, every classroom represents a small community
where students watch and learn from each other.

As shown in Table 3, digital entertainments provide people with a digital
companion of different forms. Spending time with a digital companion is cost-
effective and bring individuals with the false impression that they are interacting with
humanbeings.However, virtual companionship is the simulation of the real-life expe-
rience and expectation, and individuals communicate with their digital companions
only through eye movements and finger scrolling. With today’s technology limita-
tions, emotion bonding through hugging, touching, and stroking that take place in
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real life could not take place between humans and computers naturally, therefore the
current digital companions could not replace human companions.

The reasons are as follows: first, although spending time with a digital companion
reduce the level of social awkwardness, it alsoweakens the newexperiencebrought by
the uncertainty of interpersonal communication. Second, digital companion provides
individuals with 24/7 telepresence, but such presence could only be detected through
visual or audio stimulation. Furthermore, the absence of tactile stimulation would in
turn entice individuals to look for visual and auditory excitements of high intensity
to counterparts the void of tactile stimulations. Third, as parts of the social unit,
individuals develop and maintain relationships with their families, friends, and loved
ones mainly through physical contacts, therefore digital screens are never an ideal
replacement for bonding.

5 Conclusion

Individuals bound through the diffusion of their intentions via tactile stimulation. As
physical contact can be incorporated into meaning-making, and directly or indirectly
influence how people perceive themselves, objects, and the physical world. On the
contrary, deep learning-based interaction through digital screens has taken physical
contacts out of the communication system, and those who struggle to keep up with
digital communications or digitally excluded would disconnect either physically
or emotionally. Moreover, it is even harder for those who are less privileged in
Internet skills to conduct digital communications. Therefore, when individuals or
social groups “meet” on digital media for the first time, there are fewer foundations
for trust-building among different parties, and the higher level of uncertainties in
communications the lower level of communication efficiency.This paper believes that
digital communicationworks onlywhen people concentrate and convince themselves
that such an immersive digital environment exists. Such digital interaction is self-
patronized and therefore could only be considered as a side product of face-to-face
communication, not a long-term remedy for connection.
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Single Shot Tooth Mark Detector
for Tongue Diagnosis in Traditional
Chinese Medicine

Xiaodong Huang and Li Zhuo

Abstract The Tooth mark is an important attribute of tongue diagnosis in Tradi-
tional ChineseMedicine (TCM). The recognition results obtained by currentmethods
heavily rely on the results of tongue image segmentation. To solve the problem, we
regarded the tooth marks recognition as a task of object detection and improved the
original single shot detector (SSD) to detect the tooth marks. We removed the last
two prediction layers of SSD and set the aspect ratios of the prior box to 1 based
on the statistical data of the size and aspect ratios of tooth mark regions. Then we
designed the multiple feature fusion module to combine the multi-scale features and
embedded them hierarchically into the network to transfer the semantic informa-
tion from deep layers to shallow layers. Furthermore, we also developed a feature
enhancement module to improve the distinctiveness of features. The experimental
results showed that the proposedmethod achieved 96.8% in terms of accuracy, which
is significantly better than the current methods.

Keywords Tongue diagnosis · Traditional Chinese medicine · Object detection ·
Convolutional neural network

1 Introduction

Tongue diagnosis is one of the most important diagnostic methods in Traditional
Chinese Medicine (TCM) and has been widely used for thousands of years [1].
Now, tongue diagnosis is still one of the most active approaches in the field of
complementary medicine due to its advantage of simplicity, effectiveness, and non-
invasion [2]. Tongue diagnosis is that the doctor observes the patient’s tongue body
and then assesses his health state [3]. Tongue diagnosis results heavily depend on
the doctor’s knowledge and experiences, and are also affected by the inspecting
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Fig. 1 The architecture of TongueDet

circumstances. During the past several decades, researchers have developed many
automated tongue diagnosis systems for the objective and quantitative diagnosis
results [4–6].

During tongue diagnosis, tooth mark is an important attribute that has rich disease
information. The tooth-marked tongue means there are some teeth marks on the
tongue body. According to the theory of TCM, the tooth marks are related to the
syndrome of deficiency of spleen qi. Because of spleen qi deficiency, the spleen
cannot transport water and dampness, which causes the tongue to become fat. Then
the tongue body compresses against the adjacent teeth, resulting in tooth-marks.
These tooth marks mainly appear along the tongue’s contour and vary hugely in
color, shape, appearance, and size, which makes the automated recognition of tooth
marks a challenge. Figure 1 illustrates the normal tongue and the tooth-marked
tongue. Image (a) is a normal tongue image for reference. Image (b) is a tooth-
marked tongue image whose contour of the tongue body is obvious curvature caused
by tooth marks. Image (c) is a tooth-marked tongue image, but whose contour of the
tongue body is non-obvious curvature.

Current methods of tooth mark recognition mainly utilize the curvature of the
contour of the tongue body to get the suspected regions and then incorporate other
handcrafted features to identify the tooth marks. However, even the most effective
segmentation methods still cannot obtain the completely accurate tongue’s contour,
which could affect the recognition of tooth marks.

Furthermore, in some cases, the curvature of the contour of the tongue body is
not obvious and even is smooth, which causes the existing methods invalid.

To solve the problem, we regarded the recognition of tooth marks as an object
detection task and presented a novel single shot detector to detect the tooth marks,
which directly outputs the tooth mark bounding boxes in a tongue image. The recog-
nition results are robust to the results of tongue image segmentation and can provide
more information about tooth marks, including the position, number, and even the
degree of tooth marks. To our knowledge, the proposed detector is the first work that
introduces the object detection network to recognize the tooth marks. We term this
proposed detector as TongueDet.
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2 Related Works

2.1 Recognition of Tooth Marks

The mainstream methods of tooth mark recognition usually acquire the suspicious
zone based on the concavity of the contour of the tongue body and combine the
other handcrafted features, such as color, brightness, the gradient of the concave
region, to recognize the tooth marks. Wang [7] proposed a method to detect the tooth
marks, which first calculated the slope of the margin of the tongue and the length
and degree of the concave regions, and then used a threshold value to identify the
teeth marks. Shao [8] exploited the features of concave and change of brightness and
classified the tooth marks by thresholding feature values. Li [9] proposed a three-
stage approach to recognize the tooth marks, including the proposal of suspected
regions, extracting deep features by a convolutional neural network, and obtaining
the results by a multiple instance classifier.

In summary, these methods heavily depend on the information of the indentations
caused by tooth marks. So, the segmenting results of the tongue body can affect
the results of recognition of tooth marks. Moreover, these methods cannot solve the
inconstant performance of recognizing tooth marks when the tooth mark regions are
not concave.

2.2 Object Detection Based on CNNs

After 2012, many new methods based on convolutional neural network (CNN) have
kept emerging in the field of object detection and have gained remarkable success.
These methods generally can be divided into two categories: the two-stage methods,
and the one-stage methods.

The two-stage methods include two decoupled stages: proposal generation and
box refinement. The region-based CNN (R-CNN) [10] is the most representative
method, which is regarded as the first work of introducing CNN into the field of
object detection. R-CNN is the foundation formany notedmethods, including Spatial
Pyramid Pooling (SPPNet) [11], Fast-RCNN, and Faster-RCNN. Though two-stage
methods are quite effective, they are of low computational efficiency.

To improve the detection efficiency, one-stage methods directly predict the class
probabilities and position coordinates of objects, removing the stage of proposal
generation. YOLO [12] and SSD [13] are the two most famous one-stage methods
for object detection. Based on YOLO and SSD, various detection methods are put
forward to improve detection accuracy and speed.
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3 Methodology

3.1 Architecture of TongueDet

Figure 2 shows the overall network architecture of TongueDet. TongueDet inherits
the convolutional and box prediction components from original SSD, which employs
the convolutional neural network to produce a fixed number of predicted bounding
boxes and score the presence of different classes of objects in those boxes, and
produce the final results by the non-maximum suppression. Compared with general
object detection, the tooth mark detection has a simple scene and one category target.
So, we modified SSD to adapt to the detection task of tooth marks.

We run K-means clustering on the training boxes of the tooth mark detection
dataset to get the statistical information about the height, the width, and the aspect
ratios of the bounding boxes of the tooth mark regions. We converged at five clusters
and showed the result in Table 1.

Based on the results, it can be found that the aspect ratio of the most tooth mark
regions is approximately equal to 1. Therefore, we retained the aspect ratio of the
prior boxes to 1 while removing other settings in the original SSD. Moreover, we
removed the last two layers of the original SSD under considering the size of the
tooth mark regions and introduced two specific modules to improve the detector’s
performance.
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Fig. 2 The structure of multiple feature fusion module
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Table 1 The results of
k-means

Width Height Aspect ratio

57 60 0.92

62 66 0.94

51 53 0.94

67 71 0.95

74 80 0.96

3.2 Multiple Features Fusion Module (MFFM)

Generally, CNNs perform consecutive pooling operations or convolution striding
operations to learn increasingly abstract feature representations, and the deeper layers
have more abstract semantic information. However, the information of the small
objects is often weakened with the decrease in spatial resolution of the feature maps.
Because of the small size of the tooth mark regions, the detector mainly detects
the Conv4_3 and FC7 to find the tooth marks. The two shallow layers usually have
inadequate semantic information, which makes it difficult to recognize the tooth
mark accurately. Therefore, we proposed a new multiple feature fusion module and
embedded it iteratively into the backbone to enhance the classification capability of
the detector, which can combine the semantic information from the deeper layers
with the low-level vision information from the shallower layers. Figure 2 illustrates
the structure of the multiple feature fusion module.

3.3 Feature Enhancement Module (FEM)

In some tongue images, the tooth marks are crowded, or the color of the tooth mark
is similar to the color of the tongue body, which is a disadvantage to an accurate
recognition of tooth marks. To solve the problem, we added a feature enhancement
module (FEM) between the feature maps and prediction layers to improve the recog-
nition of occluded tooth marks and to reduce the influence of similar colors from the
tongue body. The FEM is inspired by the RFB [14] which includes a multi-branch
convolutional block and a shortcut connection. The FEM simulates the human visual
system and can generate more discriminative features, which is helpful for accurate
object detection. The structure of the FEM is shown in Fig. 3.
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Fig. 3 The structure of features enhancement module

4 Experiments and Results

4.1 Dataset

We evaluated the performance of our detector on a dataset for tooth-marked tongue
recognition, including 300 tooth-marked tongue images and 200 health tongue
images. All tongue images come from the Department of Chinese Traditional
Medicine of Beijing Xuanwu Hospital. We used 250 tooth-marked tongue images to
train our detector and test it by using other 250 images, including 50 tooth-marked
tongue images and 200 normal tongue images.

4.2 Implementation Details

Data augmentation: We adopt the same strategy of data augmentation used in SSD.

Training parameters: The proposed detector is trained by employ the stochastic
gradient descent algorithm with a batch size of 8, a momentum of 0.9. We initialized
the convolutional part using the pre-trainedVGG16 [15] in ImageNet [16]. The initial
learning rate is 0.01 and decayed to its 1/10 after 10, 000 iterations.

Implementation:All networkswere trained and testedwith PyTorch on theWindows
system with the acceleration of one NVIDIA Titan RTX GPU card.
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4.3 Evaluation Criteria

We utilized the three metrics to evaluate the cognition results: accuracy, sensitivity
and specificity, involved four variables: true positive (TP), false positive (FP), true
negative (TN), and false negative (FN).

Accuracy = T P + T N

T P + T N + FP + FN
(1)

Sensi tiui t y = T P

T P + FN
(2)

Speci f ici t y = T N

T N + FP
(3)

4.4 Experiment Results

(1) Detection results of tooth marks in the tooth-marked tongue images. We tested
the tooth mark detector on 50 tooth-marked tongue images. Figure 4 displays
the detection results of six tooth-marked tongue images. It can be seen from
Fig. 4 that our detector can recognize the tooth marks whenever the contours of

Fig. 4 The detection results of tooth marks of tooth-marked tongue images
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Table 2 The comparison
results of different
recognition methods of
tooth-marked tongue

Method Accuracy (%) Sensitivity (%) Specificity (%)

Wang’s [7] 49.8 97.4 86.8

Shao’s [8] 60.4 42.7 76.6

Li’s [9] 73.1 72.7 73.9

Our 96.7 96.0 97.0

the tongue body are curvaceous or not. The recognition results are not affected
by the segmentation results of the tongue body.

(2) Comparisonwith the existing recognitionmethods of teeth-marked tongue.We
conducted a comparison with other existing recognition methods of the teeth-
marked tongue on the test dataset, including 50 tooth-marked tongue images
and 200 non-tooth-marked tongue images. Our tooth mark detector is an end-
to-end object detection network based on convolutional neural network. The
detector is powerful in feature extraction and representation, which applies
MFFM to aggregate multi-scale features, and also employs FEM to further
improve the discrimination of fused features. Benefited from the elaborated
design, the tooth mark detector can achieve higher accuracy in recognition of
tooth-marked tongue compared with other methods. The comparison results
are itemized in Table 2.

5 Conclusions

In this study,we proposed a newmethod of tooth-marked tongue recognition in TCM.
Different from the traditional approaches, our method employed the technology of
object detection based on deep learning and can directly output the bounding boxes
of tooth mark regions. We modified the original SSD to adopt the task of tooth
marks recognition. And we removed the last two layers of the original SSD and set
the aspect ratios of the prior box to 1, based on the statistical results of the size
and aspect ratios of the tooth mark regions. Meanwhile, we designed a multiple
feature fusion module to combine the high-level semantic information and low-level
vision information. Furthermore, we inserted a feature enhancement module before
every prediction layer to improve the distinctiveness of feature maps. Our tooth mark
detector resolves the problem that the results of tooth mark recognition are affected
by the results of tongue image segmentation and makes a great improvement in
recognition accurateness compared with other methods.

In the future, there will be much work to do. One is to improve the performance of
our model by using more tongue images to train it. Another is to tackle the problem
of domain adaptation so that our model can be used to detect tongue images captured
by different devices under different circumstances.
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Based on Machine Vision, Automatic
Measuring System for Adhesive Coating
of Caliper Tool

Xiaofei Wang , Xiaolei Zhang , Jing Wang , and Hua Fan

Abstract At present, it is very subjective to judge whether the amount of glue
dispensing meets the requirements in the detection of glue coating, so there is a
large error. Therefore, an automatic detection system of the caliper tool for glue
coating based on machine vision is proposed. The system first by CCD cameras
for electronic image acquisition, and then by using image processing algorithm for
acquisition of image analysis processing automatic positioning to the target to be
detected, then the automatic assignment of caliper, the target area according to the
caliper area measurement location glue on the edge of the width, with a given range
of standard compare whether meet the requirements. The experimental results show
that the system has high accuracy, controllable measurement accuracy and short
measurement time.

Keywords Adhesive testing · Machine vision · Caliper tool · Accuracy of
measurement

1 Introduction

In the process of industrial testing, the demand for the quantity of gluing testing
continues to increase. In order to ensure the processing quality and production effi-
ciency, there is an urgent need for high-precisionmeasurement of related technologies
and instruments. At present, the vernier caliper measurement method can be used for
the small width of the glue, but the measurement process is relatively complicated,
and the measurement position is not only many but also has great subjective factors,
and the measurement accuracy has a certain limit. Because the width of the glue is
small in the actual industrial application, it is difficult to meet the requirements of
the measurement speed and precision by using the traditional measurement method.
Because themachine vision has the characteristics of a high precision and high degree
of automation, this paper uses the machine vision method to measure the width of
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the glue. Machine vision adopts non-contact measurement [1], which can not only
detect the workpiece in a complex environment, but also detect the workpiece with
high accuracy requirements. Because machine vision inspection has the advantages
of fast speed, simple structure, high measurement accuracy and simple operation,
it has become the mainstream detection tool of intelligent production line. In this
system, machine vision technology is used to measure the width of the adhesive, and
the industrial camera is calibrated with the Zhang Zhengyou calibration method [2].
The fusion image processing technology of BLOB analysis [3] and skeleton extrac-
tion [4] is adopted. Finally, the improved caliper method is used to extract the width
of the adhesive to be measured [5]. The repeated tests show that the machine vision
measurement of the gluing track width has a low misjudgment rate, fast beat and
reliable operation. The design of the system effectively improves the gluing quality
and safety performance.

In this experiment, machine vision method is used to measure the width of the
glue. Themeasuring calipermethodwritten by ourselves is used tomeasure thewidth
of the glue. Finally, the user interface is designed through VS. Good experimental
results are obtained by the system, which provides a basis for industrial testing.

2 System Scheme Design

After selecting appropriate hardware and equipping the system, adjust the camera,
shooting plane and light source position to ensure that the image obtained is clear,
with fewer excessive edges and strong contrast. Image segmentation algorithm is
used to obtain the area to be detected, for the area to be detected automatically
allocate the corresponding number of calipers, for each caliper sub-pixel precision
edge search, obtain the width of multiple dispensing positions, and compared with
the given dispensing width standard, draw a conclusion.

3 The Hardware System

The hardware system designed in this paper includes industrial camera, telecen-
tric lens and annular light source. The selection of an appropriate hardware system
determines the quality of the image collected, thus affecting the measurement
accuracy.

3.1 Industrial Camera

The resolution of industrial cameras is related to the pixel size of the optical sensor
and the optical magnification of the matched lens. The magnification of the lens is
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α, the size of the image obtained by CCD is A × B, and the resolution of CCD is
M × N, so the detail resolution of the camera on the photographed object can be
calculated as follows:

⎧
⎪⎨

⎪⎩

Rx = 1/(M/a)

α

Ry = 1/(N/b)

α

(1)

Rx , Ry respectively are the minimum distance that the camera can distinguish
between the horizontal and vertical images。

3.2 The Lens

In the case of selecting a lens, the working distance of the camera, the field of view
of the lens, the focal length, the depth of field, and the distortion rate and spectral
characteristics of the lens should be considered. In general, electronic components
have a certain depth, so the use of telecentric lens can eliminate the focusing difficulty
caused by ordinary FA lens, which leads to inaccurate measurement. At the same
time, telecentric lens can also reduce the lens distortion caused by imaging problems.

3.3 The Light Source

The selection of light source will affect the information of the target to be measured,
and the appropriate choice of light source will make the target to be measured clear.
The subsequent image processing algorithm is relatively simple. If the light source
is not suitable, it will increase the difficulty of image processing, and even affect
the accuracy and speed of measurement. The annular light source can eliminate the
factors caused by the poor reflection of the solder image and improve the imaging
effect.

In this paper, according to the actual situation, choose a 5 million pixel industrial
camera based on Ethernet protocol; High precision double telecentric lens with 0.113
magnification was selected. Ring light source is selected as the light source.
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4 The Software System

4.1 Camera Calibration

In this paper, the relationship between system image coordinates and world coordi-
nates is obtained by using the method of checkerboard calibration. The checkerboard
was selected as 7 * 7 center calibration plate, and the size of each center of the circle
was 56 mm. The internal and external parameters of the camera were obtained by
camera calibration algorithm (Fig. 1).

The relationship between ideal coordinates and camera coordinates is as follows:

x

f
= xa

za
,
y

f
= ya

za
(2)

Themappingmatrix between theworld coordinate system and the ideal coordinate
system is as follows:

za

⎡

⎣
u
v
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⎥
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where, M is the internal parameter matrix of the camera; N is the camera external
parameter; R is the relative model camera rotation; T is the run. M, R and T are
expressed by a matrix as follows:

Fig. 1 Checkerboard picture
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M =
⎡

⎣
fx 0 u0
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Point P is associated with the homography matrix N = M
[
a1 a2 T

]
of point P

in the matching template. Assuming that the matrix N is the internal and external
parameters of the camera, the perspectivemathematical model and the expressions of
U and V after transformation can be obtained through changes, as shown in Eq. (6).

{
u = fx (a11x+a12 y+a14)

a31x+a32 y+a34
+ u0

v = fx (a21x+a22 y+a24)
a31x+a32 y+a34

+ v0
(6)

Due to the external influence of the camera, the actual image points will have
distortion, so the existence of distortion should be considered during reconstruction.
Equation (7) can be obtained.

{
xu = a11x+a12 y+a14

a31x+a32 y+a34
+ u0

yu = a21x+a22 y+a24
a31x+a32 y+a34

+ v0
(7)

Influenced by other factors, the camera will be distorted, and the expression
leading to the offset of the image points is as follows:

{
(xd − xu) = k1xu(x2u + y2u ) + k2xu(x2u + y2u )

2

(yd − yu) = k1yu(x2u + y2u ) + k2yu(x2u + y2u )
2 (8)

Internal parameter M can be calculated from Eqs. (7) and (8).
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4.2 Positioning Module

The module uses BLOB analysis to obtain the required area, and then extracts the
skeleton from the area, and automatically generates the required calipers through the
extracted skeleton.

Threshold segmentation. In this paper, the maximum inter-class variance method
is used to determine the adaptive threshold and automatically segment the target
image. According to the gray histogram of the image, the target and the background
of the image are distinguished. Theoretically, the larger the class variance between
the target and the background, the greater the difference between the two parts of the
image.When the target and the background are misclassified, the difference between
the two parts will become smaller.

If the obtained segmentation threshold is T, the proportion of the number of target
pixels to the total number of image pixels is W0, and the average gray level is U0.
The ratio of the number of background pixels to the total number of images is w1,
the average gray level is u1, the average gray level of the image is u, and the variance
g between the target and the background image can be obtained as follows:

g = w0 × w1 × (u0 − u1)
2 (9)

Feature selection. The simplest regional feature is the area of a region:

a = |R| =
∑

(r,c∈R)
1 =

∑n

i=1
cei − csi + 1 (10)

To put it simply, for a binary image, the area of the region is the sum of the number
of points in the region.

Measuring module. The steps to get the edge with caliper tool are as follows:
The edge of sub-pixel is accurately extracted by caliper method. Firstly, the gray

value of profile line in the measurement area is obtained. The average gray value
perpendicular to the profile line is used to represent the gray value of this point on
the profile line. Then the profile line is smoothed to eliminate interference, and the
curve is smoothed by Gaussian filtering. Then take the derivative of the smoothed
profile line, and the extreme point is the position of the edge point. The edge with
small gradient can be removed according to the threshold value. In this way, the
corresponding edge degree can be obtained. The specific process is shown in Figs. 2,
3, 4 and 5.

In this paper, the caliper tool is generated equidistance on the extracted skeleton
line contour, and then the method of measuring caliper tool is used to detect the
edge pair width. Obviously, the more the number of caliper tools, the more accurate,
and at the same time, the detection time is also relatively increased. In order to
give consideration to both accuracy and efficiency, this paper uses the method of
generating card scale at intervals, that is, a caliper is generated every 10 points, and
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Fig. 2 Raw image and ROI region settings

Fig. 3 Grayscale curve

Fig. 4 Smooth curve
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Fig. 5 Derivative curve

Fig. 6 Results the image

the width of the caliper is set as 5. The contour obtained by this algorithm in this
paper is a sub-pixel edge (Fig. 6).

5 The Error Analysis

In order to observe the detection results, VS2015 software was used as the exper-
imental platform. The ideal gluing track is 5 mm width for manual measurement
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Fig. 7 The standard value of measurement

and machine vision measurement for 100 times respectively. The measured values
are shown in Fig. 7. The experimental data show that the error value of the machine
vision measurement is small compared with the ideal measurement value, and the
measured values are within the required range of 5 ± 1 mm with high detection
accuracy.

Through the comparison of the above data and results, it can be seen that using
machine vision to measure the width of the gluing track has little error and low
misjudgment rate, which effectively solves the problems of the gluing position
leakage and gluing leakage in the welding and assembly production line. From the
time analysis, it can be seen that the manual measurement time is at least 180 s, and
all the detection can not meet the production demand, but it can be completed with
machine vision measurement 5 s, and the production can be met no matter how to
improve the production pace due to the production demand in the later stage. It can
be seen that the machine vision measurement technology is beneficial to improve the
speed and detection accuracy of the coating position in the production line (Fig. 8).

Fig. 8 Measurement error deviation
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6 Conclusions

The system uses caliper tool to detect the sub-pixel edge point, and then carries on
the width measurement. From the measurement results, it can be seen that the system
solves the problem of measuring the glue-coating area manually and inaccurately. In
addition, the system also has the characteristics of relative stability, strong robustness
and fast measurement speed. The vision technology is used to measure the width of
the gluing track, which realizes the intelligent measurement of the fluid, improves
the working efficiency of the production line, and avoids the quality risk of glue
leakage during assembly caused by the wide gluing track and the side assembly
leakage caused by the narrow gluing track.
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Infrared Image Data Augmentation
Based on Improved Image-to-Image
Translation Network

Zizhuang Song , Jiawei Yang , Dongfang Zhang , and Yue Zhang

Abstract In practical application, deep learning method is often limited by the
lack of training data and cannot achieve the expected results. In this paper, an
infrared image data augmentation method based on improved image-to-image trans-
lation network is proposed. Firstly, the two-way feature fusion makes the generating
network be able to extract more detailed features from the image, and feature-level
alignment is used to ensure the semantic consistency between the translated images,
whichmakes up for the defect of pixel-level alignment.Meanwhile, the self-attention
mechanism is used to make the network pay attention to the foreground and back-
ground information at the same time. The above methods are applied to the low
altitude sea surface visible and infrared image dataset, and results show that the
proposed method can generate higher quality infrared images than CycleGAN and
reduce the FID score by 15.78. Furthermore, by translating the visible image into the
infrared image, the infrared image dataset is expanded, and the infrared object detec-
tion accuracy is improved. The of the infrared object detection model is increased
by 5.28%.

Keywords Image-to-image translation · Data augmentation · Infrared image

1 Introduction

For the task of infrared target detection on the sea, the information received by
infrared detector is always changing dynamically, which leads to the lack of uncer-
tainty generalization ability of deep learning network for target features. The data-
driven deep learning algorithm cannot achieve the desired performance in application
scenewith limited data. How to generate and expand the limited data tomake the deep
learning network achieve the desired performance becomes particularly important.

Compared with visible images, infrared images are less in quantity and some-
times inconvenient in data acquisition. When training object detection network, less
infrared image data is easy to lead to over fitting, which affects the generalization
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ability of the model. Li et al. have transformed visible ImageNet dataset into infrared
image data by using GAN [1] and classified them, which achieved 91.28% accu-
racy and solved the problem of less infrared images [2]. Wang et al. have used the
variational auto-encoder to eliminate the differences between modalities, and used
the generated infrared and visible images to form 4-channel data to carry out cross-
modality pedestrian detection [3]. Wang et al. have added joint pixel feature align-
ment to the GAN, generating infrared image by using visible image and carrying out
cross-modality object detection [4]. Chen et al. have proposed amethod of generating
infrared images based on GAN to carry out infrared image data augmentation [5].
Hu et al. have proposed an infrared and visible face image translation network based
on CycleGAN [6], improving network structure and designing a new loss function,
which effectively overcomes the modality differences of images caused by different
spectral characteristics [7].

The translation between infrared and visible image based on CycleGAN is a
conversion of image modality, which retains the original image foreground–back-
ground information. At present, most of the image generation methods based on
CycleGAN are pixel-level alignment without feature-level alignment, which is lack
of semantic restrictions for the generated image.

2 Theory of the CycleGAN

CycleGAN uses two GANs to form a dual structure so that images between different
modalities can be translated circularly, and the accuracy of image translation is
ensured by the cycle consistency loss (Fig. 1). CycleGAN is an unsupervised network
and the dataset does not require paired images. Taking the translation between
infrared image and visible image as an example, X is the visible domain, GX−>Y is
the generation network from visible image to infrared image, and DY is the infrared
domain discriminator to identify the authenticity of the infrared image translated by

Fig. 1 CycleGAN network
structure
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visible image and the real infrared image. Similarly, Y is the infrared domain,GY−>X

is the generation network from infrared image to visible image, DX is the visible
domain discriminator that can be used to identify the authenticity of visible image
translated by infrared image and real visible image. For the generating network from
visible image to infrared image GX−>Y , the generative adversarial loss function is
as follows:

min
G

max
D

LGAN (GX−>Y , DY , X,Y ) = Ey∼pdata(y)
[
log DY (y)

]

+ Ex∼pdata(x)
[
log(1 − DY (GX−>Y (x)))

]
(1)

where x ∼ Pdata(x) is from the real distribution data of visible domain, y ∼ Pdata(y)
is from the real distribution data of infrared domain, and E[ ] is the mathematical
expectation.

The cycle consistency loss is used to limit the reconstruction error of the two
generating networks at pixel level, the loss function is as follows:

Lcyc(GX−>Y ,GY−>X , X,Y ) = Ex∼pdata(x)
[‖GY−>X (GX−>Y (x)) − x‖1

]

+ Ey∼pdata(y)
[‖GX−>Y (GY−>X (y)) − y‖1

]
(2)

where ‖ ‖1 is one-dimensional Euclidean distance.
In addition, the identity loss is used to keep the color consistency between the

translated image and the original image.

Lident (GX−>Y ,GY−>X , X,Y ) = Ex∼pdata(x)
[‖GX−>Y (y) − y‖1

]

+ Ey∼pdata(y)
[‖GY−>X (x) − x‖1

]
(3)

It can be seen from the above equations thatCycleGANonly uses pixel-level align-
ment through one-dimensional Euclidean distance, and lacks the semantic supervi-
sion information of the generated image. In addition, it has a better generation effect
for objects with simple geometry, such as ocean and sky, but not for objects with
specific geometry.

3 Proposed Method

3.1 Two-Way Feature Fusion

Two-way feature fusion structure uses different feature extraction methods for each
Branch. One uses traditional convolution, and the other uses CoordConv [8]. The
fusion operation uses concatenation and convolution to generate the output feature.
By designing learnable weights W1 and W2, the network can adaptively find the
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Fig. 2 Two-way feature fusion structure

optimal feature fusion method and improve the feature extraction ability of the
generated network (Fig. 2).

3.2 Feature-Level Alignment

Deep learning network contains image detail information in shallow layer and image
semantic information in deep layer. In order to make the generated image have more
accurate semantic information, the images in the dataset are first used to pretrain the
YOLO object detection network [9]. After the network achieves good results, the
network parameters are frozen to assist the image generation process. The feature
map after three times down-sampling of YOLO backbone network is extracted, and
align the deep semantic features of the generated image with the original image. The
perceptual loss function is as follows:

L perc(GX−>Y ,GY−>X , FYOLO , X,Y )

= Ex∼pdata(x)
[‖FYOLO(GY−>X (GX−>Y (x))) − FYOLO(x)‖2

]

+ Ey∼pdata(y)
[‖FYOLO(GX−>Y (GY−>X (y))) − FYOLO(y)‖2

]
(4)

where FYOLO is the deep feature map of YOLO backbone network, and ‖ ‖2 is the
two-dimensional Euclidean distance.

The circularly generated image should have the same semantic information as the
image output from the regularization process, namely:

Lsem(GX−>Y ,GY−>X , X,Y ) = Ex∼pdata(x)
[‖FY−>X (x) − FY−>X (GX−>Y (x))‖2

]

+ Ey∼pdata(y)
[‖FX−>Y (y) − FX−>Y (GY−>X (y))‖2

]

(5)

where FX−>Y and FY−>X are top-level feature for generating networks GX−>Y and
GY−>X respectively.
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Fig. 3 Self-attention
module

3.3 Self-Attention Mechanism

Convolution operation is the main method of feature extraction in CycleGAN, while
convolution operation only deals with local neighbourhood information in the image,
and some global information in the image is missed, which affects the effect of image
generation. The self-attention module consists of convolution operation and matrix
multiplication. By introducing the self-attention mechanism in the generator, all
features position in the image can be used to generate more detailed images (Fig. 3).

After adding self-attention mechanism, the output feature map is as follows:

Fout = x + γ · SA(x) (6)

where SA( ) is the self-attention module, γ is the learnable weight, which has an
initial value of 0 at the beginning of training and gradually learns the weight of
foreground and background information, and x is the input feature map.

3.4 Loss Function

The loss function of CycleGAN is as follows:

LCycleGAN (GX−>Y ,GY−>X , DX , DY , X,Y )

= λGAN LGAN (GX−>Y , DY , X,Y ) + λGAN LGAN (GY−>X , DX , X,Y )

+ λcycLcyc(GX−>Y ,GY−>X , X,Y ) + λident Lident (GX−>Y ,GY−>X , X,Y )

(7)

where λGAN , λcyc and λident are the loss weights of different parts respectively.
In combination with Eqs. (4, 5, 7), the new loss function can be expressed as

(Fig. 4):

Ltotal = LCycGAN (GX−>Y ,GY−>X , DX , DY , X,Y )

+ λpercL perc
(
Gx−>y,Gy−>x , NYOLO , X,Y

)

+ λsem Lsem
(
Gx−>y,Gy−>x , X,Y

)
(8)

where λperc and λsem are the loss weights of different parts respectively.
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Fig. 4 The improved image-to-image translation network

4 Experimental Results

4.1 Experimental Setting

The experiment is carried out on a PC with Quadro RTX 8000 (48 GB storage) GPU
and Intel Core i9-10900 k CPU. The operating system is Ubuntu 20.04 LTS, CUDA
version is 11.0, cudnn version is 8.0, and the deep learning framework uses Pytorch
1.6. The optimizer uses Adam and the learning rate is 10–4 until 250,000 iterations
and linearly decayed up to 500,000 iterations. The training image size is 512 × 512.
The weights of loss function are set to λGAN = 1, λcyc = 10, λidenti t y = 10, which
are consistent with CycleGAN. For more stable training, based on the convergence
of the network, the weights λperc = 10 and λsem = 0.05 are set according to the
corresponding part of the loss value and CycleGAN loss value in the same order.

4.2 Dataset and Evaluation Metric

In terms of the dataset, the low altitude sea surface visible and infrared dataset
contains 4085 infrared images with the resolution of 640 × 512, and 4352 visible
images with the resolution of 640 × 360, including ships and UAVs. In terms of
evaluation metric, the lower the FID (Fréchet Inception Distance) score, the closer
the generated image is to the real image. The equation of FID is as follows:

F I D = ∥∥μr − μg

∥∥2 + Tr
[
�r + �g − 2 × (

�r�g
) 1

2

]
(9)
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Table 1 Improvement effect of image-to-image translation network

Baseline
(CycleGAN)

Two-way feature
fusion

Feature-level
alignment

Self-attention
mechanism

FID

√
52.71√ √
47.30√ √ √
40.45√ √ √ √
36.93

where μr and μg are the mean value of the feature vector of the real image and
generated image respectively,�r and�g are the feature covariance matrix of the real
image and generated image respectively, and Tr [ ] is the trace of the matrix.

4.3 Ablation Study

Improvement effect of image-to-image translation network. It can be seen from
Table 1 that the FID score of the CycleGAN is higher, because only the pixel-level
loss function is used to constrain the image generation. The semantic consistency of
the generated image is ensured by using perceptual loss and semantic loss, and the
self-attention mechanism makes the generation network pay attention to the global
feature information, so as to distinguish the foreground–background information
more effectively and improve the image generation (Fig. 5). Comparedwith baseline,
the improved network FID score decreased by 15.78.

Data augmentation. Through the improved image-to-image translation network,
the visible image in the dataset is translated into the infrared image, so as to make
infrared image data augmentation and further improve the infrared object detection
accuracy. The results before and after infrared image data augmentation are shown
in Table 2. The number of images increased by 2709, the mAP@0.5 increases by
5.28%.

5 Conclusion

In this work, an improved image-to-image translation network is designed and used
in infrared image data augmentation. Two-way feature fusion is designed to enhance
feature extraction ability to generate network, and the feature consistency of gener-
ated image is ensured by perceptual loss and semantic loss. The self-attention mech-
anism enables the generation network to pay attention to the global information of
the image. The results show that the proposed method can effectively improve the
quality of image generation, and the FID score is reduced by 15.78. In the aspect of
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Fig. 5 Display of infrared image translated from visible image (The second line of infrared image is
generated by the proposed method, and the third line of infrared image is generated by CycleGAN)

Table 2 Results of the
infrared image data
augmentation

Data augmentation Number of training
images

mAP@0.5 (%)

Before 3000 88.31

After 5709 93.59

infrared data augmentation, combined with the generated infrared image data, the
number of training images increased by 2709, the mAP@0.5 increases by 5.28%,
which effectively enhances the image diversity of the training dataset and improves
the object detection accuracy.
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Rotation Invariant Convolutional Neural
Network Based on Orientation Pooling
and Covariance Pooling

Xiaoqin Yao , Tiecheng Song , Jingying Zeng , and Yangming Xie

Abstract Convolutional neural networks (CNNs) have shown promising perfor-
mance in a variety of visual tasks. However, by using convolution operations, CNNs
have limited ability to handle orientation changes of input images. To alleviate this
problem, data augmentation is typically used. However, this solution brings addi-
tional computational and storage costs and has no sufficient theoretical guarantees
on rotation invariance. Alternative solutions have been proposed which only take
the first-order features into consideration, without utilizing the higher-order infor-
mation for representation learning. In this paper, we propose an end-to-end rotation
invariant CNN (RICNN) based on orientation pooling and covariance pooling to
classify rotated images. Specifically, we learn deep rotated filters to extract rotation
invariant feature maps by using two types of orientation pooling (OP), including
max OP and average OP. Furthermore, we employ covariance pooling to extract
rotation invariant hierarchical second-order features. Experiments on two datasets
demonstrate the effectiveness of RICNN for rotation invariant image classification.

Keywords Rotation Invariance · CNN · Pooling · Covariance · Classification

1 Introduction

The exploitation of invariant information using deep neural networks has become an
important topic in the field of computer vision. For many visual recognition tasks,
it is desirable to extract rotation invariant features from input data, e.g., biomedical
microscopy and astronomical images, captured under different orientations.

Traditional methods focus on extracting handcrafted rotation invariant features
such as Gabor filters [1], SIFT [2], RI-HOG [3] and RI-LBP [4]. The design of these
handcrafted features requires careful engineering and expert knowledge, thereby
limiting their wide application. It is well known that convolutional neural networks
(CNNs) can learn expressive features directly from raw data. However, by using
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convolution operations, CNNs have limited ability to process orientation changes of
input images. To handle arbitrary visual transformations, data augmentation [5] is
often employed. This solution can enhance the network performance by extending the
dataset, but requires additional computational and storage costs. Also, this solution
has no sufficient theoretical guarantees on transformation invariance.

To alleviate the above problems, Laptev et al. [6] use parallel network architectures
and the TI-POOLING operator to obtain transformation invariant features. Jaderberg
et al. [7] build the spatial transformer network (STN) to learn a canonical pose and
generate an invariant representation through warping. Moreover, Esteves et al. [8]
introduce the polar transformer network (PTN) to provide equivariance for scaling
and rotation. Recent studies [9–15] have implemented the prior knowledge of rota-
tion on the most fundamental elements of deep CNNs, i.e., convolution operators.
Worrall et al. [11] design harmonic networks (H-Nets), a CNN that shows equivari-
ance for translations and rotations by replacing traditional CNN filters with circular
harmonics. Romero et al. [13] propose attentive group equivariant convolutions
where attention is employed to emphasize meaningful symmetric combinations and
suppress unreasonable and misleading symmetric combinations during the course
of convolution. In addition, Zhou et al. [14] design actively rotating filters (ARFs)
to produce feature maps by encoding orientation and position information. Marcos
et al.[15] present rotation equivariant vector field network (RotEqNet),which extracts
a vector field from the feature maps to achieve rotational equivariant structure.

The above methods only take the first-order features into consideration and do
not make use of the higher-order information for representation learning [16–18].
High-order features have been shown to be effective for feature description. For
example, Dai et al. [19] propose to combine the first-order information derived by
averaging pooling and the second-order information derived by a bilinear model [20]
through a concatenation operation. In [21, 22], He et al. propose to combine feature
maps from different convolutional layers and use covariance pooling to achieve
more discriminative feature learning. However, the extraction of deep higher-order
representations that are invariant to image rotation is not addressed in these methods.

In view of the above problems, we apply rotating convolution operator to obtain
multi-orientation filter responses and employ two types of orientation pooling (OP),
i.e., max OP and average OP, to achieve rotation invariance. Furthermore, we embed
covariance pooling to learn second-order rotation invariant features. In this way, we
construct a rotation invariant CNN model which shows good performance for image
classification. We summarize the contributions of this paper as follows:

• We develop a CNN architecture capable of learning a rotation invariant image
representation for image classification.

• We propose to use orientation pooling (including max OP and average OP) and
covariance pooling for representation learning. These pooling strategies not only
fully exploit first- and second-order information but also have invariance to image
rotation.
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2 Method

Figure 1 shows the framework of RICNN for image classification. First, them canon-
ical filters are rotated, each forming N rotated versions at the directions from 0 to
360 degrees. Then, we convolve the input image with the rotated filters to obtain
a total of m × N feature maps. Next, we pass the feature maps to the orientation
pooling (OP) module (including max OP and average OP) to learn rotation invariant
features, followed bymax-pooling and batch normalization (BN). The above process
is repeated to learn deep invariant features. Meanwhile, we feed the output features
of the OP module into the covariance pooling (CP) module and concatenate the
results as the input of the fully connected layer (FC). In this way, the learned features
contain first- and second-order rotation invariant features which are discriminative
for image classification. Now, we elaborate the process of the rotating convolution,
the orientation pooling, and the covariance pooling.

Fig. 1 Framework of the proposed RICNN for image classification (h and w are the size of the
feature map. m is the number of canonical filters. N is the number of orientations)
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2.1 Rotating Convolution (RotConv)

We apply rotation to the learnable convolutional filters to obtain multi-orientation
feature maps [14, 15]. Specifically, given a canonical filter w ∈ R

s×s×d where s × s
is the size of canonical filter and d is the number of channels, we rotate this filter to
N orientations in the spatial domain. The k-th rotated version of the canonical filter
w is computed as

wk = fθk (w) (1)

θk = k
360

N
, ∀ k = 0, 1, ..., N − 1 (2)

where fθk is the θ k-degree rotation operator, N is the total number of rotation angles
and wk is computed by bilinear interpolation of the resampling of w after rotating
θ k degrees around the center of the convolution kernel. Since rotation may cause
weights near the corners of the convolution kernel to be out of the effective range,
we only use the weights within a circle with a diameter of s pixels to compute the
convolution.

Given an input image x, we apply p zero-padding to it, i.e.,x ∈ R
(h+p)×(w+p)×d . In

this paper, we set p= floor(s/2) and s= 11. For each canonical filter, we convolve the
imagewith the rotated filters to obtainN multi-orientation featuremaps y ∈ R

h×w×N

computed as

y(k) = x ∗ wk, ∀ k = 0, 1, ..., N − 1 (3)

where * is the convolution operator.
During the back-propagation, the gradients with respect to each rotated convolu-

tion filter ∇wk are aligned to the canonical form and summed as follows

∇w =
∑

k

f−θk

(∇wk
)

(4)

where f−θk is the alignment operator which is an inverse of fθk .

2.2 Orientation Pooling (OP)

For a canonical filter, its output tensor y ∈ R
h×w×N passes through orientation

pooling, returning the maximum and average values of the activations for all rotation
orientation at each spatial location. The resulting featuremaps for all canonical filters
are concatenated and fed into the max pooling operation (i.e., subsampling).
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Specifically, given the output tensor y ∈ R
h×w×N , themaximumactivationmagni-

tudes χ1 ∈ R
h×w×d1 and average activation magnitudes χ2 ∈ R

h×w×d2 for pixel [i, j]
are derived as follows

χ1[i, j] = max
k=0...N−1

y[i, j, k] (5)

χ2[i, j] = 1

N

N−1∑

k=0

y[i, j, k] (6)

Note that only one canonical filter is illustrated here and hence d1 = d2 = 1.
Subsequently, the aggregated feature map χ is obtained by concatenating χ1 and χ2

as follows

χ = [χ1;χ2] ∈ R
h×w×d (7)

where [, ; ,] denotes the concatenation along the channel dimension and d = d1 +
d2.

From Eqs. (5) and (6), one can see that the proposed OP uses both the average
and maximal values which can capture distinct statistical features while achieving
the rotation invariance.

2.3 Covariance Pooling (CP)

In thismodule,we exploit covariance pooling to capture global second-order features.
This allows the CNN model to learn the correlation information from different filter
responses and obtain complementary features to enhance classification performance.

Let the feature map χ ∈ R
h×w×d be the aggregated results of OP for m canonical

filters. First, we reshape χ into a matrix X ∈ R
d×n with n = h × w, as shown in

Fig. 2. Then, we compute the covariance matrix C as follows

C = X Î X
T ∈ R

d×d (8)

Fig. 2 Illustration of the proposed covariance pooling module
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where Î = 1
/
n
(
I − 1

/
n1

)
, I is an n × n identity matrix, and 1 is a matrix with

all elements being 1. Since all the elements in each xi are derived from the rotation
invariant feature maps, the pooling covariance matrix in Eq. (8) is invariant to image
rotation.

Then, we introduce the iSQRT-COV meta-layer [18], which is used to approx-
imate the square root of the covariance matrix. The eigen-decomposition (EIG) of
covariance matrix C is calculated as

C = Udiag{λi }UT , i = 1, ..., d (9)

where diag{λi } and U are the eigenvalue matrix and eigenvector matrix of C,
respectively. The square root of matrix C is calculated as

F = Udiag
{
λ
1/2
i

}
UT , i = 1, ..., d (10)

Equation (10) regularizes the square root of the covariance matrix. Since EIG is
not well supported by GPU, the iSQRT-COV meta-layer uses an iterative method
to approximate the square root of the covariance matrix. Note that the output F is
a symmetric matrix and we only need to concatenate its upper triangular entries to
obtain a vector f of dimension d(d + 1)/2.

3 Experiments

3.1 Experimental Settings and Datasets

For the proposed RICNN, we perform training using Adam [23] as the optimizer,
starting with a learning rate of 0.1 and gradually decreasing to 0.001. The training
epochs and batch size are 45 and 32, respectively. The classification objective is the
commonly used cross-entropy function. The number of orientations is set to N =
17. We run the experiments with GeForce GTX TITAN X (12G). We evaluate the
performance of RICNN on two datasets: MNIST-rot-12k and FMNIST-rot-12k.

MNIST-rot-12k. The dataset is composed of 28 × 28, 360° rotated images of hand-
written digits (0–9). It consists of 10k training samples, 2k validation samples and
50k test samples.

FMNIST-rot-12k. The dataset contains 10 classes of grayscale clothing images (28
× 28 pixels). Similarly, it has 10k training samples, 2k validation samples and 50k
test samples, where the images of the original FMNIST are rotated by angles between
[0°, 360°].
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Table 1 Results on the
MNIST-rot-12k and
FMNIST-rot-12k

Method Error (%)

MNIST-rot-12k FMNIST-rot-12

SVM 10.38 –

TIRBM 4.20 24.46

H-Net 2.14 14.50

DREN 1.56 –

ORN-8 (ORAlign) 1.63 13.42

α-p4-CNN 1.68 14.65

RotEqNet 1.31 13.39

TI-pooling 1.37 12.54

Ours (without CP) 1.20 13.18

Ours 1.07 12.24

3.2 Experimental Results

Table 1 shows the classification results of different methods including SVM [24],
TIRBM [10], H-Net [11], DREN [25], ORN [14], α-p4-CNN [13], RotEqNet [15]
and TI-pooling [6]. The results of SVM, TIRBM and DREN are quoted from the
original papers and other results are reported based on our own implementation using
the codes provided by the authors.

From Table 1 we can make the following observations. Firstly, our RICNN
achieves the best performance on both datasets, demonstrating the robustness of
our network model for image rotation. Secondly, TI-pooling and RotEqNet which
consider only first-order information show worse performance than the proposed
RICNN. By contrast, our RICNN can obtain better performance by additionally
using covariance pooling to extract hierarchical second-order statistical features.
Finally, we report the results of RICNN with and without covariance pooling. It can
be observed that RICNN without covariance pooling leads to a decrease in accuracy.
Hence, the proposed second-order covariance pooling complements the first-order
orientation pooling for rotation invariant feature learning.

3.3 Ablation Study

Impacts of convolution kernel size. Table 2 shows the classification results of
RICNN by varying the convolution kernel size. As can be seen, better results are
obtained on MNIST-rot-12k and FMNIST-rot-12k with the kernel size 11 × 11.
When the convolution kernel size is too small or too large, the performance can
drop slightly. This is because the small convolutional kernels hardly capture large
scale image structures while the large ones can introduce noisy image patterns. By
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Table 2 Impacts of
convolution kernel size on the
classification results

kernel size Error (%)

MNIST-rot-12k FMNIST-rot-12k

7 × 7 1.26 13.17

9 × 9 1.15 12.39

11 × 11 1.07 12.24

13 × 13 1.21 12.75

Table 3 Impacts of
the number of orientations on
the classification results

N Error (%)

MNIST-rot-12k FMNIST-rot-12k

9 1.19 13.08

13 1.16 12.65

17 1.07 12.24

21 1.17 12.45

considering the effectiveness and efficiency, in this work we have chosen the kernel
size 11 × 11 for both datasets.

Impacts of the number of orientations. Table 3 shows the classification perfor-
mance of RICNN by varying the number of orientations. As can be seen from Table
3, the best classification results are obtained by usingN = 17 on both datasets. There
is no improvement in classification results as the number of orientations increases to
21. This is because the network has acquired enough orientation information when
N = 17. To ensure both the effectiveness and efficiency, we have chosen N = 17 in
our experiments.

Comparison of orientation pooling strategies. Table 4 compares the classification
results of RICNN using different orientation pooling strategies. Here, “maximum”
and “average” denote max-pooling and average-pooling applied to the orientation
dimensions, returning the maximum value and average value at each spatial location,
respectively. “Addition” represents adding the obtained maximum value and average
value at each spatial location. “Concatenation” denotes concatenating the maximum
value and average value of the feature maps. As can be seen from Table 4, our

Table 4 Classification
results with different pooling
strategies

Pooling Error (%)

MNIST-rot-12k FMNIST-rot-12k

Average 8.42 22.51

Maximum 1.18 12.56

Addition 1.22 12.43

Concatenation 1.07 12.24
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Fig. 3 Confusion matrix of RICNN on the MNIST-rot-12k

concatenation operator obtains the best classification results on both datasets, which
demonstrates the efficacy of the proposed orientation pooling operator.

Confusionmatrix. Figure 3 further shows the confusion matrix for the 10 categories
on the MNIST-rot-12 k. As shown in Fig. 3, the digits “0” and “1” have the highest
classification accuracy of 99.6%.The twomost confused cases are that “5” is taken for
“6” (0.8%) and “9” is taken for “4” (0.7%). Misclassification is due to the structural
similarity between these image pairs.

4 Conclusions

WeproposeRICNN, a rotation invariant end-to-endCNNmodel, based onorientation
pooling and covariance pooling for image classification. Instead of only taking the
first-order information into consideration, we employ covariance pooling (CP) to
generate second-order statistical features. We also adopt two types of orientation
pooling (OP), including max OP and average OP, to aggregate richer features. The
resulting feature representation is rotation invariant and discriminative. Experiments
on two benchmark datasets demonstrate the effectiveness of RICNN for rotation
invariant image classification.
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Deep Spatial–Temporal Graph Modeling
of Urban Traffic Accident Prediction

Yongxian Huang , Fan Zhang , and Jinhui Hu

Abstract In recent years, more and more attention is attracted to analyzing the
factors that affect and induce traffic accidents, and studying the methods of traffic
accident prediction, which may help reduce the risk of accidents and alleviate traffic
congestion. In many works, urban space is divided into small pieces and repre-
sented as a graph structure composed of nodes (vertices) and edges, and then graph
convolutional networks are used to analyze the spatial correlation characteristics of
traffic flow parameters. In this paper, a computer-vision based method is adopted to
calculate the similarity of nodes in urban road network image as an auxiliary term
of adjacency matrix. Moreover, a gated graph convolutional multi task (GGCMT)
model is proposed to predict the accident risks on both node scale and city scale
(overall risk). In order to reduce the interference of data sparsity, we propose an
improved prior risk data enhancement method. The results show that the proposed
model outperforms the baseline models. In the auxiliary task, the predicted overall
accident risks are also consistent with the real values.

Keywords Traffic accident prediction · Urban traffic · Graph convolutional
network

1 Introduction

Urban road traffic is a complex nonlinear system. It is difficult to accurately describe
some of the rules through mathematical equations, such as the evolution of traffic
flow in the road network, the probability distribution of traffic accident risk, and so
on.With the help of traffic big data and deep learning, real-time traffic flow prediction
[1], arrival time estimation [2], OD prediction [3], etc., have been realized. At the

Y. Huang (B) · F. Zhang
Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences, Shenzhen,
Guangdong 518055, People’s Republic of China
e-mail: yongxian@mail.ustc.edu.cn

Y. Huang · J. Hu
The Smart City Research Institute of China Electronics Technology Group Corporation,
Shenzhen, Guangdong 518033, People’s Republic of China

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. Yao et al. (eds.), The International Conference on Image, Vision and Intelligent Systems
(ICIVIS 2021), Lecture Notes in Electrical Engineering 813,
https://doi.org/10.1007/978-981-16-6963-7_41

445

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6963-7_41&domain=pdf
http://orcid.org/0000-0001-8571-6881
http://orcid.org/0000-0002-4974-3329
http://orcid.org/0000-0001-7575-1237
mailto:yongxian@mail.ustc.edu.cn
https://doi.org/10.1007/978-981-16-6963-7_41


446 Y. Huang et al.

same time, the development of traffic big data and deep learning can also provide a
reliable solution for traffic accident risk prediction.

Many researches try to use deep learning model to solve the problem of traffic
accident analysis. Some of them analyze the data in Euclidean domains [4–7],
using convolutional neural networks (CNNs) to analyze urban traffic characteristics.
However, the urban traffic network data have the characteristics of non-Euclidean
structure, which may not be well described by convolutional neural networks.

A commonmethod to analyze the non-Euclidean structure data in traffic prediction
or other hot events prediction is graph convolutional neural networks [8–10]. Inmany
works [11, 12], urban space is divided into regular grid areas as nodes of graph
structure, and the connection between grids is regarded as edge. However, to our
knowledge, there is no universally accepted method to calculate adjacency matrix.
To fully consider the characteristics of traffic network, such as the directions of traffic
roads and distribution density of road network, in addition to calculating the static
characteristics of the road network, we adopt a computer-vision method to calculate
the visual similarity between nodes as an auxiliary adjacency matrix. The calculated
adjacency matrix can not only manifest the internal characteristics of grids, but also
the conditions around them.

One other obstacle may be in front when dealing with the sparse traffic acci-
dent data. When there exist too many zeros in the training labels, the zero-inflated
problem will reduce the prediction accuracy of the model [13]. To tackle this issue,
there are mainly two methods, respectively handling the loss function [9] and data
preprocessing [11]. In this paper, an improved prior risk data enhancement method
is applied in data preprocessing, considering not only the accident risk distribution
probability of each node in history, but also the time-varying global accident risks.

In this paper, we study the problem of city-wide traffic accident prediction by
proposing a gated graph convolutional multi task (GGCMT) framework. In addition
to predicting the traffic accident risk of each node, we also predict the overall risk
of the city in the auxiliary task. Compared with the previous model frameworks, our
model shows better performance in accident risk prediction.

The paper is organized as follows. In Sect. 2, we introduce themulti-task and some
basic definitions. Section 3 presents data preprocessing and the proposed frame-
work GGCMT. Empirical studies are presented and discussed in Sect. 4. Finally, the
conclusions of this paper will be in Sect. 5.

2 Multi-task and Definition

In this section, some basic definitions and themulti-task are presented.We first divide
the study area (NYC without Staten Island) into small regular squares of size 1.5 km
and obtain N = 383 square regions v1, v2, . . . , vN . Areas without road network
distribution (occupied by mountains or water areas) are not taken into account, as
there is no traffic activity.
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2.1 Urban Graph

The urban area can be expressed as an undirected graph G = (V, E, W), where V, E,
and W indicate the nodes, edges and weights of the graph, respectively. The square
urban regions are represented as a set of graph nodes V, and the connection between
any pair of regions vi and v j is turned into edge ei j . The weight wi j corresponding
to graph edge ei j indicates the similarity or strength between the two vertices it
connects.

2.2 Traffic Accident Risk

Thevalue of traffic accident risk is defined as the sumof severity levels of accidents. In
particular, rvi (�t) = ∑3

j=1 j∗τ�t
vi ( j), where j indicates the severity level of accident,

and τ�t
vi ( j) denotes the number of accidents of level j. The accident risk within time

interval �t can be represented by R(�t) = {rv1(�t), rv2(�t), . . . , rvN (�t)}. To
analyze the development tendency of entire urban domain risk, we calculate the
overall risk as Ro(�t) = ∑

i rvi (�t).
Three accident risk levels are defined: minor accidents, injured accidents, and

fatal accidents [14], whose weights are 1, 2, and 3, respectively.

2.3 Multi-task Traffic Accident Prediction

Given the urban road network features S = {Sv1, Sv2, . . . , SvN } and the history traffic
accident risk R(�t)(�t = 1,2 , …, T ), we can predict the distribution of the traffic
accident risks R(�t)(�t = T + 1, T + 2, …, T + L) and entire urban domain
risk Ro(�t)(�t = T + 1, T + 2, . . . , T + L), where L is the number of intervals
predicted.

3 Spatial–Temporal Traffic Accident Prediction

In this section, data preprocessing and the proposed framework GGCMT will be
shown and elaborated.
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3.1 Data Preprocessing

To obtain different weight matrices of the graph, we calculate the Jensen-Shannon
divergence of the static road network characteristics and the computer-vision based
similarity fromurban road network image, respectively. In order to reduce the compu-
tational complexity, for each node, we select the most relevant nodes (nodes with
the largest weight) in the urban graph as its adjacent node, keeping the connectivity
ratio of the graph as ρ = 0.1.

To handle the sparse distribution characteristics of traffic accidents, we adopt an
improved prior risk data enhancement method.

Weight Matrix Derived from Static Road Network. Corresponding to the division
of urban areas, the static road network of NYC is divided into N parts. To calculate
the similarity of static road characteristics, we express the characteristics of the static
road network in each single node region as a vector. Then, the static road network
weights matrix W n can be calculated as [11]

wi j =
{
1, i f region vi and v j are ad jacent
exp(−J S(si |s j )), otherwise

(1)

where si denotes the vector of static road network characteristics of node i.

Weight Matrix Derived from Urban Road Network Image. As the urban road
image can visually demonstrate the road distribution density and other distribution
characteristics in different areas of the city, we analyze its features by VGG16 model
[15] pre-trained in ImageNet dataset. The model structure of VGG16 is illustrated
in Fig. 1.

In image processing, the feature map in the front of convolutional neural network
usually extracts the representative high-frequency and low-frequency features in the
image; when the signal enters the deeper hidden layer, its more general and complete
features will be extracted. Here, we extract the features of VGG16 model after the
fourth pooling (the down sampling rate is 16) layer as the features of the node region,
and calculate the cosine similarity between them as the weight of the corresponding
edge.

Fig. 1 Model structure of VGG16, layers in blue are used to calculate urban road network image
features
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Fig. 2 Cosine similarity calculated with the visual features by VGG16. Different colors indicate
the similarity between the features of each node and the target node (colored in white)

The calculated cosine similarity is illustrated in Fig. 2. We can observe that the
distribution of similarity values in different patterns obviously distinguish from each
other since their compared target nodes are different. For each target node, the simi-
larity of nodes around it tends to be larger (in lighter color) than others in the distance.
This is because that the receptive field [16] of the feature image exceeds the number
of pixels occupied by the node region in the imagewhen calculating the convolutional
features, and it reflects the adjacency relationship between nodes to a certain extent.
In Fig. 2c, the light color area near the target node is larger than others in Fig. 2a, b, d,
illustrating there are more nodes with high similarity to the target node. Aside from
the vicinity of the target node, some distant nodes will also appear lighter colors,
indicating that there is a high similarity in the road network structure or density in
these areas, and there may be some long-distance connection between them, such as
similar urban functions and terrain.

Thus far, the weight matrixWm reflects the similarity nodes in urban road network
image is obtained.

A Prior Risk Data EnhancementMethod. Since the observed accidents are usually
few, the regression task tends to be the most frequent but uninteresting situation
(no accidents). To solve this problem, Zhou et al. [11] proposed a prior risk data
enhancement method, replacing zeros with the historical distribution of accident risk
values of each node. However, it is time invariant, not able to reflect the time varying
of the global accident risk. To this end, we proposed an improved prior risk data
enhancement method.

We replace the zero values in risk data with a statistical accident risk index, whose
value not only reflects the accident risk distribution probability of each region node
in history, but also the time varying global accident risk distribution.

The statistical accident risk index is calculated as

I (�t, vi ) = a(�t)∗ log pi + b(�t) (2)

where pi is the statistical accident risk distribution probability of region vi in history
observed data, a(�t) and b(�t) are two coefficient indicating the global accident
risk distribution in interval �t .



450 Y. Huang et al.

pi =
∑

�t R(�t,vi )∑
�t

∑
j R(�t,v j) (3)

a(�t) = Rmax(�t,vi )
log pmax

pmin

, b(�t) = −a(�t) ∗ log pmax (4)

3.2 Gated Graph Convolutional Multi Task (GGCMT) Model

The framework overview of proposed gated graph convolutional multi task
(GGCMT) model is illustrated in Fig. 3. The input data firstly goes through a
fully connected layer for feature extraction, then the time series information will
be analyzed through a gated structure network. And then the output of the gated
structure will be fed into the graph convolutional neural network. Final outputs of
the regional scale and global scale accident risk prediction values are calculated
through two fully connected layers, respectively.

The gated structure network can be formulated as

Xl+1
gate = Gatel

(
Xl

) = tanh
(
XlUl + bl

) � σ
(
XlV l + cl

)
(5)

where Xl ∈ RN×nl−1
is the input of the layer Gatel , Xl+1

g ∈ RN×nl is the output.

Ul, V l ∈ Rnl−1×nl , bl , cl ∈ Rnl , are learnable parameters. tanh(x) = ex−e−x

ex+e−x is
the hyperbolic tangent function, value is between −1 and 1. σ(x) = 1

ex+e−x is the

Fig. 3 Framework overview
of gated graph convolutional
multi task (GGCMT) model
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sigmoid function, σ(x) ∈ (0, 1). And the operation � is the element-wise product,
the extended fully connected layer calculated as EFC

(
Xl

) = XlUl + bl .
Taking advantage of its potential in non-Euclidean correlation and node risk prop-

agation modeling [17], we use GCN to further analyze the output features of gated
structure layer. The k-th GCN layer could be formulated as:

Xk+1
GCN = GCNk

(
Xk

) = ReLU
((
HXk

)∗θ k
)

(6)

where θ k ∈ RN×mk−1×mk
is the learnable parameter in the k-th layer, Xk+1

GCN ∈ RN×mk

and Xk ∈ RN×mk−1
are the output and input, respectively. ReLU(x) = max(0, x)

is the activation function. The operation symbol ∗ indicates multidimensional array
operator. For arrays A ∈ Rd1×d2 , B ∈ Rd1×d2×d3 , the operation C = A∗B ∈ Rd1×d3

satisfies that

ci j =
d2∑

k
aikbik j , 0 ≤ i < d1 and 0 ≤ j < d3 (7)

The matrix H denotes the Laplacian matrix of graph, which can be derived from
the adjacency matrix W .

H = D−1W (8)

W = Wn + λWm (9)

whereWn andWm areweightmatrices derive from static road network characteristics
and urban road network image, respectively,λ = 0.2 is a constant coefficient. In order
to reduce the amount of computation, we limit the connectivity of the graph to ρ =
0.1, and ensure the sparsity of the affinity matrix of the graph matrix W . D ∈ RN×N

is the diagonal matrix with Dii = ∑
j wi j .

Note that the role of reshape layer in the model is to flatten the dimension of the
node which is used to calculate the overall risk accident output.

4 Empirical Studies

In this section, extensive empirical studies are carried out to evaluate our prediction
framework on NYC Opendata dataset from January 1, 2017 to May 31, 2017. In
the experiment, we select 70%, 20% and 10% datasets for training, evaluation and
verification.

The length of time interval is set to be 30 min, and 48 intervals (24 h) are used
to predict 6 (3 h) coming intervals accident risk. And the framework is evaluated by
accuracy of top q (Acc@q) [18], which is widely adopted in spatiotemporal ranking
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tasks, indicating the percentage of accurate predictions in nodes within k highest
risks.

Three baselines are chosen for comparison, which are (1) ARIMA [19], a classic
machine learning algorithm for time-series predictions; (2) SDAE [14], a model for
real-time risk prediction incorporating human mobilities; (3) SDCAE [20], a method
for citywide accident risk prediction.

Table 1 illustrates the performance comparisons of our model with the baselines.
Encouragingly, our framework outperforms the baseline models, having 6% higher
accuracy than that of the baseline models.

Figure 4 shows the comparison of predicting results with (red curve) and without
(black curve) the prior risk data enhancement method. Without data enhancement,
the model tends to be partial to the most common but uninteresting cases without
accident occurrence, whose risk value is 0. With the blessing of the enhancement,
the top 20 accuracy of the model is improved from 6.81 to 20.98%, increasing by
14.17%.

A case study is shown in Fig. 5. The heat map of accident risk prediction is
presented in Fig. 5a, while the top k (k equals to the number of accidents in real
situation) predicted nodes (green points) and the ground truth (red points) are shown

Table 1 Performance comparisons of GGCMT and baselines

Models ARIMA SDAE SDCAE GGCMT

Acc@20 14.23% 12.08% 14.79% 20.98%

Fig. 4 Comparison of predicting results with and without the prior risk data enhancement method
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Fig. 5 Case study results, a heat map of prediction, b accident distribution of predicted results and
the actual situation

in Fig. 5b. One can see that a considerable number of traffic accidents have been
accurately predicted.

In the auxiliary task, the overall accident risk is predicted to describe the devel-
opment trend of accident risk in urban scale. The comparison of predicted overall
risk and ground truth is presented in Fig. 6. The black curves present the real overall
risks while the red curves present the prediction. As presented, the overall accident
risk prediction is consistent with the real overall trend of traffic accidents well.

5 Conclusions

In this paper, (i) we adopt a computer vision method to analyze the urban road
network image, and calculate visual similarities between different regions in urban
city, since the visual similarities could reflect the similarity and correlation between
different regions in urban road network space. (ii) To deal with the issue of sparse
accident data, we propose a prior risk data enhancement method by replacing the
zero values with indexes, indicating the historical traffic accident risk probability of
nodes and the overall accident risk of the current moment. (iii) Furthermore, a gated
graph convolutional multi task (GGCMT) model is proposed to predict the accident
risk of both node scale and city scale. Results of empirical studies show that our
framework outperforms baselines by 6% in top 20 accuracy, and the prior risk data
enhancement method improve the accuracy by 14.17%. Besides, the overall accident
risk prediction in the auxiliary task is in good agreement with the real overall risk.
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Fig. 6 Comparison of prediction (red curves) and real data (black curves) of overall risk. In order
to better show the comparison results, we smooth both of the curves by exponential moving average
method with weighted value 0.9
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Exposing Video Frame Removal via Deep
Features

Tianle Wu , Chunhui Feng , and Yigong Huang

Abstract In recent years, with the rapid increase of video data, its security problems
have gradually been exposed, and people have begun to pay attention to it. Among
them, video frame deletion is a common video forgery attack. In this paper, we
propose a video frame deletion detection method using deep features. We first use
the deep features of AlexNet pre-trained on the ImageNet dataset to calculate the
inter-frame distortion level. After that, a feature enhancement method based on the
local average distortion level is proposed to eliminate the fluctuation of the video
content and obtain the relative distortion level. Finally, the generalized ESD test
is used to detect the frame deletion points in the video. We created two datasets
containing large-scale complex content scenarios for testing the proposed method.
The experimental results show that the F1 score of the proposed method reaches
90.26%,which is significantly better than the existingmethods on the created dataset.

Keywords Video forensics · Frame deletion · Deep features · Distortion level ·
Relative distortion level

1 Introduction

Nowadays, modifying digital video content is effortless. People can use editing soft-
ware on a computer or smartphone to edit the video at will. In many countries, digital
video has a strong legal effect. Therefore, verifying the authenticity and integrity is
a necessary condition for digital video as evidence in court. Besides, the authenticity
and integrity of digital video are also vital in news, security and other fields.

Video frame deletion is to delete several consecutive frames from the video.
After careful frame deletion, it is difficult to be noticed by humans. Therefore, it is
challenging to detect and locate the frame deletion operation in the video. In [1],
Wang et al. found that frame deletion will cause double compression of I frames
and increase motion estimation. They use this phenomenon to detect video frame
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deletion. However, when the number of frame deletions is an integermultiple ofGOP,
their method is invalid. Stamm [2] used the prediction error of P frames to design a
method that can detect the deletion of video frames without being restricted by the
GOP size. Many studies have explored the characteristics of compressed domains,
such as [3, 4]. Although the compressed domain feature can effectively detect the
deletion of video frames, it is limited by the video compression format. Therefore,
Wang et al. [5] started the exploration in the spatial domain. They found that in
interlaced video, the motion between a single field and adjacent fields is equal. They
use this phenomenon to detect the forgery of interlaced video. After that, because
the spatial domain features do not restrict the compression format, many researchers
focus on exploring spatial domain features. Chao et al. [6] studied the changes of
optical flow in the video and found that inter-frame forgery would affect optical flow
consistency. Feng et al. [7] analyzed the motion of different intensities in the video
and proposed a motion-adaptive method to detect video frame deletion. There are
many ways to use spatial domain features, such as velocity field intensity [8], ENF
[9], etc. However, these methods using spatial domain features are easily affected by
the content of the video, such as lighting changes,motion speeds, and their robustness
is poor.

To solve the problemsmentioned above, we propose amethod to effectively detect
the deletion of video frames. We first use the Learned Perceptual Image Patch Simi-
larity (LPIPS) to measure the inter-frame distortion level. For the distance between
the two images, the LPIPS can be consistent with human visual judgment. Then we
use a feature enhancement algorithm based on the local average distortion level to
eliminate the effects of lighting changes, motions of different intensities, and other
video content. Finally, we use the generalized ESD test to detect inter-frame abnor-
malities in the video. We tested the proposed method on two datasets with complex
content scenarios and compared it with existing methods. The results show that our
method has a good performance.

2 Review of Learned Perceptual Image Patch Similarity

Learned Perceptual Image Patch Similarity (LPIPS) is a new image consistency
metric proposed by Zhang et al. [10], which is used to judge the perceptual distance
of two images. Unlike traditional pixel-by-pixel image similaritymeasurements such
as structural similarity (SSIM) or L2 Euclidean distance, LPIPS uses deep neural
network features to calculate the perceived distance between two images. It can be
obtained by training different network architectures at different tasks and supervision
levels.

The calculation process of the LPIPS of the two images is shown in formula (1).
First, a network F is given, and then the feature stack of the L layer in the network
is extracted and unit-normalized in the channel dimension. Then use a vector w to
scale each channel and calculate the L2 distance. Finally, the spatial dimension and
all layers are averaged.
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d(x, x0) =
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1
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∑
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2 (1)

where x, x0 are the two image patches of the input network. ŷl , ŷl0 ∈ R
Hl×Wl×Cl is

the feature of the l layer;wl ∈ R
Cl .

3 Proposed Method

In this section, we first discuss the basic principle of using LPIPS to expose frame
deletion points (FDPs) in a video. Then, a feature enhancement algorithm to obtain
the relative distortion level is introduced to eliminate the influence of video content.
Finally, the method of detecting FDPs from the relative distortion level sequence of
the video is introduced, and our overall detection framework is given.

3.1 LPIPS of Frame Deleted Video

In [10], Zhang et al. proved that LPIPS has the comparable ability as the human vision
in distinguishing the original image and different types of distortion images (tradi-
tional distortion and CNN-based distortion). In this article, we regard the process
from the current frame to the next frame of a video as a special kind of distortion
(that is, the current frame is the original image, and the next frame is the distorted
image). This assumption is based on the characteristics of the video itself. In the
video, the shooting interval of adjacent frames is very short, and the content changes
slightly and is very similar. This characteristic also determines that the distortion
between adjacent frames is not a single distortion but a complicated distortion that
mixes various single distortions such as lighting changes,movement, heavyShadows,
etc.

In order to observe the changing law of the distortion level in the frame deletion
video, we visualized the distortion levels of each inter-frame of three deleted frame
videos with different motion intensities, as shown in Fig. 1. Due to the influence of
the video content, the changes in inter-frame distortion level are proportional to the
level of change in video content. In a video, the distortion level between adjacent
frames that have not undergone the frame deletion operation is roughly the same.
After the frame deletion operation, the distortion level between adjacent frames will
increase due to the gap of video content and destroy the continuity of the distortion
level of the entire video. Therefore, we can use the LPIPS consistency of the video
inter-frame to detect whether there is a frame deletion operation in the video (that is,
to detect inter-frame with a sudden increase in distortion level).
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Fig. 1 The inter-frame distortion level curves of three frame-deleted videos with different motion
intensities, where the red dot marks the FDP. The movement speed of the three videos is a > c > b

3.2 Feature Enhancement Algorithm

In the previous section, we analyzed the characteristics of the distortion level between
the (non-deleted frames point) non-FDP and the FDP. We found that the inter-frame
distortion level fluctuates with the video content, and a small part of the fluctuation
causes the distortion level to be like FDP. The saliency of the FDP distortion level
in the entire video will be severely affected. After observation, we found that the
increase in distortion level caused by frame deletion is sudden, while the distortion
level caused by content fluctuations is continuous. Therefore, to make the distortion
level of the FDP more significant, we designed a feature enhancement algorithm
according to the difference in the increase of the distortion level of the non-FDP and
FDP. The algorithm is based on the average distortion level of past inter-frame and
future inter-frame. Our feature enhancement algorithm is shown in Eq. (2). For the
i-th inter-frame of a video, we first calculate the average distortion level of the past
and future 2w inter-frames. Then use the quotient of the distortion level of i-th inter-
frame and the average distortion level to expose the sudden increase in the distortion
level and eliminate the continuous increase.

RLP I PS(i)

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

LP I PS(i)
1

i−1+w

(∑i−1
j=0 LP I PS( j)+∑i+w

j=i+1 LP I PS( j)
) , i − w < 0

LP I PS(i)
1
2w

(∑i−1
j=i−w LP I PS( j)+∑i+w

j=i+1 LP I PS( j)
) , i − w ≥ 0 and i + w ≤ N

LP I PS(i)
1

w+N−i−1

(∑i−1
j=i−w LP I PS( j)+∑N

j=i+1 LP I PS( j)
) , i + w > N

(2)

where LP I PS(i) = d(i, i + 1) is the distortion level from the i-th frame to the i +
1-th frame in the video. N is the number of frames of the video.

After feature enhancement, we call the obtained sequence the relative distortion
level sequence. When w = 15, the feature enhancement results of the three videos
in Fig. 1 are shown in Fig. 2. The relative distortion level of the FDP is significant
in the entire video. The relative distortion level of the non-FDP in the video is very
stable and is no longer affected by the fluctuation of the video content.
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Fig. 2 The inter-frame relative distortion level curve of three frame-deleted video. The red dot is
the FDP

3.3 Frame Deletion Point Detection

The generalized ESD test [11] is an anomaly detection method that can detect
abnormal points in normally distributed data. In this paper, we use the relative distor-
tion level to expose the FDPs in the deleted frame video. The relative distortion level
of the FDPs breaks the continuity of the overall relative distortion level of the video
and presents abnormal discontinuities. Besides, the relative distortion level sequence
data is approximately normally distributed. Therefore, we can use the generalized
ESD test to detect the abnormal points in the relative distortion level sequence to
determine the FDP in the video. There are two critical parameters in the generalized
ESD test: the number of abnormal points r and the significance level α. In ourmethod,
we set r = 1 and α = 0.05.

3.4 Overall Framework of the Proposed Method

The overall flow of our detection algorithm is shown in Fig. 3. Given a video, we first
decode the video to an RGB image sequence and resize the image to 64 × 64 pixels.
Then use the 5-layer convolution feature in the pre-trained Alex network to calculate

Fig. 3 Flow chart of video
frame deletion detection
algorithm
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the LPIPS between each inter-frame to obtain the LPIPS sequence of the entire video.
Linear correction and spatial averaging are used in the calculation of LPIPS. Then
use the feature enhancement algorithm to process the LPIPS sequence to obtain the
relative distortion level sequence. Finally, the generalized ESD test is used to detect
the abnormal points in the relative distortion level sequence and obtain the number
of abnormal points N and their index in the relative distortion level sequence. If the
number of abnormal points N < 1, the video is determined to be the original video.
Otherwise, it is the frame deleted video. Besides, if a video is judged to be a deleted
frame video, the abnormal point index is the position in the video where the FDP is
located.

4 Experiment

4.1 Dataset

In our experiments, we evaluate the proposed method using two video datasets of
multiple scenes with different shooting methods. The original videos of the two
datasets are from VISION [12] and VFDD2.1 [13]. These two datasets are obtained
by editing the original video.

We use 798 original videos of about 1 min and 10 s in VISION to create our D-
VISION dataset. Create our D-VFDD dataset using 714 original videos with a length
of about 10 s in VFDD2.1. Our dataset is generated to delete 1 s-length frames from
random locations in the original video.

4.2 Evaluation Metrics

We use the recall, precision, and F1 score shown in formulas (3)–(5) to evaluate our
method.

P = T P

T P + FP
(3)

R = T P

T P + FN
(4)

F1 = 2∗(Precision∗Recall)
Precision + Recall

(5)

where TP (True Positive) and TN (True Negative) are the numbers of correctly recog-
nized FDPs and non-FDPs. FP (False Positive) is the number of non-FDPs falsely
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classified as FDPs. FN (False Negative) is the number of FDPs falsely recognized as
non-FDP frames.

4.3 Discussion of Parameters

In this section, we discuss the window size w involved in the proposed feature
enhancement algorithm and the significance level α in anomaly detection. Figure 4a
and b show how the F1 score changes with α when w = 15. We can see that as α

increases, the F1 score shows an opposite trend on the D-VISION dataset and the
D-VFDD dataset. The possible reason is that the number of video frames in the D-
VISION data set is much larger than that in the D-VFDD dataset. As α increases, the
stringencyof thegeneralizedESD test decreases, causingmore false alarms for videos
with more frames. Therefore, to make our method have satisfactory generalization.
We set the parameter α to 0.05.

Figure 4c, d shows the effect of thewindowsizew in the feature enhancement algo-
rithm on the F1 score when α is 0.01. We can see that as w increases, F1 scores show
roughly the same trend on the two datasets (rising first and then falling). Therefore,
we set the window size w = 15 in the feature enhancement algorithm.

Fig. 4 The effect of different w and α on the performance of the algorithm. Among them, a, c are
the results on the D-VISION dataset, and b, d are the results on the D-VFDD dataset
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Table 1 Compared with the performance of existing methods

D-VISION D-VFDD

P (%) R (%) F1 (%) P (%) R (%) F1 (%)

HOG [15] 8.70 68.69 15.45 20.85 85.71 33.54

LBP [14] 13.35 45.45 20.64 83.74 76.47 79.94

LPIPS 69.01 68.92 68.96 81.10 78.71 79.89

Ours 73.40 73.31 73.35 90.32 90.20 90.26

4.4 Performance Comparison with State-of-the-Art Methods

We tested the performance of the proposed method to detect video frame deletion on
the D-VISION dataset and D-VFDD dataset and compared them with representative
frame deletion detection algorithm [14] and [15]. For fairness, we chose the best
parameters recommended in the two methods during the test. Table 1 shows the
performance of the three methods. We can see that the F1 score of the proposed
method exceeds the other two methods on both datasets. The existing best method
has 50.72% lower detection performance than our method on the D-VISION dataset
and 10.32% lower detection performance than our method on the D-VFDD dataset.
It can be seen that the performance of the three methods on the D-VISION dataset
is lower than that of the D-VFDD dataset. There are two possible reasons. The first
reason is that the video in the D-VISION dataset is longer than the video in D-VFDD.
Longer videos will generate more false positives. The second reason is the flat video
in the D-VISION dataset. The videos belonging to flat surfaces include walls and
skies. Especially for wall video, the wall content is single and lacks effective feature
points, which makes non-FDP and FPD extremely similar.

5 Conclusion

In this paper, we propose a novel method to detect video frame deletion. We assume
that the change of adjacent frames of the video is a kind of complex distortion
and reveals the FDP according to the level of distortion. The distortion level is
calculated by the deep features extracted from the trained deep neural network. The
relative distortion level is proposed, which effectively improves the influence of
video content fluctuation. Use generalized ESD to detect FDP in the video. The
experimental results prove the superiority of the proposed method. Nevertheless, the
detection effect of video with complex and changeable content scenes still needs to
be improved. In the future, we will further study the proposed method. Explore the
complex transformation relationship between adjacent frames of video and build a
distortion model between adjacent frames of video based on deep learning.
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Research on Semantic Segmentation
and Object Grasping Strategy
Generation Based on Deeplab Algorithm

Shaobo Li , Qiang Bai , Jing Yang , Liya Yu , and Guangwei Wang

Abstract The Semantic segmentation is another important research direction in the
field of machine vision after object recognition. And the contour segmentation of
objects will be realized at the pixel level, which will provide great help for robot
object grasp strategy generation and driverless driving. The algorithm of deeplab
series proposed by Google innovatively use dilated convolution kernels instead of
traditional solid convolution kernels to achieve precise object semantic segmentation
and perform well on multi-scale objects. Firstly, this paper studies the principle of
deeplab algorithm from a mathematical point of view, and discusses its excellent
performance in semantic segmentation; Secondly, this paper applies the advantages
of deeplab algorithm in semantic segmentation to the research of object grasp strategy
generation, which makes a beneficial exploration for robot grasp and promotes the
wider application of robot; Finally, the core parameters of deeplab algorithm are
optimized, and the experimental results are analyzed in detail to improve the accuracy
of the model.

Keywords Semantic segmentation · Grasping strategy · Deeplab

1 Introduction

Artificial intelligence (AI) is considered to be the fourth industrial revolution, and the
world’s top technology companies (Google, Facebook,Alibaba, Tencent, Baidu, etc.)
all regard AI as an important strategic research direction. AI technology represented
by deep learning has achieved world-renowned achievements in the fields of object
recognition, speech translation, natural language processing, and driverless driving.
In the field of machine vision, deep learning has achieved excellent performances in
image recognition, object location, and semantic segmentation. Semantic segmenta-
tion solves the above twoproblems from thepixel level and it is also a popular research
direction in the field of computer vision. Fully Convolutional Networks (FCN) is
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an early classic algorithm in the field of semantic segmentation, and it provides a
basic research framework for semantic segmentation [1]. It has the advantages of
accepting input images of any size and high computational efficiency, however, the
image details are not sensitive and the model training process is cumbersome and
the connection between pixels cannot be fully considered. The U-Net network [2]
proposed by Olaf Ronneberger et al. in 2015 is a variant of FCN, which implements
image feature extraction and semantic segmentation based on the Encoder-Decoder
structure. Comparedwith FCN,U-Net only needs to be trained once to achievemodel
training, and it has achieved better semantic segmentation performance in the field of
medical images. In 2015, Yu et al. [3] proposed a semantic segmentation algorithm
based on atrous-convolutions. This method expands the convolution system without
losing resolution and realizes the perception ofmulti-scale context information, but it
has the disadvantages of large amount of calculation and largememory requirements.
In the field of semantic segmentation, the algorithms of deeplab series have achieved
world-renowned achievements, and they have become more and more perfect after
multiple iterations. In 2014, the deeplabV1 [4] effectively solved the problem of
insufficient accuracy in the semantic segmentation of the DCNNs, and made up for
the disadvantage of the advanced feature translation invariance of DCNNs. Although
DeeplabV1 achieves end-to-end training, and solves the problem of resolution degra-
dation and partial loss of image details caused by downsampling, the main focus of
this model is the fully connected CRFs used for subsequent positioning. Aiming at
the problem of the difficulty of multi-scale object recognition and the local accuracy
degradation caused by the inherent invariance of DCNNs, Liang-Chieh Chen et al.
proposed deeplabV2 [5] in 2016, adding a multi-field of view on the basis of V1 and
introducing the space pyramidmodel—Atrous Spatial Pyramid Pooling (ASPP), and
the segmentation problem of different size objects are effectively solved. In addition,
the base structure of themodel is replaced byResNet fromVGG16,which can achieve
deeper model training. The DeeplabV3 algorithm proposed in 2017 [6] improved the
ASPP structure, and spliced the expansion convolution results of different expan-
sion rates (cascaded multiple atrous-convolutions structures). Different from dilated
convolutions [3], V3 directly expands the convolution of the feature map in the
middle, and at the same time the conditional randomfield (CRF) is deleted. Thewhole
model is concise and easy to understand, but it also has the disadvantages of poor
output pictures and too little information. The deeplabV3+ algorithm [7] proposed in
2018 modified the backbone of the model to modify xception [8] and used the depth-
wise separable convolution structure in the ASPP and decoding modules to improve
the accuracy and speed of the image segmentation algorithm, while protecting the
edge details of the object information, but due to themodel structure ismore complex,
the running speed is slower than other algorithms.Based on the excellent performance
of deeplabV3+ algorithm in the field of semantic segmentation, this paper applies it
to the research of robot grasping strategy generation.

The article is divided into four parts: The first part elaborates on the advantages
and disadvantages of the current mainstream semantic segmentation algorithms;
The second part analyzes the excellent performance of deeplab algorithm from the
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perspective of mathematical theory; The third part mainly talks about the improve-
ment of the deeplab algorithm and apply in the generation of grasp strategy; The
fourth part summarizes the content of the article and makes a conclusion.

2 Principle Analysis

Traditional deep convolutional neural networks use solid convolution kernels and
pooling, which will cause the loss of internal data structure and spatial hierarchical
information, and will also cause the information of small objects to be unable to
be reconstructed. This has caused the research of semantic segmentation to be in a
bottleneck period and cannot achieve a significant improvement in accuracy, and the
design of dilated convolution avoids these problems well. However, how to prop-
erly design the structure of the dilated convolution will determine its performance in
semantic segmentation. If only the kernel with the same dilation rate value is super-
imposed multiple times, or the discontinuous kernel means that not all pixels are
used for calculation, so the continuity of the information will be lost by treating the
information as a checker-board. In response to the above situation, the algorithms of
deeplab series have been improved (as shown in Eqs. 1–3) to achieve the fusion of
different dilated rate convolution kernels. The r value in the Eqs. 2 and 3 represents
different dilated rates. The deeplabV3+ algorithm achieves accurate perception and
semantic segmentation of multi-dimensional objects by fusing convolution kernels
of different dilated rate and performing parallel operations.

Ordinary convolution: y = ωx + b (1)

Dilated convolution: y = (ω + r)x + b (2)

DeeplabV3+:

y x bω= +

1( )y r x bω= + +

2( )y r x bω= + +

3( )y r x bω= + +

Image pooling

(3)
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3 The Actual Effect of the Model on the Grasp Strategy

Vision is the main way for humans to receive all kinds of information and researchers
hope that robots can have a vision system with high accuracy and robustness like
human to help people complete all kinds of work. Therefore, machine vision has
always been an important research topic in the field of AI and robot. With the rapid
development of deep learning technology, it has beenwidely and successfully applied
in defect detection, object recognition, medical image judgment and other fields
[9–19]. However, researchers hope that machine vision can achieve the accurate
generation of object grasp strategy and lay the foundation for object grasp, which
requires high semantic segmentation accuracy.

3.1 Idea

The deeplab series semantic segmentation algorithm proposed by Google in 2014
has achieved the best semantic segmentation performance on Pascal dataset (71.6%
of mean IOU). After four iterations, the deelabv3+ algorithm proposed in 2018
has become one of the best semantic segmentation algorithms and the precision of
89.0% and 82.1% has been achieved in Pascal VOC 2012 and cityscaps test set.
Semantic segmentation is a pixel level image processing technology, it can achieve
high-precision object segmentation, which lays a solid foundation for the generation
of grasp strategy. As shown in Fig. 1, the current mainstream grasping methods are
mainly divided into triangle grasping strategy (three fingers dexterous hand) and
rectangular grasping strategy (two fingers dexterous hand). Two fingers dexterous
hand has the advantages of low cost and simple structure, but its versatility is poor,

Fig. 1 Mainstream grasping
methods: a triangle grasping
strategy; b rectangular
grasping strategy
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especiallywhen grasping spherical or cylindrical objects, it has a high risk of slipping.
Although the cost of three finger dexterous hand is slightly higher than that of the
two finger dexterous hand, it is more similar to the human grip action, so it has
higher versatility. Based on the above analysis, this paper will study the grasping
strategy of three fingers dexterous hand based on deeplab semantic segmentation
algorithm. As shown in Fig. 1a, the three fingers grasping strategy is based on a
four-dimensional grasping representation with a fixed orientation triangle: (x, y) is
the center coordinates of triangle, angle θ represents the angle between the triangle
and the horizontal direction, height ω represents the height of a triangle with d as its
base. Figure 1b shows the rectangular grasping strategy. At present, the mainstream
rectangular grasp strategy mainly adopts the seven dimensional grasp representation
method, which is similar to the method proposed by Morrison et al. [20]. The grasp
attitude is expressed as follows:

Gr = (P,�r ,Wr , Q) (4)

where P = (x, y, z) is the center coordinates of the end effector, �r is the rotation
angle of the end effector around the Z axis, Wr is the required width of the end
effector, and Q is the grasp strategy quality score.

3.2 Dataset

Cornell University’s grasp dataset is the mainstream grasp dataset at present. The
dataset includes 885 images of 240 objects, in which the label of the original data
is rectangle grasp strategy. In order to realize the training of triangle grasp strategy
model, this paper uses Dexin et al. [21] annotated dataset for model training. As
shown in Fig. 2, the annotation method of the dataset is completely different from
the rectangular grasp strategy. The points in the blue area are all graspable points,
and a green line is drawn at the end of each grasp point to indicate the direction of

Fig. 2 Triangle grasp
strategy label [20]
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Fig. 3 IOU values of different grasp representations

the middle line of the grasp triangle. The green line represents half of the grasping
width. It is worth noting that the green line cannot be drawn symmetrically for the
objects that cannot be grasped symmetrically and only the objects that can be grasped
symmetrically can be drawn symmetrically. The green circle indicates that there is
no limit on the grasp angle. As shown in Fig. 3, the rectangle representation is very
different from the triangle representation, in which the green box represents the
expected value and the red box represents the predicted value.

3.3 Training and Testing

One of the cores of deeplab series algorithm is the use of dilated convolution kernel
with different dilated rates (as shown in Fig. 4), whichmakes convolution kernel have
strong sense field and can control the resolution of the feature calculated by deep
CNN.At the same time, combining the dilated convolutionswith different parameters
in series and parallel can also deal with the problem of semantic segmentation under
multi-scale conditions. After reading a large number of papers, it is found that the
receptive fields of convolution kernels with different dilated rate values are very

Fig. 4 Convolution kernels with different rates
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different [22–27]. Therefore, this paper will test the accuracy of the model with
different dilated rate values, and make a useful exploration for object grasp.

3.4 Evaluation

According to the existing research results [22–27], this paper designs three cases
of differentiated dilated rate: [1, 3, 6, 9], [1, 6, 12, 18], [1, 3, 5, 7], and verify the
performance differences of themodel under different dilated rate. As shown in Fig. 5,
the convergence of the model varies greatly under different dilated rate, especially in
the first half of the model training (before 200 step), when the dilated rate is 1-3-6-9,
the model has a more violent oscillation phenomenon, which may be caused by the
small rate value and the common divisor, otherwise, the convergence of the model
is improved when the discounted rate is set to 1-6-12-18 and 1-3-5-7.

In this paper, 92 images are randomly selected as the test set in the Cornell
University grasp dataset and Table 1 describes the performance of the model in
the test set under different dilated rates. It is found that the model has the best
performance when the dilated rate is 1-6-12-18. This is due to the large span and
uniform distribution of this group of parameters, so it can achieve better semantic
segmentation effect, and then improve the accuracy of the grasp strategy generation.

4 Conclusion

Fast and reasonable grasping strategy is the premise of robot grasping, so it has
important research value. Based on the excellent performance of deeplab algo-
rithm in semantic segmentation, this paper uses it to generate object grasp strategy.
Through theoretical derivation and analysis of existing research results, three groups
of different dilated rates are selected as experimental variables. Through model
training and test verification, it is found that the model can achieve best perfor-
mance when the dilated rate is 1-6-12-18, which achieves 96.8% accuracy in the test
set. In this paper, the model of high-precision grasping strategy is studied, which
makes a useful exploration for the research of robot grasping.



474 S. Li et al.

Fig. 5 The training results
of the model under different
dilated rates. a The overall
loss function curve of the
model with the dilated rate of
1-3-6-9; b The loss function
curve of confidence value,
angle and width with the
dilated rate of 1-3-6-9; c The
overall loss function curve of
the model with the dilated
rate of 1-6-12-18; d The loss
function curve of confidence
value, angle and width with
the dilated rate of 1-6-12-18;
e The overall loss function
curve of the model with the
dilated rate of 1-3-5-7; f The
loss function curve of
confidence value, angle and
width with the dilated rate of
1-3-5-7

b

a

c

d

e
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Table 1 Performance statistics of models with different dilated rates

Dilated rate Loss Loss_able Loss_angle Loss_width Test accuracy (%)

1-3-6-9 0.020863 0.002477 0.002351 0.016035 92.4

1-6-12-18 0.020863 0.002477 0.002351 0.016035 96.8

1-3-5-7 0.020863 0.002477 0.002351 0.016035 89.1
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Comparison of SAR Image Water
Extraction Algorithms Based on Grey
Incidence Analysis
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Abstract The rapid extraction of water bodies is of critical significance to flood
disaster assessment and water resource surveys. In recent years, the implementation
of SAR images for water extraction has gradually attracted attention from scholars,
but there are often pseudo water and “salt and pepper” phenomenon in the extraction
results. In this study, the grey Level Co-occurrence Matrix (GLCM) was adopted to
calculate 8 texture features of the SAR images, which increased the feature dimen-
sion of the model. Firstly, Grey incidence analysis (GIA) was employed for factor
evaluation, and factors of higher importance were subsequently fed into Rotating
forest (RF), k-Nearest Neighbor (KNN), and Logistic Regression (LR) models to
build DGI based hybrid models named DGI-RF, DGI-KNN and DGI-LR models
respectively. Finally, the models were used to conduct a large-scale water extraction
in Pengze County, China to evaluate the generalization ability of theModels. Results
based on fivefold verification show that DGI-RF model has the best generalization
ability, followed by DGI-KNN model, and DGI-LR model has worst generaliza-
tion ability. It is worth noting that RF and KNN coupled with DGI can effectively
alleviate the interference of mountain shadows, speckle noise, and salt and pepper
phenomenon, which may be computationally efficient and accurate alternatives for
large-scale water extraction.
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1 Introduction

Water extraction technology based on remote sensing images can quickly obtain
water distribution information in dangerous areas [1], which has critical signifi-
cance for land and resourcesmanagement, water resources investigation, drought and
flood disaster prevention, and rapid flood disaster assessment [2]. However, optical
remote sensing satellite monitoring is feasible only when there is a light source, and
the received wavelength range is relatively short. The SAR remote sensing satel-
lite adopts an active imaging method, which can receive long waves with strong
penetrating power without a light source, so it can observe the earth all-time and
all-weather [2, 3]. The long waves emitted by SAR satellites can penetrate clouds
and fog to obtain water information under extreme conditions, while the water in the
optical images generally presents different spectral characteristics, which inevitably
increases the difficulty of mapping the water distribution [4]. Due to the insensitivity
of SAR to clouds, rain and fog and the reflection of water bodies were mainly spec-
ular reflections, SAR images in areas with heavy rainfall were obtained in this study
and research on water body information extraction was carried out.

Currently, there are two main categories of water body extraction methods based
on SAR images: threshold segmentation method and classification method [5].
Among them, the most representative threshold segmentation methods are OTSU
algorithm and entropy threshold method [1]. Many research [6] have implemented
the OTSU to extract water bodies, but there were usually many pseudo-water bodies.
These pseudo-water bodies are generally composed of mountain shadows, roads
and speckle noise. In order to solve the problem of mis-segmentation caused by
these factors, post-processing methods based on morphology or DEM are usually
used to remove pseudo water pixels to obtain a more accurate water distribution
map [4]. Classification mainly refers to the extraction of water information based on
machine learning algorithms and object-oriented classification methods [5]. Scholar
[7] selected two GF-1 satellite images of different scales and complexity in the
Poyang Lake area, and compared the extraction effects of SVM, object-oriented
method andwater indexmethod in the study area, indicating that SVMhas the highest
extraction accuracy. Due to the fact that pixel-based classification is prone to “salt
and pepper phenomenon” [8], scholar [9] used the texture features calculated by the
grey-level co-occurrencematrix to establish amulti-dimensional feature space,which
effectively reduced this phenomenon. The ensemble learning classification method
can effectively reduce the uncertainty in the classification process by integrating
multiple classifiers, thereby improving the accuracy of image classification [10]. The
rotating forest algorithm proposed by Rodriguez in 2006 is a new type of ensemble
learning algorithm [11], which has been widely used in data classification since it
was proposed. It has also been verified that the rotating forest model is superior to the
random forest (RF) algorithm and AdaBoost [12]. Among various classic machine
learningmodels, KNN is a classifier based on distance iterative analysis, while the LR
model is a linear classification model. These two models have achieved satisfactory
performance when applied to remote sensing image classification [13, 14].
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In previous studies, mathematical statistical methods such as regression analysis,
analysis of variance, and principal component analysis are generally used to analyze
the relationship between various factors in the system. Although statistical methods
can solve many practical problems, they usually require a large sample size and
require the data to have a typical probability distribution, which is often difficult to
meet in practical applications. The grey incidence analysis (GIA) method proposed
by Professor Deng Julong (1985) is widely used in economics, medical education,
and geology [15]. GIA is an important part of grey system theory. Its basic idea is
to judge whether the connection between different sequences is close according to
the geometric shape of the sequence curve. With fewer samples, the degree of grey
incidence (DGI), which indicates the importance of the comparison sequence and
the reference sequence, can be analyzed.

The primary objective of this paper is to add texture features to alleviate the
influence of mountain shadows, speckle noise, roads and other factors on water
extraction, and effectively reduce shadows and "salt and pepper phenomenon" in
the extraction results. When extracting texture features, there are numerous factors
need to be considered, but few studies have explored the impact of number of factors
on water body extraction. Therefore, based on the factors obtained from the GIA
evaluation, theGIA-RF,GIA-KNNandGIA-LRmodelswere constructed to compare
the water extraction performance, and finally the optimal model was obtained.

2 Materials

2.1 Study Area and SAR Data

The study area in this paper is located in Pengze County, Jiangxi Province, China,
which is between 29°34′32′′ N ~ 30°04′50′′ N, 116°21′58′′ E ~ 116°53′48′′ E. The
area is about 1542 km2, and the terrain is high in the south and low in the north.
The southeastern part of this area is mountainous, the middle part is hilly, and the
northwest along the Yangtze River is an alluvial plain. The SAR image of this area
is shown in Fig. 1.

The SAR image used in our study is retrieved from the free dataset of Sentinel-1A
satellite of ESAwith a spatial resolution of 25m.The overpass time of the SAR image
is July 20, 2020. Then a Series of operations such as orbit refining, multilooking,
filtering, radiation correction, and geocoding were performed. All data used in this
study are unified to the WGS-84 datum.
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Fig. 1 Power image

2.2 Texture Factors and DEM

The grey Level Co-occurrence Matrix (GLCM) describes the texture characteristics
of the image by mining the spatial correlation characteristics of the grey level of the
image. GLCM is usually calculated in four directions of 0°, 45°, 90° and 135° [16].
In this study, a window size of 3 × 3 was set and 8 texture features were calculated,
namely Contrast (Con), Correlation(Cor), Dissimilarity (Dis), Entropy (Ent), Homo-
geneity (Hom), Mean, SecondMoment (Sec), Variance (Var). The texture factors are
shown in Fig. 2a–i.

The90mresolutionSRTMDEMdata obtained in this studywas resampled to 25m
by the bicubic convolution method, in order to be consistent with the preprocessed
SAR image resolution (25 m).

3 Methodology

3.1 Grey Incidence Analysis Theory

The basic idea of GIA is to transform the discrete behavior observations of system
factors into piecewise continuous polylines by linear interpolation, so as to construct
a model to measure the correlation degree based on the geometric characteristics of
the polylines.
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Fig. 2 Map of Factor

(1) The dimensionlessness of the input sequence: the dimensionlessness is the
prerequisite for the grey incidence analysis. The factors data are processed
using the normalization method. The Normalization operation can be defined
as formula (1):

xi (k) = xi (k) − min(xi (k))

max(xi (k)) − min(xi (k))
(1)

where the range of factor values is calculated to [0,1]. The data in this study
are all normalized, so GIA calculations can be performed directly.

(2) Reference sequence and comparison sequence. Assume that the water label
is the reference sequence X0 = {x0(k), k = 1, 2, ..., n}, which x0(k) = 1.
Assume that the comparison sequence Xi = {xi (k), k = 1, 2, ..., n} consists
of factors.
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(3) Grey incidence coefficient (GIC): the GIC is the premise for calculating DGI,
which can be defined as:

vmin(i, k) = min
i

min
k

|x0(k) − xi (k)| (2)

vmax(i, k) = max
i

max
k

|x0(k) − xi (k)| (3)

r(x0(k), xi (k)) = vmin(i, k) + ξvmax(i, k)

|x0(k) − xi (k)| + ξvmax(i, k)
(4)

where r(x0(k), xi (k)) A is the incidence coefficient at point k; ξ is the
distinguishing coefficient, the value which is generally 0.5.

(4) Degree of grey incidence represents the correlation degree between each sub-
sequence and the parent sequence, and a large grey correlation degree indicates
higher factor importance. It can be expressed as:

r(X0, Xi ) = 1

n

n∑

k=1

r(x0(k), xk(k)) (5)

where the value of r(X0, Xi ) is between [0,1], the importance degree of the
factors can be obtained by ranking the degree of grey incidence.

3.2 Water Extraction Model

Based on the DIA ranking, a combination of factors was selected as the feature space
for constructing a water body extraction model. As for the water body extraction
model, three different types of machine learning models were employed, namely the
RF algorithm based on decision trees [12], the distance-based KNN algorithm [13]
and the LR based on linear regression [14].

4 Results

4.1 Evaluation of Factors

The DGI between the relevant factors and the water body is calculated by GIA, and
the calculation results are shown in Tables 1 and 2. Subsequently, the DGI is sorted
in descending order, and the results are as follows:

Con > Var > Mean > Dis > Power > Dem > Ent > Sec > Cor > Hom
(6)
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Table 1 Results of DGI

Factor Con Cor Dem Dis Ent

DGI 0.9979 0.5009 0.9778 0.9845 0.6094

Table 2 Results of DGI

Factor Hom Mean Power Sec Var

DGI 0.3803 0.9910 0.9795 0.5020 0.9978

From the importance ranking result and the DGI value in Tables 1 and 2, it can
be concluded that the DGI value is mainly concentrated in 0.9 ~ 1.0 and 0.3 ~ 0.7.
In the expression (6), the DGI values of the factors Con ~ Dem are all greater than
0.9, while the DGI values of the four factors Ent ~ Hom are all less than 0.7. In
GIA, the factors with DGI values between 0.7 and 1.0 are considered to be the most
significant factors, and DGI values less than 0.7 are considered to be less significant
ones. Finally, six factors with relative high importance (Con, Var, Mean, Dis, Power,
and Dem) were selected to participate in the construction of the model, and the DGI
of each factor is greater than 0.9.

4.2 Results of Water Extraction

The combination of factors selected by the GIA were then fed into the RF model,
KNN model and LR model for training. The three models trained with these six
factors were called DGI-RF, DGI-KNN and DGI-LR. Simultaneously, the Power
map was adopted to construct a single-factor RF model as the Power-RF model.

In order to ensure the consistency of the training sample area, the training sample
area of the Power-RF model is consistent with the training sample area of the DGI-
RF, DGI-KNN and DGI-LR models. The extraction results of the four model water
bodies are shown in Fig. 3. According to the results in the figure, it can be concluded
that DGI-RF and DGI-KNN are better than Power-RF and DGI-LR in handling
mountain shadows. Although the DGI-LR model is weaker than DGI-RF and DGI-
KNN in processing hill shades, it has certain processing capabilities in some areas.
In order to facilitate the discussion, five enlarged rectangular areas corresponding to
different situations are selected as shown in Fig. 3.
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Fig. 3 Figure of water extraction results; a Map of Power-RF, b Map of DGI-RF, c Map of DGI-
KNN, d Map of DGI-LR

4.3 Model Performance and Accuracy Evaluation

In this study, the fivefold was employed to evaluate the performance of each model.
The fivefold average overall accuracy and 95% confidence interval of the fourmodels
are shown in Table 3.

It can be seen from Table 3 that the 95% confidence interval is four digits after
the decimal point, which proves the stable generalization ability of the model. The
model with the highest accuracy is applied to the test set, and the performance of
the four models on the test set is shown in Table 4. The sorting results of various
evaluation indicators are shown in Expressions (7) to (10).

Table 3 Result of K-fold
Cross-validate

Method Validate OA

Power-RF 0.9637 (±0.0032)

DGI-RF 0.9996 (±0.0004)

DGI-KNN 0.9982 (±0.0007)

DGI-LR 0.9752 (±0.0025)
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Table 4 Evaluation of the test set accuracy

Method Precision Recall F1 Kappa

Power-RF 0.9825 0.9600 0.9711 0.9208

DGI-RF 0.9978 0.9997 0.9987 0.9965

DGI-KNN 0.9979 0.9993 0.9986 0.9961

DGI-LR 0.9976 0.9617 0.9793 0.9440

Among them, the accuracy rankings of the four models in Recall, F1, and Kappa
are consistent. In Precision, the accuracy of DGI-KNN is higher than that of DGI-
RF, but from other indicators, DGI-RF is higher than all models. Judging from the
performance on the test set, the indicators of the four models are all higher than
0.9, indicating that the models all have good predictive ability and can be used for
large-scale water extraction.

Precision: DGI − KNN > DGI − RF > DGI − LR > Power − RF = 0.9825 (7)

Recall: DGI − RF > DGI − KNN > DGI − LR > Power − RF = 0.9600 (8)

F1 : DGI − RF > DGI − KNN > DGI − LR > Power − RF = 0.9711 (9)

Kappa: DGI − RF > DGI − KNN > DGI − LR > Power − RF = 0.9208 (10)

5 Discussion

Figure 4 shows an enlarged view of the five rectangular areas in Fig. 3, corresponding
to the river, city, farmland, water surface, and mountain shaded areas. It can be seen
that Power-RF can correctly distinguish the outline of the small river in the River
area, while the three models constructed based on DGI cannot distinguish well. The
DGI-LR model even has many mis-extractions in this area. In urban areas, DGI-
RF and DGI-KNN can accurately distinguish roads, so that the extraction results
are hardly affected by roads, while Power-RF and DGI-LR have a weaker ability
to distinguish roads. In agricultural areas, DGI-RF and DGI-KNN can accurately
identify the contours of submerged farmland, while DGI-LR has mis-extraction, and
Power-RF has salt and pepper phenomenon. In the wide surface area of the water
body, the four models all distinguished the ships on the water surface successfully.
Compared with Power-RF, the salt-and-pepper phenomenon did not appear in the
three models, which shows that the hybrid models based on GIA can alleviate this
phenomenon. In the mountain shadows area, DGI-RF and DGI-KNN can effectively
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Fig. 4 Enlarge the display

remove the influence of the mountain shadows, while the other two models failed to
achieve the desired results.

The Power-RF model did not distinguish the mountain shadows accurately. In
detail, there aremany small spots in the extraction results, but for small rivers, Power-
RF has a certain ability to distinguish. The possible reason is that when single image
is used for modeling, the image characteristics of the water body are very similar to
the image characteristics of the shadow of the mountain shadows. In addition, the
captured image environment is in a period of heavy rain, odd scattering will occur
on the ground surface, resulting in mountain shadows showing similar features to
water bodies in the image. Light winds and strong winds may cause changes in the
reflection coefficient of the water body, which may also cause stray points to be
distributed on the water surface extracted by the Power-RF model established using
a single image.

The three DGI-based models were all based on the factors selected by the GIA,
but the generalization ability of the DGI-LR model was poor in farmland areas. The
possible reason is that the LR model is a linear model, and the field stalks around
the farmland may also have odd scattering. Since the texture features of factors were
established based on the original image, the mountain shadows are similar to the
feature of the water body. Therefore, it was extremely possible that similar texture
features had appeared, which will weaken the generalization ability of the DGI-LR
model. Secondly, the factors and reference sequences obtained by GIA will appear
non-linear, which may also be another inducement for more mis-extraction in paddy
fields and mountainous areas. Moreover, the performance of DGI-LR on the test set
was only slightly better than that of Power-RF, which shows that the generalization
ability of DGI-LR is similar to that of Power-RF, as shown in Fig. 3a and d.

When extracting texture features, the information of surrounding pixels needs
to be considered, but the width of a small river is usually only 2 to 3 pixels. After
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processing, the information of small rivers may have been lost, resulting in a poor
prediction ability for small rivers based on DGI models.

6 Conclusion

The single-factormodel constructed using single Power image is insensitive tomoun-
tain shadows and speckle noise. In this paper, the GIA method is adopted to calcu-
late the DGI of the reference sequence and the comparison sequence, with 0.7 as
the importance threshold. Among those hybrid machine learning models, DGI-RF
and DGI-KNN can effectively alleviate the influence of mountain shadows, speckle
noise, and environmental changes. However, the two proposed models cannot distin-
guish small rivers of only 2–3 pixels. In conclusion, the DGI-RF model with texture
features is promising in large-scale water extraction which can provide a reference
idea for water extraction based on SAR images.
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Combine Local and Global Feature
Extraction for Point Cloud Classification

Xiaolong Lu , Baodi Liu , Weifeng Liu , Kai Zhang , Ye Li ,
and Peng Liu

Abstract The point cloud is one of the common formats of 3D data, and it can repre-
sent the shape of objects more intuitively. However, due to the point clouds’ irreg-
ularity and disorder, there are still many problems during processing. The previous
approach was to convert point clouds to other formats for processing until PointNet
came along, which pushed point cloud data directly into network processing for
the first time, achieving a breakthrough. The conventional approaches to dealing
with point clouds rarely simultaneously consider the global and the local features of
point clouds. With the appearance of attention mechanism and graph structure, the
application on point cloud also has a certain effect. In particular, the graph struc-
ture is more suitable for the processing of the point cloud due to its characteristics.
In this paper, the attention mechanism is the basis to enhance the representation of
nodes, and then the dynamic graph and point network are fused to extract local and
global features, respectively. Finally, we conducted experimental verification on the
benchmark datasets, such as ModelNet40 and ScanObjectNN, and achieve superior
performance to several state-of-the-art approaches.
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1 Introduction

With the increasing application of 3D data, a series of sensors, such as lidar sensors,
emerge at the historical moment, which acquires 3D data more efficiently and effec-
tively. As the most representative point cloud data in 3D data, because it can best
reflect the original sensor data, it has become more and more important, and its use
has also increased. It has become particularly popular in areas such as autonomous
driving, robot recognition, and unmanned aerial vehicles. However, due to the irregu-
larity, disorder, and sparsity of point cloud data, there are certain challenges in actual
processing.

The traditional work is to transform point cloud data into other data formats:
Based on multi-view and volumetric grid.

For Multi-view, the MVCNN [2] is a pioneering work based on multi-view. Its
innovation is to use 2D rendering images obtained from 3D data of objects from
different “perspectives” as original training data and then apply a 2D convolution
operation training model to achieve a better classification effect. MHBN [3] is used
to coordinate bilinear pools to aggregate local convolution features to obtain an
effective representation of 3D objects. For the volumetric grid, VoxNet [1] uses 3D
CNN to process the voxel of the occupied grid, which can2 quickly and accurately
classify 3D data. In order to make a 3D convolutional neural network effective in
existing models, OctNet [4] divides sparse data into a series of hybrid octrees by
layers, which enables the network to achieve both deep level and high resolution.
PointGrid [5], which is a three-dimensional convolutional network, is the integration
of points and grids and is a hybrid model that can better represent the details of local
geometry. But in the process of conversion, important data information is easily lost,
and unnecessary data redundancy is introduced, which increases the computational
burden.

With the development of scientific research technology, PointNet [6] emerged,
making direct use of point cloud data. This network uses multi-layer perceptron
and symmetric functions to ensure the disorder and permutation invariance of the
point cloud. Since the network is trained to point by point, it does not consider the
local feature extraction. Later PointNet++ [7] is optimized based on PointNet, and
the most distant point sampling method is adopted to realize hierarchical feature
extraction so as to obtain fine-grained features from the neighborhood of each point.
But PointNet++ only uses local ball query to do max pooling, and there is no deeper
exploration of the local feature information of the point cloud.

In order to solve the problem that the information between points cannot be consid-
ered, the graph structure is introduced into point cloud processing. DGCNN [8] first
uses k-NN to construct the graph structure between points, analyzes the geometric
relations between points more accurately, and then uses the edge convolutionmodule
to fully extract the local information. Further, LDGCNN [17] removes the transfor-
mation network in DGCNN and is inspired by Densenet to connect different levels
of features and improve the network’s performance. Zhang et al. [9] proposed a new
network based on graph convolution, which mainly used the graph convolution form
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of Chebyshev polynomial to process the point cloud features and finally realized the
classification through the full connection layer. Due to the uniqueness of the point
cloud, the effectiveness of attention mechanisms in various fields, and the influence
of graph attention mechanism, GAPNet [10] introduced graph attention mechanism
into the point cloud processing task. However, in the process of utilization, only
point-based network feature extraction was used in the later processing, which could
not extract more fine-grained features.

In this paper, to overcome the inadequacies of point cloud feature extraction, we
extract the attention feature based on self-attention and neighboring-attention and
then extract the fine-grained feature of the point cloud from local and global aspects
so that the context information of point cloud and the global information of point
cloud can be fully considered. The 3D coordinates of the point cloud are taken as
input and then through the transformation network with attention. On the one hand,
the dynamic graph network is used to further process the point cloud, which enables
the network to extract more detailed local neighborhood information. On the other
hand, let the point cloud go through a multi-head parallel attention mechanism and
then through a stacked multi-layer perceptron (MLP) with Shared parameters to
extract global features. Finally, a graphic-based pooling layer is connected to further
enhance the robustness of the network.

The main contributions of this paper are as follows:

(1) It is easy to ignore the structural information between dropped points when
only considering the feature extraction of points. In this paper, global and local
features are considered at the same time so that more fine-grained information
can be mined.

(2) In this paper, on the basis of including the attention mechanism, we combine
the dynamic graph structure with the Shared perception machine module with
jump connection to get a better effect.

(3) We tested our network on the classified data sets ModelNet40 and ScanOb-
jectNN and showed the performance of the network in the experimental
part.

2 Methodology

In this section, we describe the architecture that our network uses to better handle
irregular data, such as point clouds, which are mainly used for point cloud classifica-
tion processing tasks. We explained the method used in this paper in detail, mainly
including the following three parts: attention mechanism module, dynamic graph
structure, point network structure, and the network model we designed is shown in
Fig. 1.
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Fig. 1 GAPLayer. For the left part, the single-headed GAPLayer first extracts the self-attention and
neighboring-attention features of the point cloud, respectively, and then performs a normalization
operation through a nonlinear activation function LeakyRelu and softmax functions, and finally
gets the final attention characteristics by multiplying the graph features. The right part represents a
multi-headed attention mechanism, and 4-heads are used in this paper

2.1 Attention Mechanism Module

The attention machine used in this paper considers the local and global structure
and uses the self-attention mechanism and the neighboring-attention mechanism, as
shown in the left part of Fig. 1. Through the self-attentionmechanism, the importance
of independent points is better analyzed, and corresponding weight information is
given, which is represented by Eq. 1:

x ′
i = g(xi , θ) (1)

where, x ′
i represents the output features encoded on the point features, g() represents a

nonlinear function (we use a multi-layer perceptron with shared parameters), while θ

represents a learnable filter parameter. For the neighbor attentionmodule, we first use
the k-NN (k-nearest neighbor algorithm) to construct a graph structure G = (V, E)

to represent the relationship between points, where V = (1, 2, . . . , N) is the number
of points of a point cloud object, E is the edge information connecting adjacent points.
We defined the feature information of this part as yi j = (xi − xi j ), where i and j
respectively represent node and neighbor point indexes, xi j is the neighboring point
x j to point xi . Similar to Eq. 1, this part can be expressed by the following formula:

y′
i j = g

(
yi j , θ

)
(2)

Through the above two formulas, we can obtain the self-attention feature x ′
i and

the neighboring-attention feature y′
i j , the attentional features can then be obtained
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from Formula 3, where LeakyReLU() represents a nonlinear activation function.

ci j = LeakyReLU
(
g
(
x ′
i , θ

) + g
(
y′
i j , θ

))
(3)

To better explore the attention features of the point cloud andmore local and global
information,we also constructed amulti-head attention structure (Fig. 1 (right)) based
on the above attention module and ran the multi-head attention module in parallel.

2.2 Feature Extraction from Point Network

In this section, we first apply the multi-head attention mechanism mentioned in the
previous section to obtain features with attention coefficients. Inspired by PointNet
[6], the feature with the attention coefficient is input into anMLPwith shared param-
eters to extract the fine-grained feature at the point. In the process of its implementa-
tion, ResNet [11] is used for reference, and a skip connection is adopted,whichmakes
the input contain more layers of information. To improve the network’s performance,
we also introduce an attention-pooling operation to identify the most important part
of the multi-head attention feature.

2.3 Feature Extraction from the Graph Structure

We know that point-based feature extraction cannot capture the context information
of the point cloud well, nor can it achieve a better classification effect. Inspired
by DGCNN [8], we fuse the dynamic graph structure better to connect the context
information of the point cloud and facilitate the extraction of fine-grained features.

In this part, we first construct a directed graph G = (V,E) to represent the local
structure between point clouds, where V = (1, 2, . . . ,N) and E ⊆ V × V indicate
vertex and edge information about a point cloud, respectively. At the same time,
the edge feature is defined asei j = g�(xi , x j ), where g : RC → RC ′

represents a
nonlinear functionwith a set of trainable parameters. Finally, a convolution operation
is defined on the graph, and an asymmetric channel-based aggregation function is
used (for example, � or pooling). Simply put, input a 3D point cloud with n points,
and this operation generates a nC ′-dimensional point cloud with n points. Therefore,
the graph convolution output of the i-th node can be expressed by the following
formula:

x′
i = �

j :(i, j)∈εg�

(
xi , x j

)
(4)
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The choice of the nonlinear function g and the aggregate function� is also crucial.
In the previous approach, some researchers tried to encode only the global informa-
tion and ignore the local structure information, such as the method in PointNet.
Later, some people said that the information was divided into small pieces, which
fully considered the local information but lost the global information. In this work,
we calculate the global structure information and local structure information through
the coordinate information of and x j − xi respectively, and the output of one layer
can be expressed by the following formula:

g�

(
xi , x j

) = g�

(
xi , x j − xi

)
(5)

2.4 Our Network

Inspired by GAPNet [10] and DGCNN [8], we proposed the model of this paper, as
shown in Fig. 2. In this model, we first use a 4-head attention module to deal with
the point cloud so that the output of the transformation network has certain attention

Fig. 2 The networkmodel:The proposed networkmodel ismainly used for classification tasks. The
classificationmodel takesN as input and only considers the 3D coordinate (x, y, z) of the point cloud.
The upper part uses a dynamic graph module to extract the local information of the point cloud.
And the lower part first uses a GAPLayer to obtain an attention feature and graph feature. Here,
multi-graph features are followed by an attention pooling operation, and multi-attention features
are followed by a perceptron with shared parameters to extract point-based features. Finally, global
features, local features, and attention pooling features are combined to obtain the classification score
of category c. Spatial transformation network: The use of this network guarantees the permutation
invariance of the point cloud. The model first uses a single-head attention module and finally
generates a 3 × 3 transformation matrix. Edge convolution: This module is mainly a structure
used in dynamic graphs (DGCNN). First, a graph structure is constructed using k-NN. Then edge
feature information is calculated through the perceptronmodule with shared parameters and pooling
operations
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features and keeps some transformation invariance to the point cloud. Next, a multi-
head attentionmodule is used to extract feature attention information and apply it to a
multi-layer perceptron with a jump connection structure to extract more fine-grained
features. At the same time, we also introduce a dynamic graph structure and run it
in parallel with the above parts to extract local information between point clouds,
thus ensuring that our model carefully considers both local and global information.
Finally, an attentional pooling operation is introduced to make the entire network
model more robust and improve performance.

3 Experiments

In this part, we first introduce two point cloud datasets commonly used for classifica-
tion and verify our model on these two datasets. Then our method is compared with
existing methods in the CAD model and real-world point cloud dataset. Finally, we
introduce the ablation experiment to prove the strong performance of our network.

Datasets. We experimented with two datasets and demonstrated the performance of
our network: a synthetic CAD model classification dataset ModelNet40 [19] and a
real-world point cloud dataset ScanObjectNN [20].

ModelNet40. As a classical point cloud classification data set, its application in
recent years has also received great attention. The ModelNet40 data set contains
12,311 synthetic grid CAD models, which are composed of 40 categories. Among
them, the training data contains 9843 models, and the remaining models are used for
experimental testing. In addition, 1024 points were uniformly sampled on the surface
of each model, and the model was further normalized through the unit sphere. For
simplicity, the 3D coordinates (x, y, z) of the point cloud were only used in the
experiment of this paper.

ScanObjectNN. Experiments on synthetic datasets have achieved relatively high
performance; however, experiments on real-world point cloud datasets remain a
challenge. In this paper, we have done experiments on the ScanObjectNN data set
and made a comparison. The data set has about 15,000 objects, divided into 15
categories of information. Since the data set reflects the point cloud data in the real
world, there are some missing parts and the influence of the background, which
makes the data set according to the challenge.

Training.Weuse adamoptimizationmodelwith amomentumof 0.9, and the learning
rate is set to 0.001, and the batch size is 32 and trained 250 epochs. The decay rate of
batch normalization was initially 0.7 and gradually increased to 0.99 during training.
Our model is trained on Nvidia Tesla V100 GPU and TensorFlow-GPU 1.14.

Experimental results on ModelNet40. Experimental results on the dataset are
shown in Table 1. This table shows several recently popular point cloud classifi-
cation methods. It is obvious that our method has better experimental results than
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Table 1 Experimental results on ModelNet40

Method Avg class acc. (%) Overall acc. (%)

ECC [12] 83.2 87.4

PointNet [6] 86.0 89.2

PointNet+ + [7] 87.8 90.7

SO-Net [13] 87.3 90.9

KCNet [14] – 91.0

3DmFV [15] 86.3 91.4

DGCNN [8] 90.2 92.2

GAPNet [10] 89.7 92.4

Ours 90.3 92.7

the compared methods, which is 0.5% higher than DGCNN and 0.3% higher than
GAPNet. The symbol ‘–’ means the results are unavailable.

Experimental results on ScanObjectNN. With the same experimental setup, we
also verified our model on ScanObjectNN, the real-world dataset, as shown in
Table 2. As can be seen from the table, the overall accuracy of our experiment has
reached 80.7%, which is significantly better than other methods. This experiment
fully demonstrates that the effectiveness and robustness of our model in the face of a
real-world dataset are exactly what we need now. In Fig. 3, we show the accuracy of
each category and can clearly see that our proposed method is better than the other
methods compared through experiments.

Ablation studies. In order to verify the validity of our model, we also carried out
ablation experiments on ModelNet40 and ScanObjectNN, respectively, as shown in
Table 3. On ModelNet40, we compare the proposed method with that in garnet. It
can be seen from the table that the accuracy of the proposed method is reduced by
0.2%when the original attention pooling layer is replaced by a dynamic graph.When
we run dynamic graphs in parallel, our experimental results are improved by 0.3%.
Ablation studies on ScanObjectNN are shown in the third column of the table.

Table 2 Experimental results on ScanObjectNN

Method Avg class acc. (%) Overall acc. (%)

3DmFV [15] 58.1 63

PointNet [6] 63.4 68.2

SpiderCNN [16] 69.8 73.7

PointNet+ + [7] 75.4 77.9

DGCNN [8] 73.6 78.1

PointCNN [18] 75.1 78.5

Ours 77.8 80.7
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Fig. 3 Comparison of the accuracy of each class on the dataset ScanObjectNN

Table 3 Ablation experiments

Components ModelNet40 ScanObjectNN

GAPlayer + attention pooling 92.4 76.2

GAPlayer + DGCNN 92.2 80.4

GAPlayer + DGCNN + attention pooling 92.7 80.7

4 Conclusion

In this paper, we propose a new model for the point cloud classification task. We
fully consider the local and global information of the point cloud and extract the
information through the dynamic graph structure and the point network structure
with attention features, respectively. Moreover, the method in this paper is still based
on the graph attention mechanism module, and the extracted features with attention
coefficient are further processed. Finally, an attention pooling operation is introduced
to ensure the effectiveness and robustness of the network. Our model is validated
on ModelNet40 and ScanObjectNN datasets and compared with several advanced
methods, and the experimental results prove that our model has better results and
more robust performance. In the future, we can consider using our model in large
point cloud tasks such as semantic segmentation.
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Image Detection of Peach Diseases
and Pests

Qi Li , Wenjie Sun , Aiju Shi , Chengmin Lei , and Shaomin Mu

Abstract Aiming at the problem of low accuracy and efficiency of artificial identi-
fication of peach diseases and pests, the RFBNet based on Kmeans++ is proposed to
construct the image detector of peach diseases and pests respectively. TheKmeans++
algorithm is used to adjust the prior box size instead of manually setting the prior box
size, which makes it match the size of diseases and pests better, so that small diseases
and pests can get better detection results. Four kinds of disease images and five kinds
of pest images were collected from peach orchard in Shandong Province to construct
the data set of peach diseases and pests, and the data set was expanded by five kinds
of data enhancement methods to enhance the generalization ability of the model. The
experimental results show that using this algorithm to detect peach disease and pest
images, the disease detection accuracy is 73.12%, and the pest detection accuracy is
94.02%, which are higher than the SSD and RFBNet.

Keywords Diseases detection · Pests detection · RFBNet · Kmeans++

1 Introduction

Peach trees are one of the three major fruit trees in China, which are planted in
various regions of our country. However, they are accompanied by the occurrence
of diseases and pests in every growth period of peach trees. If the disease and pest
cannot be identified quickly and accurately, and then apply the appropriate medicine
to the disease, the quality and quality of the peach will be seriously affected. At
present, the traditional methods of diseases and pests identification mainly rely on
the past experience accumulation of farmers or the guidance of relevant plant protec-
tion experts, but this method has the problems of low identification accuracy and
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low identification efficiency, and the limited plant protection experts cannot provide
technical guidance to farmers in various regions. If the disease and pest occur without
timely control, it may lead to the outbreak of diseases and pests in a large area, and
then cause serious economic losses.

In recent years, with the rapid development of deep learning and artificial intel-
ligence technology, many scholars have applied object detection technology to the
detection of agricultural diseases and pests, which also provides a new method for
the accurate identification of peach diseases and pests. Traditional object detection
methodsmainly select candidate regions by slidingwindow, and then extract features
of candidate regions by HOG [1], LBP [2] and Haar-like [3], etc. Finally, classifier is
used to classify images. However, this method has the problems of poor generaliza-
tion ability of feature extraction, slow detection speed and low detection accuracy.
Theobject detection algorithmbasedondeep learninghasmade amajor breakthrough
in this aspect, mainly including two-stage object detection algorithm and one-stage
object detection algorithm. The two-stage object detection algorithm improves the
detection accuracy but the detection speed is still slow, mainly represented by RCNN
[4], Faster RCNN [5] and R-FCN [6]. The one-stage object detection algorithm
completes feature extraction, image classification and bounding box regression in
a network, which not only ensures the accuracy of detection, but also improves the
detection speed, mainly represented by YOLO [7] and SSD [8] algorithms. There-
fore, in order to obtain better detection results, this paper uses a one-stage object
detection method to achieve peach tree diseases and pests detection. For this paper,
the main contributions are as follows: (1) The image data set of peach tree diseases
and pests was constructed. (2) Aiming at the problem that diseases and pests are
difficult to detect, the RFBNet based on Kmeans++ is proposed to construct image
detector of peach diseases and pests respectively, so as to realize the detection of
diseases and pests with smaller volume.

2 Related Work

2.1 Agricultural Diseases Detection

In recent years, object detection based on deep learning hasmade some achievements
in agricultural diseases recognition. Sadojevic et al. [9] modified and fine-tuned
Caffenet, and retrained Softmax classifier to realize diseases detection of 13 different
types of crops. Fuentes et al. [10] realized the real-timedetectionof 9different types of
tomato diseases and pests by using themethod based on deep learning, and compared
different combinations ofmodels and feature extractors through experiments to prove
the combined detection accuracy of R-FCN and ResNet-50 higher. Karthik et al. [11]
used two different architectures to detect tomato diseases. The first is to use residual
learning to classify tomato diseases, and the second is to add notes to the top of
the residual structure. The experimental results show that the second structure has
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better detection effect. Xinran et al. [12] improved Faster RCNN model to solve
the problem that the disease spots on apple leaves are small and difficult to detect
in complex background, using feature pyramid to increase the ability of network
feature extraction, and using accurate region of interest pooling to reduce pixel loss
caused by quantization operation.

2.2 Agricultural Pests Detection

Ding and Taylor [13] used the convolutional neural network sliding window method
to detect whether there were moths in ROI, and the experiment showed that the
convolutional neural network method had a higher recall rate than LogReg algo-
rithm. Shen et al. [14] used the detection method of Faster R-CNN to realize the
detection of stored grain pests under field conditions, and the optimized network can
improve the detection accuracy of small size pests. Selvaraj et al. [15] trained three
different detection models with the deep learning-based migration method, and real-
ized the detection of diseases and pests in different parts of bananas, which provided
a foundation for the transplantation of the model to mobile phones. Wang et al. [16]
used four object detection algorithms of Faster RCNN, SSD, YOLOV3 and Cascade
RCNN to detect 24 types of pests, and the experiment showed that the number, scale
and stacking adhesion of pests were the three main factors affecting the detection
accuracy of pests.

3 Method

3.1 RFBNet Object Detection

RFBNet is a lightweight object detection model based on regression, which can
complete image feature extraction, image classification and border regression in a
network, and the detection speed is fast. Its structure is similar to the SSDmodel, with
the VGG architecture as the backbone network, as shown in Fig. 1. The convolution
layer is used to replace the original Fc6 and Fc7 layers. Four layers of network are
added in the back, the first two layers are RFB modules and the last two layers are
convolution layers; andRFB-a andRFB-bmodules are respectively connected behind
Conv4_3 and Conv7_fc. Inception structure and the idea of dilated convolution are
used to simulate human visual perception mechanisms to achieve better detection
effects. The main characteristics of RFB module are: using convolution kernels of
different sizes to form a multi-branch convolution structure to simulate the size of
different receptive fields; dilated convolution can obtain higher resolution image
features while keeping the parameters unchanged. RFBNet takes 300 × 300 images
as input. In order to obtain feature information of different scales, six effective feature
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Fig. 1 RFBNet model

images are used to classify and detect objects, which improved the detection accuracy
of small objects. Finally, the final detection results are obtained by non-maximum
suppression method.

3.2 Kmeans++ Optimization Prior Box

In RFBNet [17], the location of the object is determined by learning the changes of
prior box, but the number and size of prior box are manually selected, which do not
match the image data set of peach diseases and pests. If the optimal size of prior box
can be determined in the initial solution stage, it is easier to learn the exact location
of diseases and pests in the network, and then improve the final detection accuracy.
In this paper, the Kmeans++ algorithm [18] is used to adjust the size of the prior
box, so as to better match the size of peach tree diseases and pests. The idea of the
algorithm is to select the point with the largest distance as the initial clustering center
to make the distribution of the clustering center more uniform and reduce errors. The
algorithm steps are shown in Table 1.

Kmeans++ optimizes the selection method of the initial clustering center, which
can obtain better clustering effect. It can be seen from Figs. 2 and 3 that with the
increase of the number of cluster centers, the average IOU value increases. When
the clustering center is 6, the average IOU of the disease images increases slowly.
When the clustering center is 8, the average IOU of the pest images increases slowly.
Therefore, the number of clustering centers of disease images is set as 6, and the
number of clustering centers of pest images is set as 8. Tables 2 and 3 are the size of
prior box of disease images and the size of prior box of pest images after clustering
with Kmeans++, respectively.
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Table 1 Steps of Kmeans++ algorithm

Algorithm: Kmeans++ clustering prior box

1. Randomly select one of all the target boxes of the data set as the first clustering center

2. Calculate the distance between the input target box and the nearest clustering center d = 1 −
IOU. If the distance between a certain target box and the clustering center is greater than the
distance threshold, the target box will be selected as the next clustering center

3. Repeat the above steps until K cluster centers are selected

4. Calculate the distance between the remaining target frame and each clustering center, and
which clustering center has the smallest distance will become its cluster

5. Recalculate the cluster center of each cluster, the calculation method is

W′
i = 1

Ni

∑
wi, H′

i = 1
Ni

∑
hi, where Ni is the number of target boxes in the i-th cluster

6. Repeat steps 4 and 5, and when the variable in the cluster center is small, stop iteration to get
the final cluster center

Fig. 2 Clustering center of disease images

4 Experiment

4.1 Construction of Data Set

Data collection. The images of peach diseases and pests were collected from peach
orchards inQingdao, ShandongProvince. The images of peach tree diseases and pests
with a resolution of 2240 × 3968 in natural environment were obtained by random
distance from different angles. A total of 2066 images of four common peach tree
diseases were collected, including peach leaf curl, brown spot perforation, bacterial
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Fig. 3 Clustering center of pest images

Table 2 Result of prior box
selection of disease images

Width (pixel) High (pixel) Aspect ratio

35.09 26.70 1.3

18.48 11.57 1.6

119.73 157.60 0.76

66.96 76.13 0.88

11.12 6.88 1.62

5.76 3.63 1.59

Table 3 Result of prior box
selection of pest images

Width (pixel) High (pixel) Aspect ratio

27 22 1.23

27 47 0.57

46 60 0.77

143 165 0.87

49 40 1.22

20 33 0.61

32 33 0.97

16 19 0.84
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Table 4 Disease images of peach

Disease
name

Leaf curl Anthrax Bacterial
perforation

Brown spot
perforation

Image

Table 5 Pest images of peach

Pest
name

Empoasca fabae Green weevil Monema flavescens Myzus persicae

Image

Pest
name

Lacewing Halyomorpha halys Ladybug adults Ladybug larvae

Image

perforation and anthrax. And 2882 images of five common peach tree pests, such as
Myzus persicae, greenweevil,Halyomorpha halys andMonemaflavescens. Although
lacewing and ladybug are not pests, they are natural enemies of pests and are also
suitable for peach orchard pests detection. Some images of peach disease and pest
collected are shown in Tables 4 and 5.

DataAugmentation. In order tomeet the input requirements of themodel, the image
size is uniformly adjusted to 300× 300.Usually, adjusting the image sizewill destroy
its aspect ratio, which will lead to the deformation of the object in the image and
affect the feature extraction. In this paper, Letterbox is used to fill the image into
a square, and then scale it proportionally, so that the scaled image still keeps its
original shape. Figure 4 is the original image, and Fig. 5 is the image transformed
by Letterbox.

After normalizing the image size, LabelImg software was used to manually mark
the images of peach diseases and pests, the position of the diseases and pests and the
corresponding category nameweremainlymarked by drawing a box, and themarked
images were stored in Pascal VOC2007 data set format. Because the collection of
peach tree diseases and pests images is limited by weather and season, the collection
quantity is too little, and manual labeling of data boxes will take a lot of time. There-
fore, in order to enhance the generalization ability of the model, this paper uses five
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Fig. 4 Original image

Fig. 5 Letterbox transform
image
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Table 6 Image enhancement method

Original image Cramming Flipping Brightness
adjustment

Translation Gaussian noise

Table 7 Parameter setting Parameter Value

Training set:test set 9:1

Initial learning rate 0.0001

Number of iterations 100

Batch_size 32

Optimizer Adam

kinds of data augmentation: “cramming”, translation, brightness adjustment, flip-
ping and adding Gaussian noise. After the data augmentation operation, the number
of disease images reached 12,452, and the number of pest images reached 15,367.
Taking disease images as an example, the image enhancement methods adopted in
this paper are shown in Table 6.

4.2 Experimental Environment and Parameter Setting

The experimental environment in this article uses Intel(R) Core(TM) i5-6600U
CPU @3.30 GHz processor, memory is 16 GB, graphics card model is NVIDIA
GeForce GTX 1080Ti, operating system is Windows 10, and Python3.6 is used as
the programming language. The deep learning framework is Keras 2.1.5.

The parameter setting of the model is shown in Table 7.

4.3 Evaluation Index

In this paper, the average precision (AP) andmean average precision (mAP) of peach
diseases and pests are used as evaluation indexes. The calculation method is shown
in formula (2) and (3), and the mAP is finally determined by precision, as shown in
formula (1).
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Table 8 Image detection results of peach diseases under different models

Model Leaf curl Anthrax Bacterial
perforation

Brown spot
perforation

mAP(%)

AP (%)

SSD 72.46 70.47 65.45 68.52 69.25

RFBNet 74.23 72.41 67.88 70.82 71.31

Improved RFBNet 76.58 74.32 69.23 72.34 73.12

precision = T P

T P + FP
(1)

AP =
∑

c precision

C
(2)

mAP =
∑N

n=1 AP(n)

N
(3)

4.4 Analysis of Experimental Results

In order to verify the effectiveness of the algorithm in this paper, it is compared with
the SSD and RFBNet algorithms. The peach disease images detection results are
shown in Table 8, and the peach pest images detection results are shown in Table 9.

It can be seen from Table 8 that the mAP of peach diseases detected by SSD
is 69.25%, and that detected by RFBNet is 71.31%, after optimizing the prior box
in the network by Kmeans++ algorithm, its size is more in line with the size of
peach diseases, which is 3.87% and 1.81% higher than the detection accuracy of the
first two models respectively, and the detection accuracy of each kind of diseases is
improved.

It can be seen from Table 9, the mAP of SSD for the detection of peach pests is
87.46%, the mAP of RFBNET for the detection of peach pests is 92.63%, and the
mAP of RFBNet after adjusting the prior box size is 94.02%, which is 6.56% and
1.39% higher than the previous two models respectively. In addition, the detection
accuracy of each kind of pests is improved, and the AP value of Halyomorpha halys
reached 99.51%, indicating that better detection effect could be achieved after the
optimization of the prior box.
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5 Conclusion

Aiming at the detection problem of peach diseases and pests, this paper proposes
to optimize the prior box in RFBNet model by using Kmeans++ algorithm, so as
to obtain better detection results. The dilated convolution in RFBNet can guarantee
the parameters without changing the resolution of the image, and realize the feature
fusion of different convolution outputs in the RFB module, which has a better detec-
tion effect on small targets. In order to set the size of the prior box in accordance
with peach tree diseases and pests, Kmeans++ algorithm is used to adjust the size of
the prior box. Finally, the proposed algorithm is compared with SSD and RFBNet
on peach tree diseases and pests images data set. The results show that the proposed
algorithm has higher detection accuracy. In the next step, we will continue to expand
the data set of peach tree diseases and pests to realize the detection of more kinds of
peach tree diseases and pests. The structure design of the model will be improved,
and a special model for image detection of peach tree diseases and pests will be
studied and designed.
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Automatic Classification of Tongue Shape
Based on Improved Analytic Hierarchy
Process
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Abstract The shape of the tongue is one of the important characteristics of the
tongue, and it is related to the pathological degree of viscera and organs. In TCM
(traditional Chinese medicine) tongue diagnosis, the shape of the tongue is subjec-
tively judged by the TCMphysician’s observation of the tongue body and comparison
with the normal tongue shape. However, it is difficult to establish a standard for the
normal tongue shape. Moreover, the skewed tongue body will bring a certain error
to the classification of the tongue shape. Therefore, this paper proposes a tongue
correction method, and the classification of tongue shape is realized on the basis of
the proposed method. First, based on the symmetry characteristics of the tongue, this
paper uses the Harris corner detection method to extract the tongue’s central axis
to correct the skewed tongue. Second, seven common tongue shapes were classified
by Analytic Hierarchy Process (AHP) based on the tongue length and area related
features. The tongue correction experimental results prove the effectiveness of the
correction method proposed in this paper, and the tongue classification experimental
results prove that classification effect of the tongue shape is more accurate.

Keywords Tongue correction · Corner detection · Tongue classification · Analytic
hierarchy process
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1 Introduction

Tongue diagnosis is a very characteristic diagnosis and treatment technique of tradi-
tional Chinese medicine. In recent years, researchers have tried to use computer
technology to identify and diagnose tongue images. Many computerized tongue
diagnostic instruments have been developed successively and good research results
have been obtained. However, the research of computerized tongue image diagnosis
mainly focuses on the color or texture characteristics of the tongue image, and there
are relatively few studies on the shape of the tongue.

The shape of the tongue is also one of the important characteristics of the tongue
picture. Some clinical reports [1] point out that there is an inseparable connection
between specific tongue shapes and clinical medical diseases. For example, a patient
with a round tongue may have gastritis, and a patient with a rectangular tongue may
have coronary heart disease or portal hypertension [2]. Therefore, the shape of the
tongue has important clinical value in the diagnosis of diseases and syndromes, and
the research on the classification algorithm of the tongue shape is necessary for the
informationization of the tongue diagnosis of Chinese medicine.

At present, there are few studies on the classification and quantification of TCM
syndromes, for the following reasons. One is that when the tongue image is collected,
the patient’s strength is inconsistent during the tongue extension process, which is
prone to the phenomenon of tongue shaking, which leads to the acquisition of a
skewed tongue. This is not conducive to the precise positioning of the local charac-
teristics of the tongue shape such as tongue length and tongue width, which affects
the accuracy of the computer’s recognition of the tongue shape. The second is that the
subjective analysis of tongue shape using computer should be defined as a measur-
able machine representation. Third, the lack of samples with different tongue shapes
greatly limits the research based on methods such as deep learning.

In this paper, a newmethod for the correction and classification of the skew tongue
is proposed. In our method, the center axis of the tongue was determined by Harris
corner detection method to correct the skewed tongue. Based on the precise contour
curve of the tongue edge, the hierarchical structure model was constructed through
decision support tools using five tongue-related features based on length and area,
and the classification of seven common tongue shapes such as square tongue and
rectangular tongue was realized. The procedure of the tongue classification method
in this paper is shown in Fig. 1.

The rest of this article is organized as follows. In the second section, the related
work of this paper is described. In the third section, the tongue body alignment
algorithm based on Harris corner detection and the tongue shape classification algo-
rithm based on AHP are introduced respectively. The fourth part shows the results
of tongue correction and tongue shape classification experiments. Finally, we list the
conclusions of the whole work.
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Fig. 1 Tongue classification method process

2 Related Work

2.1 Tongue Correction

As described in the first section, before the classification of tongue shape, the
deflected tongue image needs to be corrected. In 2003, Wei [3] combined the posi-
tioning of the corners of the mouth and the comparison of radius-angle diagrams to
determine the central axis of the tongue. The tongue skew index is calculated based
on the ratio of the area difference on both sides of the central axis to the tongue
image area, the position of the connecting segment of the corner of the mouth and
the center point. Subsequently, Zhu [4] obtained the axis of symmetry by calculating
the distance between the tongue weight center and the symmetry point, extracted the
position of the corners of the mouth with the histogram of the variation tone compo-
nent, and calculated the skew coefficient by using the parameters of the line between
the central axis and the corners of the mouth. However, the above two methods only
reflect the degree of tongue skew, anddonot perform tongue correction. In 2006,Yang
[5] used spline interpolation to perform least squares polynomial curve fitting on the
sampled edge points after extracting the tongue boundary line. After obtaining the
tongue corner points and rectangular coordinates through the curvature of the curve,
combined with the tongue width Obtain the central axis symmetry line of the tongue
profile. Huang [6] used three geometric criteria based on the length, area and angle
of the tongue to correct the skewed tongue shape, Tayo [7] took advantage of mirror
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symmetry and used the method of axis of symmetry to correct the deflected tongue.
The above methods all better reduce the skew degree of the tongue shape.

2.2 Tongue Classification

Some researchers have conducted research on the classification of tongue shapes after
correcting the oblique tongue. Wu [8] and others first introduced the analytic hier-
archy process to the field of pattern recognition and applied it to tongue classification.
Xu [9] used morphological image processing methods to study and judge fat tongue
and thin tongue. The paper also verified and analyzed the shape of the tongue corre-
sponded to diseases such as diabetes, hypertension, and chronic gastritis. Huang
[6] determined the classification of tongue shape based on the geometric features
of tongue length, area and Angle, combined with the fuzzy fusion framework and
seven AHP modules. Zhu [10] improved the defect of central axis extracted by area
symmetry in literature [3]. Based on the shape symmetry of the tongue body, the
Angle analysis method and central axis extraction method were combined to analyze
the degree and direction of tongue skew, which improved the analysis accuracy. Tayo
[7] used geometric features such as tongue area and bisector, algebraic features such
as contour curves and curve error of tongue, and used support vector machines and
multilayer perceptual neural networks to classify five tongue shapes. Literature [11]
defines three different tongue shapes based on geometrical features: circle, square
and triangle, and then uses different classifiers to automatically recognize and clas-
sify different tongue shapes. This method has the highest classification accuracy for
round tongues, reaching 88.65%.

2.3 Analysis of Tongue Pathology

Some scholars have also analyzed and studied the health and pathology of tongue
shape. Literature [12] proposes a feature analysis model that can learn advanced
features from deep tongue images. The model learns useful features from clinical
data in an unsupervised manner, and uses the acquired features to classify patients’
physical conditions as healthy or abnormal using supervised machine learning tech-
niques. In paper [13], HOG feature of tongue image was extracted and used as
input of combinational classifier KNN and SVM, and distancemeasurement learning
method was used to predict patients’ pathological characteristics. Literature [14] first
segmented the tongue image, and divided the segmented image into 6 partitions. In
each section, the color features and number of key points of the tongue body were
extracted, and the self-organizing feature mapping algorithm was used to classify
the tongue image to determine whether the tongue shape belonged to diabetic tongue
shape.
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3 Method

3.1 Correction of Skewed Tongue Based on Harris Corner
Detection

In general, the central axis of the tongue extends along the direction of the tongue, and
the shape of the tongue is distributed approximately symmetrically on both sides of
the central axis. Based on this idea, this paper proposes a method of using symmetric
central axis to correct the deflected tongue.

By calculating the tongue corner points and the center of gravity point, the tongue
symmetry axis is obtained, and then the tongue body could be corrected according
to the angle between the tongue symmetry axis and the mid-perpendicular line to
assist the subsequent tongue image classification.

This paper uses Harris corner detection algorithm [15] to determine corners,
searches for n pixels on the left and right sides of the intermediate data in the tongue
image, and performs y-axis projection processing on the pixels. Set the threshold
and calculate the mean coordinate of the pixel point, and calculate the nearest corner
point by the distance function as the tongue corner points.

The center of gravity of the tongue image can be expressed as:

x1 =
∑

pi xi
∑

pi
, y1 =

∑
pi yi

∑
pi

(1)

In the formula,(xi , yi ) is the coordinate value of the pixel, and pi is the
corresponding pixel value.

The process of the algorithm is shown in Algorithm 1:

Algorithm 1

Input: Tongue image I
Output: Tongue image S
Step1: Obtain the corner points in I.
Step2: Determine the location of the tip of the tongue m1(x1, y1) in I.
Step3: Determine the center of gravity of the tongue image pixel n2(x2, y2)
according to (1).
Step4: Determine the tongue symmetry axis of I.
Step5: Calculate the angle between the symmetrical axis of the tongue and the
vertical line.
Step6: Rotate the tongue image I and save as S.
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3.2 Classification of Tongue Shape Based on Analytic
Hierarchy Process

Figure 2 shows seven common tongue shapes. We describe these common tongue
features from the perspectives of the length and width of the tongue, the tip of the
tongue, the distance between the tongue base and the center of gravity, etc. The
corresponding characteristics of the different tongue shapes are shown in Table 1.

Extraction of Tongue Feature Value. Assume that the area of the tongue body is
Tongue_ratio, the maximum and minimum values of the tongue contour points
along the X-axis are xmax and xmin respectively, and the maximum and minimum
values along the Y-axis are ymax and ymin respectively, then the length, width and
radius of the tongue are Length = ymax − ymin,Width = xmax − xmin and r = Width

2
respectively.

Area correlation characteristics

(1) Round area ratio Round_ratio: Describe the degree to which the tongue shape
resembles a circular tongue. Set the ratio of circular area as, then

Round_ratio = Tongue_area

r2
(2)

(2) Square area ratio: Describe how similar the tongue shape is to the square tongue
shape. Suppose the ratio of square area is Square_ ratio, then

a. square tongue b.rectangular tongue c.sharp triangular tongue d.blunt triangular tongue

e.oval tongue f.round tongue g.hammer tongue

Fig. 2 7 common tongue shapes
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Square_ratio = Tongue_area

r2
(3)

(3) Triangle area ratio: Describe the degree of similarity between the tongue shape
and the triangular tongue. The areas of the sharp and blunt triangular tongues
are close to that of a regular triangle. Let the base width of the triangle be
(xmax − xmin), the base length of the triangle be (ymax − ymin), and the triangle
area ratio be Triangle_ratio, then

T riangle_ratio = 1

2
· Tongue_area

(xmax − xmin) · (ymax − ymin)
(4)

Length related features

(1) Length to width ratio: Describe the ratio of the overall length of the tongue.
Let the length–width ratio be Lw_ratio, then

Lw_ratio = Length

Width
(5)

(2) Center distance ratio: Describe the position relation between these two points
in the tongue. Let the center point of the tongue body be pi (xi , yi ), its coor-
dinate be

( xmax+xmin
2 ,

ymax+ymin

2

)
, the centrifugal point of the tongue body be

pa = (xa, ya), and xa be the midpoint between xmax and xmin in the tongue.
Set the center distance ratio as Cp_ratio, then.

Cp_ ratio = ya − yi
Length

(6)

The different tongue shapes corresponding to different characteristic parameters
are shown in Table 1.

Tongue Classification Based on AHP Algorithm. In this section, we will use five
tongue-shaped related feature values based on the length and area of the tongue
for the analysis of tongue-shaped classification. Since the calculated tongue-shaped
related features are associated with multiple tongue-shaped categories, but different
tongue shapes have different degrees of association with the same feature, a decision-
making method is needed to comprehensively analyze different types of tongue-
shaped features. Determine themost influential tongue-shaped related features corre-
sponding to different tongue-shaped categories. This paper proposes the use of
analytic hierarchy process to classify 7 common tongue shapes such as square, rect-
angle, and circle. The overall steps of the analytic hierarchy process are shown in
Fig. 3. Figure 4 shows the establishment of a hierarchical structure model with a
square tongue as an example.
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Table 1 Characteristics parameters of different tongue shape

Parameter range Tongue shape

Round area ratio Round_ratio = π Round

Square area ratio Square_ratio = 4 Square

Triangle area ratio Triangle_ratio ≈ 1 Sharp triangle; blunt triangle

Triangle_ratio ≈ 2 Rectangle

1 < Triangle_ratio < 2 Oval; round; hammer

Aspect ratio Lw_ratio > 1 Rectangle; oval; hammer

Lw_ratio ≈ 1 Round; square

Lw_ratio > 1 Sharp triangle

Lw_ratio < 1 Blunt triangle

Center distance ratio Cp_ratio > 0 Rectangle; Sharp triangle; Blunt triangle

Cp_ratio < 0 Hammer

Cp_ratio = 0 Round; Square; Oval

Fig. 3 Hierarchical analysis process

Fig. 4 Analytic hierarchy structure diagram
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Improvement of Tongue Classification Method. Applying the AHP algorithm to
the problem of tongue shape classification, the length-related features and area-
related features have equal importance measures for the seven tongue shapes
mentioned in this paper, and the elements in the sub-criteria layer have different
importance for different tongue shapes. Therefore, based on this characteristic, we
adjust the classification of tongue shape as follows to reduce the cumbersomeness
of the AHP method and improve the accuracy of tongue shape classification.

Adjust the tongue shape judgment sequence in the improved AHP method. Generally
speaking, in the AHP analysis model we construct, the tongue shape is judged in the
order of rectangle, square, blunt triangle, sharp triangle, circle, ellipse, and hammer.
Through the characteristics of tongue-shaped related characteristic parameters, we
make several adjustments:

(1) Since the rectangular tongue, the oval tongue and the hammer-shaped tongue
have the same aspect ratio element characteristics, when the tongue is judged
as a non-rectangular tongue, the judgment of the oval tongue and the hammer-
shaped tongue shall be carried out in order;

(2) Since the two elements based on the length-related characteristics have the
same parameter characteristics for the square tongue and the round tongue,
when it is judged as a non-square tongue, the round tongue is judged first;

(3) Since the blunt triangular tongue and the sharp triangular tongue have the same
characteristics based on the area-related characteristics and the center distance
ratio element, but the aspect ratio element has the opposite characteristics,
when it is judged as a non-sharp triangular tongue, the judgment of the blunt
triangular tongue is first performed;

(4) Since the center distance ratio of the elliptical tongue, the hammer-shaped
tongue and the sharp triangle tongue is different from the characteristics of the
elements, when the tongue is judged as a non-elliptical tongue, the hammer-
shaped tongue and the sharp triangular tongue are judged in order.

Adjust the conditions of tongue shape determination in the improved AHPmethod.
We found that when the characteristic parameters of the tongue meet certain condi-
tions, the shape of the tongue can be directly determined, without using other char-
acteristic elements for the determination of the AHP method. The tongue shape and
corresponding condition characteristics that can be directly determined are shown in
Table 2.

Table 2 Characteristic
conditions and tongue shape

Characteristic conditions Determinable tongue shape

Round_ratio > 4 and
k1 < Cp_ratio < k2

Square

Cp_ratio < 0 and
Lw_ratio > 1

Hammer

Lw_ratio < 1 and
Cp_ratio > k3

Blunt triangle
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4 Experiments and Results

4.1 Skewed Tongue Image Correction

We use the Harris corner detection algorithm described in this article to obtain the
central axis of the tongue and realize the correction of the skewed tongue. The
algorithm experiment is implemented by MatLab programming, running on Intel(R)
Core(TM) i7-8750H processor and 16 GB of memory. The results of partial skew
tongue correction are shown in Fig. 5. Figures (a)–(f) respectively show images 1–6
and their corrected images. The dotted line in the figure is the central axis of tongue
symmetry. It can be seen from the image that the correction results are more effective
for tongues with small or large skew.

For the tongue correction method proposed in this paper, we use the mutual
information in image registration to evaluate its accuracy. In image registration,

(a) Tongue image 1 and corrected tongue image (b) Tongue image 2 and corrected 

tongue image 

(c) Tongue image 3 and corrected tongue image (d) Tongue image 4 and corrected 

tongue image 

(e) Tongue image 5 and corrected tongue image    (f) Tongue image 6 and corrected 

tongue image 

Fig. 5 Partial tongue body alignment results
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Table 3 Tongue’s MI values

MI1 MI2 MI1 − MI2

Image 1 1.2558 1.2327 0.0261

Image 2 0.5346 0.5056 0.029

Image 3 1.3497 1.2472 0.1025

Image 4 0.9831 1.219 −0.2359

Image 5 1.1135 1.1032 0.0103

Image 6 1.2906 1.3596 0.069

the mutual information of two images reflects the degree of mutual inclusion of
information between them through their entropy and joint entropy. For images R and
F, the mutual information is expressed as

MI (R, F) = H(R) + H(F) − H(R, F) (7)

WeobtainMI1 andMI2 by calculating themutual information between the original
tongue image and the tongue image corrected by the method proposed in this paper
and the original tongue image and the artificially corrected tongue image separately,
and then the error betweenMI1 andMI2 is calculated. The results are shown in Table
3. According to the data in the table, the mutual information MI value between the
artificially corrected tongue image and the tongue image corrected by this method is
approximately the same, indicating that the artificially corrected tongue image can
basically be consistent with the tongue image corrected by this method.

4.2 Tongue Classification

Under the guidance of Chinese medicine experts, we selected 355 tongue image
samples in the tongue image database. Since the ellipse is a normal tongue shape, its
proportion in the tongue image sample is higher than that of other tongue shapes. In
order to better obtain the position of the key feature points of the tongue shape, we
transform the original tongue image into the tongue shape in the coordinate system, as
shown in Fig. 6.We compared the results of tongue classification with the assessment
of TCM experts. The classification of tongue images is shown in Table 4.

5 Conclusion

In this paper, based on five geometric features of tongue body, such as area and
length, the analytic hierarchymodel (AHP)with relatively simple structure is applied
to classify tongue shape. Before extracting the tongue features, we also proposed a
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(a)Rectangular tongue and its shape          (b) Square tongue and its shape 

(c) Blunt triangular tongue and its shape           (d) Sharp triangular tongue and 

its shape 

(e) Round tongue and its shape              (f) Oval tongue and its shape 

(g) Hammer tongue and its shape 

Fig. 6 Tongue shape and corresponding renderings

Table 4 Classification of tongue images

Number Correctly classified samples Accuracy (%)

Rectangular 27 23 85.20

Square 37 32 86.50

Blunt triangular 68 63 92.60

Sharp triangular 70 64 91.40

Round 55 51 92.70

Oval 74 68 91.90

Hammer 24 20 83.30
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correction method of the skew tongue based on Harris corner detection, which used
the symmetric central axis of the tongue body to correct the deflection image. We
use the mutual information value of the image to prove the effectiveness of the
tongue correction method in this paper, and compare the tongue shape classification
result with the assessment of the TCM experts, it has a good accuracy rate. In future
research, it is necessary to further expand the tongue image data set, increase the
number of typical tongue samples, consider using deep learning methods to study
the classification of tongue shapes, and improve the speed and accuracy of tongue
shape classification.
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Design of Visualization System
for Digitalization of the Discrete
Manufacturing Industry

Jianguo Yan , Yu Zhao , Wei Wang , Fangfu Xu , Wei Zhu ,
and Lili Jin

Abstract This paper is mainly based on the author’s several years of experience
in enterprise digitalization projects, and designs a set of data visualization systems
for the production digital scene of discrete manufacturing, aiming to help discrete
manufacturing practitioners quickly realize a data visualization system that meets
management requirements. In addition to the characteristics of general data visu-
alization system, this system also makes targeted design and optimization for the
characteristics of production planning of the discrete manufacturing industry, such
as multiple varieties and small batches, relatively frequent changes of production
plan, and multiple types of work involved, especially for real-time data and dynamic
monitoring, someoptimization algorithms have beenmade. The design plan includes,
but not limited to the overall system architecture, functional module division, inno-
vative functional design, partial implementation contents and several sample effects.
And based on this design principle, the author has successfully implemented a
visualization system for many local companies and received good feedback.

Keywords Data visualization system · Digitization of production · Software
system · System design

1 The Discrete Manufacturing

The manufacturing industry can be divided into process manufacturing and discrete
manufacturing according to the organizational characteristics of the production
process. In process manufacturing, the materials (raw materials) continue to go
through the processing equipment, resulting in changes in the morphological and
chemical properties of the materials, and get the finished products ultimately. For
example, pharmaceuticals industry and chemicals industry are typical process manu-
facturing industries. Comparably, the process of discrete manufacturing is more
complex. Generally, discretely manufacturing products are composed of multiple
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parts, each component may have independent processing and assembly processes,
and there could exist sequential relationships between these processes. Further-
more, these parts need to be assembled after processing process has been completed
to get the finished products. For instance, auto parts, electronics manufacturing,
plastic production are discrete manufacturing. These characteristics often lead to
more complex production management in discrete manufacturing. The production of
discrete manufacturing has some characteristics as well as problems: (1) The degree
of dependence on production (semi-)automation is relatively high. As China’s labor
costs keep rising and automation technology continues to develop, the concept of
replacing labor with machines in discrete manufacturing has now become a general
consensus. (2) Product bill of material (BOM) is critical. Since the finished product
of discretemanufacturing is assembled from various parts, and the BOM is fixed for a
specific finished product, which is also one of the most critical basic data for produc-
tion management. (3) The process flow of discrete manufacturing is more complex
and diverse. The production process of discrete manufacturing has the characteris-
tics of multitasking, and also multiple devices are producing simultaneously. There
are even scenarios where one device produces different processes, and the same
process is produced on different devices. (4) Production plan changes frequently. In
fact, discrete manufacturing will start only when there comes an order, multi-variety
production, small batch production and single-piece production are tricky issues as
well. Thus the production plan is comparably difficult to develop and execute. The
traditional manufacturing model cannot meet the changes in new markets and new
environments. It is necessary to realize the transformation from mass manufacturing
to mass customization [1]. At present, the industry is able to solve these problems in
stages through digital transformation of discrete manufacturing workshops, partially.

2 Production Digitalization

Production digitalization mainly refers to the use of various advanced technologies
such as automation, computers, big data, and the Internet of Things, to do infor-
mation collection, processing, reorganization, optimization of workshop production
resources (devices, production materials, personnel, production processes, etc.), to
provide management-related application functions of production site. Besides, it
would integrate the existing information systems and display all kinds of production-
related data, and results in the form of reports, charts, data kanbans, etc., thereby to
enhance the transparency of workshop production process, realizing paperless office,
achieving agile production information transmission and accurate production deci-
sionmaking aswell. Use big data technology to analyze and optimize data,whichwill
eventually realize automated, intelligent, and customized intelligent manufacturing
[2]. The overall framework for the digitizing production in discrete manufacturing
is shown in Fig. 1.

In the digital transformation and upgrading of the discretemanufacturing industry,
the system will collect massive amounts of data. How to correctly and effectively
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Fig. 1 The overall framework for the digitizing production in discrete manufacturing

display these data and then deliver its in-depth value to users is an very important
mission of data visualization.

How to quickly dive below the surface of the information contained in data is a
key problem to be solved in the era of big data, so the importance of data visualization
in this process is undoubted.

3 Data Visualization

Data visualization is the use of computer graphics and image processing techniques
to transform raw data sets and convert them into understandable and interactive
graphical processes. Data visualization is an emerging discipline that can provide
people with the opportunities to observe data and explore the value behind the data
[3]. Data visualization transforms boringwords or numbers intomore understandable
graphical and colorful data visualization graphics, helping users to understand the
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value contained in the data. It can be divided into 3 processes: (1) data exchange:
the original data is converted into a data structure table, and the data will be de-
dried and cleaned before the conversion, thereby improving the validity of the data,
while the traditional data model is easily affected by the error of the original data.
(2) visualization mapping: this process is the key to the visualization process. In
this process, the data table maps the abstract values, geographic coordinates, data
relationships and other information in the data into visualization elements through
specific mapping rules, which will be more easily accepted and understood by users
and help them discover the laws behind the data. (3) view transformation: transform
visual elements into views of terminal devices, thereby users can access information
and perceive data laws through the web interactive interface.

There are already a number of general-purpose and commercial data visualization
tools in the industry, such as Baidu’s Sugar, FanRuan’s FineBI, Alibaba’s AntV,
Tableau’s Tableau, etc.

These commercial tools have been popular in the market because of their great
graphical presentation and compatibility with different types of data, whereas they
do not make targeted optimization solutions for discrete manufacturing currently.
Therefore, this paper designs a data visualization system based on B/S architecture
especially for digital workshopmanagement of discrete manufacturing, adding some
functionalmodules applicable to discretemanufacturing such as real-timemonitoring
of equipment and dynamic supervision of production tasks on the basis of general-
purpose visualization system.

4 The Design of the Data Visualization System

This data visualization system consists of four major functional modules: data access
and storage module, data analysis module, data visualization module and real-time
interaction module. The system architecture is shown in Fig. 2.

1. Data access and storage module. The system can directly access the device side
IOT terminal, SCADA system, ERP system,MES system and other information
system data. The system designed a set of data middleware, which can support
socket protocol direct connection, Sql file import, excel format import, and
intermediate table reads and writes, API gateway access and other forms. After
data conversion, different types of connected data are stored in different types
of databases based on the characteristics of the data types, including time series
databases, relational databases, non-relational databases, key-value databases
and other basic databases.

2. Data analysismodule. The system is designedwith a set of data analysismodules
that can be dynamically loaded into the algorithm models and all algorithm
models are designed with a unified data interface, that is, the input content and
output results are data tables in the database, where the input table is a temporary
table that can be deleted after the analysis is completed, and the output table is
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Fig. 2 The data visualization system architecture

a permanent table that will not be deleted. The system will have several classic
algorithms built-in for users to call, such as regression models, neural network
learning modules, etc. Among them, the built-in regression model algorithm
training diagram is shown in Fig. 3.

The built-in algorithm can support cloud upgrades. Users can customize the
relevant algorithms and introduce them into the system as dynamic codes for
dynamic invocation.

3. Data visualization module. The system will encapsulate commonly used visu-
alization components, including but not limited to dynamic tables, bar charts,
pie charts, line charts, maps, card flops, gauges as basic components for users to
call, and a number of visualization layout templates will be built in the system.
Users can also customize the design of the visualization view and embed it into
the module for use. The design of the visualization module will follow the web
framework principle of model-template-view, where the model connects to the
database, the template handles the business logic, and the view displays the data
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Fig. 3 Regression model algorithm training diagram

effect. In terms of human–computer interaction, the habits of discrete manufac-
turing industry practitioners will be fully considered to reduce the complexity
of operation as much as possible, so that the data display will be shown to users
in the most intuitive and convenient form. The module should be compatible
with PC terminal and mobile terminal.

4. Real-time interaction module. Since in the process of workshop production,
users often give feedback, modify and adjust visualization data according to
the actual progress of production, the operation may be in the form of buttons,
embedded panels, web pages, mobile terminals, etc., thereby the real-time inter-
action module is the last piece of the business closed-loop version of the entire



Design of Visualization System for Digitalization … 535

visualization system. In order to meet a variety of business scenarios, the real-
time interaction module should have the compatibility of underlying communi-
cation and the real-time data feedback, so the core data of the real-time interac-
tion module should be stored in memory and use a memory database to improve
feedback efficiency.

5. Features of the system. One of the features is the real-time monitoring of equip-
ment: the system distinguishes the real-time production status of equipment
by different colors in the form of graphics. What is more, it can make logical
grouping and logical group line for the equipment and inform users about the
status of the equipment they manage at a glance, thereby they can have compre-
hensive awareness of the equipment information quickly. The design sketch is
as in Figs. 4 and 5.

Another feature is the dynamic monitoring of production tasks. Real-time moni-
toring of the order tasks being produced, in addition to displaying the basic informa-
tion of the order. It also dynamically calculates and displays the estimated delivery
time, warning status, equipment capacity consolidation calculation, etc., assisting
front-line production personnel and management personnel to grasp the production
situation in a timely manner (Fig. 6).

Fig. 4 Production line Kanban demo
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Fig. 5 Equipment Kanban demo

Fig. 6 Production tasks Kanban demo
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5 Conclusion

The author has been engaged in digital transformation services for discrete manu-
facturing workshops for a long time, and has implemented and deployed data visual-
ization systems for more than 30 local discrete manufacturing companies. Based on
years of practical engineering experience along with professional knowledge, this set
of visualization system for the digitalization of discrete manufacturing production
has been designed, and some functions have been realized. Currently, the system has
been deployed to several customer project sites and has received relatively positive
user feedback. In the future, we will continue to improve the design and implemen-
tation of the system, and strive to bring value to more discrete manufacturing data
visualization scenarios.
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Research and Simulation of Image
Specific Region Recognition Technology

Nan Li , Chang Jiang Feng , and Bin Lang

Abstract The development of computer technology has promoted the wide appli-
cation of computer vision technology, especially in the complex background envi-
ronment, accurate and fast recognition of specific areas of objects has become a hot
spot of image recognition technology based on computer technology. The traditional
recognitionmethods usually use comparisonmethod, that is, to extract image contour
by edge detection and compare with given model to complete the recognition. The
efficiency of this method is low, and it is difficult to achieve efficient and fast recog-
nition. Gabor filter of neural network is chosen as the recognition tool. For the main
shortcomings of its slow recognition speed and low efficiency of extracting feature
points, this paper improves the recognition method by simplifying the system model
and improving the efficiency of feature point extraction, it can complete the task of
real-time recognition of specific recognition targets.

Keywords Gabor filter · Image recognition

1 Gabor Function [1]

Gabor function was first proposed by Gabor in 1946. With the improvement of
research, especially in the process of studying the working mechanism of human
visual system, people aremore andmore interested inGabor function, This is because
Gabor function can better abstract the working mechanism of visual nerve cells, and.

N. Li (B) · C. J. Feng · B. Lang
University of Army Engineering, Shijiazhuang, China
e-mail: Linan9585@163.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. Yao et al. (eds.), The International Conference on Image, Vision and Intelligent Systems
(ICIVIS 2021), Lecture Notes in Electrical Engineering 813,
https://doi.org/10.1007/978-981-16-6963-7_49

539

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6963-7_49&domain=pdf
http://orcid.org/0000-0001-8951-2747
http://orcid.org/0000-0002-7730-1093
http://orcid.org/0000-0003-1266-7307
mailto:Linan9585@163.com
https://doi.org/10.1007/978-981-16-6963-7_49


540 N. Li et al.

Fig. 1 Gabor wavelet images with phase value of 0°, 180°, −90° and 90°, from left to right,
respectively

Gabor function can best take into account the signal resolution in time domain
and frequency domain.

Definition of Gabor kernel function is showed as follows:

g(λ, φ, θk, σ, γ, x, y) = e
(
− x2+γ 2 y′2

2σ2

)
cos

(
2π

x ′

λ
+ φ

)
(1)

where

〈
x ′ = cos θk + y sin θk

y′ = −x sin θk + y cos θk

k is the quantity of filter directions. σ is the standard deviation of Gaussian envelope
in the x and y directions. λ and θk are the wavelength and direction of sine wave
respectively. The effective range of θk is 0°–360°. Gabor wavelets from 0°to 180°are
usually selected, because the wavelets separated by 180° are in the same straight
line direction. Such as the θk = 45° and θk = 225° are the angles in a straight line.
Figure 1 shows the Gabor wavelet images under different phases.

Gabor function is a Gaussian function which is modulated by complex sine func-
tion. The aspect ratio of Gaussian envelope is 1. Different from the Gaussian, the
Gabor function has a balance for expansion in space with σx = σy . Gabor filter is
usually described by spatial frequency bandwidth and directional bandwidth. Both
the frequency bandwidth B (unit: octave) and directional bandwidth � (unit: radian)
of Gabor filter are defined by the range of half peak value.

B = log2[(πFσλ + α)/(πFσλ − α)] (2)

� = 2 tan−1(α/(πFσ)) (3)

where α = √
ln 2/2. The Gabor filter can produce arbitrary center frequency, band-

width and direction characteristics by changing the parameters of B,�, F and θ , In
this way, any region with ellipse shape can be covered in frequency domain, so as
to meet the requirements of extracting different texture features of the target in the
image according to the requirements.
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2 Improved Gabor Function

Gabor function can select feature samples from any number of scales. The number
of feature points extracted from different scales is different (see Fig. 2). The increase
of the number of feature points will greatly improve the accuracy of recognition, But
it does not means the more the better. On the contrary, too many feature points will
lead to slow matching speed and longer processing time. Reducing the number of
feature points can improve the real-time performance of recognition, but it is easy
to reduce the recognition accuracy. In order to ensure the real-time and accuracy
of recognition. How to select the appropriate scale to control the number of feature
points and find the “good feature points” which can accurately reflect the position
characteristics of combat vehicles has become a key problem to be solved.

A good feature point detection method has the following characteristics:

(1) Feature point detection should be repeatable. That means the image can be
reused as the feature points after different transformations (such as rotation,
scaling, etc.).

(2) The feature points can be detected in the spatial position.
(3) The detection algorithm is simple.

The spatial and frequency characteristics of Gabor filter and Gaussian filter are
very similar after analyzing the characteristics of the kernel function. The Gaussian
filter is a linear smoothing filter which chooses the weighted value according to
the shape of Gaussian function. The expression of two-dimensional Gaussian kernel

Fig. 2 Feature point extraction of different resolutions



542 N. Li et al.

function is as follows:

g(σ ) = 1

2πσ 2
e− −(x2+y2)

2σ2 (4)

where, σ is the filtering scale, x and y represent the coordinates of pixels in the image.
The computational complexity of two-dimensional filtering increases with the

square of the width of the filtering template, while Gaussian filtering is separable,
that is, the convolution of Gaussian function can be divided into two steps in large-
scale Gaussian filtering. In this case. The feature point extraction efficiency will
be greatly improved under the same scale. In this paper, the Gabor wavelet feature
point extraction method is improved based on the property of Gaussian function.
By analyzing the principle of Gaussian filtering, The Harris feature point detec-
tion algorithm is selected to improve the feature point extraction method of Gabor
function.

2.1 Harris Feature Point Detection Algorithm

Harris feature point detection algorithm [2] was proposed by Chris Harris and Mike
Stephens in 1988. It is a direct method to analyze the local gray value of image. The
basic principle of the algorithm is that if the brightness change of the neighborhood
where a point is located is less than the preset threshold after a small distance trans-
lation, it can be considered that the point is in a “flat area” with uniform brightness.
Otherwise, the point is judged as a feature point.

There are three main reasons for choosing multi-scale Harris feature point detec-
tion algorithm to improve Gabor filter. First, it uses Gaussian function as detection
window, which is consistent with Gabor kernel function. Second, It has a good effect
on the repeatability of the target feature points when the spatial distribution param-
eter φ = 45◦ ± (nπ

/
2). Last, it can better control the amount of computation of

the processed image for using image second-order matrix. The Harris feature point
detection algorithm has the advantages of rotation, scale change, illumination change
and noise invariance. In this algorithm, a local detection window is used to move
slightly along all directions in the image, and the average energy change value of
the window is compared with the set threshold value. If the energy change value
exceeds the set threshold value, the center pixel of the window is extracted as the
feature point. The Harris feature point detection algorithm calculates based on the
local auto-correlation function of the signal. It moves the image window w (usually
rectangular region) to any direction by a small displacement (x, y), and the gray level
change value can be defined as:

Grayx,y =
∑
u,v

wu,v

[
Ix+u,y+v − Iu,v

] =
∑
u,v

wu,v

[
u

∂ I

∂x
+ v

∂ I

∂y
+ O(u2, v2)

]2

(5)
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where: Gx,y is the measurement of gray level change in the window wu,v =
e(x2 + y2)/σ 2

. I is the image gray function. The transformation of Gx,y into quadratic
form is as follows:

Grayx,y = [u v]M

[
u
v

]
(6)

where

M =
∑

wx,y

[
Ix Ix Ix Iy
Ix Iy Iy Iy

]

By diagonalization, the results are obtained:

Grayx,y = R−1

(
λ1 0
0 λ2

)
R (7)

where R is the rotation factor, and its eigenvalues λ1 and λ2 reflect the image surface
curvature in the two principal axis directions. In order to avoid finding the eigenvalues
of matrixM, tTr(M) andDet(M) can be used instead of finding λ1 and λ2. if we have
the following assumption:

M =
∑

wx,y

[
Ix Ix Ix Iy
Ix Iy Iy Iy

]
=

[
A C
C B

]
(8)

Then the trace and determinant values of matrix M(x,y) are:

Tr(M) = λ1 + λ2 = A + B Det (M) = λ1λ2 = AB − C2 (9)

Harris’ feature points response function expression is obtained:

R(x, y) = Det (M) − k(Tr(M))2 (10)

where k is a parameter greater than zero.
In practical application, the pixel is the feature point when the R value of the target

pixel is greater than the given threshold.
The Harris feature point detection algorithm detects the sharp changes in the

brightness of the two-dimensional image points as the feature points, these feature
points have visual information, can retain the important feature information of the
image, and the amount of data is small, which is conducive to improve the compu-
tational efficiency. Finding derivative in a direction for the first order Gaussian
scale space of image, combing with the improved detection operator La(x) which is
obtained by Harris algorithm, the expression can be defined as:
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Fig. 3 Approximation of wavelet response functions for and Dx and Dy

La(x, y, σ ) = ∂

∂a
Is(x) = ∂

∂a
(G(x) ∗ I (x, y)) = (

∂

∂a
G(x)) ∗ I (x, y) (11)

G(x) is the Gaussian kernel function. I(x,y) is the original image. According to
formula (11), the first derivative of Gaussian function can be approximated as a set
of new wavelet response functions (as shown in Fig. 3). In order to keep the scale
consistent, the scale of each wavelet corresponds to the scale of Hessian detection
algorithm.

Harris operator has the characteristics of simple calculation, uniform and reason-
able distribution of extracted feature points, quantitative and etc. The feature points
extracted through Gaussian scale space can be extracted quickly and more stable.

After the above processing, the result r of the maximum operation is written as
follows: [3–6]

r = max
x j ∈ S

{
det(H 0

approx (x, y, s)), det(Hπ/4
approx (x, y, s)), Capprox (x, y, s)

}
(12)

Here S is the sub window composed of pixels �x, �y, �s, s is the scale factor,
and Capprox is the Harris matrix. In this way, the improvement of feature extraction
is completed.

3 Feature Matching Process of Specific Target

Based on the structure of Gabor filter and its filtering effect, the number of feature
points extracted by Gabor filter is proportional to the resolution, and the cost is to
increase the operation time. Due to the large amount of information in the feature
database of the target to be identified, the feature points in the sample database can
be artificially divided into low resolution and high resolution by using Gabor filter to
supportmulti-resolution.Under the condition of low resolution, the recognition target
is classified with less number of feature points (with less cost). After the information
classification of feature points is completed, the feature points are extracted from the
region of interest under the condition of high resolution, and the feature points are
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matched, and finally the target to be recognized is determined. This can reduce the
operation time and improve the efficiency of the algorithm.

3.1 The Matching Is Based On The Sum Of Energy Values
In The Neighborhood Of Feature Points Under Low
Resolution

Low resolution is mainly used to recognize the contour of a specific target, not the
specific feature details. Gabor filter classifies the targets according to the different
energy values in the target feature points of the image. The basis of classification is
to find the energy value of the feature points of the target samples to be identified in
the database. Although the energy value of each feature point is different, the energy
value of a single feature point can only reflect the image information from one point.
In order to accurately and comprehensively express the energy value information of
the image, the sum of the energy values of a region centered on the point will be used
as the energy information.

Suppose that the sum of energy values in the neighborhood of 3 × 3 around each
feature point is Ei at different resolutions:

Ei =
x+1∑

m=x−1

y+1∑
n=y−1

Ei(m,n) (13)

where (x, y) is the coordinates of the feature points, Ei(m,n) is the energy value, and
(m, n) is the coordinates of the neighborhood points in the 3 × 3 neighborhood.
According to the above-mentioned feature point extraction method, the following
samples are used to represent the sum of E values of each feature point extracted in
each scale in the 0° direction of the filter and its surrounding 3 × 3 neighborhood.
For example in Fig. 4, take the tanks as specific targets. It is assumed that scale 1,
scale 2, scale 3 and scale 4 are scales in low resolution, and scale 5, scale 6, scale 7
and scale 8 are scales in high resolution (Table 1).

According to the extracted feature points and the corresponding energy values of
the feature points, there is a large difference in the energy between the feature points
of different samples in each scale, so the difference can be used to match the feature
points of the target in the image.

The principle of the feature point matching algorithm is that in low resolution,
the total energy in the neighborhood of the feature points extracted from the target
to be identified are arranged in the order from high to low, and the feature points
matched with their energy sum are searched one by one in different directions and
the same scale of the samples in the sample database. In the experiment, the points
in the neighborhood of the feature points in the target sample library and the target
to be identified whose energy sum error is within the range of ±10% are counted
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 (a) Feature points extracted from tank in low resolution 

  (b) Feature points extracted from tank in high resolution 

Fig. 4 Feature points extracted from tank in different resolutions
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Table 1 Feature points extracted from tank in different resolutions

Scale

Scale
1

2701.16 1026.02

Scale
2

1669.76 711.88 474.89

Scale
3

883.85 557.49 764.36 342.22 284.45 174.32 205.77

Scale
4

571.84 816.3 816.3 351.02 416.23 102.19 380.29 110.82 233.54 102.63

Scale
5

91.73 97.73 433.07 273.31 480.89 215.42 160.73 129.38 73.18

Scale
6

106.5 103.93 231.36 231.36 67.47 137.917 207.84 105.16

Scale
7

80.78 124.43 73.84 58.13

Scale
8

144.63 129.47 86.52 73.35 100.52 66.16

as matched points [7–10]. According to the rules of feature points extraction, the
matching rate of feature points is obtained at low resolution:

R = The number of matched f eature points

min (Sample f eature points, Feature points wi th recognition n target)

× 100% (14)

The target can be further matched at high resolution if the R value is more than
60%. Generally, the results obtained by the matching algorithm in low resolution are
not unique, that means there will be many samples’ matching rate of the target to
be identified greater than the setting R value in the experiment, which demonstrates
that the matching can only be rough in low resolution. In this case, the matching
values are low for the different types of samples or samples with large differences.
On the contrary, samples with small differences need to continue to match at high
resolution. In low resolution, many useless samples in the sample database can be
eliminated, which can greatly reduce the amount of computation in high resolution
and it plays a very important role in improving the matching speed. The matching
results in low resolution are shown in Table 2.

3.2 Secondary Matching in High Resolution

After preliminarymatching in low resolution, The Precisematching is needed in high
resolution. Since the range of samples that need finematching has been determined in
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Table 2 Match results of target and samples in low resolution

Samples in the database Filtering direction (°) Low resolution matching results (%)

0 46

45 52

90 53

135 47

the sample database during the coarse matching, we can continue to use the feature
point neighborhood energy value to further carry out the correlation matching of
feature points.

At high resolution, the feature points extracted from the target to be identified and
the feature points in the target database are matched by the energy value correlation.
The matching principle is that the difference of the total energy in the neighborhood
of the feature points in the target sample library and the target to be identified within
±10% are regarded as matching points [11–13]. The high-resolution matching not
only focuses on the contour but also focus on the more detailed identification of
combat vehicle contour, including gun barrel, crawler, etc. It should be pointed out
that the feature points extracted by Gabor filter are different at different resolutions,
that is, the feature points extracted at high resolution do not necessarily include the
feature points extracted at low resolution, so it is still necessary to calculate the
feature points at high resolution according to the corresponding scale. If there are
more than 85% matching domain values r in the sample database and the target to
be identified, the sample with the largest matching domain value R is taken as the
recognition result of the system.

Table 3 shows the matching results of the target to be identified after preliminary
selection at low resolution and recognition at high resolution.

In order to verify the stability of the feature extraction algorithm, 100 samples in
the database are directly taken as the samples to be identified. Through the extraction
of the target feature points to be identified and thematching experiment of the feature

Table 3 Match results of target sample database samples in high resolution

Samples in the database Filtering direction (°) High resolution matching results (%)

0 73

45 77

90 79

135 74
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Table 4 Recognition success rate after twice recognition

Samples in the database Filtering direction (°) Matching times High resolution matching
results (%)

0 100 99

45 100 97

90 100 98

135 100 96

points, the recognition effect in the simplest case is verified. The final recognition
results are shown in Table 4. The experimental results show that the recognition
result is higher than 95%, which can be considered that the sample is directly taken
as the target to be identified. The result of target recognition is accurate and reliable.

4 Simulation Results and Analysis

In the simulation experiment, 20 images are compared with the target recognition
obtained by the traditional edge operator method and the method in this paper, and
the results are shown in Table 5. The recognition rate refers to the rate of correct
recognition of the target. Average computing time refers to the computing time of an
image. Simulation running environment: core i5, 2Gmemory, 512M video memory,
windows7, matlab 2008a.

It can be seen from Table 4 that:(1) the recognition rate of traditional methods is
relatively low due to the overlapping of boundary and background (2) If the edge
extraction is donemany times and the gradient threshold is set to complete the contour
extraction, the recognition rate may be improved, but at the same time, the recog-
nition time will increase, which will affect the subsequent process (3) Through the
observation experiment, it is found that under the condition of complex background,
compared with the traditional algorithm, the recognition rate of this algorithm is

Table 5 Comparison of
experimental results with
different methods

Method Recognition rate
(%)

Average usage time (s)

Traditional
method

55 2.3

Twice edge
detection

85 3.1

Method in this
paper

90 1.1
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improved by 35 percentage points, and the detection accuracy is improved signif-
icantly, which can meet the requirements of accurate target recognition at higher
speed. This algorithm can be combined with the traditional comparison method,
which is more suitable for the requirements of short-range high-speed real-time
processing, and can complete the rapid analysis and judgment of the target.

5 Conclusion

The research work of this paper is to find an efficient feature extraction algorithm,
which not only needs to accurately identify the specified target, but also needs to
meet the real-time requirements. According to the classification characteristics of
Gabor filter, it is improved to simplify the calculation model, improve the efficiency
of feature point extraction, and make it better meet the requirements of real-time
processing. The correctness and effectiveness of the improved method are verified
by simulation and experiment.
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Guided Filter in Least Squares
to Remove Non-uniform Strong Noise
of Underwater Target Image

Guang Liu , Shikang Wu , Yu Shi , and Xia Hua

Abstract Underwater target detectionwill be interfered by underwater non-uniform
strong noise (organicmatter, suspended particles, etc.), in order to solve this problem,
a new denoising method (DF-LS) is proposed based on the method of embedding
bilateral filter (BLF-LS) in least square method to keep image edge smooth. Firstly,
the guidingfilter and the fast edge-preserving two-dimensional smoothingfilter based
on indicator function are introduced into the model to retain the edge of the under-
water target and remove some small noise. At the same time, the guiding filter is
embedded into the least squaremodel tomake the algorithmmore efficient. Secondly,
according to the non-uniform characteristics of noise, the multi-scale iteration of
characteristic pyramid is adopted to decompose the noise of different sizes itera-
tively, and in the process of multi-scale decomposition, the noise of different scales
is decomposed and removed step by step. Experimental results show that, compared
with other classical denoising methods, the proposed algorithm can better remove
the underwater non-uniform strong noise and retain the target information.

Keywords Non-uniform strong noise · Target image · Edge preservation ·
Multiscale decomposition · Steering filter

1 Introduction

The ocean occupies the vast majority of the earth, containing huge resources and
energy. For China, which has a large population and limited land resources, abundant
marine resources can alleviatemanydifficulties thatChina is facing to a certain extent.
When people explore the ocean, they often take underwater photography to obtain
valuable information. However, due to the complex underwater environment, the
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existence of aquatic organisms, suspended solids and so on, the underwater images
are subject to too much interference, resulting in non-uniform strong noise. The
difficulty of underwater imaging and the complexity of the underwater environment
seriously affect people’s research on the ocean. Therefore, it is particularly important
to remove the noise of underwater images effectively.

However, the imaging environment of underwater camera is complex, and the
light propagation in the water body will be strongly attenuated. There are two main
modes of attenuation: the selective absorption of light by water and the scattering
of light [1]. The selective absorption of light by water can cause a considerable
loss of light energy. There are two kinds of scattering of light by water, namely,
the scattering of light by pure water itself and the scattering caused by substances
in water. The scattering of water to light usually shows that the camera imaging
will produce atomization effect, and the scattered light affects the imaging contrast,
which greatly reduces the contrast. In order to obtain a clear underwater images,many
methods for underwater scattering removal have been proposed [2–4]. In addition,
the superposition of factors such as the flow of water, non-uniform illumination,
particles and plankton in the water [5, 6] will have a great impact on the imaging
of the camera, increasing the non-uniform noise of the target image and interfering
with the detection and discovery of the target. At present, there are few methods to
remove the non-uniform strong noise in the underwater target image, Shubin et al. [7]
proposed amulti-directional morphological filtering algorithm to remove the speckle
noise; HeWei used Daubechies wavelet to study the denoising of underwater images
[8], but these methods are not ideal for the removal of strong noise. In order to
better observe and detect the target, we need to propose a new method to remove the
influence of underwater non-uniform noise on the target image.

In order to remove the noise, the underwater target is better presented in the
image. In this paper, we propose an effective method to preserve the edge of the
target and remove the noise: firstly, based on the image edge smoothing algorithm
(BLF-LS) [9] embedded in the least square method, we propose an improved image
edge smoothing algorithm (GF-LS) embedded in the least square method. In the
model, the guided filter (GF) [10] is introduced as the constraint term to better retain
the edge of the target in the underwater image, so that the loss of target information is
less in the global processing. Secondly, according to the non-uniform characteristics
of underwater noise, we iterate the feature pyramid of the DF-LS algorithm in this
paper, so that the non-uniform noise in the image will be decomposed by multi-
scale, and the noise of different scales will be removed by each iteration. Through
the experimental test, the algorithm in this paper can remove the non-uniform noise
and retain the underwater target information.
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2 Non-uniform Noise Removal Method

2.1 Least Squares Model

Because our main purpose is to make the target in our underwater image appear
more clearly, so this paper uses the edge-preserving smoothing method to remove
the non-uniform noise of underwater interference target. Embedding bilateral filter
in least squares (BLF-LS) is to use bilateral filter to constrain the global gradient
feature of image and the efficiency advantage of least squares model to smooth edge.
The mathematical model can be defined as (1):

min
μ

∑

s

⎛

⎝(
μs − gs

)2 + λ
∑

∗∈{x,y}
(∇μx,s − (

fBLF
(∇g∗

))
s)
2

⎞

⎠ (1)

where the input is gs , μs as the output, fBLF (∇gx ) and fBLF
(∇gy

)
represent the use

of bilateral filter (BLF) to smooth the input image gs gradient in x-axis and y-axis,
respectively. According to Formula (1), FFTs is used to solve the problem:

μ = F−1

(F(g) + λ
∑

∗∈{x,y} F(∇∗) · F(
fBLF

(∇g∗
))

F(1) + λ
∑

∗∈{x,y} F(∇∗) · F(∇∗)

)
(2)

where F(·) and F−1(·) are fast Fourier transform (FFT) and inverse fast Fourier
transform (IFFT) operators. F(·) denotes the conjugate of F(·). The main function
of Formula (2) is to achieve image smoothing and edge preserving,which has a certain
effect on noise removal. But this algorithm is global smoothing,while removing some
noise, some details of the target will also be smoothed; while the underwater noise is
non-uniform, the effect of this algorithm in removing strong noise is not very ideal,
and through the experiment, it is found that the details of the target are smoothed.
Therefore, this paper will optimize the BLF-LS algorithm model, so that the new
algorithm can be applied in underwater image denoising.

2.2 Guided Filtering

Generally speaking, the gradient of pixels around the noise changes greatly, and the
gradient around the noise is similar. The gradient step appears at the edge, and the
direction of the maximum gradient is in the normal direction of the edge, and the
other direction away from the normal direction gradually decreases. The general
filtering cannot distinguish the noise and edge, so it is unified to deal with it, so in
many cases, while filtering, the edge is also blurred. In order to remove the noise and
better retain the edge of the target, we will use the guided filter.
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We can think that the image is a two-dimensional function, so we can assume
that the output and input of the function satisfy the following linear relationship in a
two-dimensional window:

qi = ak Ii + bk, ∀i ∈ wk (3)

where q is the value of the output pixel, I is the value of the input pixel, and I and
K are the pixel indexes. In this case, we can take the gradient on both sides of the
above formula, and we can get it from (3):

∇q = ak∇I (4)

Here ∇ is the operator. It can be seen that the gradient of the output and the input
also retains the linear relationship, so the guided filter has the characteristics of edge
preservation. In order to solve the coefficients ak and bk in (3), it is assumed that p
is the result before q filtering and the difference between q and p is minimized:

E(ak, bk) =
∑

i∈wk

((
akIi + bk − pi

)2 + εa2k
)

(5)

By optimizing (5), the linear coefficients ak and bk are defined as:

ak =
1

|w|
∑

i∈wk
Iipi − μkpk

σ2
k + ε

(6)

bk = pk − akμk (7)

where μk and σ 2
k are the average and variance of the pixel values of I in the window

wk , respectively, |w| is the number of pixels in the window wk , and pk is the average
value of the pixel values of the image p to be filtered in the window wk .

Through the coefficients ak and bk , we can see that there are two inputs of the
guided filter, one is the real input p, the other is the guided input I , and the output
q is the product of the joint action of p and I . In this way, the filtering effect can
restore the real target more effectively and reduce the loss of edge information.

2.3 Embedding Guided Filter Model in Least Square Method

Inspired by the edge smoothing property of BLF-LS algorithm, this paper proposes
a de-noising algorithm which embeds steering filter in least square method. In order
to reduce the influence on the target edge and detail information in the process of
denoising, we need to smooth the noise near the edge while preserving the details on
the edge and target. In this paper, the pilot filter proposed by He et al. [10] is used,
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Fig. 1 a The original. b The gradient of the original image. c The gradient map of the original
image after EP filtering [11]. By comparing (b) and (c), it can be found that the EP filtered image
as a guide image can help image restoration better

and the experimental data show that (as shown in Fig. 1), the image processed by the
method proposed in reference [11] is used as the pilot map of the pilot filter, so the
new mathematical model is:

min
μ

(μ − p)2 + λ(∇μ − (fDF(∇p,∇fEP(p))))
2 (8)

where, μ and p are the output and input images respectively, ∇ is the gradient
operator, containing the gradient in the vertical and horizontal directions, fDF and
fE P respectively represent the use of the guide filter and exponential function-based
fast edge-preserving smoothing filter in Literature [11]. According to Formula (8),
it can be concluded that:

μ = F−1

(
F(p) + λF(∇)F(fDF(∇p,∇fEP(p))

F(1) + λF(∇) · F(∇)

)
(9)

where F(·) and F−1(·) are fast Fourier transform (FFT) and inverse fast Fourier
transform (IFFT) operators. F(·) denotes the conjugate of F(·). In the process of
solving μ, in order to get rid of the non-uniform strong noise, we use the iterative
method to decompose the input p intomulti-scale, and put the result of each denoising
into the next solution. In this way, we can get rid of the noise better by gradually
increasing the scale in the iterative process.

3 Experimental Results and Analysis

In order to verify the effectiveness of the algorithm, this paper first uses simulation
experiments to compare the BLF-LS [9] filtering algorithm model and the denoising
filtering algorithm in this paper. Objectively, the performance of the algorithm is eval-
uated by its peak signal-to-noise ratio (PSNR), as shown in Fig. 2. However, the real
underwater images are difficult to evaluate the performance of denoising algorithms,
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(a) (b) (c) 

Fig. 2 Comparison of denoising results of two filtering algorithms. a Simulation diagram. b The
results of BLF-LS filtering algorithm are given, The PSNR was 3.85. c The results of the algorithm
are given in this paper, The PSNR was 12.63

and standard image quality evaluation standards, such as PSNR or SSIM, cannot
be used. Here, we use the classical image denoising algorithm to compare with the
algorithm in this paper. These classical image denoising algorithms include gradient
L0 norm minimization algorithm [12] (hereinafter referred to as L0 algorithm) and
non-local image denoising algorithm (NLM) [13]. The comparison results are shown
in Figs. 3 and 4.

Our experiments are carried out on a PC equipped with Intel i5-7400 CPU
(3.0 GHz) and 8 GB ram, and the working system is windows 10 Education.
The algorithm is implemented by MATLAB 2016a and does not need any GPU
acceleration.

In order to quantitatively evaluate the performance of the proposed algorithm and
the other two classical algorithms, this paper uses ENL as an index to measure the
performance of the algorithm. ENL is used tomeasure the smoothness of the uniform
region of the image, defined as:

ENL = μ2

σ2
(10)

where μ and σ represent pixel mean value and standard deviation of uniform region,
respectively. The higher the ENL value is, the higher the smoothing efficiency of the
strong noise in the uniform area is. Table 1 represents the data in Fig. 4, where ENL1
is the ENL value in the red box for the target area and ENL2 is the ENL value in the
red box for the background.

4 Conclusion

This paper makes some research on the non-uniform strong noise in the underwater
target image. Firstly, a new optimization algorithm is proposed based on the edge
preserving smoothing algorithm (BLF-LS) embedded in the least square method.
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)b()a(

)d()c(

Fig. 3 Comparison of denoising results of different algorithms. a Underwater target image. b L0
algorithm. c NLM filtering algorithm. d The results presented of the algorithm

The guided filter is introduced into the model to better protect the edge information
of the target and make the image smooth and denoise globally without distortion.
Secondly, aiming at the non-uniform strong noise of underwater real images, we
use the method of multi-scale decomposition iteration to remove different sizes of
noise on the image. Experimental results show that the algorithm has a good effect
on underwater image denoising.
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)b()a(

)d()c(

Fig. 4 Comparison of denoising results of different algorithms. a Underwater target image. b L0
algorithm. c NLM filtering algorithm. d The results presented of the algorithm

Table 1 ENL evaluation of denoising results with different algorithms

Algorithm Original image L0 NLM Our algorithm

ENL1 (Fig. 3) 3.97 3.62 4.01 4.26

ENL2 (Fig. 3) 22.72 72.81 40.21 67.02

ENL1 (Fig. 4) 7.37 6.96 7.77 8.46

ENL2 (Fig. 4) 68.71 494.56 167.67 545.12

Bold indicates the largest number in the experimental data, which works best
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Optical Flow Fusion Synthesis Based
on Adversarial Learning from Videos
for Facial Action Unit Detection

Shuangjiang He , Huijuan Zhao , Jing Juan , Zhe Dong ,
and Zhi Tao

Abstract Human expression often happens simultaneously with head posture in
real-time video, facial Action Units (AUs) is the key factor in facial expression
detection. Optical flow can effectively capture weak motion displacements, that is,
it can capture facial AUs caused by facial expressions. But the optical flow would
produce a lot of noise, which would adverse the detection performance. To achieve a
better facial AU detection performance, we propose a novel Optical Flow Synthesis
Generative Adversarial Network (OFS-GAN). Firstly, we calculate the optical flow
vector of the source frame and the target frame pair that randomly selected from
video clips of facial expressions to promote the robustness of OFS-GAN. Secondly,
in the generator of OFS-GAN, representation input into the encoder is yield by the
optical flow vector concatenated with the source frame. The feature map output from
the encoder is fed into the decoder to synthesize a target frame named generated
target frame. In the end, through the comparison of the generated target frame and
the target frame randomly selected from the target stage, OFS-GAN learns discrimi-
native and robust facial action feature for facial AU detection following the principle
of adversarial learning. Our novel OFS-GAN has been tested on DISFA+ and CK+
dataset with LOSO evaluation method. Qualitative results of our experiment demon-
strate that OFS-GAN approaches or exceeds existing optical flow or deep learning
algorithms.
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1 Introduction

Human face is a sophisticated representation system of human emotion, which is as
complex as the human language system. Facial expressions are generated by various
muscles and nerves, and occur with head postures simultaneously. For example,
laughter is accompanied by a forward and backward tilt, and sadness is accompa-
nied by drooping head in addition to drooping eyebrows and eyes. In psychological
research, facial expressions and head posture movements are often associated with
movements. In terms of facial movement and head posture, Ekman did a lot of work
in 1970s [1]. It is proved that facial expressions and head movements jointly express
human emotions, which is independent with race. Furthermore, Ekman has devel-
oped FACS (Facial Action Coding System) to define facial AUs (Action Units) to
analyze the human expression change. Human beings themselves can learn expres-
sion differences through a small amount of picture training. With the development
of technology, computers are used in human expressions recognition, emotional
analysis, health assistance, human–computer interaction and other fields. In terms
of physiological, expressions can be recognized in different human faces because
they are independent with individual identity. Manual features have been used for
facial AUs detection in the earlier methods [2, 3]. The booming development of deep
learning facilitated automatic expression recognition and separation [4, 5], which
have become major tasks in deep learning field.

Deep learning makes the end-to-end method mainstream in automatic facial
expression recognition tasks. Movement information can be detected in the video,
including head posture, facial actions and information. It is essential to be able to
recognize subtle movements in local facial areas (e.g., eyes, eyebrows, nose, head
posture) and changes in head posture, and filter out information unrelated to these
movement. The main task of the separation is to remove noise and retain enough
information to convey an expression.

According to the aforementioned statements, we proposed a novel Optical
Flow (OF) Synthesis Generative Adversarial Network (OFS-GAN) to automatically
encode AUs displacement in videos. When the system detects the expression change
onset, it will be used as the source frame, and the OF calculation are performed
together with the target frame to output the OF result. Firstly, we calculate the optical
flow vector of the source frame and the target frame pair that randomly selected from
video clips of facial expressions to promote the robustness of OFS-GAN. Secondly,
in the generator of OFS-GAN, representation of the input is yield by the optical flow
vector concatenated with the source frame. The feature map output from the encoder
is fed into the decoder to synthesize a target frame named generated target frame. In
the end, through the comparison of the generated target frame and the target frame
randomly selected from the target stage, OFS-GAN learns discriminative and robust
facial action feature for facial AU detection following the principle of adversarial
learning. Figure 1 presents the overview of OFS-GAN.

In summary, our contributions are two folds: (1) We built a novel Optical Flow
Synthesis-GAN to detect facial AUs in videos in adversarial manner. (2) OFS-GAN
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Fig. 1 Overview of the proposed OFS-GAN model

can successfully separate subtle facial expressions and subtle head posture from
facial expression movement to achieve a more robust descriptor for AU detection.

2 Related Works

Facial expression recognition (FER) has attracted great attention ofmany researchers
[6]. FER extracts overall features from whole face, including identity, facial action,
head posture, age, race and so on [7]. The features can be divided into two types:
human biological features and potential features. Traditional methods extracted
human biological features, such as Histograms of Oriented Gradients (HOG) [8],
optical flow information [9], Histograms of Local Binary Patterns (LBP) [10] et al.,
which are all manual features. However, these manual features are poorly robust and
have high requirements for experimental conditions, such as specific posture and
fixed illumination. With booming development of deep learning, there are many
approaches in deep learning manner are proposed [11]. Deep learning methods
extract more abundant facial attributes such as different poses, illumination and
identity information and so on under different head postures and different expres-
sion levels. Deep learning makes FER more effective, but facial expression features
often dissolve with head posture extracting expression fragments from videos or
recognizing expressions in natural environment, which would adverse the perfor-
mance. Obviously, FER still faces many research challenges. Hinz et al. [12] gener-
ated image features through an encoder to separate the controllable part from the
redundant part. Based on these different methods, our model can separate human
faces and learn the changes of expression and posture, thus improving the perfor-
mance of the classifier. Generative Adversarial Network (GAN) was first proposed
by Goodfellow et al. [13], which consists of a generator G and a discriminator D. In
our method, by inputting the different values calculated by optical flow of two frames
into the encoder, the generator uses the source frame to combine with random noise
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to generate synthetic fake/negative samples. At this time, the discriminant decoding
and outputs the comparison target frame to separate real/positive samples from the
fake. Under the condition of satisfyingMINMAX, the trainingmodel can be obtained
by repeated training of G and D, the model can be trained in adversarial manner as
follows:

min
G

max
D

V(D,G) = E,x∼Pdata

[
log(D(x))

]

+ Ez∼Pz

[
log(1 − D(G(z)))

]
(1)

where Pdata is the data distribution of real samples and noise Z follows the distribu-
tion of Pz . GAN is currently widely used in computer vision and has a good effect
in the fields of composite image and facial expression coding [14]. The Twin-Cycle
coding structure can input facial pictures at disentanglemoments of AUs in pairs, and
realize the adversarial learningmethod to automatically learn the expression of facial
expression and posture [15]. But there are also expressive defects in the separation of
facial expressions and postures, the reason is that facial expressions are local move-
ments within the face but head motions are relatively global movements. Following
the concept of adversarial learning, our model is encouraged to disentangle AUs
information use optical flow features, which yields a more discriminative expression
movement for FER task in video.

3 Proposed Method

3.1 Overview

This section describes the overview of our novel fuse end-to-end approach, which
selects the source frame and target frame to compute Optical Flow to synthesis
realistic face for expression changes detection. Our Optical Flow Synthesis-GAN
framework is shown in Fig. 2. Firstly, it selects source frame and target frame(s) from
the video. The source frame would be randomly sampled from the stage of onset and
the target frame from the stage of apex similarly, and the Optical Flow is applied to
both frames together to obtain the optical flow vectors. Secondly, the optical flow
vectors are combined with the source frame into the module of generator which is
encoded to feature map then decode to a fake realistic facial expressions output. It
would be again randomly select target frame(e) to compare to the synthesis image
for training the generator this moment. It is obvious that the randomized selector is
helpfully obtained the distribution of facial expression of change for the generator.
Meanwhile, the encoding of fake realistic facial expression would be input to the
discriminator which is classify the encoded synthesis and by AUs labels. Finally,
OFS-GAN is trained to obtain the model that only attention to the facial expression
changes as the AUs and ignore the other facial attributes by iterator a lot of epochs.



Optical Flow Fusion Synthesis Based on Adversarial Learning … 565

Fig. 2 The overall framework of our proposed optical flow synthesis-GAN. The generator as a
module which would fuse the optical flow and source frame to generate a realistic facial expression,
the discriminator is classifying the encoded synthesis by AUs labels

3.2 OFS-GAN

OFS-GAN is based on the principle of GAN, it can be divided into two parts: the
generator and discriminators. In order to get the robust model by playing a minmax
the two-player game, the model can be defined in the objective function as follows:

min
G

max
D

V(D,G) = Ex∼Pdata

[
log(D(x))

]

+ Es,o∼Pdata,z∼Pz

[
log(1 − D(G(S,O,Z)))

]
(2)

where Pdata is the data distribution of real samples, x is the picture synthesized by
combining the source frame and the optical flow vectors and the noise decoding, S
is the encoding of source frame, and O is the encoding of the optical flow vectors,
and the noise Z follows the distribution of Pz .

In our framework, the generator determines the effect of the framework, discrim-
inators use the encoder feature obtain the model. Given an input tuple (Is, Io,Yte),
where Yte is one-hot labels of the target(e) frame, ls is input the source frame, lo
is the optical flow vectors, we feed them into the two encoders to obtain the corre-
sponding image representations. Concretely, we denote Es as the face encoder and
Eo as the expression encoder. Thus, the encoded representations of the two inputs
can be formulated as:

ds = Es(Is), do = Eo(Io) (3)

where ds is the source frame representation and do is the representation of optical
flow vectors. We then fuse these two representations through the embedding module,
which can be described as:
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dfuse = Emb(con(ds, do)) (4)

where d f use denotes the fused representation, Emb(x) is the embedding module
and con(x; y) indicates the operation of channel-wise concatenation. We haven’t
additionally introduced a noise vector into the fusing process, because the optical
flow vector has some minor variations, e.g., a different angle, in generated images
and makes the model more robust during training. In our design, d f use lies in a
hidden space that encodes both the high-level semantics of the input source frame
and optical flow vectors. Therefore, we generate the synthesis through the decoder
based on d f use, which can be expressed as follows:

Ig = Dg(dfuse) = G(Is, Io) (5)

where Dg and G(x) denote the decoder and the overall generator respectively.
Ideally, Ig should follow the same facial expression as target(e) frame and simulta-
neously with an AUs consistent with target(s) frame. By introducing the additional
d f use feature, the generator gets feedback from the discriminator, which forces the
generator to synthesize images that follow the data distribution of AUs dataset and
helps rendering a consistent facial expression. Therefore, the loss function can be
formulated as:

LG = E(Ig,yte)∼Pa

[
log Da

(
d f use

)] + ||Ig − Yte||1 (6)

where LG is the corresponding loss function of the AUs discriminator. Pa refers to
the data distribution of facial expression change videos, yte is the label of AUs of
target frame. The AUs discriminator Da ∈ RKa conducts the task of facial AUs, the
Ka is the class number of AUs.

3.3 Randomized

In order to make the OFS-GANmore robust and improve the ability of model gener-
alization, we randomly selected three frames from the candidate frames of stage of
onset and stage of apex as the source frame and the target(s) frame and the target(e)
frame. The result of random selector is shown in Fig. 3. From the first frame of stage
of onset to the first frame of stage of apex as a window denote W1, and from the last
frame of stage of onset to the last frame of stage of apex as a window denoteW2. The
length of stage of onset as denote lo and the same as the stage of apex as denote la. It
is Random slide W1 to the right and also reversely slide W2 which the slide distance
is equal to the small one between the lo and the la. When the sliding was achieved
that the window’s two endpoints are the select pair of frames. From above method
the two windows could find two pairs of frames which have two source frames and
two target frames, we are randomly select a source frame from two as denote source
frames and select two target frames as the target(s) and target(e).
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Fig. 3 The result of Randomized selector from the video. The left image is selected to source
frame, and middle one is target(s) frame, and right face is target(e) frame

4 Experiments

In this section, we validated the effectiveness of the proposed OFS-GAN. We have
performed a series of experiments on the two conventional dynamic datasets, which
show the precision improvement from the OFS-GAN compared with the Optical
Flow classical feature extraction method and CNN + LSTM meth-od in the FER
classification task.

4.1 Datasets

Our experiments adopt two major databases for facial AU detection in videos:
DISFA+ [16], CK+ [17], they provide the annotation of facial expressions for AUs
described FACS. DISFA+ contains 9 subjects on 12 AU and the list of 42 posed facial
actions, these images sequences were digitized into 1280 × 720 pixel arrays with
24-bit color values. As a complementary dataset, CK+ includes 593 FACS sequences
from123 subjects, theywere digitized into either 640× 490 or 640× 480 pixel arrays
with 8- bit gray-scale or 24-bit color values. However, the positive AU intensity is
only in the DISFA+ database which includes 5 levels as A to E, the CK+ database’s
AU intensity is implicit in the emotion label. We adopt Holdout-database Evaluation
(HDE) protocol. Since there are 12 AUs in the DISFA+ dataset but the CK+ dataset
has 30 AUs, CK+ dataset would be clipped to 12 AUs to adapt the DISFA+ dataset.
Summary of the two datasets is shown in Fig. 4. For HDE protocol, we would be
used DISFA+ to train and CK+ to test, in test result to manual check AU intensity.
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Fig. 4 Both datasets are distribution of number of frames for each AU of histogram. Although the
number of frames of AUs in the both databases was poles apart, the distribution proportion was
similar

4.2 Experimental Setting

As input data Both datasets were preprocessed. The DISFA+ dataset’s all of frames
was copied clip of header area adjusted to 256 × 256, and the number of frames in
the CK+ database was resized to 256 × 256, and the colors of all of dataset ware all
grayed.

The experiments are all trained on 3080Ti GPU using the same hyper parameters:
BATCH = 32, EPOCH = 100, and the optimizer is Adam with an initial learning
rate of 1e-4. Leave One Subject Out (LOSO)method is used for the evaluation, using
Unweighted F1-score (F1). To obtain them,we need to calculate all the True Positives
(TP), False Positives (FP), and False Negatives (FN) for the k-fold verification of
each AU a (12 AUs). OFS-GAN be the number of samples in class c, then the values
of F1 is given by the following formulas:

F1a = 2 ∗ T Pa
2 ∗ T Pa + FPa + FNa

(7)

As a pair of inputs include two frames in OFS-GAN. Our method finds the source
frame by randomly selecting a frame at the beginning stage of the expression as the
source frame, and the target frame is also randomly selecting a frame at the apex
stage.

The goal of our experiment is to detect AUS in video to analyze facial expression
movements, requiring compared of methods capable of performing multi-tag tasks
in video. Therefore, we choose the traditional Optical Flowmethod, CNNLSTM and
AURCNNas the experimental compared ofmethods. To experiment the effectiveness
of each attribute of the methods, the details of the compared models are summarized
in Table 1.
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Table 1 Compared methods details

Model RGB OF GAN VIDEO

Optical flow RNN X
√

X
√

CNN-LSTM
√

X X
√

AU-RCNN-LSTM
√

X X
√

OFS-GAN (ours)
√ √ √ √

*RGB use RGB information, OF use optical flow information, GAN base on the model GAN in
training, VIDEO need video context

4.3 Results and Analysis

The experimental results compared with the above methods are shown in Table 2
respectively. In the Optical Flow experiment, we extract the optical flow feature from
the onset frame to the apex frame in the video and then input it into the RNN for
AUs detection. In the CNN-LSTM and AU-RCNN experiment, each video is used
to resize to same shape each expression image sequence into different numbers of
frames, and then the dynamic image feature is extracted and input into CNN-LSTM
and AU-RCNN for classification. In the Proposed experiment with our method,
randomized select the source frame and target(s) frame fuse extract optical flow
feature and combined source frame as input to OFS-GAN which use the training
generator the synthesis the face then the discriminator would use the fake realistic
face to classify theAUs labels. Above threemethods are all extract each frame but our

Table 2 The F1 and AR of the baseline methods and our OSF-GAN

AUs Optical flow CNN-LSTM AU-RCNN-LSTM OFS-GAN (ours)

AU1 17.5 26.3 32.1 38.20

AU2 18.7 23.4 25.9 29.65

AU4 37.2 54.2 60.8 57.50

AU5 33 51.15 58.05 59.60

AU6 28.8 48.1 55.3 59.70

AU9 12.7 29.9 39.8 41.85

AU12 37.7 69.4 67.7 68.55

AU15 38.1 74.75 72.55 78.65

AU17 35.55 62.95 65.3 63.13

AU20 37.85 67.15 69.1 74.13

AU25 38.5 80.1 77.4 80.75

AU26 20.1 52.4 52.6 61.5

AVG 29.64 53.32 56.38 59.43

*AVG the average of 12 AUs F1-score
The bold denotes our method better than the others
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method adopt randomly selector, in order to be consistent with our proposed method,
the three methods would keep continuous once sampling every 4 frames. For a more
rigorous comparison, we also set up an additional experiment using optical flow in
combination with randomization.

On HDE protocol with test DISFA+ and CK+ datasets, our proposed method
achieves 59.34 on F1, which is about 5.4% higher than the networks with the above
AU-RCNN-LSTMmethods in the 12 AUs. Even with the addition of randomization
toOptical FlowRNN, it’s still less accurate than ourmethod.Obviously, the proposed
OFS-GAN is more powerful than CNN-LSTM and AU-RCNN-LSTM, it can be
better fused with the Optical Flow method to improve the performance of AUs
classification.

5 Conclusion

In this paper, we realize that OFS-GAN can separate the subtle expression and head
posture from face video, it is to detect the facial AUs changes. It can be encoded from
the source frame to target frame of optical flow feature extraction and noise elimi-
nation by encoder. Combined with source frame and feature encoding, the synthetic
image is generated by reverse decoding, and the expression detection of target frame
can be realized. Our method has experimented by the HDE protocol achieved an
F1-score of 0.5943 in the DAFSA+ and CK+ fuse dataset. According to the above
our methods, improve the quality of AUs features and comparable analysis to most
existingmethods can be achieved.By experiments, it has shown itself to be a powerful
tool for facial expression change detection in the video. Adopting optical flow feature
extraction and adversarial, along with synthesis of fake pictures to adversarial vari-
ations with motion information, could be used to create an improved AUs analysis
technique in the future. As our model is a general framework, it can be extended to
other task like facial expression recognition or AUs expression translation, which
are left as our future work.
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A Brief Survey on Privacy-Preserving
Methods for Graph-Structured Data
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Abstract As one of the main manifestations of big data, graph-structured data
widely exists in various fields such as social networks, smart cities, medical health,
and finance, and is characterized by high dimension, nonlinear, scale-free, small
world, etc. Extensive graph-structured data provides sufficient data resources for
scientific research and commercial applications. However, graph data mining not
only reveals the intrinsic value of data, but also brings the risk of privacy disclosure.
Therefore, how to protect graph-structured data privacy is of great significance. In
this paper, we survey the very recent research development on privacy preserving
methods for graph-structured data. We introduce the common sensitive information
and the related privacy risks in graph data, and elaborate the background knowledge
for privacy inference attack. Then, the privacy inference attack methods and privacy
preservation methods for graph-structured data are summarized. Finally, the short-
comings of the current research about graph-structured data privacy preservation and
the possible research directions are discussed.
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1 Introduction

Over the past year, a great deal of research has been done to prove that the graph
is a powerful tool for modeling the data with abundant relations. That is, graph can
provide a very natural abstract representation of various data resources based on
the collection of entities and the relations between them [1–3]. Specifically, in the
field of computer vision, attributed graphs can be used to model and represent the
local visual features in the image and the spatial relationship between them [4]. For
natural language processing, the graph-structured representation can make full use
of the semantic structure existing in all kinds of texts [5]. For signal processing, the
sequential data can be represented based on the graph structure, where the nodes
indicate the values at every time points and the relationships denotes the change of
the values [6]. For knowledge service, knowledge graph can describe the connections
between things in the world, so as to use graph algorithm to carry out knowledge
reasoning and provide intelligent services [7]. Thus, graphs are ubiquitous in social
networks, smart cities, e-commerce and other fields, and graph mining plays an
essential role in social and economic activities.

Although the utilization of massive graph-structured data improves the develop-
ment of society and economy, the mining process of graph-structured data leads to
huge privacy risks [8, 9]. In fact, it is often possible to infer the user privacy by
analyzing the released graph-structured data. To be specific, in the field of social
network analysis, service providers may infer users’ trust, living habits and political
preferences based on graph-structured data [10, 11]. In the field of e-commerce, e-
commerce platformsmay infer users’ income level, demographic attributes and other
information [12]. In the field of urban transportation, map application providers can
easily obtain individual living and working places [13].

Although researchers have studied the privacy-preserving problem in recent years
and proposed various methods, such as k-anonymous, l-diversity, t-closeness and
differential privacy, they are mainly developed for relational data [14]. The privacy
protection methods for relational data only used the attribute values of each record
as background knowledge, and they can not learn from the structure, relationship
and node importance of graphs. Researchers have also proved that sensitive infor-
mation can be inferred based on the relations between nodes in the graphs, thus
graph-structured data is faced with great risk of privacy attack and disclosure [15,
16]. Therefore, the new privacy protection methods should be studied based on the
intrinsic characteristics of graphs [17].

To sum up, based on the graph-structured data released by the data publishers,
the malicious attackers may infer the hidden sensitive information of users. Once the
sensitive information of users is stolen, it will bring serious adverse consequences to
people’s work, study and life. Therefore, it is urgent to study the privacy protection of
graph-structured data. This paper focuses on the graph data privacy protection issues,
systematically summarizes the graph data privacy protection methods proposed in
recent years, analyzes the difficulties and challenges faced by graph data privacy
protection, and prospects the future research direction.
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2 Overview of Graph Data Privacy Preservation

2.1 Graph-Structured Data

In general, graph-structured data can be represented by a simple undirected graph
G(V,E), where node set V indicates the entities in the complex systems and edge
set E denotes the relationships between the entities.

2.2 Graph Data Privacy

For the graph-structured data, its related privacy information can be discussed from
the perspective of node-related privacy, attribute-related privacy and link-related
privacy, as follows.

(1) Node-related privacy. According to the structure and content characteristics of
graph-structured data, node-related privacy can be divided into node existence,
node identity and node structure.

(2) Attribute-related privacy. Most of the graphs reflecting the complex systems
have attribute information. If the attacker identifies the sensitive attribute that
the user wants to hide, the sensitive attribute is considered to be leaked. Specif-
ically, the attribute information can be subdivided into node attributes and link
attributes.

(3) Link-related privacy. In some cases, the links between nodesmay be considered
sensitive, such as transactional relationships, cooperative relationships, and the
existence and the weight of them are not intended to be made public.

2.3 Graph Data Privacy Disclosure

In the context of big data, privacy refers to the sensitive information that can confirm
the identity or characteristics of a particular individual but that individual does not
want to be exposed. A privacy breach occurs when sensitive information is disclosed
to an unauthorized attacker. At present, graph data is mainly faced with three kinds
of privacy leakage risks, and the formal definitions are given as follows.

Definition 1 (Identity Privacy Disclosure). Given graph G(V,E), for each node v
in the target node set Vt , the goal of node identity privacy disclosure is to infer its
true identity based on its related links, neighbor structure, content attributes, etc.

Definition 2 (Attribute Privacy Disclosure). Given graph G(V,E), for node v in
target node set Vt , v ∈ Vt , attribute privacy disclosure aims to infer the attribute of
node v by using its related links, neighbor structure and other information.
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Definition 3 (Link Privacy Disclosure). Given graph G(V,E), E′ is defined as the
set of sensitive links that are not willing to be exposed when data is released, E′ /∈ E.
Suppose there is a random variable êi, j associated with the link between node vi and
v j , the link privacy inference assigns a probability Pr(êi, j = true) to the variable.
If Pr(êi, j = true |êi, j ∈ E′) > p, it is said that the private link will leak with the
probability p.

3 Graph Data Privacy Inference Attack

3.1 Background Knowledge for Privacy Inference Attack

The background knowledge for privacy inference attack refers to the auxiliary infor-
mation that the attacker can obtain and use for privacy attack in addition to the
published data. The background knowledge of the attacker can be obtained through
web crawlers, browser history traces, and exploring the same members of different
websites. The background knowledge of the attacker can be divided into personal
attributes, auxiliary network, structural information, etc. At the same time, the
attacker can also combine a variety of background knowledge to attack privacy.

(1) Personal attributes: Personal attributes describe the information related to users,
such as name, address, age, and so on. Attackers can combine such information
with other auxiliary information to carry out privacy inference attack.

(2) Auxiliary graphs: Auxiliary graphs are those related to published graph data
obtained by an attacker from other sources. For example, get a graph data with
the same users and different relationships as the released graph from the outside
world [18, 19]. Currently, the problem of node de-anonymization attacks using
auxiliary networks has been widely studied, and related studies show that even
auxiliary graphswith large noise canbe used for sensitive information inference
attacks [18].

(3) Structural information: The attacker uses the topological information of the
graph such as node degree, neighbor structure and subgraph as features to infer
sensitive information. For example, in [20], node degree is used by attackers.
In [21, 22], neighbor structure of nodes is used as background knowledge. In
addition, the works [14, 23] used subgraph structure as background knowledge
to carry out sensitive information re-identification attack.

3.2 Privacy Inference Attack Methods

In the graph privacy attack, the attacker can re-identify the sensitive nodes, links and
attributes in the graph by analyzing and mining the publicly published anonymous
graphs and background knowledge. The pioneering study on graph de-anonymization
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was proposed byBackstromet al. [15],who inferredwhether therewas a link between
two specific nodes by using active and passive aggression methods. However, these
two kinds of methods are only applicable to the graph data with naive anonymization
for privacy protection. To this end, the follow-up researchers conducted a series of
studies. Specifically, in terms of the background knowledge acquired by the attacker,
the privacy inference attack be categorized into node degree based attack, neighbor
structure based attack, subgraph based attack and auxiliary graph based attack.
According to whether the attacker owns the user’s seed information, the attacks are
divided into seed-based deanonymziation and seed-free de-anonymizatoin. Based
on the objects being attacked, the attacks can be summarized as node identifica-
tion attack, link inference attack and attribute inference attack. In this subsection,
the existing privacy inference attack methods will be summarized from the view of
attack target.

(1) Node Identification Attack

In recent years, node identity attack becomes themain research point of graph data de-
anonymization, and the existing works can be divided into two categories: attribute-
based node identity attacks and structure-based node identity attacks. In the research
of attribute-based node identity attack, most methods extract features from public
files, such as user ID, location, etc., and extract features from published content,
such as timestamp, geotag, etc., and then infer node identity [24, 25]. In the research
of structure-based node identity attack, it is assumed that users have similar local
structures in different networks, and the subgraph associated with the target node
is used as the background knowledge of users. For example, Nilizadeh et al. [26]
matched the anonymous graph with the auxiliary graph and identified the node iden-
tity through the community structure. Lee et al. [27] took the multi-hop neighbor
information as the feature tomatch anonymous graph and auxiliary graph.Narayanan
and Shmatikov [28] assumed the existence of seed nodes, and then propagated the
mapping between seed nodes to other nodes to achieve de-anonymization. Ji et al.
[29] conducted a comprehensive quantitative analysis of de-anonymization methods
and proved the effectiveness of structural-based de-anonymization attacks.

(2) Attribute Inference Attack

Attribute inference attack refers to the process inwhich an attacker inferencesmissing
or hidden sensitive attributes using acquired background knowledge [30]. he existing
methods of attribute reasoning attack can be divided into relational attribute reasoning
attack and behavior-based attribute reasoning attack. The relational-based attribute
inference attacks make use of the theory of homogeneity [31], which assumes that
friends are more likely to have similar attributes than strangers. The behavior-based
attribute inference attack is the process of inferring a user’s attributes from public
information about the user’s behavior and other public information similar to the
user’s behavior.
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(3) Link Inference Attack

Link inference attack, also known as link leakage or link re-identification, aims
to identify hidden relationships between users in anonymized graphs. Ying et al.
[14] studied sensitive relation protection and verified that similarity indexes play an
important role in link privacy inference attacks. In order to verify the vulnerability of
anonymitymechanism in graph data, vuokko et al. [32] proposed an inferencemethod
for randomized anonymous graph, assuming that the randomization method did not
completely destroy the graph structure patterns, so as to reconstruct the original
graph using eigen-decomposition. Fire et al. [33] believed that link prediction could
be used for inference of hidden links and proposed an inference method based on
machine learning classifier.Wu et al. [34] used the low-rank approximationmethod to
reconstruct the original graph and proved that the disturbed link could be re-identified
from the anonymous graph.

4 Graph Data Privacy Preservation

In the face of massive graph data resources, in order to achieve application devel-
opment and scientific research, data resources need to be shared and analyzed.
Data owners need to consider relevant privacy preservation strategies when sharing
data to prevent leakage of sensitive information. To protect traditional rational data,
many researchers proposed privacy preservation technologies such as k-anonymity,
l-diversity, t-closeness, differential privacy. However, relational data is only a special
case when the nodes in the graph are independent of each other. Due to the lack of
consideration of the structure, relationship and importance of nodes in the graph, rela-
tional data privacy preservation cannot be directly applied to graph data. Therefore,
traditional privacy preservation methods cannot meet the requirements of privacy
preservation for graph data, and then researchers proposed naive anonymity, k-
anonymity, random perturbation, clustering anonymity and other methods for graph
data privacy preservation.

In this paper, graph data privacy preservationmethods aremainly summarized into
two categories: non-structural perturbation based privacy preservation and struc-
tural perturbation based privacy preservation. The former mainly include naïve
anonymization [35, 36], which does not modify the graph structure, but replaces
and eliminates some sensitive attributes in the graph data to achieve the purpose of
privacy preservation. The latter privacy preservation methods include k-anonymity
[37], graph perturbation [38], clustering [39], differential privacy [40] and so on.
These privacy preservation mechanisms disturb the structure of the original graph to
preserve the sensitive information.
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4.1 Non-structural Perturbation Mechanism

For the original graph, the data owner will anonymize the data that needs to be
released. The most widely used method is to remove or change the sensitive infor-
mation in graph data (such as identity numbers, social welfare numbers, and names),
which is called as naïve anonymization. However, although the node identity infor-
mation is deleted, the structure and other attribute information of original graph are
still retained, and the attacker can still easily find the background knowledge of
the target to identify it again. For example, the location of New York taxi drivers
was leaked due to the simple naïve anonymization method [41]. Moreover, Many
researchers protect sensitive information by perturbing the data value. That is, for
data value perturbation, the data owner modifies the value to prevent attackers from
obtaining certain key information. For instance, in some cases, a weighted graph can
represent the frequency, cost, and similarity of interactions between two individuals
[42]. Thus, data owners often reluctant to disclose such sensitive information, so
they will perturb the edge weight value in order to protect such sensitive information
before data publication. Liu [43] proposed two perturbation methods to protect the
weight and path in the graph. One was Gaussian random increment method, which
could protect the shortest path in a certain range. And another was Greedy algorithm
that made the shortest path after perturbation the same as the original one.

4.2 Structural Perturbation Mechanism

(1) k-anonymity

In order to protect the graph nodes from being identified, the k-anonymity method
is proposed, which is widely used in graph data privacy preservation. This kind of
methods anonymize each node so that it is indistinguishable from at least k−1 other
nodes, so that the probability of privacy leakage is less than 1/k [44]. Zou et al. [45]
proposed a k-automorphism model to resist structural attack, and proposed an ID
generalization technology for dynamic graph data to reduce the risk of ID disclosure
in multiple data releases. Cheng et al. [46] proposed the k-isomorphism algorithm
to resist link inference attack and extended it to dynamic networks. Liu et al. [47]
studied degree-based attacks in graph data and proposed the k-degree anonymization
(k-DA) algorithm.

(2) Structural Perturbation

In structural perturbation, people often consider the relationship between users is
sensitive information, such as friendships, hobbies, political preferences, and sexual
orientation. Structural perturbation techniques can be used to protect these infor-
mation by adding/deleting links or swapping links in the graph. Ying et al. [14]
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proposed a link perturbation algorithm, which significantly improved the perfor-
mance of link-based graph perturbation algorithm. AndYing et al. [14] also proposed
Spctr Add/Del and Spctr Switch algorithms to protect spectrum characteristics in the
graph. However, this method cannot quantify the degree of privacy protection, and
there still exists privacy disclosure.

(3) Cluster-based Anonymization

Cluster-based anonymization divides the nodes or links into several clusters based
on attributes or structural characteristics, and then generalizes the nodes or edges in
each cluster to achieve anonymization. Based on this idea, Hay et al. [48] proposed a
clustering-based graph anonymized algorithm, which divided the original graph into
clusters, and then generated super nodes and super edges according to the division.
Thismethod not only increases the uncertainty of the graph structure, but also reduces
the availability of the graph. Recently, researchers have also proposed an anonymized
method based on incremental clustering [49].

(4) Differential Privacy Preservation

Differential privacy was firstly proposed in relational database, and in recent years,
many works have extended it to graph data privacy preservation. To protect the
sensitive links in graph, Sala et al. [40] firstly models the graph with dk-series, and
then perturbed the dk-series to satisfy the ε-differential privacy. Proserpio et al. [50]
proposed a new graph publishing process to achieve differential privacy, which can
reduce the noise scale by reducing the contribution of challenging records. Xiao et al.
[51] used Hierarchal RandomGraphs (HRG) to convert edges into link probabilities,
and used the Markov chain Monte Carlo method to sample the HRG. Although
differential privacy can protect data privacy well, it cannot be applied to large-scale
graphs due to its complexity.

5 Discussion and Conclusions

In this paper, the problem of privacy preservation for graph-structured data is
presented, the model of graph privacy preservation and attack is introduced, and the
representative methods of graph privacy inference attack and privacy preservation
proposed in recent years are summarized. Based on this paper, it can be found that
most of the graph privacy preservation methods are mainly based on heuristics. The
problem of graph privacy preservation is lack of theoretical modeling. At the same
time, the consideration of graph data’s characteristics are not sufficient in the privacy
preservation methods. In addition, a large number of current research work focuses
on the privacy protection of single-source data, while the attack and privacy preser-
vation of graph data in multi-source scenarios have not been fully studied. Therefore,
it is very necessary to conduct a more in-depth research on privacy preservation for
graph-structured data.
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that AU features extracted from videos always entangle other inevitable variations,
including head posture motion characteristics, which is even much more intense
than facial actions, and individual facial features because of race, age, gender or
face shape. These AU-unrelated features would adverse the AU detection perfor-
mance. To achieve better performance of AU detection, we proposed a novel Feature
Disentangled Autoencoder (FDAE) to learn more discriminative facial action repre-
sentation from large amounts of videos. Different from previous approaches, FDAE
disentangled AU-related features, head posture motion characteristics and identity
code characteristics to eliminate the impact of irrelevant factors. At the same time,
we added two classifiers to discriminate the AU embedding and identity code embed-
ding respectively to accelerate training process and make the model more stable and
robust. Experiments on BP4D and DISFA demonstrated that the learned representa-
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1 Introduction

Facial expressions indicate momentary changes in facial appearance during
emotional communication and reveal one’s thoughts, feelings and internal psycho-
logical states. Facial Action Units (AUs) are known as the basic building blocks in
formulating various facial expressions. Therefore, successful AU detection would
make a great significance for complicated expression recognition. Automatic AU
detection has been investigated for decades as one of the most vital research topics
in facial expression analysis. Traditional approaches of AU detection focus on the
correlations betweenAUdetection and facial landmarks [1] or integrating extra infor-
mation like optical flow [2] to represent the movements in face to get more precise
features for subtle motions of facial local region. With the development of deep
learning, a great number of deep learningmethods [3–5] are proposed to learn deeper
andmore discriminative representation for AU detection. In fact, those methods have
high error rate because most approaches use full face image as input and might learn
unreliable representation, which would lead to not using the correct context informa-
tion for the detection task. For instance, since different people have great individual
differences because of race, age, gender or face shape, the detection system might
not use the AU-related features rather incorrect inherent appearance context informa-
tion of the individual face. We define the individual appearance context information
as identity code. On the other hand, [6] divided facial images into uniform patches
to learning the most ones for AU detection, [7] proposed upper, middle and lower
regions to detect AU respectively and integrate the results in the end to capture facial
action features in local region. However, the region selection of these methods is not
based on AU region knowledge, which might cause the model to fail to learn precise
AU association information. What’s more, the representations learned from afore-
mentioned methods suffer from head posture motions characteristics, which might
be even more intense than facial actions and would mislead the models to use AU-
unrelated features to predict AU or even adverse the performance of the detection
system.

In this paper, we proposed a Feature Disentangled Autoencoder (FDAE) to learn
discriminative facial action representation for AU detection based on disentangling
AU-related features, head posture motions characteristics and identity code charac-
teristics from large amounts of videos. At the same time, we added AU classifier to
supervise AU embedding learning and identity code classifier to supervise identity
code embedding learning. In addition, the two classifiers would stable and speed up
the training process, and make the model more rebost. Figure 1 illustrates the main
idea of FDAE.

In summary, compared with existing approaches, the main contributions of this
paper are as follows:

(1) We proposed a novel Feature Disentangled Autoencoder (FDAE) framework
to learn facial representation for AU detection based on disentangling AU-
related features and head posture motions characteristics and identity code
characteristics from large amounts of videos.
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Fig. 1 The main idea of Feature Disentangled Autoencoder (FDAE) for AU detection

(2) We proposed a feature disentangling module to encode images and disentangle
AU-related feature from other unrelated facial action features, which makes
the representations learned from FDAE more robust.

(3) Experiments demonstrated that learned representation is discriminative for
AU detection, where FDAE outperforms or is comparable with existing
representation learning method for AU detection.

2 Relate Work

Facial expression is one of the most powerful, natural and universal signals to
reveal one’s thoughts, feeling and internal psychological states. The expressions
appear in local facial region by the way of facial muscle motions [8]. Facial Action
Coding System (FACS) [9] decomposes facial expressions into 44 unique sets of
atomic nonoverlapping facial muscle actions called action units (AUs) and plays a
fundamental role in accurately characterizing facial actions.

Automatic AU detection has been a growing field that has attracted attention
of many researchers [10]. To achieve more discriminative features for AU detec-
tion, researchers have proposed a good deal of approaches in traditional manner
[11] proposed method based on Histograms of Oriented Gradients (HOG) to extract
feature of local or global changes of facial components [12] portrays the distance
or direction of salient facial skins based on Optical Flow. With the development of
deep learning, convolutional neural network has been widely adopted for AU detec-
tion [11] to make the feature more discriminative. Zhao et al. [5] proposed the Joint
Patch and Multi-label Learning (JPML) method for AU detection. Happy et al. [6]
adopted grid region to select salient region for AU detection. Xia et al. [7] proposed
approach based on dividing the face into upper, middle and bottom regions, and
passed feature maps into corresponding model to predict AU labels respectively, and
fuse three results to receive final result. However, most of these approaches used
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Table 1 Rules for defining AU centers

AU index Au name Muscle name

1 Inner brow raiser Frontalis

2 Outer brow raiser Frontalis

4 Brow lowerer Corrugator supercilii

6 Cheek raiser Orbicularis oculi

7 Lid tightener Orbicularis oculi

10 Upper lip raiser Levator labii superioris

12 Lip corner puller Zygomaticus major

14 Dimpler Buccinator

15 Lip corner Triangularis

17 Depressor Mentalis

23 Chin raiser Orbicularis oris

24 Lip pressor Orbicularis oris

full face image as input and consider the AU-unrelated feature as key for AU detec-
tion, which leads to not using the correct context information in detection system,
or divided facial region into local region, leaving out of sufficient consideration of
AU relations. More important, these methods utilized samples within head posture
variations andmight consider individual differences as key features for AUdetection.

This paper proposed a Feature Disentangled Autoencoder (FDAE) to detect AUs
by disentangling AU-related features, head posture characteristics, and identity-
related characteristics. Experiments on BP4D and DISFA demonstrated that the
learned representation is discriminative, where FDAE outperformed or was compa-
rable with existing representation learning method for AU detection (Table 1).

3 Proposed Method

In this paper, we proposed a Feature Disentangled Autoencoder (FDAE) to learn
discriminative facial action representation for AU detection based on disentangling
AU-related features, head posture motions characteristics and identity code charac-
teristics from large amounts of videos. Figure 2 illustrates the main idea of FDAE.
FDAE consists of feature disentangling module, target reconstruction module, AU
classifier and identity code classifier. In Feature disentangling module, FDAE learns
facial representation by disentangling AU movements, head posture movements,
and identity code characteristics from two source face images and one target face
image respectively. Then, FDAE uses identity code classifier to supervise identity
code learning. In target reconstruction module, FDAE concatenates AU movements
and head posture movements of three face images respectively to generate the grid
sampler to generate an approximative target facial image from source facial image
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Fig. 2 The main idea of FDAE. Given two source images Is1, Is2 and a target image It , the
encoder E passes them separately into pose-related feature embedding [ps1, ps2, pt ], AU-related
feature embedding [as1, as2, at ] and facial identity code embedding [ fs1, fs2, ft ]. The embeddings
are decoded into pose-related displacement and au-related displacement by their corresponding
decoders respectively

called as generated target image. Classifiers are used to predict the AU labels and
identity code of the generated target image respectively and make FDAEmore stable
and robust.

3.1 Feature Disentangling Module

As is shown in Fig. 2, we randomly selected Is1 from the trained expression video
nearby the onset frame as approximate onset frame because it is difficult to find
accurate onset frame in practical emotional video when people are talking with
different expressions. For the similar reason, It was randomly sampled from the video
nearby the apex frame as approximate apex frame. The middle frame named Is2 was
sampled from the video of 25–75% to enhance the representation of FDAE. FDAE
respectively passed the three frames into a same encoder E, and generated their corre-
sponding AU-related feature embeddings [as1, as2, at ], head posture features embed-
dings [ps1, ps2, pt ], and facial identity code embeddings [ fs1, fs2, ft ]. After that,
FDAE concatenated the head posture feature embeddings as head posture embedding
and passed it into head posture decoder Dp to generate head posture displacements,
which denoted how and where the head posture of the source image was changed
into the target image. In the meantime, FDAE generated head posture confidence
map, depicted as the offset between the source image and the target image named
posture-related displacement, to denote how believable the change of the pixel and
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the movements caused by head posture were. Similarly, FDAE concatenated AU-
related feature embeddings as AU embedding and passed it into AU-related decoder
Da to generate AU confidence map and AU-related displacement.

For the input image with shape (W, H), the pose-related displacements were
formulated as a matrix of vectors T p. T p

xy = {δx , δy} denoted the offset of source
image Is1 at position (x, y). Similarly, the AU-related displacements were formulated
as T a . As a matter of experience, AU-related displacements were much weaker than
head posture displacements and only leaded to facial local region movements of one
or a group of muscles, we added L1 regularization on T a to keep the AU-related
displacements subtle and sparse, which was formulated as:

La
1 =

∑∥∥T a
xy

∥∥
1
, (1)

where x, y denoted all the locations in the face images.WeminimizeL1 regularization
and enforce the AUs movement to be subtle.

3.2 Target Reconstruction

FDAE learned the AU-related features, head posture characteristics and identity code
characteristics through predicting AU-related displacements, head posture displace-
ment and identity code. In order to ensure the representational capacity of the
displacement features, we proposed target reconstruction module to generate an
approximative target facial image from source facial image by integrating the AU-
related displacement T a and pose-related displacement T p and their corresponding
confidence map ∂a ∈ R

HxW and ∂ p ∈ R
HxW . The confidence map denoted how

confident of the displacement to represent the movement features, that is, if the
source image’s head posture was very different from the target image, the confidence
map would have a high certainty. FDAE reconstructed the target image by linearly
combining two displacement, which was formulated as Formula (2), and used the
result as a grid sampler to sample the onset frame to produce the approximate target
face image.

Ĩt = Is1 ·
(
∂a
xyT

a
xy + ∂p

xyT
p
xy

)
= T(Is), (2)

where T a
xy, T

p
xy ∈ R2 were the pixel displacement vectors of location (x, y) and Ĩt

denoted the reconstructed image called as generated target image from the source
image,∂a

xy, ∂
p
xy ∈ R were the confidence of location (x, y).

We considered T as the transformation mapping the source image Is into the
target image It , therefore, we should minimize the discrepancy between Ĩt and It .
We calculate the reconstruction loss as:

Lrec = ∥∥̃It − It
∥∥
1, (3)
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where It denotes the sampled target image. On the other hand, we reconstructed the
target image to approximate apex frame, the embeddings of Ĩt should be similar to
the ones of It . That is to say, the target image and the generated target image should
have similar AU-related embedding, head posture features embedding and identity
code embedding. We formulated the similarity by minimizing the embedding loss:

Lemb = ∥∥p̃t − pt
∥∥2 + ∥∥̃ft − ft

∥∥2 + ‖ãt − at‖2, (4)

where p̃t , f̃t and ãt were the embeddings of the reconstructed image passed into the
encoder E, pt , ft and at were the embeddings of the target image passed into the
same encoder E.

The generated images from FDAE were visually meaningless at the beginning
of training but treated as positive cases and contributed the most of the loss. Since
the loss would mislead the reconstruction module to a wrong learning direction, we
added AU classifier and identity code classifier to stabilize the training of the model.
In the end, we trained the model with progressively difficult samples according to the
curriculum learning [13] strategy. The identity code classifier predicted the identity
code of the subject, we adopted softmax cross-entropy loss function, as shown in
Formula (4).

Lid(y, ỹ) = − 1

N

N∑

n=1

{y log(ỹ)}, (5)

where y was the identity code of the sample, and ỹ is the prediction probability.
The AU classifier predicted multiple AU labels, we adopted multi-label sigmoid
cross-entropy loss function, formulated as Formula (5)

Lau(y, ỹ) = − 1

N

N∑

n=1

L∑

l=1

{yn,l log
(
ỹn,l

)}, (6)

where yn,l is the AU label withmultiple labels of the sample, and ỹn,l is the prediction
probability.

4 Experimental Evaluation

We have performed a series of experiments on two major AU datasets to evaluate the
effectiveness of FDAE on AU detection task.
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4.1 Datasets

AU datasets are harder to obtain, because labeling AUs are complicated and time
consuming. It would take one at least 100 h to be a FACS expert. Even for the experts,
manually code an AU for 2 min video would take 1 h or more. BP4D [14] and DISFA
[15] are two main dynamic AU datasets for AU detection tasks, which are also the
ones we use in our experiments.

BP4D: There are 328 videos with 23 female and 18 male young adults. The samples
are obtained when the subjects are watching videos with spontaneous emotional
expressions. AUs are coded by FACS coders with labels and intensity of 12 AUs.
The intensities are scales from 0 to 5, where 0 means the absence of an AU, and
scale of 1–5 represents minimum to maximum intensity of each AU. We can obtain
around 140,000 images with AU label.

DISFA: DISFA consists of 593 spontaneous facial actions sequences from 27 adult
subjects. As similar to BP4D, every frame in DISFA is coded by FACS coder and
the intensity of 12 AUs in 0–5. There are more than 100,000 AU-labeled images in
DISFA.

The frames with intensities greater than 1 were treated as positive samples while
others were considered as negative samples in our experiment.

4.2 Experimental Setting

AUdetection is amulti-label task to detectwhetherAUspresent in the face. First of all,
as the distribution of all AU datasets are highly imbalanced, we inversely reweighted
the samples of the under-represented categories based on the class frequencies. And
Then we partitioned the dataset into 3 folds based on the subjects. Two of the folds
were used as training set and the third one was used for testing. We resized the face
images into 256 × 256 and normalized them after cropping face area from frames
of video and adopted Leave-One-Subject-Out (LOSO) cross-validation to ensure
subject-independent evaluation. The detection is a challenging task because several
AUs always don’t present independently. At the same time, AU detection model
might not learn the features impartially based on imbalanced datasets. Since F1
score can better describe the performance of an algorithm especially when samples
are imbalanced, we adopted F1 score as then evaluation metric, which is defined as
F1 = 2PR/(P + R), where P and R denote precision and recall respectively. What’s
more, we calculated the average over all AUs to assess the overall performance of
our FDAE.

The experiments were all trained on 3080Ti GPU using same hyper parameters:
BATCH = 32, EPOCH = 100, and the optimizer is Adam with an initial learning
rate of 1e−4. The image pairs randomly sampled during training might contain large
deviations in the beginning, so we adopted the curriculum learning [15] strategy to
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use progressively difficult samples to train the model. Specifically, we only selected
top 50% of the sorted losses of the samples in ascending order within a batch to back-
propagate. When the validation saturated, we would change the ranking to between
top 10 and 60%, and so on. Full loss is formulated as:

L = σ1

W ∗ H
Lrec + σ2

W ∗ H
La
1 + σ3

W ∗ H
Lemb + σ4Lid + σ5Lau, (7)

where W and H denoted the weight and height of input image. The weight of each
loss σ1, σ2, σ3, σ4 and σ5 are set as 0.01, 0.1, 0.1, 0.1, 0.1.

4.3 Structures of the Encoder and Decoder

Figure 3 demonstrated the structure of the encoder E and the decoder of FDAE in our
experiments. The encoder E shown in Fig. 3a contained a shared shallow backbone
network followed by three parallel branches to transform the input image in size
of 256 × 256 × 3 into AU-related features embedding, posture motion embedding
and identity code embedding in size of 1 × 1 × 256 respectively. We choose shared
backbone because shallow level could represent general basic level features of most
input images such as texture. Figure 3b shows the structure of decoder. The input
of the decoder is concatenation of corresponding features, i.e., the concatenation of
posture motion features from three face images. The decoder outputted displacement
feature map in the size of 256 × 256 × 2 and confidence map in size of 256 × 256
× 1.

4.4 Result and Analysis

To demonstrate the effectiveness of FDAE, we compared with some other methods,
such as a baseline linear SVM (LSVM) [4], JPML [5], DRML [16] and so on,
including handcrafted features and automatic features. The result in Tables 2 and
3 showed that FEAE outperformed or was comparable with existing representation
learningmethod forAUdetection, which suggested that the disentangledAU features
were relatively robust and effective. However, not all AU F1 score are better than
other methods, might because the AU distribution of the datasets are imbalanced and
AU are not same intensity. At the same time, we trained our model only on a few
datasets, which might limit the representation and generalization of FDAE in more
extensive application.
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(a) Encoder E, in each conv, stride is 2, pad is 1 
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Fig. 3 The structure of encoder and decoder

5 Conclusion

This paper proposed a novel end-to-end Feature Disentangled Autoencoder (FDAE)
to acquire a more discriminative facial action representation for AU detection tasks.
Different from previous models, FDAE learned to disentangle facial action features
from head posture motion characteristics and identity code characteristics to yield
a better detection performance. Since FDAE could disentangle features of images
and fuse the separated features with other small scene data sets, we could try to
transfer facial action into other facial images, especially in the application scenario
of data set shortage. Experiments conducted on BP4D and DISFA demonstrated
that learned representation is discriminative for AU detection, where FDAE received
average F1 score of 52.62 onBP4Ddataset and 48.08 onDISFA. FDAEoutperformed
or was comparable with existing representation learning method for AU detection.
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Table 2 F1 score on BP4D dataset

AU LSVM JPML [4] DRML [5] FVGG E-Net FDAE (our)

1 23.2 32.6 36.4 27.8 37.6 37.3

2 22.8 25.6 41.8 27.6 32.1 34.87

4 23.1 37.4 43 18.3 44.2 38.5

6 27.2 42.3 55 69.7 75.6 76.67

7 47.1 50.5 67 69.1 74.5 73.24

10 77.2 72.2 66.3 78.1 80.8 80.92

12 63.7 74.1 65.8 63.2 85.1 78.81

14 64.3 65.7 54.1 36.4 56.8 59.32

15 18.4 38.1 33.2 26.1 31.6 33.9

17 33 40 48 50.7 55.6 55.7

23 19.4 30.4 31.7 22.8 21.9 29.3

24 20.7 42.3 30 35.9 29.1 32.85

Avg 35.3 45.9 48.3 43.8 52.1 52.62

Table 3 F1 score on DISFA dataset

AU LSVM APL DRML [5] FVGG ROI FDAE(our)

1 10.8 11.4 17.3 32.5 41.5 39.23

2 10 12 17.7 24.3 26.4 26.21

4 21.8 30.1 37.4 61 66.4 39.31

6 15.7 12.4 29 34.2 50.7 52.31

9 11.5 10.1 10.7 1.67 8.5 16.77

12 70.4 65.9 37.7 72.1 89.3 80.13

25 12 21.4 38.5 87.3 88.9 87.31

26 22.1 26.9 20.1 7.1 15.6 24.4

Avg 21.8 23.8 26.7 40.2 48.5 48.08

As our model could generate images based on AU-related displacement and pose-
related displacement, we would apply our FDAE to expand dataset for the tasks with
inadequate datasets.
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Facial Expression Recognition Based
on Images Captured and Refined
with Synchronized Voice Activity
Detection

Xiaoqing Jiang , Lingyin Wang , and Yue Zhao

Abstract Facial expression recognition from video is important in affective
computing field. Because facial expression is a slowly changing process and often
accompanied by other emotional psychological behaviors, there are a lot of redundant
data in facial expression images obtained directly from the video. The redundancy
results in the performance degradation in the learning of features and training of
facial expression recognition model. In this paper, a capturing and refining method
with synchronized Voice Activity Detection (VAD) is adopted to emotional videos in
order to obtain facial expression images with better emotional recognizability. The
refined images and the pre-trained ImageNet-VGG-F model are utilized to achieve
high performance on the facial expression recognition.Videos inRAVDESSdatabase
are used in the experiments, and the recognition accuracy is 91.667% for the specific
speaker, which is 19.5% higher than the experiments without synchronized VAD.
The experimental results show that this method proposed in this paper is effective.

Keywords Facial expression recognition · Voice activity detection · Convolutional
neural networks

1 Introduction

Emotion information is essential in communication in our daily life, and emotion
recognition is a hot topic in the research of Artificial Intelligence (AI) and Human
Computer Interaction (HCI). The effective processing of emotion also can bring
great breaks to traditional technologies, which is also the main research motivation
in affective computing field.

Emotion information can be carried by various signals including behavior signals
and physiological signals, such as speech, facial expression image, move pattern,
bait, heart rate, blood pressure, and EEG. Compared to physiological signals, the
behavior emotional signals are easier to be sensed and captured. Take emotional
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speech and facial expression images as example, they are the most common modals
of emotion that can be captured from videos recorded by smart phones, computer
cameras, webcams, or monitoring equipment. Thus, a lot of emotion recognition
effort is based on speech signals or facial expression images.

Research shows that complementary information exists in multi-modal emotional
signals, which is important to the improvement of performance and robustness of
the emotion recognition system [1–3]. Emotional recognition has also achieved a lot
of valuable research results recently based on multi-modal signals [4–6]. However,
there are inevitable difficulties in the processing of multi-modal emotion signals and
the training of corresponding model in multi-modal emotion recognition because of
the high dimension of themulti-modal feature set and complexity of computation. On
the other hand, data redundancy also exists during the multi-modal feature learning
because of the strong relationship among multi-modal emotional data. So it’s hard to
say that multi-modal emotion recognition must be superior to single-modal research.
To achieve the similar recognition performance asmulti-modal signal byusing single-
modal data with better emotional recognizability is one of the challenges in emotion
recognition field.

In this paper, emotional videos that can be separated into audio and visual modals
are adopted in the research. There are silence segments and speech segments in
the audio modal. Similarly, the corresponding facial expressions without voice are
usually ‘static’, i.e., most of them stay the same, which decreases the emotional
recognizablity of the visual modal. This problem often is ignored in most of the
audio-visual emotion recognition.

Refining the facial expression images of the visual modal can combine with the
detection of speech activity. Voice Activity Detection (VAD) is a common prepro-
cessing procedure in speech signal processing, and it can detect the silence segments
and the speech segments. In this paper, according to the results ofVAD, only the facial
images that are synchronous with speech segments will be captured. This step can
be viewed as an effective selection or refining to the facial expression images before
learning and training, because only the images with better emotional recognizability
will be captured and the redundant images in silence segments are deleted.

As a pattern recognition problem, a variety of methods can be adopted in
facial expression recognition field, such as Support Vector Machine (SVM), Hidden
Markov model (HMM), and Artificial Neural Network (ANN), etc. Deep learning
is the most popular and effective method today [7]. Deep learning is a hot research
topic and the architectures such as deep neural networks, deep belief networks, and
convolutional neural networks have been applied to various fields including computer
vision, speech recognition, natural language processing, medical image analysis [8,
9]. Convolutional Neural Network (CNN) is a typical architecture of deep neural
networks, it has wide application in image and video recognition, image classifica-
tion, medical image analysis, and natural language processing. Transfer learning is
a machine learning technique where a model trained on one task is repurposed on a
second related task. We can also adjust the trained convolutional layers to suit new
problems, which is fine tuning [10, 11]. In deep learning field, the pretrained model
together with transfer learning and fine tuning can improve the efficiency of learning
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task effectively. In this paper, the pretrained ImageNet-VGG-F model is adopted in
facial expression recognition.

The content of this paper includes: in Sect. 2, redundancy in facial expression
images is analyzed, and the double thresholds VAD algorithm is introduced and
adopted in the capturing and refining of facial expression images; Sect. 3 is about
the pretrained CNN model in facial expression recognition and the introduction of
the research diagram; Sect. 4 is about experiments and results analysis; and finally,
conclusions and the future work will be given in the Sect. 5.

2 Redundancy Analysis and the Refined Capturing
of Facial Expression Images

The expression of human’s face is relatively slowly comparing to the frequency of
signals. Usually, the facial expression can last 0.5–4 swhen the single emotions occur
without modification or change [12]. As mentioned above, audio and visual modals
also have strong relationship. Though sometimes we can capture emotional facial
expression images in silence or have emotional voice with neutral facial expression,
inmost of the situation, our facial expressionwill changemore obviously alongwhen
the speaker speeches.

2.1 Components in Speech

Except for voiced and unvoiced speech segments, there are silence segments in the
audio file. These different components in an audio signal are shown in Fig. 1. Figure 1

Silence Speech Silence 

Fig. 1 Facial expression intensity of different speech segments
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shows the images captured froman angry video ofRAVDESS (RyersonAudio-Visual
Database of Emotional Speech and Song) database and the synchronous silence and
speech segments respectively.

The RAVDESS database contains 24 professional actors (12 female, 12 male),
vocalizing two lexically-matched statements in North American accent. 8 emotions
including calm, happy, sad, angry, fearful, surprise, disgust and neutral are contained,
and each expression is produced at two levels of emotional intensity (normal, strong),
with an additional neutral expression [13].As in illustrated inFig. 1, different segment
has different intensity of facial expression. In the silence segments at the beginning
and ending part, the facial expression is often in a static situation,where the emotion is
hard to be recognized accurately even by our human beings. Facial images captured in
silence segments aren’t proper to be used to learn the features and train the recognition
model.

2.2 Double Thresholds VAD and the Result

In order to solve the above problem, we adopt VAD algorithm based on the combina-
tion of short-time energy En and short-time zero crossing rate Zn to the audio signal
synchronous with the visual modal. The algorithm is named the double thresholds
VAD because it uses thresholds of these two parameters respectively. Speech frames
can be obtained from the audio modal with windows whose length is about 30 ms.
The short time energy and the short time zero crossing rate are calculated for every
frame.

If the nth frame speech signal is xn (m), the formula of the short-term energy is:

En =
N−1∑

m=0

x2n (m) (1)

where N is the frame size. The short-term zero crossing rate is the number of times
that the sample changes the symbol. So the formula of the short-term zero crossing
is:

Zn = 1

2

N−1∑

m=0

|sgn[xn(m)] − sgn[xn(m − 1)]| (2)

where sgn[x] is a symbolic function:

sgn[x] =
{

1, (x ≥ 0)
−1, (x < 0)

(3)
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Fig. 2 The result of double thresholds VAD

The short time energy detection can distinguish the voiced and unvoiced speech
accurately. But unvoiced speech can be mistakenly judged as silence because they
have very low short-term energy. The short time zero crossing rate can distinguish
the silence and the unvoiced speech effectively. Thus in double thresholds VAD, the
combination of the two parameters, the speech segment and silent segment can be
detected accurately [14].

In this paper, two thresholds of the short-time energy and a threshold of short-time
zero crossing rate are set with empirical values. In the voice activity detection, we
also define the maximum pause time and the minimum speech segment length. If the
detected silence segment does not exceed the maximum pause time, it is considered
that the speech segment hasn’t ended. If the detected speech segment is less than the
minimum speech segment length, it is considered that the speech segment is invalid
and will be modified to silence segment.

In Fig. 2, the position of the red solid line and the black dotted line represents
the starting point and the end point of the speech segment respectively. The speech
segment begins at the 37th frame and ends at the 110th frame, and the other 74 frames
are considered as silence segments according to the VAD result.

2.3 Capturing and Refining of Facial Expression Images

Asmentioned above, there are the emotional audio and the facial expressions images
in the emotional video files, and facial expression is more obvious and stronger
during the speech period. We can find the endpoints of the audio component in
the video using voice activity detection in the audio modal to capture images with
better emotional recognizability. VAD for the audio modal is an important refined
procedure in the capturing of facial expression from video files.

Some images captured according to the results of VAD are shown in the Fig. 3.
It’s clear that the images express intensive emotion and there aren’t images in the
silence segments that is hard to recognize emotion as in Fig. 1.
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Fig. 3 Facial expression images captured according to the VAD result

Facial clipping is implemented after the image capturing. In this procedure,
compared to the images shown in Fig. 3 the useless part of the images such the
background and the speaker’s body except for the face will be clipped. The facial
expression images are clipped to the size of 224 × 224. Some clipped images are
shown in Fig. 4

Fig. 4 Facial clipping after the images capturing
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Fig. 5 The research diagram of this paper

3 The Research Diagram of Facial Expression Recognition

Combined with the discussion above, Fig. 5 illustrates the research diagram of this
paper.

For the emotional video files, the audio and visualmodals are synchronous and can
be processed separately. Double thresholds VAD is performed on the audio signal.
According to the VAD results, the images synchronous with the speech segments are
captured and the images synchronous with the silence segments are discarded. After
the facial clipping of the captured image, the facial expression images with better
emotion recognizability are obtained as the data set. In the learning and training of
facial expression recognition model, this paper carries out transfer learning on the
existing pretrained CNN model. And finally, the testing images can be recognized
by the model and output the recognition results.

In this paper, pretrained ImageNet-VGG-F model is adopted. VGG is a CNN
architecture. It was proposed by Karen Simonyan and Andrew Zisserman of Oxford
Robotics Institute in 2014. It was submitted to Large Scale Visual Recognition Chal-
lenge 2014 (ILSVRC2014) and the model achieves 92.7% top-5 test accuracy in
ImageNet, which is one the largest data-set available with 14 million hand-annotated
images. VGG was a breakthrough of Convolutional Neural Networks after LeNet-5
(1998), AlexNet (2012), ZFNet (2013), and GoogleNet/Inception (2014). This Fast
(CNN-F) architecture comprises 8 learnable layers, 5 of which are convolutional,
and the last 3 are fully connected [15]. The input image size is 224 × 224.

4 Experiments and Results

In this paper, facial images of speaker 01 in the RAVDESS dataset are studied. In the
RAVDESS dataset, emotions are labeled as 1 = neutral, 2 = calm, 3 = happy, 4 =
sad, 5 = angry, 6 = fearful, 7 = disgust, and 8 = surprised. Emotional intensity has
normal and strong and there is no strong intensity for the ‘neutral’ emotion. Totally
60 video files including audio-visual modals are used in experiments.
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The experiments adoptMatConvNet toolbox which is aMATLAB toolbox imple-
menting Convolutional Neural Networks (CNNs) [16]. It is simple, efficient, and
can run and learn state-of-the-art CNNs. Many pretrained CNNs for image clas-
sification, segmentation, face recognition, and text detection are available. The
pretrained ImageNet-VGG-F model is adopted in the facial expression recognition.
After captured with the results of VAD and image clipping, all images are resized to
224 × 224. In the learning procedure, the epoch time is 200, and the learning rate is
0.001. We will compare the experimental results with and without VAD in the image
capturing of facial expression.

4.1 Facial Expression Recognition Results Without VAD

For the speaker01 in the RAVDESS database, all the images will be captured in the
visual modal if VAD algorithm isn’t adopted to the audio modal in the video file. 20
images are selected randomly from every video as testing images, so there are 1200
testing facial expression images for 60 videos of eight emotions. And the rest 5543
images of eight emotions are the training images. In this case, the facial expression
recognition accuracy is 72.167%, and the corresponding confusion matrix is listed
in Table 1.

In the confusionmatrix, the labels 1–8 correspond to the emotion typesmentioned
above. The data at diagonal position represents the correct recognition accuracy of

Table 1 Confusion matrix without VAD (%)

Labels 1 2 3 4 5 6 7 8

1 47.500 3.750 13.750 0.000 0.000 0.000 0.000 35.000

2 0.000 36.250 63.125 0.000 0.000 0.000 0.000 0.625

3 0.000 0.000 100.000 0.000 0.000 0.000 0.000 0.000

4 0.000 0.000 0.000 100.000 0.000 0.000 0.000 0.000

5 0.000 0.000 0.000 0.000 55.000 1.250 3.750 40.000

6 0.000 0.000 25.000 3.125 0.000 26.875 2.500 42.500

7 0.000 0.000 0.000 0.625 0.000 0.000 99.375 0.000

8 0.000 0.000 0.000 0.000 0.000 0.000 0.000 100.000

Source: Bold values represent the correct emotion recognition accuracy of facial expression images
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facial expression, and the data at other positions indicates confusion degree between
the recognized result and other emotions. The results show that there are serious
confusions between emotion 1 and 8, 2 and 3, 5 and 8, 6 and 3, as well as 6 and 8.
Among them, emotion 6 (fearful) has the lowest recognition accuracy and the perfor-
mance on the recognition emotion 2 (calm) is also very bad. The overall experimental
data shows that if all of the facial expression images in the video are captured, a
large number of images without emotional recognizability are used in the learning
and training procedure, which results in poor performance of the facial expression
recognition model.

4.2 Facial Expression Recognition Results
with Synchronized VAD

According to the results VAD, only the images with synchronous speech segments
will be captured and the images corresponds to the silence segments will be discarded
during the capturing of facial expression images. In this case, totally 4942 training
images and 1200 test images of eight emotions will be obtained. The experimental
results with synchronized double thresholds VAD is 91.667%, and the corresponding
confusion matrix is shown in Table 2.

Compared to the experimental data in Sect. 4.1, Table 2 shows that serious confu-
sions between emotion2 and3, 5 and8havebeen eliminated totally, and the confusion
between emotion 1 and 8, 6 and 3, 6 and 8 have been alleviated. The emotion 2 and
5 can be recognized accurately from the facial expression images, and the recogni-
tion accuracy of emotion 6 that is fearful is 75.000%, which is much higher than
26.875% without VAD. The total recognition accuracy has been improved 19.5%
higher than 72.167% in Sect. 4.1. However, the emotion 1 that is neutral is still hard
to be recognized. One of the most important reasons is the number of the neutral
samples. In RAVDESS, the neutral only has one intensity so this emotion has a half

Table 2 Confusion matrix without VAD (%)

Labels 1 2 3 4 5 6 7 8

1 50.000 25.000 0.000 0.000 0.000 0.000 0.000 25.000

2 0.000 100.000 0.000 0.000 0.000 0.000 0.000 0.000

3 0.000 0.000 100.000 0.000 0.000 0.000 0.000 0.000

4 0.000 0.000 0.000 87.500 0.000 0.000 0.000 12.500

5 0.000 0.000 0.000 0.000 100.000 0.000 0.000 0.000

6 0.000 0.000 12.500 0.000 0.000 75.000 0.000 12.500

7 0.000 0.000 0.000 0.000 0.000 0.000 100.000 0.000

8 0.000 0.000 0.000 0.000 0.000 0.000 0.000 100.000

Source: Bold values represent the correct emotion recognition accuracy of facial expression images
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samples of the others. There aren’t adequate images captured from the neutral video
in the learning procedure. In general, the facial expression recognition performance
using double threshold VAD algorithm is better than the performance of the facial
expression model trained by imaged without refining.

5 Conclusions

In this paper, we analyze the redundancy of the facial expression images captured
directly from the video file, and use the double thresholds VAD results of the
synchronous audio modal to refine the capturing of facial expression images. This
method ensures that the images used in facial expression recognition have better
emotional recognizability. A pretrained CNN model with transfer learning has been
adopted in the experiments. Experimental results show thatmost of the serious confu-
sion has been eliminated and the total accuracy of facial expression recognition has
been improved to 91.667%.

In our future work, we will extend the scale of emotional video, especially natural
emotion videos. The research can expand to nonspecific speaker, and we also can
use emotional information from other modalities such as physiological signals of our
human body to assist facial expression recognition.
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An Unsupervised Concrete Crack
Detection Method Based on nnU-Net

Xinyang Li , Shaowu Yang , and Hengzhu Liu

Abstract Concrete crack detection is critical to the maintenance of infrastructure.
Neural network-based vision methods are widely used to address this challenging
task. Current supervised learning methods rely heavily on a large amount of labeled
data. To tackle this problem, we proposed an unsupervised concrete crack detection
method based on nnU-Net, in which a new reconstruction strategy is applied. Specif-
ically, the input image is first passed to the trained model, and the output image is
used as the input image of the final model to reconstruct the original image. We
introduced the weighted sum of L2 and SSIM as the loss function of the network to
improve the reconstruction ability of the model. We analyzed the proposed method
and compared it with the baseline method, which shows obvious improvement. The
method has an AP of 0.84 and AUROC of 0.85 on the test set and can give rough
estimate of concrete crack location.

Keywords Crack detection · Reconstruction strategy · nnU-Net

1 Introduction

Concrete infrastructure is an important part of our living environment,which includes
bridge decks, walls, and pavements etc. Due to the effect of weather, man-made
and other factors, the aging and damage of concrete infrastructure has become an
inevitable problem. For the safety of people’s lives and property, it is necessary to
detect the concrete crack early and effectively, which can help authorities to make
the next maintenance plans and can also avoid the occurrence of malignant accidents
possibly leading to casualties. Therefore, the automatic concrete crack detection has
become a research hot spot.

In the past, the abnormal information of concrete is mainly obtained by human
observation. Recently, structural health monitoring technology has been proposed by
many researchers. Compared with the traditional concrete crack detection methods,
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it reduces lots of manpower and financial costs, makes up for the unreliability of
human inspection, and also reduces the occurrence of accidents during inspection
due to complex conditions. However, this kind of technology is limited for some
large-scale infrastructure detection for the difficulties to deploy the detection equip-
ment due to the complexity of the environment. In recent years, some computer
vision methods based on neural network have been applied in many research fields,
such as object detection, object tracking, image segmentation, which have achieved
promising results. How to exploit the computer vision methods to detect the concrete
crack automatically with the least amount of manpower becomes a hot spot. Many
researches transform the problem of concrete crack detection into target detection
and image segmentation task. In these tasks, a large number of labeled samples are
used to train themodel, so as to judge whether there are anomalies in the test concrete
images and give abnormal regions by the model. However, with the increasing of
labor costs, annotated data sets are often not available. Therefore, using unsupervised
learning method to solve the problem of concrete crack detection has attracted more
and more attention.

U-Net [1] for segmentation has been used to solve challenges in multidisciplinary
fields, such as biomedical image segmentation and automatic driving. In this study,
an unsupervised concrete crack detection method is proposed based on nnU-Net
[2] which is an adaptive network based on U-Net. We formulate the challenge as
an anomaly detection task that can be solved using a reconstruction strategy. The
concrete images with high reconstruction losses are most likely to be the abnormal-
ities. Thus, we adopt U-Net architecture to reconstruct the concrete image. In order
to learn the feature representation of normal samples better, a training strategy is
proposed, in which the blurred image generated by the previously trained model is
used as the input of the final model. Furthermore, we optimize the model by making
the output as similar as possible to the original clear image. We first train the model
using the proposed method on the public dataset and then evaluate the algorithm’s
performance at the sample level on the test set.We introduce two common evaluation
metrics to evaluate the model: Average Precision (AP), Area under Receiver Oper-
ating Characteristic (AUROC). The performance of the proposed method is exam-
ined by comparative studies. It can be proved that the performance of this method
is better than the method based on the original image reconstruction by horizontal
contrast experiment, and it is also better than other artificial reconstruction strategies
by longitudinal contrast experiment.

2 Related Work

Currently, computer vision methods have been applied in concrete crack detection,
achieving promising results. Such methods can be divided into two classes. The
first category focuses on traditional image processing technology, and the second
category is devoted to use the deep convolutional neural network to deal with the
concrete crack detection issue.
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For thosemethods based on image processing technology,Dinh et al. [3] addressed
the problemof concrete crack detection by handling histogram thresholding to collect
regions of interests from the background. Nhat-Duc [4] proposed a method for
adjusting gray intensity, which can improve the accuracy of the detection results
of the crack. Even though the methods based on image processing technology have
the advantage that almost all surface defects can be identifiable, they do not perform
well in crack detection tasks under complex backgrounds because they are difficult
to extract high-level features. Besides, a suitable classifier algorithm needs to be
designed in this kind of method which is also a challenging task.

In recent years, methods based on deep learning have shown a promising prospect
in the field of computer vision. Deep learning technology is a kind of data-driven
method. In its process, a specific model structure is selected by the characteristics
of data sets and tasks, and the optimization algorithm is applied to adjust the model
parameters. There are threemain approaches for the concrete crack detection by deep
learning technology which are boundary box regressionmethod, image classification
method based on patch and semantic segmentation method. They almost need a large
quantity of labeled data. These methods are briefly described in the following part.

The first method is based on object detection approach. The object detection
technology regresses the bounding box coordinates to train model. Chen et al. [5]
proposed the NB-CNN to detect individual video frames using a Naïve Bayes data
fusion scheme and a convolutional neural network. Cha et al. [6] proposed a struc-
tural visual inspection method based on Faster R-CNN. This kind of method usually
gives a rectangular box to mark the final crack position. Due to the irregularity of the
crack, crack patterns tend to occupy only a small proportion in the bounding box.
Therefore, it can only detect the crack position roughly. The second method is based
on image classification combining with the sliding window technique. A classifi-
cation model is trained and consequently, it is used to classify the patches divided
from the entire image by different window sliding strategies. Typical example is
the approach proposed by Cha et al. [7]. The above two methods can rarely detect
concrete cracks in pixel level. To tackle this challenge, some researchers treat the
concrete crack detection task as a semantic segmentation problem. The method clas-
sifies every pixel in the concrete inspection into crack and non-crack pixel. Fully
convolution network (FCN) [8] is commonly used in this method. Dung et al. [9]
presented a concrete crack detection method based on FCN. They firstly chose the
backbone of FCN encoder by the image classification performance of the network on
a public concrete crack dataset. Then, the entire FCN networkwas trained end-to-end
on an annotated dataset for semantic segmentation. Based on the success of U-Net
in semantic segmentation for biomedical images, Liu et al. [10] combined the U-Net
and the FCN structure to detect concrete damage with smaller training set but with
good accuracy.

In practice, annotating the ground truth to obtain the labeled dataset by handwould
be prohibitively expensive and impractical. In recent years, detection of cracks using
unsupervised learning methods is a crucial task. Mubashshira et al. [11] presented
an unsupervised approach based on K-means clustering algorithm and Otsu thresh-
olding for road surface crack detection. With the proposal of Generative Adversarial
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Network (GAN) [12] in 2014, GAN-based research has become a research hot spot,
GAN has also been applied to many fields such as domain adaptation [13], image
in painting [14] and biomedical anomaly detection [15]. Duan et al. [16] present an
unsupervised pavement crack detection method based on GAN to learn the mapping
from crack images to binary images with unpaired data. Li [17] exploits GAN to
make encoder-decoder network generate reconstructed images better by means of
adversarial learning. Although the unsupervised learning method based on GAN
can detect the concrete crack relatively accurately, its model construction is compli-
cated and the training is difficult to converge. Considering the problems mentioned
above, we propose an unsupervised concrete detection method based on nnU-Net.
Generally, our contributions are as follows:

(1) We model the concrete crack detection problem as an anomaly detection task
which can be solved using a reconstruction strategy. The concrete images with
high reconstruction losses are most likely to be the abnormalities.

(2) Compared with the scheme of adding manual rules such as occlusion and
rotation to the original image as the input image of the encoder-decoder, this
method adopts the means of automatic model generation and avoids the step
of artificially adjusting super parameters to adapt to the model.

(3) In the process of training, we use the loss function formed byweighting L2 loss
and structural similarity loss (SSIM). In order to make up for the fact that L2
distance is unable to measure the structural similarity of images, we introduce
SSIM loss and adjust the weighting ratio by the validation set.

3 Proposed Method

3.1 Overall Procedure

The proposed method consists of two encoder-decoder networks which are termed
as pre-model and final-model. The raw concrete images are preprocessed first to
reduce the effect of illumination and messy background. We convert the images
into grayscale mode from RGB mode. Then, the images are averaged filtered and
the convolution kernel’s size is set to be 25. Subsequently, we train the pre-model
whose network structure is nnU-Net using the dataset after average filter processing.
A mask strategy is applied to the input image with a probability of 0.5, and the
model is trained to reconstruct the image that is not applied to the mask strategy.
The pre-model is saved to a file after fully training. In the second stage, the same
network structure is applied to the second encoder-decoder model. In the process
of the final-model training, the pre-model is loaded. The greyscale image without
average filtering is sent to the pre-model to get blurred image by forward propagating
which is taken as the input image of the final-model. The utility of the final-model
is to make the output image of the network closer to the original grayscale image
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Fig. 1 The framework of the method

without filter processing by adjusting the parameters. The overall procedure schema
is described in Fig. 1.

In the process of detecting cracks, the greyscale image after average filter is
passed into the final-model to get the reconstruction image. The concrete images
with high reconstruction losses are most likely to be the images with crack. A post
processing technique is exploited to the reconstruction images to eliminate the scat-
tered components caused by noise through judging the amount of the component
pixels.

3.2 Model Description

The nnU-Net is applied to both the network structure of pre-model and final-model.
The framework of nnU-Net is based on the original U-Net network ensembled
with an automated pipeline containing pre-processing, data augmentation and post-
processing for biomedical images. The purpose of the network is to learn the char-
acteristics of non-crack samples and reconstruct the normal images better. Thus, the
network is comprised of three stages: the encoder, the decoder and the connection
layers between themwhich can be seen as the bottleneck. An imagewith size 1× 256
× 256 is input into the auto-encoder network. After the computation, the size of final
output image is the same as the size of the input image, which is the reconstruction
of the original image. The encoder and the decoder are composed of the convolution
blocks and the convolution localization blocks respectively. The convolutional block
is a collection of convolutional layers, dropout layers, batch normalization layers
and the LeakyRelu layers. Ten such blocks make up the encoder network. Two of
them can be regarded as a group where the size of the feature maps is the same. The
first convolution layer in each group halves the height and width of the input feature
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Fig. 2 The network structure of generic nnU-Net

maps and doubles the number of channels except for the first group. Bottleneck
network generates a feature map with the largest number of channels, and its feature
map size is 8 × 8 which is the smallest in the whole network. As for the decoder
network, the skip connection is applied to the network to reconstruct clearer images.
The feature map of each convolution layer of the decoder network concatenate to the
corresponding down-sampling layer in the encoder network, so that the feature map
of each layer can be effectively used in the subsequent calculation. The transposed
convolution layers upsample the feature maps to gradually restore the images to the
input image size. The structure of the network is shown in Fig. 2. The structures and
functions of the middle layers will be expressed in the following sections.

The convolution operation takes advantage of the sliding of the convolution kernel
when calculating the weighted sum to share the weights of the network, which can
cut down the amount of the network parameters in the case of extracting semantic
features of images. In the convolution operation of the network structure, the kernel
size is selected to be 3× 3 and the padding size is 1 in each of height andweight in the
feature maps. Except for the first group, the convolutional stride size is 2 in the first
block of each group to achieve downsampling. In order to reconstruct the input data,
upsampling operation is essential. In this structure, transposed convolution layers
are used in the decoder. The convolution stride is 2. In this paper, the dropout layers
zero out each channel independently on every forward call with probability 0.5 using
samples from aBernoulli distribution. Batch normalization [18] is always added after
the convolutional layer of the convolution neural network for data normalization
processing. The mathematical representation is as follows. The input size for batch
normalization layer is 4 dimensions, which can be represented as (N, C, H, W) and
the input batch data is represented by x. y stands for the output data through the batch
normalization layer. The mean and standard-deviation are calculated per-dimension
over the mini-batches, which are indicated by E[x] and Var [x] respectively. It can
be described as

y = x − E[x]√
Var [x] + ε

∗ γ + β (1)
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The scaling factor γ and the translation coefficient β are learnable parameter
vectors of the input size. The parameter ε is a value added to the denominator for the
purpose of numerical stability.

The activation function is used to add nonlinear factors to improve the expressive
ability of linear model. One of the nnU-Net’s major modifications to the network
structure is to change the nonlinear layer from the original Relu function to the
LeakyRelu [19] function. The LeakyRelu activation function is expressed as

LeakyRelu(x) =
{

x, if x ≥ 0
negative_slope × x, otherwise

(2)

It assigns a non-zero slope to all negative values instead of zero. In this paper, the
negative_slope is set to 0.01 by default.

3.3 Loss Function

In order to optimize the reconstruction model, we need to select a loss function. For
solving the reconstruction problem, the Mean Square Error (MSE) loss function is
commonly used to make the reconstruction image of the model as similar as possible
to the input image of the model. The MSE loss function is expressed as

MSE = 1

mn

m−1∑
i=0

n−1∑
j=0

[I(i, j) − K(i, j)]2 (3)

Among them, I and K respectively stand for two images, and m, n represent the
length and width dimensions respectively.

When there are outliers for the images, they will account for the main components
of loss. It makes the gradient fluctuate greatly, which makes it difficult for the model
to converge and reduces the performance of the model. The Structural Similarity
(SIMM) [20] loss function pays more attention to the regional features of image
blocks, which makes up for the deficiency of MSE loss function, which concerns
the reconstruction loss of a single pixel, and makes the trained model more robust.
The SI MM loss compares the similarity of two images x and y in three dimensions:
luminance l(x, y), contrast c(x, y) and structure s(x, y), which is described as

SIMM (x, y) = f(l(x, y), c(x, y), s(x, y)) (4)

The SIMM loss is a function of the three parts. They are defined as

l(x, y) = 2μxμy + C1

μ2
x + μ2

y + C1
(5)
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c(x, y) = 2σxσy + C2

σ2
x + σ2

y + C2
(6)

s(x, y) = σxy + C3

σxσy + C3
(7)

In the equations, μx and μy are the average value of all pixels in the images’
block, σx , σy are the variances of the pixel intensity of the images and σxy is the
covariance.

The use of C1, C2, C3 in the formula are just in case the denominator is zero. If
C3 = C2/2, the final formula of SI MM is

SIMM(x, y) =
(
2μxμy + C1

)(
2σxy + C2

)
(
μ2
x + μ2

y + C1

)(
σ2
x + σ2

y + C2

) (8)

by reduction.
The SIMM calculates the similarity of an image window (for example, 11 ×

11), and then averages the similarity of all windows as the similarity of the whole
image. For the two images, their SI MM parameter is always less than 1 and 1means
exactly similar between the images. In this paper, we set the window size to 11 ×
11 by default. The final loss function is the weighted sum of SI MM loss and MSE
loss, and the weights are adjusted by the model’s performance on the validation set,
so the complete loss function is

Loss(x, y) = 0.7 SIMM(x, y) + 0.3MSE(x, y) (9)

4 Experiments

4.1 Implementation

All the tasks expressed in this paper were implemented on a server cluster. We used
twoTITIANVgraphics cardswith 32GBdisplaymemory in the cluster for the exper-
iment. The configuration for theCPUwas IntelRXeonRE5-2620v4@2.10GHz. The
operating system was Ubuntu 16.04.6 LTS. We used pytorch1.5.0 as the framework
for deep learning.

WeusedAdamoptimizerwith learning rate 0.0001 to adjust themodel parameters.
The HE initialization method [21] is applied to the model for weights and bias
initialization. We set the epochs of training to 25 and the batch size to 16. The super
parameters used in both of the pre-model and final-model are the same.
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4.2 Datasets

An open source dataset for concrete crack classification [22] is applied in our exper-
iment. The pictures in the dataset are obtained from METU Campus buildings. The
dataset is divided into two categories as non-crack and crack images, that each has
20,000 items of 227 × 227 pixels, which have RGB channels. They are generated
from 458 complete pictures of 4032 × 3024 pixels through the method proposed by
Zhang et al. [23]. The sample images having no crack on concrete are indicated in
Fig. 3. The sample images with crack on concrete are indicated in Fig. 4.

Fig. 3 Sample concrete surface images with no-crack

Fig. 4 Sample concrete surface images with crack
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The training set for the concrete crack detection task contain 18,000 normal
images. The validation and test sets both contain 2000 images, half of which are
normal samples and half are samples with cracks. In order to meet the input size
requirements of the neural network, we use bilinear interpolation to resize the image
from 227 × 227 to 256 × 256. Then we converted the RGB images into greyscale
images whose the number of channel is 1. Finally, we applied the maximum and
minimum normalization method to normalize the image data to make the network
training more reasonable.

4.3 Evaluation

We take the difference between an image and its reconstructed image pixel by pixel
to calculate the square, and the resulting image is called the difference image. The
average value of the intensities in the difference image is regarded as an abnormal
score for the image. As the noise often exists on the background of concrete surface,
it brings the reconstruction errors, which will affect the judgment of the real crack
area we are concerned about and make it difficult to distinguish between normal
image and abnormal image. Therefore, we further process the difference image by
giving the threshold of the number of pixels in the connected domain of the image,
according to the fact that the pixels in the real crack area is well connected, while
the connected pixels that constitute the noise is not. We reduce the pixel value of the
possible noise area by multiplying the pixel value of the area with a small connected
number by a decimal number to reduce its proportion in the average value result.

The AP and AUROC are the comprehensive metrics that evaluate the resolution
ability of the model. The precision (Pr) and recall (Re) are the basic measures of the
capabilities of the classification system, and are defined as

Precision =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

where FP, TP, FN are the numbers of false positive, true positive and false negative
respectively. Given different classification thresholds, a set of values of Pr and Re
will be obtained, which could consist of coordinates. The area enclosed by the curve
is the AP value. The larger the AP value is, the better the effect of the classifier.
With FPR as the horizontal axis and TPR as the vertical axis, the area enclosed by
the curve and the coordinate axis has turned into another commonly used metric
for measuring the performance of the classifier, which is AUROC. It is an excellent
metric for studying the generalization performance of the learner.We select these two
comprehensive metrics AP and AUROC to evaluate the performance of the model.
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4.4 Results and Discussions

We compared our model with other auto-encoder models, including convolutional
auto-encoder (CAE) [24], U-Net [1] and U-Net3+ [25]. The trained model was eval-
uated on the test set, where both of the amount of positive and negative samples are
1000. The AP and AUROC calculated on test set are shown in Table 1. It can be
identified that the performance of our proposed method is better than that of other
generation models in the table. Figures 5 and 6 shows the difference images for
crack images and non-crack images respectively, in which the locations of cracks are
indicated.

In order to examine the superiority of the model-based method of automatically
generating self-encoder input images, we designed the comparative experiments,
including horizontal and longitudinal comparisons. As for that horizontal contrast
experiment, we directly use the original image that has not been processed by the
model as the input image of the auto-encoder. We compare it with the model that
uses the image obtained from the output of the pre-trained model as the input image
of the final model, in which the structures of models are both nnU-Net expressed in
the above section. The experimental results are shown in the Table 2.

Table 1 Comparison of
different methods

Method AP AUROC

CAE 0.348 0.220

U-Net 0.399 0.274

U-Net3+ 0.477 0.405

The proposed method 0.840 0.853

Fig. 5 Difference image samples with crack
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Fig. 6 Difference image samples with non-crack

Table 2 The results of horizontal comparison experiments

Method AP AUROC

The original reconstruction strategy 0.457 0.261

The reconstruction strategy based on model generation 0.655 0.527

Through the training of previously mentioned two models, the second model is
used as supplement to the firstmodel. The input image is first reconstructed by the first
model to obtain a relatively fuzzy reconstructed image. The second model performs
secondary reconstruction on the input blurred image, reconstructing the area that the
first model failed to reconstruct to achieve stronger feature reconstruction ability. As
a result, the normal sample is better reconstructed, i.e., the reconstruction error of
the image is smaller. Thus, the image with crack and the image with non-crack can
be better distinguished.

Some other works [26] use artificially chosen masking block to cover the images,
and train the network to fill in the missing areas with the contextual information of
the pictures, thereby promoting the reconstruction performance of the auto-encoder.
Although this method is relatively simple to implement, it needs to manually adjust
the parameters of the masking block, such as the size of the masking block, and
the pixel value of the filling. The rotation-based reconstruction strategy enables the
network to reconstruct the image before rotation. It promotes the generalization
performance of the network. The schematic diagrams of these two strategies are as
follows (Fig. 7).

The method we propose uses the network to generate the input image of the
auto-encoder without artificial adjustment of the corresponding parameters. Table
3 indicates the results of longitudinal comparison experiments. As we can identify,
the performance of using the method with automatically generating the input images
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Fig. 7 The transformations to the concrete image

Table 3 The results of
longitudinal comparison
experiments

Reconstruction strategy AP AUROC

Rotation 0.321 0.105

Mask 0.490 0.312

Ours 0.655 0.527

through the network is better than that of using the artificially formulated strategy
for transforming the original input images.

5 Conclusion

The reconstruction-based concrete crack detection method is more suitable for the
case where the variance of the normal sample distribution is small. In this case, the
normal image can be better reconstructed by fully learning the semantic information
of the normal sample, while abnormal image cannot. The abnormal area is detected
by the reconstruction error. The increase in reconstruction errors of normal images
makes it more difficult to figure out between crack and non-crack images. There-
fore, we preprocess the images by blurring to reduce the effect of noises, so that the
non-crack images can be better reconstructed. Experiments show that it is feasible
to transform the problem of concrete crack detection into an anomaly detection task,
which can detect concrete cracks at sample level and give the crack location roughly
without labels. The proposed reconstruction strategy and the choice of loss function
promote the network to reconstruct the image better. We have made some attempts in
using unsupervised methods to solve the concrete crack detection problem. Because
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the image is blurred and there is no auxiliary supervision information such as segmen-
tation mask, this method has limitations in pixel-level crack detection. Our future
work will explore methods that can improve the accuracy of pixel-level detection,
with robust models which are more inclusive of image noises.
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Robust Facial Landmark Localization
Based on Texture and Pose Correlated
Initialization

Junwei Zhou , Mengying Li , and Yiyun Pan

Abstract Recently, cascaded pose regression has attracted more and more attention
because of its superior performance in facial sign localization andocclusionHowever,
this method is very sensitive to initialization, in which incorrect initialization will
seriously reduce performance. In this paper, we of cascaded pose regression (ricpr).
By checking the local binary pattern histogram of the test face and the face in the
training data set, the most related to the test face is selected initialization. In order to
make initialization more robust to various poses, we estimate the rough pose of the
test face according to the roughly. Then, the pose related initial shape is constructed
from the average face shape and rough test face pose. Finally, texture dependent and
pose shapes are connected together as robust initialization. We evaluated ricpr on a
challenging cofw dataset. Experimental results show that the proposed scheme has
better performance than the most advanced methods in facial sign localization and
occlusion detection.

Keywords Facial landmark localization · Cascaded pose regression · Robust
initialization · Occlusion · Texture and pose correlated

1 Introduction

Facial landmark localization,which is localizing the facial key points (e.g., eye brows,
eyes, nose, mouth and jaw), detection [1, 2], face [3–5] and expression analysis [6–8].
In recent years, and even on datasets collected in the wild [9–14]. Faces with various
variations in appearance.

Estimate facial shapes [15], approaches for facial landmark localization [10, 12,
16–25]. CPR and its variations. Based on CPR, Burgos proposed a scheme of Robust
CPR (RCPR) [12], which is the first scheme explicitly detect occlusion state loca-
tions of landmarks. And they created (COFW) [12]. Researchers have used this
dataset to study facial landmark localization under occlusions [12, 18, 21, 26–28].
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Although these methods make some progress on facial landmark localization under
partial occlusion, the occlusion problem is not essentially solved. The accuracy of
occlusion prediction is still unsatisfactory. Since the occluded landmarks can hardly
provide information for further analysis, it is significant to detect occlusion state
of landmarks, the occluded landmarks may reduce the accuracy of localizing the
un-occluded landmarks.

In recent years, based on the robust cascade regression algorithm, a new two-
level cascade regression model has been proposed. This algorithm can learn more
accurately the facial feature information, facial feature point positioning and the
cascaded pose regression algorithm. Occlusion prediction is more accurate, which is
of great significance in the field of image recognition. The two-level cascade regres-
sion method is an algorithm that combines global regression and local regression.
After obtaining the face shape in the global stage, it is divided into four parts: left eye,
right eye, nose, andmouth, and then performs local division and then integration, and
finally get a complete face prediction picture. However, when the face contains partial
occlusion, the accuracy of face feature point location is greatly limited. Because the
occlusion part of the face image has too much influence on the face prediction, the
performance of the regression is reduced, and the face feature point location is accu-
rate. The rate is reduced, and even the positioning fails. In order to solve the adverse
effects of occlusion on the face feature location, this paper proposes the face feature
point location based on self-enhanced cascaded regression. In the training phase, the
method first predicts the shape of the face initially, and calculates according to the
area divided by the face. The face prediction accuracy rate of each area is calculated
by calculating different weights to update the regressor according to the occlusion
accuracy rate of different areas, so that the regressor can better learn the face features.
In the test phase, the accuracy of the occlusion detection in each region of the face
obtained by training is used to improve the regression phase regressor. Experiments
show that the method proposed in this paper has better results in facial feature point
location and occlusion prediction.

The final output of the network is a heat map of facial feature points. According
to this heat map, the spatial information of each feature point and the location coor-
dinates of the feature point can be obtained. After testing the overall network design
and exchanging different layer modules based on these annotations, switching from
the standard convolutional layer with large filters and no steps to the residual learning
module method, the network performance has been greatly improved. Thereby
improving the performance of the facial feature point positioning algorithm. By
adding heat map features, compared with traditional coordinate regression methods,
the accuracy of facial feature point positioning is greatly improved.

Because regression relies on initialization, incorrect initialization will signifi-
cantly reduce performance. When the face changes and the occlusion fails, the
positioning will be locked. It usually leads to the failure of landmark positioning
prediction. A robust initialization method is proposed, which avoids the nicks and
roughness of the test surface, and obtains a clear correlation and corresponding initial
shape. On the test surface and on the surface. Through the roughness and shape of
the five key points, the contour of the face is obtained. Then 29 facial key points are
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Fig. 1 The procedure of RICPR. The texture correlated initial shapes and the pose correlated initial
shapes are calculated in parallel. The text correlation of testing and the training faces, while the
pose correlated initialization is based on the evaluated rough face pose. These initial shapes are
combined together as robust initializations for regression to get predictions. Finally, the reliability
of each prediction is evaluated by variance to get the final output

used to represent another 3D average facial shape. The fuzzy correlation shows that
we can detect the initial shape of the face. The projection angle of the initial shape
related to the rotation is larger. We first use a cascaded network (CNN) to estimate
points, including pupils, nose and mouth [29]. For the two-dimensional position of
the object [30–35], the corresponding initial posture related to reality is obtained. The
initial posture related to the final target and the initial posture related to the posture
are used together as the initial stage, as shown in Fig. 1, which is more related to the
position and the true shape of the test face in the occlusion. We use the color scheme
to evaluate RICPR on the COFW dataset [12]. The NME on COFW is 6.64× 10−2,
which is better than the most advanced ones. These results verify the performance
of RICPR on the COFW data set. Some of the ideas presented in this paper were
initially reported in Ref. [36]. In this paper, we report the full and new formulation
and extensive experimental evaluation of our method. The initialization not only de-
pends on texture correlation but al landmark localization and occlusion detection are
further improved.

2 Related Work

Because the occlusion is very serious [12, 18, 21, 27, 37]. Burgos Artizzu et al. [12]
proposed for the first time in RCPR to detect the occlusion state while estimating
the landmark points, and apply the occlusion state in each iteration to obtain visually
different restorations. The output of the regressor depends on the occlusion prediction
result. Considering that occlusion usually affects visibility annotations, Yang et al.
[18] used coordinate regression forests in multiple over-segmentation confidence
values for eachpixel,which is called regional predictive power (RPP).Comparedwith
RCPR, RPP has higher positioning accuracy. Yu et al. [27] opposed the regression
method (CoR) by forming consensus from the estimation of the returner specific to the
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conclusion. Under the premise of satisfying a specific predefined face, the landmark
position of the face is determined. Improve the accuracy of occlusion detection.
Liu et al. [21] proposed a cascaded regression algorithm based on adaptive shape
model (CRAM) to achieve robust facial landmark positioning. In each iteration, the
method is used to estimate the occlusion level of the target, and then each landmark
is weighted according to the occlusion level. In addition, in the facial landmark
location and occlusion detection, the occlusion adaptive weight is used to reduce
noise. Compared with other methods, the accuracy of cram’s occlusion detection is
80/48.45%, and the NME is 6.68 × 10−2 for the localization of the COWF data set.

3 The Proposed Scheme

In this section, we describe in detail the proposed RICPR scheme for facial landmark
localization under occlusions.

3.1 Robust Initialization for Cascaded Pose Regression

The process of the algorithm is shown in Fig. 1. First, by calculating the texture
correlation between the test face and the training face, the initial shape related to the
texture is obtained, and at the same time, the initial shape related to the posture is
obtained by detecting the rough face pose of the test face. Then, these initial shapes
are used as robust initialization for cascade regression. We respectively describe the
attitude-related initialization methods in Sect. 3.2.

3.2 The Pose Correlated Initial Shapes

In the above section, we describe how to select the texture correlated initial shapes
considering the occlusion information but ignoring pose information of the testing
face. Empirically, landmark distribution is highly correlated to head pose. To further
make the initial shapes more robust to various poses, we choose some for regression.

To obtainwe estimate the rough face, which can be obtained by the five landmarks,
i.e., the pupils, the tip of the mouth. In this paper, we use MTCNN [29] to detect the
five fiducial landmarks, as shown in Fig. 2. Inspired by Perspective- n-Point (PnP)
problem, which is the problem of estimating the pose of a calibrated camera given a
set of 3D points and their corresponding 2D projections in the image [38]. Given a
3D mean shape S with 5 facial key points.

Then, a 3D mean face shape, represented by 29 facial landmark locations, is
projected to a set of corresponding 2D locations according to the testing face pose
θ˙, as shown in Fig. 2. After that, the shape which has similar pose with the testing
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Fig. 2 Illustration of generating the pose correlated shape. Given an image, we first detect five
fiducial landmarks and estimate face pose. Then, according to the face pose, face shape with 29
facial key points, can be projected to a set of corresponding 2D locations, which has similar pose
with testing image

face is obtained. To get a reasonable initial shape for each image, we re-scale the
corresponding 2D locations based on the face bounding box and the detected five
fiducial landmarks p.

4 Experimental Results

4.1 Dataset and Implementation

The proposed scheme based on COFW data set is proposed. Face images in COFW
differ greatly in shape and occlusion due to differences in postures, expressions,
hairstyles, the use of accessories (such as hats) and objects (such as food, hands,
microphones, etc.). Each image has 29 facial landmarks in occluded/un-occluded
state. The data set has 1852 face images, of which 1345 and 507 are used for training
and testing, respectively. On average, human faces account for more than 23% of
COFW.

Analysis of Initialization Based on Texture Correlation: Instead of selecting
shapes from the training set, we perform texture related initialization (I-RCPR) by
calculating LBP’s. In order to verify the effectiveness of the texture-related initializa-
tion method, we compared the performance of LBP-I-RCPR with the performance
on the data set shown in Fig. 3.

The above NME is shown in Fig. 3a. The results show that NME decreases with
the decrease of related distance, and LBP-I-RCPR can significantly reduce NME by
at least 45%. It can be seen from the images based on texture correlation that this
method is closer to the real shape of the human face.



630 J. Zhou et al.

Fig. 3 Comparisons between the texture correlated initialization based RCPR and the traditional
randombasedRCPR.aTheNMEshapeswith differ and testing processes.bThenumber determined
by variance after 10% cascades of each prediction

Moreover, given different initial shapes for each image, the variance between
their predictions is applied to “good” class as stated in Ref. [12]. Thus less bad initial
shapes are selected. Furthermore, the number of “good” instances increases from
395 to 504 among the 507 images in RICPR scheme, which means fewer than 1%
instances are “bad”, thus the initialization become more robust.

We also initialize the shapes using other different features, includingLocalDeriva-
tive Pattern (LDP) [39], Gabor, Gaussian Markov Random Field (GMRF), Gray-
Level Difference Statistics (GLDS) andEigenface.We report theNMEand occlusion
detection of each feature respectively in Table 1. And performs better.

Face Localization on COFW: Due to the large variability of the COFW database,
the performance of the positioning method on the COFW database is poor. The
proposed scheme, scheme. The comparisons of NME on COFW dataset are given in
Table 2.

RICPR’s NME is smallest. To get the pose correlated initial shapes, we use
MTCNN to detect fiducial landmarks. The accuracy of fiducial landmarks plays
a significant role on performance. If the ground-truth of the fiducial landmarks is
employed, the NME can reach 5.52 × 10−2, which demonstrates that the proposed
scheme can obtain a admirable landmarks are detected accurately.

Table 1 Texture correlated initialization using different features

Feature LBP LDP Gabor GMRF GLDS GLCM Eigenface

NME (×10−2) 7.35 7.75 7.87 8.28 8.19 8.06 8.18

Precision/Recall 80/51.4% 80/48.7% 80/46.1% 80/45.6% 80/47.2% 80/46.5% 80/47.6%
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Table 2 Results on COFW
dataset

Methods Mean error Occlusion prediction

NME (×10−2) Precision/Recall

RCPR [12] 8.01 80/42%

HPM [37] 7.46* 80/37%*

RDP [18] 7.52* 78/40%*

SDM [40] 10.88 –

TCDCN [41] 8.05* –

CRASM [21] 6.68* 80/48.45%*

HORSD [14] 6.8* –

LBP-I-RCPR 7.35 80/51.4%

POSE-RCPR 7.64 80/52.4%

RICPR 6.64 80/54.6%

Human [12] 5.6 –

NME and occlusion detection. * indicates that the result is from
the published paper

We also show the CED curve of the COFW data set, as shown in Fig. 4. The
comparison of the proposed schemes also proves the superiority of the scheme for
occluded face images.

Occlusion Detection: Since the COFW dataset provides the basic facts of occlusion,
we evaluated the occlusion detection onCOFWand compared the schemewithRCPR
[12], HPM [37], CoR [27], RPP [18] and CRAM [21] for comparison. The occlusion
prediction schemes in Table 2 and Fig. 5 are also superior to existing methods in
occlusion detection.

Fig. 4 CED curves
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Fig. 5 Occlusion results

Run Time: We recorded the speeds at 5.3 fps, 4.1 fps and 4.0 fps. We can find that
some time correlations are presented. Speed can be increased by implementing it in
C++ or using a powerful server. We try to improve the performance of the proposed
scheme in the future, for example, by reducing the number of images used for texture
correlation, that the proposed some time the correlation.

5 Conclusion

In this paper, a robust scheme to solve the sensitive problem for the pose regression
approach through jointly analyzing texture and pose of a testing face. By examining
the correlation of local binary patterns histograms between the testing face and the
training faces, the texture correlated shapes are selected instead of random shapes. At
the same time, the pose correlated initialization the robustness of the initialization by
estimating the face pose. The scheme obtains remarkably higher accuracies on both
facie and occlusion on facial images than the state-of-the-art benchmarks. Moreover,
since the initialization is usually independent with facial land- mark localization, the
proposed initialization other algorithms.
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An Accurate Visual Navigation Method
for Wheeled Robot in Unstructured
Outdoor Environment Based on Virtual
Navigation Line

Zhen Liang , Tiyu Fang , Zihao Dong , and Jinping Li

Abstract For the navigation problem in unstructured outdoor environment such as
the field without artificial marks, a precise vision navigation method for wheeled
robot based on virtual navigation line is proposed. Virtual navigation line is a virtual
line based on a small amount of visual information, which can be used in many
complex environments. Firstly, the robot needs to design the shape of the walking
route. And the general robot’s walking routes can be divided into linear route and
curve route. Secondly, different virtual navigation line strategies are generated for
different walking routes. In the linear navigation part, the virtual navigation line is
determined according to the tracking target and the reference target generated. In
the curve navigation part, the curve virtual navigation line is fitted according to the
multiple targets. Then, the virtual calibration line is determined based on the camera
pitch angle, field of view (FOV) and the horizon position in the image, the offset
angle and offset distance are computed by using the geometric relationship between
virtual calibration line and virtual navigation line. Finally, the fuzzy PID control
method is applied to correct robot’s direction. The Pioneer3-DX robot is used to do
experiments in the outdoor field. The results show that ourmethod canmake the robot
walk along the designed route in the unstructured outdoor environment accurately,
and the navigation accuracy is within 10 cm.

Keywords Robot navigation · Visual navigation · Virtual navigation line · Virtual
calibration line
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1 Introduction

With the rapid development of robot, outdoor navigation has great application
prospects and research value, which is one of the key technologies for intelligent
mobile robots. The navigation environments of robot can be classified into two cate-
gories: structured environments and unstructured environments [1]. For unstructured
environments, researchers have proposed many navigation methods. GPS (Global
Positioning Systems) and the standalone cellular systems are commonly used by
scholars [2], but these methods have low accuracy. RTK (Real-time kinematic) GPS
can realize centimeter positioning, but it is susceptible to environment. For example,
high buildings, trees and tunnels may block the GPS signal [3]. Therefore, robots
often rely on other sensors to achieve accurate navigation.

There are kinds of sensors for robot navigation, [4, 5] present laser-based pose esti-
mation approaches, but the cost of lidar sensors is high. Reference [6] uses ultrasonic
sensor for navigation, but this sensor always depends on the temperature, humidity,
and so on. References [7–9] employ IMU and odometry data to improve location
performance, but its own dead reckoning is subject to drift which may arise due
to wheel slip or any measurement errors. Therefore, some scholars fuse a variety
of sensors to overcome the defects of a single sensor, such as Refs. [10–15], the
system often fuses a stereo-camera sensor, inertial measurement unit, leg odometry,
GPS, laser scanner and so on. Although the accuracy of these navigation methods
is improved, they often have requirements for the environment and they are usually
very expensive.

As a result, many sensors have been considered to find a compromise between
accuracy and cost, even in challenging environments. Recently, it has been proven
that vision could be a promising navigation sensor. Cameras have the advantage
of providing an extensive amount of information while having low weight, limited
power consumption, small size and reasonable cost [16, 17]. At present, vision-
based navigationmethods in unstructured environments can be divided into landmark
detection, road detection and vSLAM.

Firstly, Bürki et al. [18] selects some useful landmarks and matches them with
previously recorded maps to locate the robot. However, this method is not applicable
in the environment without obvious marking. Secondly, unstructured environments
may have some road information, so some scholars have detected the navigation
path. Li et al. [19] uses dark channel prior and vanishing point to detect road. Li
et al. [20] detects road based on intrinsic image and vanishing point. Wang et al.
[21] uses a color feature model and Hough transformation to recognize navigation
path. Zhang et al. [22] proposes a navigation line detection method based on SUSAN
(Smallest Univalue Segment Assimilating Nucleus) corner and sequential clustering
algorithm. English et al. [13] extracts and tracks the direction and lateral offset of the
dominant parallel texture to track crop rows. However, these methods are generally
applicable to the environment with obvious road information or crop rows’ structure.
Thirdly, SLAM is a research hotspot in the field of robot now. But in complex outdoor
environments, there are few applications [23]. Lee et al. [24] has done some research
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on dynamic feature extraction, although some problems have also been solved, the
dynamic SLAM is still considered as the most difficult problems in the SLAM
field. Therefore, vSLAM is faced with problems such as large computation, dynamic
changes of environment and so on, the application effect in outdoor unstructured
environments is not good.

Therefore, we propose a navigationmethod for unstructured outdoor environment
without artificial marks or road information. Firstly, we construct the virtual navi-
gation line by visual information. Then system determines the offset parameters by
the geometric relationship between the virtual navigation line and the virtual cali-
bration line. Finally, the fuzzy PID control method is used to correct the route, so as
to achieve the accurate navigation of the robot.

The main innovations of this paper are as follows:

(1) Our method has no requirements for the environment. It is suitable for many
unstructured and complex outdoor environments such as lakes, reed fields, etc.

(2) The proposedmethod uses a small amount of visual information to build virtual
navigation line, without laying landmarks or real navigation lines.

(3) The features used in our method are point features rather than line features,
so users have more flexibility in route design, which can meet various
requirements.

2 Principle

2.1 General Introduction

The general flow chart of this paper is as follows (Fig. 1).
Our navigation method imitates people’s walking rules. We find that when people

want to walk in a straight line, they oftenwalk along the lane line or guardrail with the
help of road information, or they can find two or more key points in the field of view
and walk along the line between the key points. Therefore, in the linear navigation,
we take the line between the targets as the virtual navigation line. And when people
want to walk in a curve line, they need to determine the key points of the curve in

Fig. 1 Method flow chart
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the field of vision, then use the key points to fit a virtual curve, and walk along the
curve between the points. So we use a similar method to construct a curved virtual
navigation line. Inspired by human walking, we realize the robot’s linear and curve
walking without artificial landmarks or other obvious road information.

2.2 Virtual Calibration Line

When the robot goes straight along the navigation line on the ground, virtual cali-
bration lines are a group of projection straight lines that parallel to the navigation
line on the imaging plane [25]. Figure 2 shows two groups of virtual calibration lines
converging in different degrees under different pitch angles of camera.

According to the perspective principle, if the pitch angle and the field angle of
camera are known, then a group of virtual calibration lines are determined. However,
this calculation method can only be applicable when the robot’s field of view is all
on the ground. When the field of view becomes larger and the view includes the sky
and other areas that are not ground, the principle needs to be expanded. Based on
the original theory, we add the horizon detection, so the ground area and other areas
can be distinguished by horizon, then we can calculate the virtual calibration line
by a new mathematical relationship. Figure 3 is a real scene captured by camera,
Fig. 4 shows the mathematical geometric relationship in the scene. In Fig. 4, O

Fig. 2 Navigation lines under different pitch angles

Fig. 3 The camera’s field
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Fig. 4 Schematic diagram of camera imaging

represents the location of camera, U represents the center of view, ∠T OA is the
field angle. The angle between the optical axis OU and the horizontal line is the
pitch angle. The plane ABCD is the ground area covered by the camera’s field. The
ground image obtained by the camera is the projection plane AB’C’D, and O’ is the
intersection point between the center of the camera’s field and the ground, obviously
AB’C’D⊥OO’.

As shown in Fig. 5, the real area of ground view captured by the camera is ABCD,
but the area imaged by the camera is AB’C’D. It can be seen that after perspective
projection, BC will be the same width as AD, and a group of parallel lines on the
ground have changed in the imaging plane. P’Q in Fig. 5a becomes PQ in Fig. 5b,
and PQ can be considered as a virtual calibration line. Therefore, when NP:MQ is
known, the position of the virtual calibration line can be determined.

(1) Actual capture area of camera. (2) Camera imaging after perspective projection. 

Fig. 5 Comparison of camera imaging and actual capture area
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(1) The vertical sectional area. (2) The camera’s field.

Fig. 6 Vertical sectional area and camera imaging

From Fig. 4, we can get the vertical sectional area shown in Fig. 6a, O represents
the position of camera, OF is the vertical line made downward by the O, intersecting
with the extension line ofMNat F.As shown in Fig. 5, NP:MQ=NP:NP’=B’C’:BC
=AD:BC. As can be seen from Fig. 4, AD:BC=AN:BM=B’M’:BM=OM’:OM,
so as long as OM’:OM is calculated, NP: MQ can be obtained.

In Fig. 6a, OU is the optical axis of camera, the pitch angle of the camera is θ ,
the field angle is ω, the field angle facing the ground is ∠MON ,we set it to α,and
we set ∠UOM to β. The pitch angle and the field angle are known from camera, α
and β can be calculated by using the position of the horizon in image. As shown in
Fig. 6b, β

∠T ON = β

ω
= UM

T N , then β = ω·UM
T N , α

∠T ON = α
ω

= MN
T N , then α = ω·MN

T N .
Next, the following derivation can be done.

∠FON = π

2
− θ − β − α, ∠FOM = π

2
− θ − β, (1)

OM ′ = ON = OF

cos∠FON
= OF

cos
(

π
2 − θ − β − α

) , (2)

OM = OF

cos∠FOM
= OF

cos
(

π
2 − θ − β

) , (3)

OM ′

OM
= cos

(
π
2 − θ − β

)

cos
(

π
2 − θ − β − α

) = sin(θ + β)

sin(θ + β + α)
. (4)

Therefore, when the pitch angle, field angle and horizon position in view are
determined, the virtual calibration lines can be known. In Fig. 5b, starting from any
Q, a unique P can be determined, then the corresponding virtual calibration line PQ
can be gotten.
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2.3 Virtual Navigation Line

Virtual Navigation Line in Linear Navigation. The navigation lines can guide the
robot to arrive at destination autonomously, but it is difficult to lay navigation lines in
outdoor environment such as fields, so the virtual navigation line is designed to guide
the robot to walk. The virtual navigation line is determined by two tracking targets
in the field of view, which can assist the robot in determining the direction, and it
does not actually exist. The first target is determined according to requirements, and
the second target is a reference target automatically generated by the system. The
virtual navigation line is constructed based on the target tracking algorithm, after
comparative experiments, we select the KCF (Kernel Correlation Filter) [29] as the
target tracking algorithm.

In the process of walking, if the robot only walks towards a single target, it can’t
make sure that the route is straight. As shown in Fig. 7, the robot moves from F
to F’. Although the target is always in the front field of vision, the walking route
is curved. Therefore, it is necessary to determine a reference target to reflect the
position relationship between the robot and the target, and the relative position of
the two targets reflects the change of the robot’s walking path.

Before determining the lower reference target, we need to control the robot to
move until the upper target is move to the center of the field of vision. We assume
that the midpoint M (Fig. 5) of the lower boundary of the camera’s field of vision
represents the position of the robot. We connect the center point A of the initial target
that has been moved to the central area with the midpoint M of the lower boundary,
the reference target is determined at the midpoint B of the line, and the size of the
target is set to be consistent with the upper target, as shown in Fig. 8. If the center
of the upper target, the center of the lower target and the position of the robot are in
a straight line, then the three points are collinear. If the robot still keeps three points
collinear during walking, then the walking path is a straight line.

When the direction of the robot deviates, the center of the upper target, the center
of the lower target and the midpoint of the lower boundary of the field of view
will no longer be collinear. As shown in Fig. 9, A, B, and M three points are not
collinear.When the position of the robot moves fromM toM’, the three points can be
collinear again. Therefore,we take the extension lineAM’of the lineABas the virtual

Fig. 7 Position change of
robot with a target

F 'F
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Fig. 8 Determine the
reference tracking target

Fig. 9 The design of virtual
navigation line

navigation line. When the deviation occurs, the robot is guided to move in a direction
that makes the three points collinear, then the robot can walk straight towards the
initial target. It should be noted that in the process of robot walking, the position of
targets will change, and the virtual navigation line will change accordingly. When
the situation as shown in Fig. 10a and b occurs, the lower target moves out of the

(1) Move out of view horizontally. (2) Move out of view vertically. 

Fig. 10 Construction of virtual navigation line
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Fig. 11 Update of the lower
target

field of view in the vertical or horizontal direction at the next moment, which will not
have reference significance, so it is necessary to update the lower reference target,
so as to update the virtual navigation line.

The method of updating the virtual navigation line is to record the position of the
lower target at this moment when it is about to disappear, as shown in Fig. 11, then
connect the lower target (B) with the upper target (A), and set the middle point B’
of the line as the center point of the new lower target. And the size of the updated
lower target is set to the same as that of the upper target, this update method ensures
the stability of the virtual navigation line and the continuity of navigation.

Virtual Navigation Line in Curve Navigation. For robots, the walking route is
not always linear, there is also the need for curve operation, for example, curve
navigation can be used to avoid obstacles. Therefore, we design a curve navigation
method for curved operations. The previous work of our laboratory has completed
the identification of vertical road signs [26], so when there are road signs, we can find
the road signs in the field of view and then fit the curve. We can also set certain rules
to find the appropriate key points of the curve in the field of vision. But when there
are no obvious signs or road information, we can only select some tracking targets
according to the demand. The system will connect them with curves according to
the sequence, the first key point is the final destination of the robot, as shown in
Fig. 12. The curvilinear virtual navigation line can guide the robot to walk along
the curvilinear route. We design two kinds of curve virtual navigation lines, one is
B-spline curve approaching but not passing through the points (Fig. 12a), and the
other is cubic spline curve passing through the points (Fig. 12b).

Spline Curve.B-spline curve is a kind of curve that approximates but not pass through
the curve nodes. In the previous section, we have determined N tracking targets, so
we have determined the coordinates of N curve nodes. Let Pi represents the ith
determined point, then the generated B-spline curve can be expressed as Eq. (5).

Pi,n(t) =
n∑

k=0

Pi+k · Fk,n(t), 0 ≤ t ≤ 1, i = 0, 1, 2, · · · ,m (5)
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(1) B-spline curve navigation line. (2) Cubic spline curve navigation line. 

Fig. 12 Curved virtual navigation line

In the formula, t is the position parameter and Fk,n(u) is called the n timesB-spline
basis function. From the expression of B-spline curve, we can know that B-spline
curve is defined by segments. If m + n + 1 vertices Pi (i = 0, 1, 2, · · · ,m + n) are
given, m + 1 segments n times parametric curves can be defined, and n can be any
integer from 2 to the number of control points. The specific expression of the basis
function is as Eq. (6).

Fk,n(t) = 1

n!
n−k∑

j=0

(−1) j · C j
n+1 · (t + n − k − j)n, 0 ≤ t ≤ 1, k = 0, 1, 2, · · · , n

(6)

Then the piecewise expression of cubic B-spline curve can be written as Eq. (7).

Pi (t) = F0,3(t) · Pi + F1,3(t) · Pi+1 + F2,3(t) · Pi+2 + F3,3(t) · Pi+3,

i = 0, 1, 2, · · · ,m (7)

The general matrix form is as follows.

P(t) =
3∑

k=0

Fk,3(t) · Pk = [
t3 t2 t 1

] ·

⎡

⎢⎢
⎣

−1 3 −3 1
3 −6 3 0

−3 0 3 0
1 4 1 0

⎤

⎥⎥
⎦ ·

⎡

⎢⎢
⎢
⎣

P0
P1
P2
P3

⎤

⎥⎥
⎥
⎦

, 0 ≤ t ≤ 1 (8)

In this formula, Pk represents the set of vertices of the B feature polygon of the
segment curve, and for the ith curve, Pk represents four vertices Pi , Pi+1, Pi+2, Pi+3.
A complete cubic B-spline curve defined by n vertices is connected by n-3 piecewise
curves. It can be seen from Fig. 13 that modifying a key point in the cubic B-spline
only affects three segment curves, but not all curves, so the shape of the curve has
better controllability.

Cubic spline curve. Cubic spline curve is a curve fitting method through curve
nodes. Because the first and second derivatives are continuous, the curve line is



An Accurate Visual Navigation Method for Wheeled Robot … 645

Fig. 13 Cubic B-spline
curve

relatively smooth, so it has a better shape-preserving function. Cubic spline curve
is a curve defined by segments. If data points Pi ((xi , yi )i = 0, · · · , n) are given,
then on each [xi , xi+1], the expression of cubic spline curve Si (x) can be written as
Eq. (9).

Si (x) = ai + bi (x − xi ) + ci (x − xi )
2 + di (x − xi )

3, i = 0, 1, ..., n − 1 (9)

In this formula, ai , bi , ci , di represent 4n unknown coefficients. In order to deter-
mine the function expression, 4*n conditions should be required. Because cubic
spline curve has the characteristics of function continuity, first derivative continuity
and second derivative continuity, the following equation can be obtained.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

S(xi ) = yi , i = 0, 1, · · · , n

S−(xi ) = S+(xi ), i = 1, 2, · · · , n − 1

S
′
−(xi ) = S

′
+(xi ), i = 1, 2, · · · , n − 1

S
′′
−(xi ) = S

′′
+(xi ), i = 1, 2, · · · , n − 1

(10)

According to the value range of i, there are 4*n-2 equations, and two more equa-
tions are needed to solve the equation. So we add two conditions, S

′′
0(x0) = 0,

S
′′
n−2(xn) = 0, which means that the two ends of the curve change gently and are not

subject to any force in any direction.
We assume that hi = xi+1 − xi , mi = S

′′
i (xi ), the equation to be solved can be

written as Eq. (11), from which the values of ai , bi , ci , di can be calculated.
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⎡

⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎣

1 0 0 0 0 · · · 0
h0 2(h0 + h1) h1 0 0 · · · 0
0 h1 2(h1 + h2) h2 0 · · · 0
0 0 h2 2(h2 + h3) h3 · · · 0
... 0 0

. . .
. . .

. . . 0
0 0 0 · · · hn−2 2(hn−2 + hn−1) hn−1

0 · · · · · · · · · 0 0 1

⎤

⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎦

⎡

⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢
⎣

m0

m1

m2

m3
...
...

mn

⎤

⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥
⎦

= 6

⎡

⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎣

0
y2−y1
h1

− y1−y0
h0

y3−y2
h2

− y2−y1
h1

y4−y3
h3

− y3−y2
h2

...
yn−yn−1

hn−1
− yn−1−yn−2

hn−2

0

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎦

(11)

2.4 Offset Parameters

Offset Parameters in Linear Navigation. According to the geometric relationship
between virtual navigation line and virtual calibration line, we can calculate the
robot’s offset angle and offset distance, and use these offset parameters to make
the control decision to ensure the robot walking straight. As shown in Fig. 14, MN
is the reference line of the image center, DQ is the navigation line determined by
two tracking targets, and PQ is the virtual calibration line determined based on the
30° depression angle. If DQ and PQ coincide, robot will walk along the navigation
line. The angle α formed by DQ and PQ is the offset angle that the robot’s moving
direction deviates from the navigation line. We set the coordinate of D as (xD, yD),
the coordinate of P as (xP , yP), and the coordinate of Q as (xQ, yQ). Then the

Fig. 14 Determination of
offset parameters in linear
navigation
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Fig. 15 Determination of
offset parameters in curve
navigation

calculation of offset angle is shown in the Eq. (12). d is the distance from themidpoint
M to the navigation line, which represents the offset distance MR from the robot’s
dynamic position to the navigation line. If the coordinate of M is (xM , yM), the
specific calculation of the offset distance is shown in Eq. (13).

α = arccos
(xD − xQ)(xP − xQ) + (yD − yQ)(yP − yQ)

√
(xD − xQ)2 + (yD − yQ)2 + √

(xP − xQ)2 + (yP − yQ)2
(12)

d =
∣
∣(yD − yQ)xM + (xQ − xD)yM + xD yQ − xQ yD

∣
∣

√
(yD − yQ)2 + (xQ − xD)2

(13)

Offset Parameters in Curve Navigation. In curve navigation, it is also necessary to
obtain the offset distance and offset angle to adjust the robot’s motion. As shown in
Fig. 15,MN is a virtual calibration line, EF is the tangent line of the virtual navigation
line at a certain time, which is tangent to the virtual navigation line at C. The angle
between the tangent line and the virtual calibration line is the offset angle α′. If the
coordinate of N is (xN , yN ), E is (xE , yE ), and F is (xF , yF ), then the calculation of
the offset angle is shown in Eq. (14). d ′ is the offset distance from the center point
O to the tangent EF. If the coordinate of O is (xO , yO), the calculation of the offset
distance is shown in Eq. (15). According to the values of offset angle and offset
distance, the fuzzy control table can be established to control the robot.

α′ = arccos
(xN − xE )(xF − xE ) + (yN − yE )(yF − yE )

√
(xN − xE )2 + (yN − yE )2 + √

(xF − xE )2 + (yF − yE )2
(14)

d ′ = |(yE − yF )xO + (xF − xE )yO + xE yF − xF yE |
√

(yE − yF )2 + (xF − xE )2
(15)



648 Z. Liang et al.

Fig. 16 The flow chart of fuzzy PID

2.5 Fuzzy PID Control

Follow Zhang [35], fuzzy PID control method is applied. The adjustment principle
of PID control is to calculate the error according to proportion (P), integral (I) and
differential (D), and get the output through linear combination to control the object.
Fuzzy PID control is based on the PID algorithm, using fuzzy rules for reasoning,
querying the fuzzy matrix table for parameter adjustment, to meet the requirements
of error (E) and change of error (EC) for parameters self-tuning at different times.

Figure 16 shows the flow chart of fuzzy PID control. We take the offset angle,
offset distance and their change rate as the input, and the robot’s speed and rotation
angle as the output. The general steps are as follows. Firstly, the fuzzy value of
the input is obtained by multiplying E and EC by the quantization factor. Secondly,
according to the degree of membership function, the membership degree of E and
EC are determined. Then, the fuzzy set of output is determined based on the fuzzy
rule table. Finally, the output fuzzy value is defuzzified by the defuzzication method,
and the final output value is obtained.

3 Experiments and Analysis

3.1 Hardware Environment

The robot we use is the Pioneer3-DX designed by MobilerRobots Company of the
United States. Its controller is H8S series of Hitachi Company and its operating
system is ActivMedia Robotics Operating System (AROS). The camera can rotate
360 degrees and pitch 180 degrees up and down on the pan-tilt, as shown in the
Fig. 17.
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Fig. 17 Pioneer3-DX

3.2 Navigation Effect Analysis

We have done full experiments in the outdoor unstructured environment, and saved
the design routes and the actual walking routes based on vertical view. Figure 18
shows two path records of robot, which are straight-line walking path and cubic
spline curve walking path.

In the robot walking experiments, we randomly take the results of 5 times of
linear walking experiments and 5 times of curve walking experiments, mark some
points randomly and record the walking error which is the difference between the
designed route and the actual route at the point. The data statistics chart is shown in
Fig. 19. We use box chart to do data analysis, show its maximum value, minimum
value, lower quartile, upper quartile, average value and median respectively. As can
be seen from Fig. 19, the error distance is approximately within 10 cm.

(1) Linear navigation results. (2) Curve navigation results.

Fig. 18 Comparison between actual route and design route
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Fig. 19 Statistical chart of error distance

3.3 Accuracy Analysis of Virtual Calibration Line

Virtual calibration lines are a group of parallel lines on the ground in the camera
view, which is important to guide the robot to walk. We find a farm with clear rows
of crops that parallel to each other. Through a series of image operations, we have
made clear the straight line of crop lines. Then we manually describe the lines on the
ground in the camera’s field of vision (Fig. 20a). Then we generate a set of virtual
calibration lines (Fig. 20b) by our algorithm and compare them with crop lines. We
record the manually marked line, fix the coordinates of the point at the bottom of the
image on the line, then calculate the corresponding virtual calibration line from the
point, and verify the accuracy of the virtual calibration line by comparing the slopes
of the two lines. The statistical results of the slope comparison are shown in Fig. 21,

(1) Crop lines labeling manually. (2) Virtual calibration lines by algorithm. 

Fig. 20 Accuracy analysis of virtual calibration lines



An Accurate Visual Navigation Method for Wheeled Robot … 651

Fig. 21 The comparison results of the slope

it can be seen that the coincidence degree of virtual calibration lines and crop lines
is very high.

3.4 Accuracy Analysis of Virtual Navigation Line

In the past, our lab did some work about linear navigation. Zhao [27] laid navigation
lines on the ground and Yang [26] made vertical road signs on the wall. We do 20
experiments for each navigation method to compare them. During the robot moving,
we record the offset distance and offset angle every 20 cm, and record the average
value as this time experimental result. We make a bar chart to show the comparison
results. As can be seen from Fig. 22, the effect of laying ground navigation line is the
best, followed by our method, and the worst is the vertical landmark method, which
shows that our method has a certain feasibility, and there is little difference with the
navigation effect of laying ground navigation line.

3.5 Accuracy of Target Tracking

In our method, virtual navigation line is formed by target tracking, so the accuracy
of target tracking is very important for navigation. Because the environment faced
by robot is complex and unknown, some methods based on deep learning are not
suitable for robot navigation due to the requirements for samples. We have selected
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(1) Comparison of offset distance. (2) Comparison of offset angle. 

Fig. 22 Comparison of navigation methods

some traditional tracking algorithms for experiment, including KCF, SCM [31], etc.
KCF is a discriminant tracking method. It uses the cyclic matrix around the target
to collect positive and negative samples, applies ridge regression to train the target
detector, and uses the properties of Fourier space to perform operations, so that the
algorithm can meet real-time requirements.

We have done a series of experiments in unstructured environment such as fields
and farms to investigate the actual effect of the target tracking algorithm employed in
this paper, and analyzed them from quantitative evaluation and qualitative evaluation.

Quantitative Evaluation. For quantitative evaluations, we present the results by
using success rate (SR) and precision [28]. A tracking result in a frame is considered
successful if S = Area(BT ∩ BG)/Area(BT ∪ BG) > θ for a threshold θ ∈ [0, 1],
where BT is the tracked bounding box and BG denotes the ground truth. SR is
defined as the percentage of frames with S > θ . The θ is set to 0.5 in this paper. The
precision plot illustrates the percentage of frames whose tracked locations are within
the given threshold distance to the ground truth. Following [28], the threshold value
is set at 20 pixels. The evaluated trackers include KCF [29], CT [30], SCM [31], CN
[32], STRUCK [33] and DLT [34]. As these results show (Fig. 23), KCF achieves
comparable performance in accuracy among all the methods compared.

Qualitative Evaluation. We have shown the changes done experiments in some
unstructured environments and randomly selected some intermediate results of target
tracking to show. As shown in Fig. 24, ➀–➅ of different targets with time, the
columns represent the images of different target regions at the same time, and the
rows represent the images of the same target region at different times. Figure 25
shows the change of robot’s camera images in linear navigation. From these two
figures, we can see that as the robot walks, the target size becomes larger and the
tracking effect is relatively accurate, so KCF has good tracking performance.
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(1) Success rate plot. (2) Precision plot. 

Fig. 23 Comparison of tracking algorithms

Fig. 24 The change of targets

4 Conclusion

In order to solve the problem of navigation in unstructured outdoor environment
such as the field without artificial marks, we propose an accurate visual navigation
method for wheeled robot based on virtual navigation line. Firstly, the system needs
to determine the virtual calibration line according to the camera’s field of view, pitch
angle and the position of horizon in image, and then determine the robot’s walking
route shape, which is divided into linear navigation and curve navigation. Secondly,
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Fig. 25 The changes of robot’s view in linear navigation

different virtual navigation lines are generated according to different walking routes.
Then, the offset parameters are gotten by using the geometric relationship between
virtual calibration line and virtual navigation line. Finally, the fuzzy PID control
algorithm is applied to control the robot to walk until it reaches the destination. In
this paper, the Pioneer3-DX robot is used to carry out experiments in field. The results
show that our method can make the robot walk accurately along design routes in the
unstructured outdoor environment, and the navigation accuracy is within 10 cm,
which can meet the needs of ordinary civil. However, due to the use of vision sensor,
our method is easily affected by the lighting conditions, it needs further improvement
in the future.
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DABU-Net: Dilated Convolution
and Attention U-Net with Boundary
Augment for Medical Image
Segmentation

Ye Yuan , Yajing An , and Guoqiang Zhong

Abstract U-Net has a good representation learning capability in medical image
segmentation because it can extract contextual information from an image. However,
U-Net also has two shortcomings. First, U-Net can only extract features on fixed
scales, which limits its ability. Second, the feature maps from the same-scale encoder
and decoder are semantically dissimilar, so that the shortcut connections of U-Net
may cause semantic gap between the low- and high-level layers. In this paper, we
propose a deep end-to-end network dubbed Dilated Convolution and Attention U-
Net with Boundary Augment for Medical Image Segmentation (DABU-Net). In the
encoding path, to increase the receptive field and capture the multi-scale informa-
tion, we use dilated convolution to design the dilated convolution block (DCblock).
In the decoding path, we design the spatial and channel attention block to narrow
the semantic gap, and we use sobel operator to enhance the segmentation area. We
evaluate the proposed network on three medical image datasets: TCGA Brain MRI
dataset, LiTS 2017 liver segmentation dataset, and ISIC 2018 skin lesion segmen-
tation dataset. Experimental results show that the DABU-Net has achieved better
performance compared with other methods.

Keywords Medical image segmentation · Deep learning · U-Net · Attention

1 Introduction

Medical image segmentation is an vital task in medical diagnosing. It can help physi-
cians determine the lesion area, assess the effect before and after treatment. Doctors
need long-term professional training, and the results are often affected by doctors’
experience, fatigue, and patience. In contrast to natural images, the segmentation of
medical images is more difficult, because it requires high accuracy and high stability,
and the medical images often have a low signal–noise ratio.
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Deep learning method has made revolutionary progress in many tasks because
of its powerful feature representation ability. It has shown strong ability in image
processing tasks, and has become an important part of image segmentation. Fully
convolutional network (FCN) [1] has achieved a good performance on natural images
as a representative work of segmentation. Ronneberger et al. [2] proposed U-Net
in 2015, which first applied the idea of skip connection to the segmentation, and
obtained the most accurate results at the time. Many variants of U-Net have been
proposed recently [3–5]. Zhou et al. [6] think it is not appropriate that skip connec-
tion combines the shallow features with the deep features directly, because it will
produce a semantic gap. They proposed U-Net++ to improve the skip-connection by
adopting dense blocks and deep supervision. In some variants, some processing steps
(e.g., attention gates [7]) are used to process the encoder’s feature maps. Azad et al.
proposedBCDU-Net [8], by introducing Bi-ConvLSTM into the skip connection and
processing featuremapswith dense connections, which achieved better performance.
Although a lot of work has been put forward, the accuracy of lesion segmentation in
medical images still needs improvement.

In this manuscript, we design a new deep learning network named DABU-Net
for medical image segmentation. The U-Net uses convolution and pooling layers to
improve the receptive field and extract features, which miss the long-distance depen-
dencies. To reduce the loss of accuracy, we propose the DCblock, which introduces
dilated convolution to increase the receptive field. In addition, the features extracted
by encoders have higher resolution, but the features of same-scale decoders have
more semantic information. The skip-connections just concatenate them simply,
which may cause the semantic gap between the upper and the lower layer of the
U-Net. We use spatial and channel attention to solve this problem. Finally, to make
the boundary of segmentation areamore accurate,we designed the boundary augment
module. We validate the DABU-Net on three different datasets, and also the exper-
iments demonstrate that our model achieves higher performance than alternative
ways.

2 Related Work

In recent years, methods based on deep learning have significantly increased the
performance of image segmentation in natural scenes, and they also have been domi-
nating medical image segmentation tasks. The traditional segmentation method uses
pixel blocks as the input of convolutional neural network for training and prediction.
However, this requires a lot of computation, because the pixel blocks used are basi-
cally overlapped. Meanwhile, the size of the receptive field is restricted by the scale
of the pixel blocks.

In order to solve these problems, fully convolutional network (FCN)was proposed
by Jonathan et al. [1] in 2015. FCN removes the fully connected layers and replaces it
with convolutional layers, and reconstruct the imagewith deconvolution. At the same
time, high-level information and low-level information are combined by using the
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shortcut connection to produce accurate segmentation results. However, the results
generated by FCN are vague and the details are not very good. The classification of
pixels does not consider the relationship between each other.

Larger patches require additional max-pooling layers, which will reduce the accu-
racy of segmentation results, while tiny patches will reduce the models’ ability
to capture context information [9]. To solve the trade-off problem between loca-
tion information and context information, Ronneberger et al. proposed an improved
convolutional network named U-Net [2]. U-Net contains an encoder, a bottleneck
module, and a decoder. It combines low-resolution information with high-resolution
information, making it ideal for medical image segmentation. However, because of
the differentiation of organ structure and the diversification of lesion shapes, only
using U-Net structure to segment lesions cannot meet the requirements of accu-
racy and speed. With the development of the residual structure [10], dense module
[11], inception module [12], and attention mechanism [13], recent work has added
different modules on the U-Net to achieve reasonable segmentation results [3, 5,
14, 15]. However, the accuracy of these methods is not high enough, while a small
mistake in the medical field will have a big impact.

In medical imaging, because the location of the lesion is relatively large and there
aremany other irrelevant features, it is extremely important to focus on target features
and suppress irrelevant features. Squeeze-and-Excitation (SE) [16] is proposed in
2018, which can be stimulated from both space and channel to achieve the effect
of enhancing features, Roy et al. [17] introduced three SE structures on the U-Net,
which can automatically acquire the importance of each feature channel. Oktay et al.
[7] proposed Attention U-net in 2018, and they added an integrated attention gate
to adjust the features. An enhanced attention module (AAM) [18] was proposed
by Ni et al. to emphasize the target channel by modeling semantic dependencies
and extract high-level and low-level context information and semantic features, thus
fusing multi-level features and capturing contextual information.

R2U-Net [19] uses residual connection and recurrent convolution instead of the
original convolutional layers. This method ensures the depth of the network while
reducing the effect of gradient vanishing, which has a significant effect on the extrac-
tion of low-level features. However, R2U-Net uses a lot of recurrent convolution,
which makes it difficult to train and requires a lot of memory. CE-Net [5] uses
residual structure to extract features, and uses DACblocks and RMPblocks to extract
multi-scale information. BCDU-Net [8] use Bi-ConvLSTM to extract information
fromencoder and reuse featuremapswith densemodule,which achievedgoodperfor-
mance. DoubleU-Net [4] concatenate two U-Net structures to improve the perfor-
mance on somemedical image segmentation tasks, which includes two encoders and
two decoders.
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3 Proposed Method

Figure 1 shows an overview of the proposed architecture. The encoding path of
DABU-Net consists of four stages, and low-level stage includes two DCblocks and
high-level stage includes four DC blocks.We use the dilated convolution to construct
the encoder and applied ReLU function as activation function to introduce non-
linearity. To get multi-scale information and further increase the receptive field, we
replace the last block of encoding path with atrous spatial pyramid pooling (ASPP)
[20]. The ASPP samples a given input in parallel with five atrous convolutions at a
different sampling rate, which means it helps capture the contextual information at
multiple scales and extract high-resolution feature maps.

In decoding path, each block performs transposed convolution as up-sampling.
Then these features are concatenated with the shortcut connection features from the
encoder. In this way, the spatial dimension of the input feature is doubled, and the

Fig. 1 Overall architecture of DABU-Net. The network consists of U-Net, DCblock (orange box),
spatial and channel attention module, and boundary augment module (pink box)



DABU-Net: Dilated Convolution and Attention U-Net … 661

channel dimension is halved. Finally, these features are fed into two convolutional
layers to restore resolution information.

3.1 DCblock

Compared with traditional convolution, the dilated convolution has some advantages
[21]. It can increase the receptive field of the model without increasing the parame-
ters, and obtain richer contextual information. The feature map generated by dilated
convolution can be the same scale as the input, meanwhile, each output neuron has
a larger receptive field, so it can encode higher-level semantics.

The architecture of DCblock is illustrated in Fig. 2. In the DCblock, the features
are fed into 1 × 1 and 3 × 3 convolutional filers separately, then these features are
fed into 3× 3 dilated convolutional filters. In this way, the DCblock can get different
sizes of receptive fields. Finally, all the features are fed into 1 × 1 convolutional
filters to reduce the channel dimension. This strategy can make our network extract
features more effectively.

Meanwhile, the original U-Net uses max-pooling layers to reduce the scale of
the image and increase the receptive field, resulting in the reduction of resolution,
and some information will be lost. At this time, when the up-sampling is restored to
the original image scale, the segmentation accuracy will be affected. To avoid this
problem, convolutional layers that stride equals 2 are used to replace themax-pooling
layers, which reduces the image size without losing information.

Fig. 2 The architecture of
our proposed DCblock
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3.2 Attention Module

The shortcut connection of U-Net is mainly to fuse the features to better restore reso-
lution information.However, this simple fusion of high- and low-level semantic infor-
mation easily leads to semantic gap [9]. Therefore, in our model, spatial and channel
attention mechanism is used to extract the more important features and narrow the
semantic gap caused by a direct concatenation. After concatenated the features from
down-sampling layer and up-sampling operation, we send these features to attention
module,which structure is shown inFig. 3. Spatial attention shows the degree of atten-
tion differently to different positions but ignores the information of channel domain,
while channel attention does the opposite. Thus, we combine these two attention
mechanisms to take advantage of their respective strengths for better results.

We use the SE block [16] as channel attention, which uses global average pooling
as a squeeze step. Then in the excitation step, we use two fully connected layers (FC)
to process the results of the squeeze, the first FC compresses the C channels into C/r
channels to reduce the computation (r is the ratio of compression), and the second
FC is restored back to C channel. Sigmoid function is used to limit the features to
the range of [0, 1]. This structure controls the weights of the channels to enhance the
important features and weak the unimportant features.

Spatial attention mechanism can acquire a spatial feature map to enhance or
suppress features at different locations. For spatial attention, the features of different
channels are compressed into a same feature map by 1 × 1 convolution, then this
feature map is fed into a 3× 3 convolution to adjust the weights. Batch normalization
and sigmoid function are used to limit the features. Finally, this feature map is
multiplied by the features of each channel. In every scale, we add these two attention
mechanisms to merged features.

Fig. 3 The architecture of attention module. The above shows the channel attention, the following
shows the spatial attention used in our model, and finally the features are added to merge the
information
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Fig. 4 The architecture of
boundary augment module

3.3 Boundary Augment Module

To improve the segmentation ability of lesion area, we design the boundary augment
module on our network. As shown in Fig. 1, the features of decoder are fed into
boundary augment module to generate more accurate results. The architecture of
this module is illustrated in Fig. 4. The features are first fed to 1 × 1 convolu-
tion to squeeze features, and then the Sobel operator is used to extract the edge of
extracted features. Sobel operator uses a 3× 3 filter to obtain a gradient image in the
horizontal and vertical directions, and is robust to noise. Finally, the boundary infor-
mation is added to the original features. By undertaking this boundary augment, our
network can establish the relationship between region and boundary, thus improving
the segmentation accuracy.

4 Experiments

In this section, we first describe some details of our experiment. Then, to assess the
performance of our proposed DABU-Net, we test it on the TCGA Brain MRI, LiTS
2017, and ISIC 2018 datasets, and compare our DABU-Net with U-Net, Attention U-
Net, R2U-Net, CE-Net, BCDU-Net (D= 3), andMultiResU-Net, they are published
methods based on U-Net for medical image segmentation in the past three years,
except U-Net. Finally, we do some ablation experiments to prove the effectiveness
of the DCblock, attention module, and boundary augment module.

4.1 Configuration and Evaluation Metrics

During the training stage,we employAdamoptimizerwith the learning rate of 1e-4 to
train the networks, and batch size is set to 8. In addition, we reduce learning rate when
the accuracy is not reduced for 10 epochs. The binary cross-entropy loss function
was used for all networks. The framework used is Keras, which are implemented on
the NVIDIA GeForce GTX 1080Ti platforms.
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4.2 Results on Brain MRI Dataset

To assess the performance of DBAU-Net, we conducted experiments on Brain MRI
images [22]. This dataset corresponds to 110patients included inTheCancerGenome
Atlas lower-grade glioma. The corresponding ground truths are annotated manually
by a researcher by drawing an outline on each slice.We totally obtained 2,440 images
from these images, and 70, 10, and 20% of these images are used for training data,
validation data, and test data, respectively.

Table 1 shows the quantitative results of Brain MRI dataset. Compared with those
methods, our network achieved a large improvement. From Table 1, it can be seen
that the F1-score obtained by DABU-Net is 90.05%, which is 2.03% higher than the
MultiResU-Net. The promising results indicate the effectiveness of our method. For
the result of BCDU-Net, notice that it takes many times as long as we do for the
same experiment.

Some segmentation images of brain lesion area are shown in Fig. 5. The first
column in figure is the input images of the brain, the second column is the ground
truth masks, and the rest columns are segmentation results of our model and other

Table 1 Results of the proposed network and other advancedmethods on TCGABrainMRI dataset

Methods Year F1-score Sensitivity Specificity Accuracy JS AUC

U-Net [2] 2015 0.8574 0.8303 0.9965 0.9913 0.7504 0.9134

Attention U-Net [7] 2018 0.8445 0.8317 0.9955 0.9904 0.7308 0.9136

CE-Net [5] 2019 0.8274 0.8079 0.9953 0.9894 0.7056 0.9016

BCDU-Net (D = 3) [8] 2019 0.8774 0.9965 0.8655 0.9924 0.7815 0.9310

MultiResU-Net [3] 2020 0.8847 0.8631 0.9971 0.9929 0.7933 0.9301

DABU-Net (Ours) – 0.9005 0.9004 0.9968 0.9937 0.8191 0.9486

The best results are highlighted with bold face

Fig. 5 Segmentation results of MultiResU-Net, BCDU-Net and our DABU-Net on Brain MRI
dataset
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competitive models. As can be seen, the segmentation boundary of our models is
better than other models.

4.3 Results on LiTS 2017

For further comparison, we use the public Liver Tumor Segmentation (LiTS) 2017
dataset to evaluate the proposed DABU-Net. This dataset contains 131 CT scans,
each of which has the same size in-plane resolution but a different number of axial
slices. The LiTS 2017 dataset contains the ground truth of the liver and the tumor,
but we just use the liver data to evaluate the proposed DABU-Net. To do that, we
first extract 10 2D-slices from each 3D scan, and the corresponding annotations are
processed in the same way, thus we obtained 1310 2D slices of the data.

Figure 6 shows some segmentation outputs of the DABU-Net for liver segmenta-
tion, which indicates that our proposed network could successfully extract the liver
from an image. As shown in Table 2, our method reached up to F1-score of 0.941
and AUC of 0.954, and performed better than other methods.

Fig. 6 Segmentation results of BCDU-Net, MultiResU-Net, and our DABU-Net on LiTS 2017
dataset

Table 2 Results of the proposed network and other advanced methods on LITS 2017 dataset

Methods Year F1-score Sensitivity Specificity Accuracy JS AUC

U-Net [2] 2015 0.9152 0.9010 0.9938 0.9860 0.8437 0.9474

Attention U-Net [7] 2018 0.9181 0.9142 0.9929 0.9864 0.8487 0.9536

R2U-Net [19] 2018 0.9125 0.8870 0.9948 0.9858 0.8390 0.9409

CE-Net [5] 2019 0.9131 0.9062 0.9928 0.9856 0.8401 0.9495

BCDU-Net (D = 3) [8] 2019 0.9279 0.9184 0.9968 0.9902 0.8655 0.9445

MultiResU-Net [3] 2020 0.9109 0.8652 0.9968 0.9859 0.8364 0.9310

DABU-Net (Ours) – 0.9411 0.9103 0.9977 0.9905 0.8887 0.9540

The best results are highlighted with bold face
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4.4 Results on ISIC 2018

The ISIC 2018 is a dataset for skin lesion segmentation. Its training data includes
2,594 images of skin lesions and corresponding annotations. We use 70% of the data
as training images, 10% of the data as validation images, and the remaining data as
test set. Each image is resized to 256 × 256 in our experiments.

Figure 7 shows the results of these networks on ISIC 2018 dataset, and the quanti-
tative results are shown in Table 3. Compared to thosemethods, our network achieved
a large improvement, especially in F1-Score and Accuracy. From Table 3, it can be
seen thatDBAU-Net achieves 89.6% in F1-score and 81.3% in JS,which outperforms
the BCDU-Net by 4.5% in terms of F1-score and 1.3% in JS. The best result achieved
by MultiResU-Net was JS = 77.7%. Compared with this result, our network made
a great progress.

Fig. 7 Segmentation results of BCDU-Net, MultiResU-Net, and our DABU-Net on ISIC 2018
dataset

Table 3 Results of the proposed network and other advanced methods on ISIC 2018 dataset

Methods Year F1-score Sensitivity Specificity Accuracy JS

U-Net [2] 2015 0.647 0.708 0.964 0.890 0.594

Attention U-Net [7] 2018 0.665 0.717 0.967 0.897 0.566

R2U-Net [19] 2018 0.679 0.792 0.928 0.880 0.581

CE-Net [5] 2019 0.852 0.786 0.930 0.935 0.743

BCDU-Net (D = 3) [8] 2019 0.851 0.785 0.982 0.937 0.683

MultiResU-Net [3] 2020 0.874 0.812 0.986 0.945 0.777

DABU-Net(Ours) – 0.896 0.857 0.982 0.953 0.812

The best results are highlighted with bold face
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Table 4 Segmentation
results by ablation study of
our methods on the ISIC 2017
dataset

Model F1-score Jaccard score

U-Net 0.647 0.594

U-Net + ASPP 0.872 0.773

U-Net + DC block 0.887 0.798

U-Net + attention module 0.873 0.775

U-Net + boundary augment 0.861 0.757

All 0.896 0.812

4.5 Ablation Study

To further evaluate the effectiveness of the proposed DCblock, boundary augment
module, and attentionmodule, we conducted the ablation studies using the ISIC 2018
dataset as example. We use U-Net as the baseline model, and add these modules to
compare with baseline model.

In the original U-Net, low-level features contain higher resolution information,
such as texture and color, while high-level features contain more structural semantic
information. This simply concatenate between low-level features and high-level
features expressed by images will lead to a semantic gap. In our DABU-Net, we
use attention module to combine these features. In addition, we employ the dilated
convolution to enhance the encoder blocks, aiming at enhancing the learning capa-
bility.We then tested the baseline, U-Net with DC block, attention module, boundary
augment module, and ASPP respectively. The ablation results are shown in Table 4.
It shows a better segmentation result of the proposed module than the original U-Net.

5 Conclusion

In this paper, we proposed a novel network for medical image segmentation, called
DABU-Net. The DABU-Net takes advantage of the U-Net, the dilated convolution,
and the attention mechanism. Firstly, we design the DCblocks with dilated convo-
lution, and ASPP is used in our model, which makes DABU-Net can extract richer
contextual information. Secondly, the spatial and channel attention are added to fill
the semantic gap. Finally, we design a boundary augment module to enhance the
relationship between segmentation region and boundary. The DABU-Net perfor-
mances better when compared with other competitive methods on all three datasets.
Moreover, we validate the effectiveness of proposed DCblock, attention module and
boundary augmentmodule, whichmakes inserting thesemodules into other networks
as possible.
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Building Boundary Vectorization
from Satellite Images Using Generative
Adversarial Networks

Kunyue Yan , Yingxiao Xu , and Hao Chen

Abstract Building contours extracted by deep learning often have irregular bound-
aries, which need further regularization to get results more consistent with the actual
building boundaries. In this paper, a regularizationmodel of building boundary based
on Generative Adversarial Networks is proposed. The irregular building contour
generated by neural network is used as input, and the channel and spatial atten-
tion module are introduced to better learn the global information of the image. DP
algorithm is used to refine the boundary of the learned building contour. The main
direction of the building is get by finding theminimumcircumscribed rectangle of the
boundary. The boundary lines are adjusted in groups to get the orthogonal polygons.
The experiment proved that compared with the extraction results of the R2U-Net, the
method proposed in this paper can get more accurate and closer to actual building
contours.

Keywords Building boundaries regularization · Satellite image · Generative
adversarial networks

1 Introduction

With the rapid development of society, diverse and accurate geographic information
plays an increasingly important role in urban construction and engineering appli-
cation. As an important source of ground surface feature, high-resolution remote
sensing image has rich spectral and texture information. Building is one of the impor-
tant ground features, and it is of great significance to extract rapidly updated buildings
from remote sensing images. Accurate building contour information has important
applications in cartography, urban planning and so on. So far, there have been a great
many of researches on building extraction from remote sensing images. However,
those building contours extracted directly from remote sensing images are often
irregular, which need to be processed later to get the vectorized boundary.
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The methods of building extraction from remote sensing images are usually
divided into traditional manual extractionmethods and deep learning basedmethods.
Traditional building extraction methods usually use the spectral features, texture
features, morphological features of remote sensing image, or use some local features
of remote sensing image buildings, such as corners, to match and extract. With the
development of deep learning technology in recent years, building extraction from
remote sensing image using deep learning methods has been a lot of research. Neural
network can be used for pixel level segmentation or semantic level segmentation.
The commonly used neural networks for image segmentation include CNN, U-Net,
FCN, etc.

According to the analysis of the research status, this paper intends to use the
deep learning network R2U-Net to extract the initial building mask from the remote
sensing image, and then use the Generative Adversarial Networks [1] with the atten-
tion mechanism to generate a more regular building mask. By regularizing the direc-
tion of the building boundary, the vectorized boundary is obtained. The method in
this paper can get more accurate and closer to actual building contours on the public
data set INRIA.

2 Related Works

Building boundary vectorization can be divided into four methods: division based
method, refinement based method, corner and line detection based method, and
machine learning based method.

The method based on division usually classifies the satellite image initially
according to the object to be extracted, and eliminates the interference caused by
some useless information. After the initial classification, according to the spatial
information and geometric characteristics of the building itself, the corresponding
segmentation is carried out by using a specific appropriate algorithm. Sun et al. [2]
first used the SVMalgorithm to segment the image, and the building and non-building
areas are obtained. After getting the masks of the building, the α-extended algorithm
and the energy function are constructed to segment and classify the building edge
line. The advantage of this method is that the contour obtained by a series of opera-
tions is fine, and the visual effect is better. But the initial feature needs to be selected
manually, and the operation is complex and the efficiency is not very high.

The refinement based method usually obtains the initial boundary points of build-
ings, and then adjusts the boundary points through a series of operations to obtain
more regular building boundaries [3]. Douglas-Peucker algorithm [4] is a classical
algorithm to remove redundant points. It has a good effect on the irregular boundary
with serration. Zhao et al. [5] extract buildings from remote sensing images with
Mask R-CNN, and then use Douglas-Peucker algorithm for initial refinement of
boundary points. They select three points and the distance between them to build
the model. By adjusting the position of the middle point, the sum of distances is
calculated to find the optimal position of the second point, and then iterate in order to



Building Boundary Vectorization from Satellite Images … 673

get all points adjusted. Hong et al. [6] group LiDAR point cloud boundary data and
then used Douglas-Peucker algorithm to remove the redundant points, screened the
key points by judging the rationality of the boundary points, and finally adjusted the
edge line by determining the main direction line of the building. The method based
on refinement can get more regular building contour, but it needs more complete and
high-quality building extraction results to have better performance.

Through corner detection of the extracted building mask, the key corners of the
building contour can be obtained, and the regular building contour can be obtained
by connecting the adjacent corners in a certain order [7]. JieXi et al. [8] compared
the effect of corner extraction of buildings using Harris operator and Susan operator.
Experimental analysis shows that Harris operator has better performance in corner
detection. The method based on corner and line detection can obtain the building
contour with geometric structure, but this methodmay be interfered by noise, shadow
and other factors in the image, and cannot obtain the ideal results.

Themethod based onmachine learning saves the tedious process ofmanual feature
acquisition, and can learn all aspects of feature information [9, 10]. Inspired by Zorzi
et al. [11, 12], this paper uses the GAN and combines line detection for refinement
to get vectorized building boundaries.

3 Methods

The basic method is to use R2U-Net to generate the initial irregular building mask,
then regularize the mask by GAN with attention module, and finally generate the
vectorized boundary by extracting the edge line and regularizing the boundary
direction.

3.1 GAN with Attention Module for Regularization

Model Structure. The model structure mainly includes generator G and discrimi-
nator D. the generator includes encoder-decoder structure, encoder E and decoder
M. The building mask to be regularized and the corresponding image are used as
the input of the generator to generate the regularized mask. Also, the ground truth
mask is input into the encoder-decoder for reconstruction. The two are respectively
input into the discriminator to determine whether the output is zero or one, so as to
determine whether it is the reconstruction of the ground truth or the image generated
by the decoder. The main structure is shown in Fig. 1.

The structure of the generator is a basic auto-encoder structure. It is showed in
Fig. 2. The encoder consists of a series of 3 × 3 convolution layer and the subse-
quent batch norm layer, max pool layer and ReLU layer as the activation function.
After the convolution layer, the convolution block attention module (CBAM) [13] is
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Fig. 1 The structure of regularization model

Fig. 2 The structure of the
generator

added, which combines spatial attention and channel attention mechanism, so that
the network can better learn the global content of the image.

The channel attention module takes the input feature map is processed by max
pooling and average pooling and then by MLP. The MLP output features are added
based on element wise, and then activated by sigmoid to generate the final channel
attention feature map. The output characteristic graph of channel attention module
is taken as the input characteristic graph of this module. It passes max pooling and
global average pooling based on channel, and then does the concatenation of the two
results based on channel. After a convolution operation, the dimension is reduced to
one channel. Then the spatial attention feature is generated by sigmoid. Finally, the
feature and the input feature of the module are multiplied to get the final feature.

The decoder consists of a series of residual layers, 3 × 3 convolution layer,
batchnorm layer and 2 × 2 upsampling layer.
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The discriminator has the same convolution block as encoder and decoder, but it
has more max pool layer and has a sigmoid layer.

Loss Function. lg is a conventional discriminative loss function of GAN. Its purpose
is to update the parameters of generator G to make the mask generated by the model
as close as possible to the real mask, and let discriminator D consider the regularized
mask as a ground truth mask. The definition of binary cross entropy loss function is
adopted, as shown in Eq. (1):

lg = bce_loss(D(G(a, b), real) (1)

where a presents the input image and b presents the input irregular mask.
In the training process, LD, the loss function of discriminator D is also defined by

the binary cross entropy loss function. The purpose of this is to update the parameters
of discriminator to enable the discriminator to correctly distinguish the generated
mask and the real mask. Its definition is shown in Eq. (2):

ld = bce_loss(D(c), real) + bce_loss(D(G(a, b), f ake) (2)

where c is the reconstructed ground truth mask.
The binary cross entropy loss is used to calculate the loss of the generated mask

and input mask, which makes generated mask close to the input mask. The loss of
the reconstructed ideal mask and the input ideal mask is also calculated:

la = −
N∑

i

ai · log G(a, b)i (3)

lc = −
N∑

i

ci · log G(c)i (4)

In order to make the generated regularized mask close to the input mask, the
normalized cut loss and Potts loss [14, 15] is introduced:

ln =
∑

k

SkT Ŵ
(
1− Sk

)

1T Ŵ Sk
(5)

l p =
∑

k

SkTW
(
1− Sk

)
(6)

where k is the label numbers and S is binary indicator vector. W is a matrix of
discontinuity costs or affinity matrix.

The total loss function can be described as follows:

l = αld + βla + γ lc + δln + εl p (7)
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3.2 Boundary Direction Regularization

After getting the regularized mask, further optimization is carried out to obtain the
vectorized boundary. After extracting the boundary point of the mask, the DP algo-
rithm is used to remove the redundant boundary points to get the initial polygon. Then
the main direction of the building is determined by finding the minimum circum-
scribed rectangle of the boundary point.According to themain direction, the direction
of each side of polygon is adjusted to right angle polygon, which is more in line with
the geometric characteristics of the actual building.

The specific adjustment methods are as follows:

(1) Select a boundary point as the initial point, and judge the angle between the
vector composed of it and the next point and the main direction vector.

(2) If the included angle is less than the set threshold (45°), it is considered that
the edge is parallel to the main direction, and the position of the next point is
changed to make the edge conform to the parallel condition.

(3) If the included angle is greater than the set threshold (45°), it is considered that
the edge is perpendicular to the main direction, and the position of the next
point is changed to make the edge conform to the vertical condition.

(4) Iterate in sequence until each point is traversed.

4 Experiment Results

4.1 Dataset

The images from the public dataset INRIA are used, which contains 180 remote
sensing images of multiple buildings. The size of each image is 5000 × 5000. In
order to make the model training pay more attention to the details of the building,
each image is cropped into 25 pieces of 512 × 512 images for training. Choose
three-fourths of them for training and the rest for testing.

4.2 Results

It can be seen from the figure that the building mask directly extracted by R2U-Net
has irregular boundaries, and there are many gaps, small pieces in the masks. The
extraction results are vulnerable to the interference of shadows. After boundary
vectorization, a complete and geometric structure of the building boundary is
obtained.

The results can also show that since the model has the attention model, compared
with the directly extracted mask, the optimized image can pay more attention to
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Fig. 3 a is the initial image, b is the ground truth mask, c is the segmentation mask and d is the
vectorized result

Table 1 The evaluation
scores of test area

Method IoU Precision Recall

R2U-Net 0.441 0.952 0.457

Ours 0.447 0.904 0.462

the global distribution, so that the original scattered buildings can have the overall
boundary after optimization.

Because the network learning and subsequent optimization are carried out on the
initial building extraction results, the effect of this method depends on the quality of
the initial extraction results. If the initial results are poor, it is likely that the ideal
effect will not be achieved (Fig. 3).

The specific evaluation scores are shown in the Table 1. It seems that ours IoU
and the Recall scores are slightly higher than R2U-Net results. The precision score
is lower than that of R2U-Net. Since the regularization process is carried on the basis
of the segmentation result, it is influenced by the results of the segmentation quality.

5 Conclusion

On the basis of building information extraction by deep learning, this paper proposes
an idea of building boundary vectorization. For the problems of jagged and irregular
boundary in building image extraction by deep learning, a regularization method
based on GAN is proposed. Then the redundant points of building contour are
removed by the DP algorithm to get the initial contour polygon, and the main direc-
tion is determined by selecting the minimum circumscribed rectangle. Thus, the
direction of polygon line is regularized, and the actual building boundary contour is
obtained. Through the experimental verification, the method introduced in this paper
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in the deep learning extraction of high-resolution remote sensing image makes the
extracted results more closer to the actual image of the building boundary.
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Research on Tomato Maturity Detection
Based on Machine Vision

Sen Lian , Linlin Li , Weibin Tan , and Lixin Tan

Abstract Maturity as one of the important criteria for identifying tomato quality,
at the same time, it is also the main basis for automated grading in industry. To
prevent data collection from being affected by other interference factors and improve
the standardization of tomato data collection, a parallel-angle single-sided tomato
image collection system is designed for the problem of different colors of tomatoes
and difficulty in manual grading. Under the HSV color theory, a custom threshold
segmentation method based on H component is proposed. This method determines
that 0–8° and 156°–180° are the best hue thresholds for pink tomato varieties in
the HSV color space. After the morphological calculation process, the ratio of the
binarized red pixels to the tomato outline pixels is used to calculate thematurity level,
which verifies that the tomato grades of different maturity quality can be effectively
distinguished.

Keywords Machine vision · Tomato grading · HSV color space · Maturity

1 Introduction

Tomatoes are not only rich in nutritional value, but also have a wide range of uses.
They can be used tomake a variety of processed products, such as tomato juice, peeled
tomatoes, etc., and are deeply loved by people. China is a big tomato producer in
the world. The quality inspection and grading of fruit and vegetable products have
always been a huge and complex task. Individual grading cannot maintain a constant
standard. It is inevitable that there will be detection errors, which will affect work
efficiency and grading accuracy. Surface color is an important basis for the grading
of external quality of tomatoes [1], but relying on manual tomato grading is very
cumbersome. Human eyes cannot accurately determine the diameter, color, shape,
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maturity, etc. The quality of the sorted fruits is uneven, which brings difficulties to
subsequent packaging, storage and transportation, processing and sales.

The technology of using hyperspectral, multispectral or infrared to analyze crop
images has been widely used, and while the effect is remarkable, there are also
problems such as high cost and difficult operation. Syahrir et al. [2], converted the
RGB chromaticity space into the lab chromaticity space, and after preprocessing the
image, the ripeness of the tomato was judged by the R-G chromatic aberration. Wan
et al. [3], segmented the color area in tomatoes with the maximum circle cutting
method, Input the vector mean value of chromaticity under RGB and HIS theory
into BP neural network for maturity research. Wang [4] transformed the tomato
image into the HIS color model for maturity grading, but it has limitations under
the influence of light. Huang [5] uses an improved canny edge detection algorithm
to improve the effect of light noise on the apple image and improve the effect of
contour extraction. Sun [6] transformed the remote sensing image in the visible light
band into the HSV color space, which enhanced the contrast of the target cloud
area. Yang [7] judges the maturity of citrus by analyzing the ratio of yellow and
green pixels. Dangdi [8] separated the HSV three-channel combined with the OTSU
segmentation algorithm to identify the shooting target surface. Hou [9] carried out
experiments on garlic buds with bilateral image recognition. Xia [10] uses K-means
clustering andOTSU to segment cotton under theHSV colormodel, and the accuracy
can reach 80%. Chen [11] uses machine vision to perform defect detection, size and
color grading of dragon fruit. This topic is based on machine vision and uses high-
definition cameras to collect double-sided data on tomatoes, and then use python
to process the synthesized image data to obtain the color, size, shape and surface
defects that determine the quality of the tomato at one time. This information is used
for tomato detection and classification, which has the advantages of fast speed, high
accuracy, and no loss of tomato quality.

Tomato color is an important basis for gradingmaturity. This topic usesHSV color
space theory andmachine vision algorithm to design a set of tomato image acquisition
platforms, researches the threshold of tomato maturity under the H component, the
color thresholds of different maturity tomatoes are studied experimentally, and the
maturity level of tomatoes is judged by the ratio of the color extracted from the
feature and the overall outline pixel after the binarization process.

2 Tomato Image Acquisition Platform

2.1 Build Image Acquisition Platform

Ensure that the image collection process is not affected by other interference factors.
In this project, a set of tomato data collection platforms is built to keep the external
factors consistent during data collection. This platform is in a closed dark box.
Considering the influence of light shadow and tomato surface reflection on the
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imaging quality, the matte board is selected as the base for carrying the tomato,
and the LED strip light source is selected to provide light to ensure the uniform
divergence of the light. In order to ensure the clarity and texture characteristics of
the collected data, an industrial camera was selected as the information collection
device, and the ring LED light source was selected to increase the image quality to
increase the exposure of the industrial camera. Since the tomato data is collected
from both sides, two industrial cameras are equipped. The data is processed by the
computer. The specific standards are as follows:

(1) The brightness of the light source in the data collection light room is kept
consistent;

(2) The setting of the exposure parameter value of the industrial lens LED ring
light source is consistent;

(3) When collecting, the tomato is placed in the calibration position of the informa-
tion collection platform to ensure that the distance between the data collected
every time is the same;

(4) Two sets of industrial cameras with ring light sources are installed at a fixed
location, the shooting distance is fixed, the shooting angle is fixed and parallel
to the collection object, and the camera shooting parameters are kept consistent.

(5) Choose a center position of the platform to shoot on both sides at an angle
parallel to the object to be collected, and fix the camera at a position of 20 cm
in the center.

The hardware structure diagram of the data acquisition platform designed by this
subject is shown in Fig. 1.

There are also separate links to the user guide, which can be referred to by the
user.

Fig. 1 Schematic diagram of data acquisition platform structure
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2.2 Camera Installation Location

The fruit grading of agricultural products has increasingly become one of the direc-
tions of machine vision applications. Through studying the literature of a large
number of scholars, it is found that most of the experimental subjects’ informa-
tion collection methods are taken from a bird’s-eye view angle. This angle data is
conducive to shape and automatic grading of dimensions. Considering that the full
picture of the collected subjects cannot be presented well, it is not conducive to the
color analysis in the later stage. Therefore, this subject chooses to take single-sided
shooting at an angle parallel to the collection object, and synthesize images on the
front and back of the same collection object. In order to prevent image distortion,
the synthesized picture adopts a 1:1 ratio without any scaling. After experiment and
comparative analysis, fix the camera at the center of 20 cm away from the centroid of
the object to be collected, so this distance is chosen to fix the position of the industrial
camera.

2.3 Image Acquisition Object

The research content of this topic is how to detect tomato maturity through machine
vision. Therefore, pink tomatoes in tomato species are selected as the information
collection object of this experiment, and white is selected as the background to
reduce the influence of reflection on the bottom plate. When the image is collected,
the tomato is placed in the calibration position of the information collection platform.
Part of the tomato collected images is shown in Fig. 2. By comparing Fig. 2a and b,
we can find that there are subtle differences between the two images. Figure 2a shows
that the tomato has a uniform color and a darker maturity. Picture 2b shows that part
of the tomato is greenish green. Therefore, determining the appropriate threshold is
very important for the later stage of computing maturity.

3 Color Model

3.1 RGB Color Space

RGB is a commonly used way of expressing color information. It is designed from
the principle of color luminescence. The tomato data collected in this topic is also
stored in RGB format I. This theoretical combination superimposes different primary
colors and transforms them into the required colors. It is amore commonly used color
format, and the standard value range is between 0 and 255. Its basic primary colors are
red, green, and blue. It is represented by points in the three-dimensional space. The
changes of the three primary colors can combine various colors, and the brightness
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Fig. 2 Original image of
tomato

(front) (back)
(a)

(front) (back)
(b)

will also affect their components. There are three pairs of complementary colors
in these colors, namely red and cyan, purple and green, yellow and blue, the value
range of the three primary colors is R: 0–255; G: 0–255; B: 0–255, the value can
be normalized to 0–1 after dividing by 255[12]. Since human vision has different
sensitivity to the three components of R, G, and B, if the degree of color similarity
is measured by Euclidean distance, the result will have a large error with vision [8].

3.2 HSV Color Space

HSV color theory proposes a color model of hexagonal cone, which is a model
for human eye color perception. In the HSV color space, the information content
is represented by three attributes Hue (H), the value range is: 0°–360°, the three
complementary colors are red 0° and yellow 60°, green 120° and cyan 180°, blue
240° and purple 300°. Saturation (S), the value range is 0 to 100%. Brightness (V),
the value range is 0% (black) to 100% (white) [12]. Hue is related to the wavelength
of themain light in themixed spectrum. Different wavelengths of light show different
colors and also reflect the difference in color tone [8]. Because HSV is more suitable
for capturing objects with brighter colors.
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3.3 Conversion Principle of RGB and HSV

The RGB color model is based on the three-dimensional coordinates established by
the Cartesian coordinate system. The r, g, and b channels are located on the three-
dimensional coordinate system, with red, green, and blue as the primary colors. The
central axis from the origin to the white vertex is the gray line rgb is equal. The HSV
color model converts the three-dimensional coordinate system of the RGB color
model into a cone-shaped subset, and the value of the vertex V of the cone subset is
1. It contains the three faces of R = 1, G = 1, and B = 1 in the RGB model. The
hue H is around the brightness V axis. Rotate 360° to form a circle, the saturation S
is the proportional value, and the value range is [0, 1]. The conversion relationship
is as follows:

V=max(rgb) (1)

S = (max(rgb) − min(rgb))/max(rgb) (2)

max = min, H = 0◦ (3)

If the maximum value is r and g more than the b:

H = 60◦ ∗ (g − b)/(max−min) + 0◦ (4)

If the maximum value is r and g Less than b:

H = 60◦ ∗ (g − b)/(max−min) + 360◦ (5)

If the maximum value is g:

H = 60◦ ∗ (b − r)/(max−min) + 120◦ (6)

If the maximum value is b:

H = 60◦ ∗ (r − g)/(max−min) + 240◦ (7)

3.4 Comparative Analysis of Color Components

Tomatoes are mainly bright red, and the surface of underripe or immature toma-
toes has turquoise. In order to better choose which color model is more helpful for
extracting the color of the tomato surface, this topic is based on the RGB color space,
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Fig. 3 Three-channel grayscale image of RGB color space

Fig. 4 Three-channel grayscale image of HSV color space

the three-channel R component, G component, B component compare the grayscale
images of tomato find that the difference is not big. Analyze the grayscale image of
tomato under the H component, S component and V component of the three channels
of HSV color space, the difference is obvious. Take Fig. 2(b front side) as the data,
Take the data as an example to observe the pixel change intensity of each channel.
The three-channel grayscale image of RGB color space is shown in Fig. 3, and the
three-channel grayscale image of HSV color space is shown in Fig. 4.

Comparing and analyzing Figs. 3 and 4, it can be seen that the tomato characteris-
tics based on the RGB color space have not changed significantly, and the brightness
of the R channel has a large change. Tomato feature changes based on HSV color
space are more obvious, especially the H tone channel, which can well show the
reflection and noise pollution when collecting tomato images. By comparing the
original image of Fig. 2(b front), it can be found that on both sides of the tomato
picture in Fig. 2(b front) there are fine vertical strips of turquoise, which contrast
with the red that occupies most of the tomatoes, which can be reflected in the reflec-
tive imaging.. It can be seen from the above experiments that the HSV color model
is more sensitive to changes in tomato surface color, and is more suitable for the
research of tomato maturity analysis in this subject.
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Fig. 5 1:1 composite picture

4 Judgment of Tomato Maturity Grad

4.1 Image Preprocessing

Cut the tomato images collected by the two cameras to a specified size of 2000×
2000 pixels, and combine the same tomato with a 1:1 ratio losslessly into a picture,
as shown in Fig. 5.

The goal of this subject is to recognize tomatoes and pay more attention to
the reduction of image impurities. Therefore, this subject uses Gaussian filtering
to process the image to lay the foundation for finding the best threshold.

4.2 Image Segmentation

In OpenCV, the value range of H is 0–180°, and both S and V are 0–255. According
to Table 1, the colors corresponding to the HSV component range can be known, as
shown in the following table:

It can also be seen from the hue channel histogram of tomato in the HSV color
space in Fig. 6 that the denser H channel components of the histogram are mainly
concentrated around 0° and 175°, and most of the rest are occupied by the white
background.
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Table 1 HSV color value comparison table

Black White Red1 Red2 Green Cyan Blue

hmin 0 0 0 156 35 78 100

hmax 180 180 10 180 77 99 124

smin 0 0 43
255
46
255

43 43 43

smax 255 30 255 255 255

vmin 0 221 46 46 46

vmax 46 255 255 255 255

Fig. 6 Tomato H channel color histogram

After the synthesized tomatoes of different maturity levels are processed by Gaus-
sian filtering, refer to the red hue component threshold range shown in Table 1, and
then combine the H-component histogram distribution range of the red tomato in
Fig. 6 to extract the color of the custom threshold and pass Morphological operation.
After a lot of experimental analysis, it is determined that the optimal threshold of
tomato under the HSV color model is (0–8, 60–255, 60–255) ∪ (156–180, 60–255,
60–255), and the core size is 5 corroded Expansion operation 6 times achieves the
best segmentation effect, which can effectively distinguish the mature and under-ripe
parts of tomato. The experimental result comparison chart is shown in Fig. 7.

4.3 Judgment of Tomato Maturity Grade

The calculation of tomato maturity is measured by the percentage of white pixels
w(i, j) in the tomato binarization map to the overall contour pixels s(i, j) of the tomato.
The calculation formula is:
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Fig. 7 Experimental results
comparison chart

(b) Binarization diagram of underripe tomatoes

(b) Underripe Tomato Mask Illustration

(a) Original image of ripe tomatoes  

(a) Ripe Tomato Binarization Diagram

(a) Ripe tomato mask illustration 

(b) Original image of underripe tomatoes
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Table 2 Tomato ripeness
grade standard

Proportion of red pixels Maturity level

S > 96% Premium

85% < S < 96% Level 1

75% < S < 85% Level 2

S < 75% Immature

S=
n∑

0

w(i, j)/s(i, j) ∗ 100% (8)

This subject has customized a set of tomato maturity grading standards, as shown
in Table 2.

In order to verify the accuracy of the model, this experiment picks 100 tomatoes
that are about to reach the growth cycle from the agricultural greenhouse as a sample
library, and randomly selects 20 tomatoes as the experimental data at an interval of
2 days. After the test is completed, 20 tomato samples are selected. Put it back into
the sample library, and continue to select randomly in the next cycle. The data for
manually judging tomato standards in each cycle is shown in Table 3.

Every cycle, 20 tomato samples are put into the model prepared in this topic and
verified by computer. The verification results are shown in Table 4.

Combining the results of the verification of the accuracy of tomato maturity in
Table 4, the judging of extra-grade and immature tomatoes is basically correct, and
the judging results of the first and second maturity tomatoes are not good. The main
source of error is the second level of tomato maturity and the first level of maturity.
The boundaries between the levels are not obvious. Taking into account the subtle
differences between computer calculation errors and manual judgments, this result
shows that the use of this model can replace manual analysis of tomato maturity.

Table 3 Tomato sample data table

Period (days) Immature Level 2 Level 1 Premium

First cycle 14 4 2 0

Second cycle 9 8 3 0

Third cycle 1 8 8 3

Fourth cycle 0 3 11 6

Table 4 Accuracy rate of
tomato maturity verification

Period (days) Accuracy (%) Source of error

First cycle 85.0 Immature 2pcs, Level 2 1pcs

Second cycle 90.0 Immature 1pcs, Level 2 1pcs

Third cycle 85.0 Level 2 2pcs, Level 1 1pcs

Fourth cycle 80.0 Premium 1pcs, Level 1 3pcs
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5 Conclusion

Machine vision has strong applicability for tomato maturity grading algorithm. The
tomato image acquisition platformdesigned in this subject can reduce the interference
of light reflection and shadow on tomato imaging quality and fully collect tomato
characteristics. Calculate the ratio of the pixels of the extracted color features to the
tomato contour pixels through the segmented tomato binary image. According to the
tomato maturity grade standard, it can replace the manual tomato maturity analysis.

However, because the computer is processing the HSV color model image of the
tomato, it is limited and the performance of the computer is slightly insufficient in
processing speed, the tomato needs to stay on the conveyor belt for 2–3 s to provide
sufficient time to calculate the data when collecting data. In addition, this experiment
did not consider the scenario where multiple targets are recognized at the same time,
therefore, has certain limitations, and the algorithm needs to be improved.
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Correlation Filter RGB-T Tracker
with Modality and Channel Reliability

Fei Zhang and Shiping Ma

Abstract RGB-T object tracking is developing rapidly in the past decade due to
the complementarity of visible (RGB) and thermal infrared (T) images. However,
many trackers usingmulti-modal information by simple feature concatenation,which
ignores both the modality and channel reliability. In this paper, we propose a corre-
lation filter-based RGB-T tracker to learn the reliability weights in terms of modality
and inter-channel. Specifically, the channel regularization collaborates with the
spatial regularization to jointly learn the filter and channel weights. Besides, we
design a novel objective function to optimize the modality reliability weight frame
by frame. Through the reliability evaluation, the useful information hidden in the
modalities and channels is fully exploited. We perform extensive experiments on the
RGB-T benchmark, i.e., GTOT, to verify the effectiveness of the proposed method.
Experimental results show that the proposed fusion strategy can improve tracking
performance.

Keywords RGB-T tracking · Correlation filter · Adaptive fusion · Channel
attention

1 Introduction

Visual object tracking is one of the fundamental tasks in computer vision and image
process. Generic object tracking performs tracking based on visible images.With the
development of sensor technology, tracking with both visible and infrared images
(RGB-T tracking) has received more and more attention.

Although visible images have rich color and texture information, tracking task
is difficult to function in the conditions of strong light or weak light. Fortunately,
infrared images are not sensitive to light illumination. Therefore, both visible and
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infrared images provide a new opportunity to advance tracking performance in chal-
lenging scenarios, such as illumination variation and thermal crossover. However,
how to effectively fuse different modalities is still an urgent issue to be solved.

Recently, some works focus on RGB-T fusion tracking. According to different
fusion methods, these methods can be categorized as image-level [1, 2], feature-
level [3], and decision-level [4, 5]. For comparison, Li et al. [4] extend some RGB
trackers (including correlation filter trackers and deep trackers) to RGB-T trackers
by directly feature concatenation. However, the fusion method only considers the
collaboration between visible and infrared modalities while neglects the discrepancy
of different modalities. Besides, most existing trackers ignore the use of feature
channel reliability, which can reflect the contribution of different channels.

To address the above problems, we propose a real-time correlation filter RGB-T
tracker via both modality and channel reliability evaluation, named MCCF. Specif-
ically, the channel regularization is integrated into the objective function to jointly
learning the filter and reliability of feature channel, which is aimed at full use of
the feature in the channel dimension. Furthermore, we propose an adaptive fusion
strategy to learn a reliability weight of each modality. The proposed MCCF can be
effectively optimized by the ADMM algorithm. Experiments on GTOT [6] bench-
mark demonstrate that MCCF can achieve promising tracking performance while
running at real-time speed.

The main contributions of this paper can be summarized as follows:

(1) We propose a joint spatial-channel regularization to fully mine the power of
feature in terms of channel.

(2) An additional objective function is designed to learn the reliability weight of
each modality.

(3) Extensive experiments on GTOT benchmark shows that the proposed tracker
has comparable performance against other state-of-the-art RGB and RGB-T
trackers.

2 The Proposed Method

In this section,wepropose a newcorrelationfilterRGB-T trackerwith reliability eval-
uation of both modalities and channels. Figure 1 shows the pipeline of the proposed
MCCF tracker.

2.1 BACF

The classic CF-based tracker BACF is selected as our baseline tracker. Given the
feature of the input image x ∈ RN×1×C , the desired filter w ∈ RN×1×C can be
obtained by the following function:
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Training

L

L
L

L

TIR Filter

Modality 
Reliability

Training Phase

Fig. 1 The tracking framework of the proposed tracker. In the training phase, a unified loss is
optimized to obtain both the RGB and TIR filters. And an additional objective function can be
directly solved to learn a reliability weight of each modality. In the detection phase, channel and
modality reliability weights are used for adaptive fusion based on decision-level (response-level)
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where P ∈ RM×N(M = N) is used to crop more true negative samples and T is the
transpose operation. The first term is the regression term for regressing the filter and
the second term is regularization term for avoiding over-fitting.

2.2 Channel-Spatial Regularized Correlation Filter

Overall Function. In order to fully exploit the feature from each channel, we propose
a novel adaptive channel-aware correlation filter tracking method. Based on BACF,
the overall function of the proposed method can be expressed as follows,
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where β = [β1,β2, · · · ,βC] ∈ RC denotes the importance weight of each channel
andβr ∈ RC stands for the reference channel weights. Thus, the filter and the channel
weight can be optimized jointly to learn a more robust model for tracking.

Optimization. Denoting the auxiliary variable uc = PTwc, the Fourier form of
Eq. (2) can be described as,
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where the superscript ˆ represents the Discrete Fourier Transform. Then, the
Augmented Lagrangian Method is applied to Eq. (3).

L(w, û, β) = 1
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where ⊗ denotes the Kronecker product and F represents the orthonormal matrix.
Here, Eq. (4) can be transformed into three subproblems to obtain their own closed-
form solutions.

Subproblem w.
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The solution of subproblem w can be acquired in the temporal domain,

w∗ = μu + ζ

μ + λ/N
(6)

Subproblem u.
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Equation (7) can be decomposed into N smaller problems,

û(n) = 1

2N

∥
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Taking the derivative of Eq. (8) and making the outcome zero, we can get

û(n) = Bx̂(n)ŷ(n) + μN ŵ(n) − N ζ̂ (n)

Bx̂(n)x̂(n)T B + μN ID
(9)

where B = diag(β). The Sherman-Morrison formula is used to decrease the
computational complexity of Eq. (9),
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where E = μN + x̂(n)T B2 x̂(n).
Subproblem β.
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For convenience, abbreviate X̂ û as M̂ .The solution of β can be directly obtained
by setting the derivative about β to zero:

β = M̂T ŷ + μNβr

M̂T M̂ + μN
(12)

Subproblem ζ̂ .

ζ̂ (i+1) = ζ̂ (i) + μ(û(n) − ŵ(n)) (13)

where μ is updated as μ(i+1) = min(μmax, δμ
(i)).

2.3 Adaptive Modality Fusion

Most of the existingCF-based trackers directly concatenate feature vectors of both the
visible and infrared modalities, without considering the reliability of each modality
in different tracking scenarios. Therefore, complementarity between two modalities
is not fully mined. To address this dilemma, we propose to learn the reliability of
each modality using a unified loss function:
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where α = [αv, αi ] represents the reliability vector and αr is the reference vector. σ
is the regularization parameter, which can control the change degree of the vector α.
The closed-form solution in the Fourier domain of Eq. (14) is expressed as follows:

α = M̂T
α ŷ + μNαr

M̂T
α M̂ + μN

(15)
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where M̂α = [M̂v, M̂i ] and Mn =
C∑

c=1
βc
n P

T xcn ∗ wc
n, n ∈ [v, i].

2.4 Object Localization

Thefinal responsemapused for localization is acquired byweighted sum the response
map of each modality, which can be expressed as follows:

R̂ = αv

C
∑

c=1

βc
v x̂

c
v ∗ ûcv + αi

C
∑

c=1

βc
i x̂

c
i ∗ ûci (16)

where v and i represent the visible modality and infrared modality, respectively.

3 Experiments

3.1 Setups

To verify the effectiveness of the proposed tracker, we perform extensive experiments
on GTOT [6] benchmarks. The GTOT benchmarks contains 50 pairs of visible and
infrared images aligned in space and time, including 7 attributes. We only use the 31-
channel Hog features for feature representation. The learning rate is set to 0.013. The
channel and modality regularization parameters are empirically chosen to 0.05 and
0.09, respectively. The referenceweightsαr andβr are initialized asαr = [1, 1][1, 1]
and βr = [1, · · · , 1], respectively. Experiments are performed on a PC, equipped
with an Intel i7-8700 K CPU (3.7 GHz) and a single RTX2080Ti GPU. The area
under the curve (AUC) and distance precision (DP) in one-pass evaluation (OPE) [7]
are adopted for ranking all trackers.

3.2 Quantitative Evaluation

We compare the proposed tracker with 7 state-of-the-art trackers, including RGB
trackers, i.e., SiameseFC [8], ECO [9], KCF [10], and RGB-T fusion trackers, i.e.,
BACF + RGBT [11], SiamDW + RGBT [12], STC [13], RT-MDNet + RGBT [14].

Overall Performance. Figure 2 shows both success and plots of all trackers. Overall,
the proposed tracker achieves almost the best performance. In terms of AUC, our
tracker occupies the best result with a score of 0.699. Although the RT-MDNet +
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Fig. 2 Success and precision plots of the proposed tracker and other state-of-the-art trackers on
GTOT benchmark. AUC and DP scores of each tracker are reported in the legend

RGBT [14] tracker has the best DP score, the tracking speed is slower than our tracker
(26 FPS vs 10FPS).

Attribute Analysis. The GTOT contains 7 attributes, i.e., occlusion (OCC), large
scale variation (LSV), fast motion (FM), low illumination (LI), thermal crossover
(TC), small object (SO), deformation (DEF). Figure 3 provides success plots of the
proposed tracker and other trackers in various tracking scenarios. Our tracker MCCF
outperforms other method in most tracking challenges, especially in fast motion, low
illumination and thermal crossover. The results are attributed to the evaluation of the
reliability of both visible and infrared modalities in different tracking scenarios and
the full use of feature in the channel dimension.

3.3 Qualitative Evaluation

We select three representative RGB-T videos from GTOT benchmark to provide
visualized comparison, as shown in Fig. 4. In sequence BlackSwan1, the visible
modality is more reliable than the infrared modality as the infrared image has the
attribute of thermal crossover. Contrary to sequence BlackSwan1, the tracking task
is easy to success using the infrared modality the infrared image is not sensitive to
light illumination. In sequence Tunnel, the visible and infrared modalities have good
complementarity with each other. The visible modality has the color characteristics
of both the target and similar target while the infrared modality can capture the target
in poor illumination. It can be proved that MCCF can achieve robust tracking in
different reliability conditions, which is attributed to the adaptive fusion strategy and
the channel reliability.
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Fig. 3 Attribute evaluation on GTOT benchmark. Clearly, AUC score of the proposed method
ranks first in the most attributes
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Fig. 4 Visualization of tracking results of the proposedMCCF and 4 other state-of-the-art trackers.
From top to bottom: BlackSwan1, GarageHover, Tunnel from the GTOT benchmark, respectively
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Table 1 Ablation analysis on
GTOT benchmark

AUC DP

Baseline 0.673 0.698

Baseline + CRL 0.685 0.756

Baseline + AMF 0.690 0.768

Ours 0.699 0.782

3.4 Ablation Study

To demonstrate the effectiveness of each component, i.e., channel reliability learning
(CRL) and adaptivemodality fusion (AMF), we develop four RGB-T fusion trackers,
i.e., (1) ‘Baseline’ denotes the BACF tracker using response-level fusion; (2) ‘Base-
line+CRL’ represents ‘Baseline’ tracker equipped with channel reliability learning;
(3)’Baseline + AMF’ stands for ‘Baseline’ with adding adaptive modality fusion;
(4) ‘Ours’ is the final trackers that combines the ‘Baseline’ with both channel relia-
bility learning and adaptive modality fusion. From Table 1, we can see both CRL and
AMF modules can effectively improve tracking performance. Besides, compared to
‘Baseline’, our tracker improvesAUC andDP scores by 2.6% and 8.4%, respectively.

4 Conclusion

We propose a novel correlation filter framework based on decision-level fusion for
RGB-T tracking, which can adjust reliability weights of both visible and infrared
modalities and unlock the potential power of inter-channel. Specifically, we propose
a single objective function to alternately optimize the filter and channel reliability
weight. Furthermore, a novel loss is designed for reliability evaluation of each
modality. With the reliability evaluation of both channel and modality dimension,
the proposed tracker has achieved promising performance on the GTOT benchmark.
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Local Binary Complement Pattern
for Color-Inversion Invariant Texture
Classification

Yuqian Wu and Tiecheng Song

Abstract Existing Local Binary Pattern (LBP) methods cannot well handle the
color-inversion changes. To address this problem,we propose a novel color descriptor
calledLocalBinaryComplement Pattern (LBCP) for color-inversion invariant texture
classification. The proposed LBCP consists of three local operators, i.e., LBCP_S,
LBCP_C and LBCP_O, all of which use the complement information to achieve
the color-inversion invariance. Specifically, LBCP_S encodes the sign information
of local neighboring differences in each channel. LBCP_C and LBCP_O encode
the binary color values and the ordering information of central pixels, respectively,
across color channels.After encoding the imageusing these three operators,weobtain
multiple histograms and concatenate them as the LBCP descriptor. Experiments on
several color texture databases demonstrate the effectiveness of LBCP for texture
classification under color-inversion changes.

Keywords LBP · Color · Features · Texture · Classification

1 Introduction

Texture is an important visual feature which is widely studied in the fields of image
processing and computer vision. The extraction of texture features has been a hot
topic in texture classification, scene recognition and so on [1–4]. For texture classi-
fication, it is a challenging task to extract texture features which are discriminative
to distinguish images of distinct classes and meanwhile invariant to various image
variations [5, 6] in rotation, illumination, scaling, etc.

Local Binary Pattern (LBP), originally proposed by Ojala et al. [1], is one of the
well-known texture descriptors. LBP compares each pixel with its neighbors and
encodes the resulting binary strings into integers to build a histogram as the image
descriptor. Because LBP is robust to illumination changes and has low computational
complexity, a large number of LBP variants have been developed in the past few
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years. For example, Complete LBP (CLBP) [7] jointly encodes three complemen-
tary components to improve the classification performance. Local Ternary Pattern
(LTP) [8] extends LBP to three-valued quantization to improve the noise robust-
ness. Non-Redundant LBP (NRLBP) [9] takes the minimum of one LBP code and
its complement to achieve invariance to foreground and background changes. In
the literature, there are some LBP variants developed to handle color images. For
example, multichannel adder-based and decoder-based LBPs (maLBP and mdLBP)
[10] extract cross-channel features to describe color images. In Ref. [11], LBP for
color images (LBPC) uses a plane in 3D color space to threshold color pixels into
two categories and encodes the resulting binary patterns to form histogram features.
In Ref. [12], Spatially Weighted Order Binary Pattern (SWOBP) combines color
orders and local color differences to encode cross-channel color pixels. In Ref. [13],
Quaternionic Local Ranking Binary Pattern (QLRBP) extracts cross-channel color
features in the quaternionic domain.

Despite the above progress, none of the above descriptors addresses the color-
inversion problem for color image description. As shown in Fig. 1, the extraction of
color-inversion invariant features is crucial to successfully classify, retrieve andmatch
these color images.Note thatNRLBPwas designed to address the grayscale inversion
of gray images, not for color images. If we directly concatenate the NRLBP features
fromeach color channel, the classification performance, as shown in our experiments,
is unsatisfactorybecause the color correlation information is not sufficiently captured.

In this paper, we propose a novel Local Binary Complement Pattern (LBCP)
descriptor to address the color-inversion problem. Our idea is to encode local spatial
information and cross-channel color features and make use of the complement
codes to achieve color-inversion invariance. Specifically, we propose three local
operators, i.e., LBCP_S (Signs of local differences), LBCP_C (Central pixels), and
LBCP_O (color Orderings among channels), which form multiple histograms to

Fig. 1 Top: original images. Bottom: the corresponding images with color-inversion changes
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capture discriminative color features. Experiments for color texture classification
show that LBCP significantly outperforms other descriptors under color-inversion
changes.

2 Review of LBP

The basic LBP operator [1] for a given central pixel is defined as follows

LBPr,P =
P−1∑

p=0

s(gr,p − gc)2
p (1)

where gc and gr,p (p = 0, 1,…, P − 1) are the gray values of the central pixel and the
p-th neighboring pixel, respectively (there are P pixels evenly distributed on a circle
of radius r). The sign function s(x) is defined as

s(x) =
{
1, x ≥ 0
0, x < 0

(2)

Other LBP encoding schemes include uniform LBP
(
LBPu2

r,P

)
and rotation

invariant uniformLBP
(
LBPriu2

r,P

)
[1]. For LBPu2

r,P , a uniformitymeasureU is defined
as the number of spatial transitions (0/1 changes) in a binary string, i.e.,

U (LBPr,P) = |s(gr,P−1 − gc) − s(gr,0 − gc)|

+
P−1∑

p=1

|s(gr,p − gc) − s(gr,p−1 − gc)| (3)

In Ref. [1], Ojala et al. defined patterns with a U value of less than or equal to 2
as uniform patterns, and others as non-uniform patterns. Hence, there are P(P − 1)
+ 3 LBPu2

r,P codes.
For rotation invariant image description, the LBPriu2

r,P operator is defined as:

LBPriu2
r,P =

⎧
⎨

⎩

P−1∑
p=0

s(gr,p − gc), U (LBPr,P) ≤ 2

P + 1, otherwise

(4)

Hence, there are P + 2 LBPriu2
r,P codes in total.

Generally speaking, under linear color-inversion changes, the LBP codes defined
in (1) for each color channel will be changed to their complements (i.e., the bits 1 and
0 in a binary string will be exchanged). Based on this, NRLBP [9] takes theminimum
of each LBP code and its complement to obtain invariance. In this paper, we explore



706 Y. Wu and T. Song

the complement operation to hand color images and construct a discriminative color
descriptor LBCP while achieving the robustness to color-inversion changes. To our
knowledge, we are the first to extract color-inversion invariant image features.

3 Proposed Color Descriptor

Figure 2 shows the flowchart of constructing the LBCP descriptor from anRGB color
image. LBCP contains three local operators: LBCP_S (Signs of local differences for
each color channel), LBCP_C (Central pixels across color channels), and LBCP_O
(color Orderings across color channels). Among them, LBCP_S forms three code
maps and each of the other two operators forms one code map. Thus, we obtain five
histograms which are concatenated as the final LBCP descriptor.

3.1 LBCP_S Operator

Under linear color-inversion changes, the LBP codes defined in (1) for each color
channel will be changed to their complements. Following NRLBP [9], we compute
LBP codes on each channel separately and compare their complements to achieve
color-inversion invariance. The resulting histograms are low-dimensional and capture
local spatial relationships. Note that when the color inversion occurs, non-uniform
patterns remain non-uniform (for both “u2” and “riu2”). Hence, we encode all non-
uniform patterns into a unique code.

Formally, the code of LBCP_Su2r,P_X (X refers to R, G or B) is defined as

Fig. 2 Flowchart of constructing the LBCP descriptor (© denotes the complement operation)
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LBCP_Su2r,P_X =
{
min{LBPu2

r,P , P(P − 1) + 1 − LBPu2
r,p}, U

(
LBPr,P

) ≤ 2
(P(P − 1) + 2)/2, otherwise

(5)

The code of LBCP_Sriu2r,P _X is defined as

LBCP_Sriu2r,P _X =
{
min{LBPriu2

r,P , P − LBPriu2
r,p }, U(

LBPr,P
) ≤ 2

P/2 + 1, otherwise
(6)

Based on Eqs. (5) [or (6)], we can build a histogram of LBCP_Su2r,P_X (or
LBCP_Sriu2r,P _X ) codes and then concatenate all histograms from RGB channels as
the LBCP_S descriptor. For (5) and (6), the dimensions of corresponding descriptors
are ((P(P − 1) + 2)/2 + 1) × 3 and (P/2 + 2) × 3, respectively.

3.2 LBCP_C Operator

The central pixels contain useful information for image description. In CLBP [7],
each central pixel is binarized to capture the local and global contrast relationships
of the image. Mathematically, CLBP_C (Central pixels) is defined as

CLBP_C = s(gc, cI ) (7)

where cI is the mean gray value of all pixels in image I, and s(x) is defined in (2).
For the proposedLBCP_Coperator,we extendCLBP_C to dealwith color images.

Specifically, we jointly encode the values of CLBP_C for all RGB channels (a total of
23 = 8 possible values) and based on the corresponding complement code compute
the final encoding value. Given a central pixel, the LBCP_C code is obtained through

LBCP_C = min
(
C joint , 7 − C joint

)
(8)

where Cjoint = 0,…,7 denotes the joint encoding of CLBP_C for all RGB channels,
i.e.,

C joint = CLBP_C_R + CLBP_C_G × 2 + CLBP_C_B × 4 (9)

Accordingly, we can construct a LBCP_C histogram whose dimension is 4.
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Table 1 The LBCP_O codes
of central pixels in RGB
images

O(g_C) Code O(g_C) Code

1, 2, 3 0 3, 2, 1 0

1, 3, 2 1 3, 1, 2 1

2, 1, 3 2 2, 3, 1 2

3.3 LBCP_O Operator

The above two operators are based on binary comparisons (reflecting partial ordering
relationships)which cannot capture the full ordering relationships [12, 14].To capture
such relationships among the RGB channels and meanwhile preserve invariance to
color inversion, we propose an additional LBCP_O (color Ordering) operator.

Given a central pixel, the RGB values are given as

g_C = (g_R, g_G, g_B) (10)

We assign an encoding value to this central pixel according to Table 1. In this
table, O(g_C) describes the ordering of the elements in g_C in ascending order. For
example, for g_C = (30, 70, 10), we have O(g_C) = (2, 3, 1) and the corresponding
LBCP_O code is 2. When an RGB image is reversed, we need to encode the comple-
ment of each order to the same code. For example, for g_C’ = (-30, -70, -10), we
have O(g_C’) = (2, 1, 3) and the corresponding LBCP_O code should also be 2. In
this way, we can achieve the color-inversion invariance.

Accordingly, we can construct a LBCP_O histogram whose dimension is 3.

3.4 LBCP Descriptor

To construct a compact LBCP descriptor, we first obtain three LBCP_S code maps
(i.e., LBCP_S_R, LBCP_S_G, and LBCP_S_B) and two LBCP_C and LBCP_O
code maps (each with one code map). Then, we build five histograms based on the
code maps and concatenate all histograms as the LBCP descriptor (see Fig. 2). For
riu2 patterns, the descriptor dimension is ((P(P − 1) + 2)/2 + 1) × 3 + 7. For
u2 patterns, the descriptor dimension is (P/2 + 2) × 3 + 7. In the proposed LBCP
descriptor, LBCP_S encodes the local spatial relationships for each color channel
while LBCP_C and LBCP_O encode cross-channel color features. The resulting
LBCP descriptor is not only robust to color-inversion changes but also discriminative
for color image description.
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4 Experiments

To evaluate the proposed color descriptor, we use three well-known color texture
databases, i.e., Outex-TC30, Outex-TC31, and Outex-TC10-c. We normalize the
color values in each color channel (R, G and B) into [0, 255] and use the nearest
neighbor classifier with the chi-square distance for color texture classification. We
evaluate different descriptors in terms of the classification accuracy.

4.1 Databases and Experimental Setup

Outex-30: It contains 68 color textures, each with 20 images. The rotation angles
of images are 0°, 5°, 10°, 15°, 30°, 45°, 60°, 75°, and 90°. The illumination type is
‘Inca’ and the resolution is 100 dpi.

Outex-10-c: It contains 24 color textures, each with 20 images and the rotation
angles are 0°, 5°, 10°, 15°, 30°, 45°, 60°, 75°, and 90°. The illumination type is
‘Inca’ and the resolution is 100 dpi.

Outex-31: It contains 68 color textures, each with 20 samples. The illumination

type is ‘Inca’ and the resolution is 100 and 120 dpi.

The above three databases have the predefined training and testing sets and the
first two ones are used to evaluate rotation invariance (http://lagis-vi.univ-lille1.fr/dat
asets/outex.html). To model color-inversion changes, we transform the color values
of all samples in the testing set of the three databases by

I ′ = −λ × I + 255 (11)

where λ is a randomly number whose value is in the range of 0 and 1.
We implement LBP [1], LTP [8], CLBP [7], NRLBP [9] and our LBCP using

riu2 encoding for Outex-TC30 and Outex-TC10-c while we implement them using
u2 for Outex-TC31. For the first four methods, we obtain the final image features by
concatenating the histograms extracted from each color channel. For SWOBP [12],
LBPC [11], QLRBP [13], maLBP [10] and mdLBP [10], we directly use the default
configurations to handle color images as suggested in the original papers.

4.2 Classification Results and Analysis

Tables 2 and3 list the classification accuracies of different descriptors onOutex-TC30
andOutex-TC10-cwith rotation changes. Firstly, the classification accuracies ofLBP,
CLBP andLTP are pretty good on the original databases. However, their performance

http://lagis-vi.univ-lille1.fr/datasets/outex.html
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Table 2 Classification
accuracies (%) on the
Outex-TC30 database

Descriptors (R, P) Original Color-inversion changes

LBP [1] (2, 16) 86.35 36.34

CLBP [7] (2, 16) 86.21 33.06

LTP [8] (2, 16) 93.18 38.44

SWOBP [12] – 62.73 22.71

LBPC [11] – 43.41 18.14

QLRBP [13] – 56.34 27.74

maLBP [10] (2, 16) 51.82 25.05

mdLBP [10] (2, 16) 56.57 33.11

NRLBP [9] (2, 16) 82.29 80.03

LBCP (2, 16) 86.63 85.44

Bold values indicates the best result obtained by our method

Table 3 Classification
accuracies (%) on the
Outex-TC10-c database

Descriptors (R, P) Original Color-inversion changes

LBP[1] (2, 16) 96.32 34.92

CLBP[7] (2, 16) 97.29 40.44

LTP[8] (2, 16) 98.90 37.18

SWOBP[12] – 74.01 21.66

LBPC[11] – 50.15 27.42

QLRBP[13] – 64.27 38.61

maLBP[10] (2, 16) 60.54 36.27

mdLBP[10] (2, 16) 66.19 49.03

NRLBP[9] (2, 16) 93.95 92.86

LBCP (2, 16) 97.47 97.21

Bold values indicates the best result obtained by our method

drops dramatically under color-inversion changes. This is because they use signed
neighboring differenceswhich are sensitive to color-inversion changes. Secondly, the
proposed LBCP achieves the best performance on these two databases under color-
inversion changes, demonstrating its discriminative ability for texture description
and its robustness to color inversion and image rotation. Thirdly, although NRLBP is
designed to solve the color-inversion problem (also using the idea of complement),
its classification accuracies are inferior to ours in these two rotated Outex databases.
This indicates that the concatenated histogram features extracted from three separate
RGB channels are not very discriminative for color texture description.

Table 4 shows the classification accuracies of different descriptors on the Outex-
TC31 database without rotation changes. Firstly, SWOBP, mdLBP and maLBP are
the top three methods on the original Outex-TC31 database, achieving the clas-
sification accuracies of 93.23%, 93.01% and 91.17%, respectively. These results
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Table 4 Classification
accuracies (%) on the
Outex-TC31 database

Descriptors (R, P) Original Color-inversion changes

LBP [1] (2, 16) 89.55 42.35

CLBP [7] (2, 16) 85.73 40.29

LTP [8] (2, 16) 90.22 43.08

SWOBP [12] – 93.23 32.86

LBPC [11] – 84.41 31.10

QLRBP [13] – 81.47 39.41

maLBP [10] (2, 16) 91.17 39.19

mdLBP [10] (2, 16) 93.01 48.67

NRLBP [9] (2, 16) 81.10 84.04

LBCP (2, 16) 87.13 86.54

Bold values indicates the best result obtained by our method

are much better than those obtained on Outex-TC30 and Outex-TC10-c because
SWOBP,mdLBPandmaLBPare implementedwithout rotation invariance.However,
their performance becomes very poor under color-inversion changes. Secondly, our
LBCP outperforms all other descriptors by a large margin under color-inversion
changes. Therefore, LBCP is effective for color-inversion invariant texture descrip-
tion and classification. Thirdly, NRLBP shows the second-best performance under
color-inversion changes due to the lack of rich yet discriminative features, as opposed
to our LBCP.

Finally, we illustrate the impacts of the three operators in LBCP on the classifica-
tion accuracy. Figure 3 shows the results where LBCP-Omeans the LBCP descriptor
without the LBCP_O histogram and LBCP-O-Cmeans the LBCP descriptor without
the LBCP_O and LBCP_C histograms (i.e. it is reduced to NRLBP). As can be seen,

Fig. 3 Impacts of the three operators on the classification accuracy (%)
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each operator has some important impacts on the classification performance and the
combination of all the three operators leads to the best classification performance. In
particular, the LBCP_C operator contributes more to the performance gain. Themain
reason is that LBCP_C describes the relationships between each central pixel and the
whole image while LBCP_O only describes the relationships among three central
pixels. In this sense, the jointly encoded LBCP_C features are more discriminative
than the LBCP_O features.

5 Conclusions

This paper presents LBCP for color-inversion invariant texture classification. With
the use of the complement information, three local operators (i.e., LBCP_S, LBCP_C
and LBCP_O) are developed to encode color features and achieve color-inversion
invariance. LBCP_S encodes the sign information of local differences in each color
channel. LBCP_C and LBCP_O encode the binary color values and the ordering
information of central pixels, respectively, across color channels. The compact LBCP
descriptor is formed by concatenating histograms obtained from all the code maps.
Experiments for color texture classification demonstrate the superiority of LBCP
under color-inversion changes.
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Video Instance Segmentation of Rock
Particle Based on MaskTrack R-CNN

Man Chen , Maojun Li , and Yiwei Li

Abstract Video instance segmentation (VIS) of rock particles in motion is the basis
for revealing the laws of motion and quantitative analysis. It has important scientific
and engineering value. Use an end-to-end network called MaskTrack R-CNN to
complete the VIS task for rock particles. The network introduces a new tracking
branch on Mask R-CNN. It integrates particle detection, segmentation, and tracking
tasks into the framework. The tracking branch primarily uses appearance similarity
cues to linearly combine cues such as semantic consistency and spatial correlation
to improve tracking accuracy. To facilitate the study of rock particle visibility, we
have created a set of experimental equipment for collecting rock particle datasets.We
conducted training and testing experiments to verify the effectiveness of the algorithm
and compared it to some baselines of our own dataset. Experimental results show that
MaskTrack R-CNN uses ResNet-50 to get 33.1% AP. It better than other two-stage
models. This work provides an intelligent solution for meso-analyzing particles.

Keywords Video instance segmentation · Rock particle ·MaskTrack R-CNN

1 Introduction

Video instance segmentation is a challenging visual task. You need to track the
instances across frames and segment objects in individual frames. Many video-
based tasks have core applications, such as video editing, autonomous driving, and
augmented reality. The pioneering work of VIS is MaskTrack R-CNN [1], which
is an extension of Mask R-CNN [2]. In addition to the initial three branches of
object classification, bounding box regression, and masking, there is a fourth branch
with external storage for tracking object instances frame by frame. First, the use of
Region Proposal Network (RPN) [3] of Faster R-CNN to generate a set of candi-
date recommendations. Then, motion-based RoI features are clipped and inserted at
the beginning of each task for bounding box prediction, object masking, and object
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tracking. It also recommends a large video dataset called YouTube-VIS to measure
video version segmentation algorithms. The new dataset can be used as a useful
benchmark for various pixel-level video comprehension tasks.

Particles are an important part of global geographic disasters and are used in
construction projects and vehicles [4, 5]. The development of general theory of
various materials was one of the 125 cutting-edge science projects. Interpreting
the rock particles in motion is the basis for demonstrating the laws of motion and
their size parameters, and can provide accurate guidance for construction work.
This is also the reason for the insufficient use of verification studies and numerical
modelingmethods (such as Finite ElementMethod and Discrete ElementMethod) in
engineering technology. When you generalize these models [6, 7], similar particles
can also provide reliable data for the VIS particle mode. In short, the clarity of rock
light research is of great value to scientific and technological research.

In this article, we will introduce VIS into digital technology and apply the rock
particle video segmentation method on MaskTrack R-CNN. In summary, the main
contributions of this work are as follows:

• An end-to-end approach is used to achieve particle visibility by integrating detec-
tion, segmentation and tracking operations into the video frames. As far as we
know, this is the first VIS application in construction.

• We develop experimental procedures for capturing video and create a dataset with
moving objects under external force, which includes 160 videos of rock particles.

• We conducted training and measurement experiments to determine the efficiency
of the process and compared it with the different bases of our self-designed data
set.

All our papers were designed this way. In Sect. 2 we briefly describe the work of
VIS and themain parts that are developed. In Sect. 3 we officially discussMaskTrack
R-CNN algorithms. Section 4 introduces a new set of equipment and experimental
results.

2 Related Work

Little research has been done on VIS, especially on the VIS components. However,
particle separation has been thoroughly analyzed as the basis for VIS to create some
new machine vision algorithms. In this section, we will look at the development.

2.1 Video Instance Segmentation

VIS requires simultaneous classification, distribution and tracking in the video.
Depending on how the sequence originates, it can be divided into two types. One
type divides tracking and search into two parts [1, 8, 9]. In the form of research,
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examples are set up in a frame-by-frame manner using existing image-level example
segmentation methods. And the detected positions can be linked to different frames
of the tracking component. The second type is abbreviated as ‘Clip-Match’ methods
[10, 11]. Breaks the whole video into several short clips and creates a separate VIS
for each by scattering or space-time embedding. It then links the clips to other related
clips.

2.2 Particle Image Processing

Particle photo processing involves the classification, detection and segmentation of
particles. Extracting particle mask is the basis of VIS, so we summarize it mainly in
this single copy. Particle images often have density and adhesion properties which
make the distribution process very difficult [12]. It focuses on solving the problem of
pollution caused by interactions and shadows in metal images and designs a method
of distributing metal images based on holistic nested edge detection [13]. The light-
weight U-Net deep training network is designed to automatically detect particles
from photographs and obtain potential particle change maps. This method can be
used to monitor the particle product quality. Liu et al. [14] introduced a photo sharing
method based on U-Net and its improved network. Pre-processed real-time images
from open cast mines to reduce noise and capture the object area with applicable
traditional vision techniques.

3 MaskTrack R-CNN

The Mask R-CNN is the basis of the MaskTrack R-CNN, so we show the Mask
R-CNN first and then explain the new parts in detail.

3.1 Mask R-CNN

Mask R-CNN [2] can distribute pixel level images by combining the advantages
of object detection network and semantic distribution network. The RoI Align is
used to place the RoI Pooling on the R-CNN, which solves the problem of field
misalignment. Backbone, RPN, RoI Align and classification: The general network
structure of the Mask R-CNN is shown in Fig. 1, which is actually made up of four
components.

The backbone is a series of mixed layers that can map features. It has several
constitutional layers. Samples are reliable, consistent, and dynamic at every level
and receive maps displayed at different sizes. The feature pyramid network (FPN)
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Fig. 1 Mask R-CNN network structure

[15] can be used to obtain multi-layer semantic fuses and post-fusion mapping of
different sizes.

RPN is a network that can issue regional proposals for follow-up tasks. Inputs of
RPN are the results of the final FPN list. First, it produces a certain number of anchors
per pixel on these maps. The probability that these anchors are placed in front or in
the background is calculated and the migration is between the combination of these
anchors and the corresponding fact on earth. Redistribution and regression can also
be tested in terms of RPN loss function. Finally, you will find the appropriate area
recommendations and weight parameters after multiple repetitions.

RoI alignment is applied to the instead of approximation in the original RoI
section. It can change the location of the search to make a map size without losing
location information, so that each pixel remains precisely pointed.

Classifier has three similar branches. Two of these components and layouts can
get the more accurate box. One branch uses the Fully Convolution Net (FCN) [16]
to predict the mask.

3.2 The Tracking Branch

The network adopts a framework in two stages. In the second step, we added a fourth
branch to assign a sample label to each candidate box. As shown in Fig. 2, this branch
is parallel to the three branches (the above three branches). Let the number of cases
recognized by themodel from the previous frame is n. If the new candidate box is one
of the previous copies, it will only be entered for n identities. If this is a new instance,
it will be given a new identity. This is generally a distribution problem with several
classes. There is a n+ 1 class digits number that already identifies the n instance. A
new example is represented by the number 0. The probability of assigning label m
to a candidate box i is defined as

Ci (n) =

⎧
⎪⎨

⎪⎩

et
T
i tm

1+∑n
j=1 e

tTi t j
, 1 < m < n

1

1+∑n
j=1 e

tTi t j
, m = 0

(1)
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Fig. 2 The tracking branch

where ti and t j are the new features extracted by the tracking branch. Our tracking
branch has two layers that are fully connected. These layers can project the feature
maps drawn byRoIAlign into new features. The two fully connected layers transform
the input function cards into 1-D 1024 dimensions. Cross entropy loss is used for a
tracking branch, which can be expressed as follows:

Ltrack = −
∑

i
log(Ci (ri )) (2)

where ri the ground truth instance label.
It also uses external memory for storage for greater efficiency. External memory is

dynamically updated as the instance label is assigned to the new candidate frame. If
the selected frame belongs to an existing instance, the instance characteristics stored
in memory are updated with the new candidate characteristics. If the candidate is
given 0 points, the candidate’s characteristics are stored in memory and increase by
1 depending on the number of examples identified.

The tracking branch mainly uses the appearance similarity to accomplish the
tracking task.However, there are also other information such as semantic consistency,
spatial correlation and detection confidence which could be leveraged to determine
the instance labels. MaskTrack R-CNN also combines all these cues together to
improve the tracking accuracy in a post-processing way. It completes the matching
of instances by calculating the score of assigning label m to the candidate box i and
the calculation formula is shown as follows:

L = Lcls + Lbox + Lmask + Ltrack (3)
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3.3 The Other Cues

The control branch uses visual equations to perform tasks. However, there are other
information that can be used to identify sample tags, such as semantic similarity, posi-
tional relationship, and recognition reliability. MaskTrack R-CNN collects all these
signals to confirm the accuracy of post-processing. Now complete the random adjust-
ment by calculating the given point of the corner m of candidate i , the calculation
formula is as follows:

Si (m) = logCi (m) + α log(di ) + β I oU (bi , bm) + γ ϕ(ci , cm) (4)

where i is the sequence number of the candidate box. bi , ci and di denote the bounding
box prediction, category label and detection score. cm is the bounding box prediction
and category label associated with the saved features in the memory. ϕ(ci , cm) is a
Kronecker delta function which equals 1 when ci and cm are same and 0 otherwise.
α, β and γ are hyperparameters which can balance the effect of different cues.

4 Experiments

4.1 Experimental Equipment and Dataset

Wedesigned a set of test tools to collect data from the parts needed for the experiment.
This mainly includes test bench, motion providing device, sight sensor and object
to be measured. The motion providing device moves the objects and gives some
scrolling action. Test bench is used to secure the testing process. The visual sensor
can capture video of the experimental environment. Figure 3 shows a video of the
experimental environment captured by the visual sensor.

Fig. 3 Experimental equipment
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The collected videos are used to support our approach, and are divided into
different three categories according to the complexity of the data. General cate-
gories 9. Each category has 20 different compressed videos. Like the YouTube VIS
design guidelines, some objects are defined by manually tracking the boundaries of
every 5 frames, and each video has a rate of 30 frames per second. We also change
the original frame sizes to 640 × 360 in training. In particular, we divide the data
into training and validation functions according to a certain proportion.

4.2 Implementation Details

Model training and testing experiments were performed on Ubuntu 18.04. The
processor is Intel Core i7-8700 KCPU@3.7 GHz and the GPU is NVIDIAGeForce
RTX 2080Ti. Use the original MaskTrack R-CNN weights as direct weights to
increase the convergence speed. The model is ready by the end of the eighth epoch.
The primary learning level is 0.05. The hyperparameters α, β and γ are chosen to
be 1, 2 and 10 respectively.

4.3 Main Results

Baselines In this experiment, we set up three baselines to compare with MaskTrack
R-CNN. They are IoUTrack+ [1], OSMN [17] and DeepSORT [18] respectively. For
the frame-by-frame examples generated by the Mask R-CNN, the baseline has the
same segmentation effect. Convert the generated video data set into an image. Then
create an image data set to train a Mask R-CNN. The structure of the Mask R-CNN
is like a network. In addition to the branches of the track.

Quantitative Results MaskTrack R-CNN baseline was compared against a self-
derived data set. Table 1 shows the results of the MaskTrack R-CNN compar-
ison, achieved across all metrics. Specifically, the MaskTrack R-CNN consistently
surpasses baselines by a significant margin in AP (26.4% vs. 33.1%with IoUTrack+,

Table 1 Quantitative evaluation of the proposed algorithm and baselines

Method Backbone AP AP50 AP75 AR1 AR10

IoUTrack+ [1] ResNet-50 26.4 43.8 27.9 22.3 27.8

OSMN [17] ResNet-50 29.6 48.0 30.3 21.9 27.2

DeepSORT [18] ResNet-50 28.7 47.1 32.5 22.4 29.8

MaskTrack R-CNN [1] ResNet-50 33.1 54.3 36.9 25.4 31.7

MaskTrack R-CNN [1] ResNet-101 34.8 56.7 38.2 27.5 33.9

The best results are highlighted in bold
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Fig. 4 Sample results of VIS. Each row have six sampled frames from a video sequence

29.6% vs. 33.1%with OSMN and 28.7% versus 33.1%with DeepSORT). In the case
of AR, the results of all methods are very low. This may be due to the obvious differ-
ence between the background and foreground in the video. These conditions can
cause difficulty in segmentation and can also cause particles to disappear. Among
them, MaskTrack R-CNN is at least 3.5% higher than its starting lineup. In general,
MaskTrack R-CNN can achieve better results than baseline in AR. Moreover, we
observe that the ResNet-101 is better than ResNet-50 (33.1% vs. 34.8%).

Qualitative Results Figure 4 shows the qualitative results of both videos. Most rock
particles are clear, but some are incomplete. Particles, which are mostly blocked,
have more serious errors. The reason for this phenomenon is that objects hidden
surrounding impurities make classification, segmentation and tracking difficult. In
general, MaskTrack R-CNN can segment the most viewed particles.

5 Conclusion

In this study we used a holistic method to obtain VIS particles. We also set up an
experimental kit for collecting video. And create a dataset about particles moving
under vibration. It includes 180 videos. We conducted training and testing experi-
ments to prove the effectiveness of MaskTrack R-CNN on VIS particles. Below, we
compare the effect of this final model with the baseline data. This is the first VIS
application in civil engineering as far as we know in our own dataset. We believe the
new application will innovate research ideas and provide a new direction for video
awareness to the research community. We believe that this research will provide new
ideas for microscopic analysis of particles.
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Infrared Dim Target Detection Based
on Convolutional Neural Networks

Pinghuang Zhou and Wei Ai

Abstract Infrared dim target has small imaging area, less available features and
target detection is highly susceptible to background clutter. Therefore, how to detect
dim target accurately in complex scenes becomes a technical difficulty. In this paper,
based on the powerful feature extraction ability of convolutional neural networks,
a single frame infrared small target extraction networks is designed based on fully
convolutional neural networks to extract the small target position accurately. Based
on the sequence correlation, the energy accumulation in the space–time domain
enhances the intensity of the dim target. Filter out the isolated noise through the
adaptive filter and finally infrared dim target is extracted accurately. Experimental
results show that Comparedwith traditional algorithms, this algorithmhas the highest
signal-to-noise ratio and signal-to-noise ratio gain, which is higher than 1 than the
current practical Tophat algorithm, which proves that the proposed algorithm has
higher extraction accuracy and lower false alarm rate.

Keywords Convolutional neural networks · Infrared dim target · Background
suppression · Feature extraction

1 Introduction

Infrared small target detection has attracted more and more attention in recent years.
However, due to the long detection distance, the small infrared target image imaging
area and weak intensity, coupled with the interference of atmospheric clouds, make
the infrared small target easy to be submerged in the background. In addition, the
imaging process will produce noise, which is easy to be mistakenly detected as a
target during detection, and the phenomenon of “high false alarm” appears [1, 2].
Therefore, how to accurately extract small and weak targets from infrared thermal
images with low signal-to-noise ratio has become a major difficulty.
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In recent years, the research of infrared small target detection technology has
developed rapidly, and many methods have been proposed. The methods are mainly
divided into the following twocategories:One is based onmorphology [3], and spatial
frequency domain filtering [4]; the other is Method based on feature detection [5,
6]. With the development of deep learning, various types of neural networks have
emerged in endlessly, and have been applied to many computer vision tasks, such
as face recognition [7], image classification [8], text detection and recognition and
other fields. Comparedwith traditional algorithms, deep learningmethods can greatly
improve the accuracy of many tasks and improve the robustness of the algorithm.
Many researchers have applied the idea of deep learning to the detection of small
infrared targets [9–11].

This paper analyzes the characteristics of infrared small targets, studies the compo-
nents of noise and background, and applies them to the design of convolutional neural
networks based on the difference between target characteristics and noise character-
istics, and proposes a convolutional neural network based on Gaussian properties of
infrared small targets The design idea is to use the powerful feature extraction capa-
bilities of convolutional neural networks to solve the problemof small infrared targets
with few traditional features and difficult to describe features. Through the feature
extraction capabilities of convolutional neural networks, small infrared targets can
be better extracted to achieve Infrared small target detection.

2 Infrared Image Feature Analysis

Generally speaking, infrared images are mainly composed of three parts: target,
background and noise. The infrared small target image can generally be described
by the mathematical model shown in the following formula:

f (i, j) = B(i, j) + T (i, j) + N (i, j) (1)

where f (i, j) is the pixel value of the i-th row and the j-th column of the infrared
image, which B(i, j), T (i, j), N (i, j) are the pixel values of the background, target,
and noise at that pixel. Due to the optical diffraction effect, the target imaging on the
infrared image is generally larger than the imaging size calculated by the geometric
method. The energy of an ideal point target is dispersed during the imaging process,
and the image appears as a light spot after diffraction, which is approximately Gaus-
sian distribution. The gray distribution of the target area is mathematically described
as follows:

f (x, y) = Ae−
(x−x0)2+(y−y0)2

σ2 (2)
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Among them, f represents the gray value of the small target, σ represents the
actual size of the small target, and (x0, y0) is the position of the center point of the
small target.

Background characteristics: The background is a relatively stable information
component and basically does not change with the movement of the target. The
background of the infrared image is mainly composed of the low-frequency part of
the cloud layer with high correlation. The background of the infrared image studied
by the airborne weak and small target detection system is mainly the sky and the
cloud layer. Due to physical laws, the cloud layer distribution is continuous and has
Greater connectivity.

Noise characteristics: Infrared images contain different types of noise. From
the analysis of the components of the infrared imaging system, the entire system
includes the optical system, the circuit system, the scanning system and the detector,
and each component will generate noise. The noise roughly conforms to theGaussian
distribution, which is a Gaussian mixture model distribution.

3 Single-Frame Infrared Small Target Extraction Network
Design

Through the analysis in Chap. 2, the intensity distribution of a single frame infrared
small target conforms to the Gaussian function, and the characteristics of the
background and noise are mainly low-frequency and Gaussian mixed distribution.
Accordingly, a single-frame infrared small target extraction network can be designed.
It is based on a fully convolutional network, which can handle pictures of different
sizes. In addition, consideringmore local characteristics, the networkdoes not include
a fully connected layer.

3.1 The Main Body Design of the Network

Themain structure of the network uses theDnCNNnetwork [12] as the base network,
and mainly uses the convolutional layer to extract the characteristics of noise and the
ReLU activation function to perform the operation of non-linear transformation. Its
main structure is shown in Table 1.

Reduction in the amount of parameters: The second to 9th layers adopt
the MobileNet method, and use deep separable convolution for training. When
performing depthwise convolution, only one-dimensional 3× 3 convolution is used
to extract the features of the convolution kernel of the input channel (without feature
combination), and only the dimension 1 × 1 of the output result is used when
performing pointwise convolution. The convolution kernel performs feature combi-
nation. This can reduce the amount of parameters. If 3× 3 convolution kernel+ BN
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Table 1 Network structure composition

Number of layers Specific composition convolution kernel size Number of channels

The first layer Conv1_1 + Relu 3 × 3 64

The second layer Con2_1/DW + BN + Relu 3 × 3 1

Con2_2/PW + BN + Relu 1 × 1 64

… … … …

Tenth layer Conv10_1 3 × 3 64

Output 1

3

1
Basic block

2-9 layer

3

64

3

64

Input
1

64

3

1

1

64

Output

BN ReLU BN ReLU BN ReLUBN ReLU

Fig. 1 Network structure diagram

+ ReLU is used directly, the parameter amount for each layer is 3× 3× 64× 64. If
the depth separation convolution method is adopted, the parameter amount of each
layer is 3 × 3 × 64 + 1 × 1 × 64 × 64, which is about 1/3 of the original, which
greatly reduces the parameter amount. The final network structure diagram is shown
in the figure: (see Fig. 1).

3.2 Network Training

The training of the network uses the error back propagation algorithm to train the
network, and the error learning uses the residual learning method [13, 14]. Among
them, the gradient descent algorithm selects Adam algorithm [15] for bias correction,
and the correction uses the origin-initialized first-order moment (momentum term)
and (non-central) second-order moment estimation, which can prevent the optimiza-
tion process from entering the local optimal solution.. The batch size in pre-training
is selected as 128, the number of iterations is 50, and the learning rate is 0.001. After
30 times, the learning rate becomes 0.1 before every 5 rounds. In post-training, the
batch size is selected as the size of all artificially labeled data sets, the number of
iterations is 100, the learning rate is the final learning rate of the pre-training, and
the learning rate becomes 0.1 before every 20 rounds.
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4 Weak Target Detection in Sequence Images

Considering that in the process of extracting the star target from a single frame image,
there will still be some isolated noises. These noises are similar to the star target
characteristics, but for the sequence, the noise is generally randomly distributed or
moving fast, and the star target is in the image. The movement is slow in the middle,
so it is necessary to use the correlation in the time domain to eliminate the noise and
further accurately obtain the star target.

For the N frames of images output through the network, first, a spatial energy
superposition is performed for each frame of the image to increase the intensity of
the point target. Since the size of the point target is small, themethod of accumulating
the window is adopted to enhance the target energy. The size of the window is 3 ×
3 or 5 × 5. For the pixels with gray values greater than 10 in the filtered image, the
sum is performed as following.

f (x, y) =
w∑

i=−w

w∑

j=−w

f (x + i, y + j) (3)

After the image is superimposed in the space, the energy of the point target is
strengthened, and the multi-frame correlation of the point target and the random
distribution of noise are used to accumulate the energy of the point target in the time
domain. For the selected N frames of images, the superposition operation is as the
calculation formula:

f (i, j) = B(i, j) + T (i, j) + N (i, j) (4)

For the final overlay image, construct an adaptive filter, input the new output
image into the filter, filter out noise, output the target position of the point, and mark
it in each image.

5 Experimental Result

Figure 2a is the input image, which includes objects, sky, and a relatively uniform
background. (b) is the result of the algorithm proposed in this paper, and (c–f) are
the results of TopHat algorithm, mean filter, median filter, and Gaussian filter respec-
tively. It can be seen that the algorithm proposed in this paper accurately detects the
position of the faint star target.

In order to evaluate the performance of the algorithm more clearly, the image
signal-to-noise ratio SNR and the signal-to-noise ratio gain coefficient GSNR are
used to compare the performance of the algorithm in the above figure. The SNR
calculation formula is:



730 P. Zhou and W. Ai

(a)Original image
(b)Proposed Algorithm

(d)Mean Filter (e)Meadian Filter

(c)TopHat

(f)Gaussian Filter

Fig. 2 Comparison of different algorithm results

SN R = mT − mB

σB
(5)

Among them, mT is the average gray value of the target area in the image, mB is
the average gray value of the background area of the image, and σB is the standard
deviation of the background area. The larger the signal-to-noise ratio SNR, the more
prominent the target in the image, the higher the discrimination between the target
and the background, and the less difficult the detection. The calculation formula of
GSNR is as follows:

GSNR = SN R0

SN R1
(6)

Among them, SN R0 is the signal-to-noise ratio of the original image, and SN R1

is the signal-to-noise ratio of the image processed by the algorithm. The larger the
signal-to-noise ratio gain coefficient, the better the performance of the algorithm for
target enhancement. The results are shown in Table 2.

Table 2 Comparison results of different algorithms

Original image TopHat Mean filter Median filter Gaussian filter Proposed
algorithm

SNR 1.132 8.467 7.091 8.141 7.045 9.504

GSNR 1 7.480 6.264 7.192 6.223 8.396
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It can be seen that whether from the visual detection results or the signal-to-noise
ratio data comparison, the detection results of this paper are more accurate, which
further proves the effectiveness of the algorithm in this paper.

6 Conclusion

In this paper, by analyzing the characteristics of small infrared targets and the inten-
sity and distribution characteristics of background and noise, a single-frame infrared
small target extraction network is designed based on a fully convolutional neural
network, and the network is properly trained to achieve a relatively accurate extraction
of small targets from single-frame images. Position, and then use the sequence corre-
lation of small targets to accumulate energy in the time and space domain to enhance
the strength of weak targets, and design an adaptive filter to filter out isolated noises,
and finally accurately extract small and weak infrared targets. Experimental results
prove that the results of this algorithm are better than other traditional algorithms.
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Improvement of Multi Frequency
Heterodyne Phase Unwrapping
in Extreme Environment

Bingwei Zhang , Junyi Lin , Shaoning Lin , Yabin Liu ,
and Kaiyong Jiang

Abstract Multi-frequency heterodyne (MFH) phase unwrapping algorithm plays
an important role in 3D surface measurement because of its high precision and anti-
interference features. However, under extreme environments such as over-dark or
over-bright or low signal-to-noise ratio (SNR), the phase unwrapping may fail due
to the increase of phase error. In order to improve the robustness of algorithm, we
proposed an improved MFH algorithm to reduce the error accumulation of synthetic
phase in the process of MFH algorithm. We expanding synthetic phase using the
rounding function to remove the error of the synthesis phase, and then scaling down
expanded synthetic phase to obtain the synthetic phase in [0, 2π], which has higher
accuracy than before. The simulation and experimental results show that, in the
same conditions, our method is more robust than traditional MFH algorithms. The
proposed method is applied to the surface measurement of relay components, and it
can effectively avoid the failure of phase unwrapping in the actual measurement.

Keywords Multi-frequency heterodyne · Phase error · Tolerance

1 Introduction

Fringe projection profilometry (FPP) is an important three-dimensionalmeasurement
method, which has the advantages of non-contact, low cost and high precision, and is
widely used in various fields [1–3]. The method uses the obtained phase information
for phase matching to obtain the distance between two matching points and convert
it into point cloud data to complete the measurement of 3D surface. In order to obtain
the pre-coded phase value, the phase-shift method is one of the most commonly used
and high precision phase measurement methods at present, but it can only obtain

B. Zhang · J. Lin · S. Lin · Y. Liu · K. Jiang (B)
Fujian Key Laboratory of Special Energy Manufacturing, Huaqiao University, Xiamen 361021,
China
e-mail: jiangky@hqu.edu.cn

Xiamen Key Laboratory of Digital Vision Measurement, Huaqiao University, Xiamen 361021,
China

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. Yao et al. (eds.), The International Conference on Image, Vision and Intelligent Systems
(ICIVIS 2021), Lecture Notes in Electrical Engineering 813,
https://doi.org/10.1007/978-981-16-6963-7_65

733

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6963-7_65&domain=pdf
https://orcid.org/0000-0002-5793-2832
https://orcid.org/0000-0002-7499-6723
https://orcid.org/0000-0002-5178-7064
https://orcid.org/0000-0002-8649-910X
https://orcid.org/0000-0002-8696-6011
mailto:jiangky@hqu.edu.cn
https://doi.org/10.1007/978-981-16-6963-7_65


734 B. Zhang et al.

the wrapping phase in the range of [−π, π]. In order to meet the requirement of
continuous phase information of the full field, phase unwrapping algorithm should
be used to recover the absolute phase maps from the wrapped phase [4, 5].

At present, among themethods of phase unwrapping, theMFHalgorithm has been
used by many researchers and companies [6–12] because of its high measurement
accuracy and fast speed. However, in practical application, when the measurement
environment is over-dark or over-bright or low SNR [6] the phase unwrapping may
fail due to the increase of phase error. Chen [7] and Huang [8] analyzed the field
of phase error points after unwrapping, and corrected the errors, but it is easy to
overcorrection for objectswith discontinuous surfaces. Zhang [9] avoiding the effects
of phase errors by filtering the lower frequency fringe pattern. Lei [10] corrected the
phase after unwrapping by improving the multi-frequency heterodyne principle, but
this method is only effective for dual-frequency heterodyne. Zhao [11] improved the
existing MFH method, avoiding the occurrence of phase jump, but it needs some
constraints on the frequency combination. Lai [12] doubles the tolerance of phase
error by projecting the synthetic patterns to the object directly. However, in the above
phase unwrapping algorithms, the jump error cannot be completely eliminated, and
the unwrapping failure may still occur when the phase error is too large.

Therefore, in order to further improve the robustness and the tolerance of phase
error of MFH in the phase unwrapping process, this paper analyzes the error of
the traditional MFH phase unwrapping method. According to the analyzed error
propagation relationship, the formula is improved, and the error accumulation of the
synthetic phase is narrowed by using rounding and scaling down transformation.
Thus, the fault tolerance ability of phase unwrapping method is improved.

2 Principle

2.1 Multi-frequency Heterodyne

In phase matching, in order to meet the requirements of global continuous phase
information, the phase shift method is adopted to solve the unwrapping phase in the
range of [0, 2π], and then it needs to recover the absolute phase [13]. The multi-
frequency heterodyne phase unwrapping algorithm is widely used due to its high
precision and high speed. Its principle is shown in Fig. 1.

As shown in Fig. 1, the λ1, λ2 and λ12 are periods of the phase ϕ1, ϕ2 and ϕ12

respectively, and λ1 < λ2. By projecting phase pattern ϕ1, ϕ2 and ϕ3 with periods λ1,
λ2 and λ3 respectively, we can obtain a larger synthetic phase ϕ12 and ϕ23 by Eq. (1),
and then obtain ϕ123 by ϕ12 and ϕ23 in the same way.

ϕmn =
{

ϕm − ϕn, ϕm ≥ ϕn

2π + ϕm − ϕn, ϕm ≤ ϕn
, (m, n = 1, 2; 2, 3) (1)
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Fig. 1 Illustration of multi-frequency heterodyne principle

In order to satisfy the need for obtaining full-field continuous phase, an appropriate
final period λ123 must be chosen so that the synthetic phase ϕ123 can cover the entire
measurement range, where the following relationship between initial phase period
and synthetic phase period is satisfied:

λmn =
∣∣∣∣ λmλn

λm − λn

∣∣∣∣, (m, n = 1, 2; 2, 3) (2)

In order to unwrap the phase ϕ1 or ϕ2 into absolute phase. The unwrapped absolute
phase of the fringed pattern can be described as follows:

�m(x) = ϕm(x) + km(x) × 2π, (m = 1, 2, 3) (3)

In this case, km(x) represents the order of the phase. After calculating the synthetic
phase ϕ123 by ϕ12 and ϕ23, which uses the same way as Eq. (1). The order km(x) can
be obtained by the following formula [13]. The round function is used to find the
nearest integer, so as to estimate the fringe order.

km(x) = ROUND

(
ϕ123(x)(λ123/λm) − ϕm(x)

2π

)
(4)



736 B. Zhang et al.

According to the above discussion, the heterodyne principle can be used to obtain
the synthetic phase ϕ123 covering the entire measurement range, which is used to
unwrapping the absolute phase. However, in our actual measurement process, it is
found that the error accumulation during the synthetic phase process may lead to the
failure of phase unwrapping.

2.2 Phase Unwrapping Error Analysis

In order to further explore the reason of the failure of the traditional MFH phase
unwrapping algorithm, it is necessary to analyze the phase error propagation inMFH
phase unwrapping algorithm. Firstly, we assume that the phase error calculated by
the phase-shift method is as follows:

ϕreal = ϕtheory + �ϕ (5)

ϕreal is the actual wrapped phase, ϕtheory is the theoretical wrapped phase, and�ϕ

is the phase error generated by the nonlinearity of the projector and CCD camera,
random noise, phase shift and other errors from the system itself [14, 15], we suppose
the phase errors are independent of the frequency of the fringe pattern. So in the fringe
pattern of different frequencies we can get the following relation [12]:

�ϕ1(x) = �ϕ2(x) = �ϕ3(x) (6)

In the process of phase unwrapping, according to Eq. (1), since the synthetic phase
is formed by two wrapped phases, the phase error will also accumulate with each
other, as shown in Fig. 2.

Fig. 2 Illustration of
synthesized phase error
accumulation
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Since �ϕ12 is formed by the �ϕ1 and �ϕ2, according to Eq. (6), the value of
�ϕ12 and �ϕ23 is double �ϕ.

�ϕ12(x) = �ϕ23(x) = 2�ϕ(x) (7)

And then, ϕ12 and ϕ23 will be further to synthesize ϕ123, which accumulation the
phase error again as quadruple �ϕ.

�ϕ123(x) = �ϕ12(x) + �ϕ23(x) = 4�ϕ(x) (8)

It can be known from Eq. (8) that the synthetic phase ϕ123 is synthesized from ϕ1,
ϕ2 and ϕ3, which has a large phase error. According to Eq. (4), the synthetic phase
is multiplied by the coefficient λ123/λm , and the error is further enlarged. Under the
integer function Round(), phase jump will occur when the sum of errors exceed 0.5,
which can be described as follows:

∣∣∣∣4�ϕ(x)Vo + �ϕ(x)

2π

∣∣∣∣ < 0.5 (9)

Vo = λ123/λm (m = 1, 2, 3) (10)

In this case, V0 represents the ratio of the final synthetic phase period to the initial
phase period. According to Eq. (9), it can be seen that the unwrapping quality of
traditional MFH algorithm is related to the value of V0 and �ϕ. However, due to
the influence of illumination, jitter and other factors in the actual measurement, the
generation of phase error �ϕ is difficult to avoid. In addition, the value of V0 is
relatively large. For example λ1 = 16, λ2 = 18, λ3 = 21, the value of V0 is going
to be 63. It will significantly enlarge the influence of �ϕ, which makes it difficult
to keep the absolute value of errors in Eq. (9) below 0.5. Therefore, we can imagine
that the traditional MFH method has the problem of weak anti-interference ability
in the actual measurement.

2.3 Improvement of MFH Algorithm

In order to reduce the influence of phase error on phase unwrapping, we propose an
improved method, which can reduce the secondary accumulation of the phase error.
After the synthetic phase is calculated using the heterodyne principle in Eq. (1), we
can narrow the phase error of synthetic phase by using the method we proposed. In
proposed method, the synthetic phase is first expanded by Eq. (11), which use the
round function to calculate the fringe order and remove the error of the synthesis
phase.And then the expanded phase is scaled downbyEq. (12), to obtain the synthetic
phase in [0, 2π]. After the above two steps, the higher precision of the synthetic phase
will be obtained, as shown in Eq. (13). It provides a reliable guarantee for the next
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step phase unwrapping, by narrow the phase error of synthetic phase. The calculation
formula of the above two steps are as follows:

�m(x) = ϕm(x) + 2π × ROUND

(
ϕmn(x)(λmn/λm) − ϕm(x)

2π

)
(11)

ϕmn(x) = �m(x)(λm/λmn), λm/λmn < 1 (12)

According to Eqs. (11) and (12), we can obtain the synthetic phase ϕre
mn(x) with

reduced phase error. The formula is as follows:

ϕre
mn(x) =

λm

[
ϕm(x) + 2π × ROUND

(
ϕmn(x)(λmn/λm )−ϕm (x)

2π

)]
λmn

(13)

In the above equation, λm represents the main phase period; λmn represents the
synthetic phase period, and ϕmn(x) represents the synthesis phase. ϕre

mn(x) represents
the synthetic phase with narrowed error, which is expanded by main phase and
synthetic phase and then be scaled down to [0, 2π], as shown in Eq. (13). Through
error analysis of the above method, it can be seen that the accumulation error of
ϕmn(x) has been cut off after rounding function of phase unwrapping. In the new
synthesis phase ϕre

mn(x), only the error is generated by the main phase ϕm(x) remain.
After that the synthesis phase is divided by the coefficient λmn/λm > 1, so the error
of the synthetic phase will be further narrowed. From this, we can draw the following
conclusion:

�ϕre
mn(x) < �ϕm(x) < �ϕmn(x) (14)

ϕre
123 =

{
ϕre
12 − ϕre

23 ϕre
12 ≥ ϕre

23

2π + ϕre
12 − ϕre

23 ϕre
12 ≤ ϕre

23
(15)

According to Eq. (15), after rounding and scaling down, the error of the synthetic
phase ϕre

123(x) is narrowed compared to the original synthetic phase ϕ123. However, in
the process of phase unwrapping, if the main phase ϕm is directly unwrapping by the
synthetic phase ϕre

123(x), the phase unwrapping may fail because the V0 coefficient
is large. In order to avoid the influence of V0, we rewrite Eq. (4) as Eqs. (16) and
(17). Frist we uses ϕre

123(x) to unwrapping the synthetic phase ϕre
mn(x), as shown in

Eq. (16), replaces V0 with a smaller coefficients λ123/λmn . Then the use Eq. (17) to
unwrapping the main phase ϕm . With these improvements, both the phase error and
the proportional coefficient are reduced.

kremn(x) = ROUND

(
ϕre
123(x)(λ123/λmn) − ϕre

mn(x)

2π

)
(16)
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km(x) = ROUND

((
ϕre
mn(x) + 2πkremn(x)

)
(λmn/λm) − ϕm(x)

2π

)
(17)

Following, we will analyze the error of the newly proposed method. First of all,
in the process of getting the synthetic phase ϕre

mn(x), according to Eq. (13), due
to the existence of the rounding function, the phase error shall meet the following
requirements:

∣∣∣∣2�ϕ(x) × λmn/λm + �ϕ(x)

2π

∣∣∣∣ < 0.5 (18)

As shown in Eq. (18), since the main phase is not affected by error superposi-
tion, and the value of λmn/λm is relatively small compared with λ123/λm , so phase
unwrapping failure is not easy to happen in Eq. (18).

∣∣∣∣�ϕ(x) × V1 + �ϕ(x) × V2 + �ϕ(x) × V3

2π

∣∣∣∣ < 0.5 (19)

∣∣∣∣�ϕ(x) × V4 + �ϕ(x)

2π

∣∣∣∣ < 0.5 (20)

where

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

V1 = λ123/λmn

λ12/λ1
< V0

V2 = λ123/λmn

λ12/λ2
< V0

V3 = 1
λ12/λ1

< 1

V4 = λmn/λm

λ12/λ1

(21)

In the final step of phase unwrapping using the synthetic phase ϕre
123(x), we

converted the phase unwrapping process into two steps as shown in Eqs. (16) and
(17) to reduce the phase error, according to the above formula, we can get that the
sum of phase error needs to meet the requirements of Eqs. (19) and (20) at the same
time.

According toEq. (21), it can be seen that all the coefficients in the proposedmethod
are smaller than the traditional method. Therefore, it can be concluded theoretically
that the proposed method can suppress the influence of phase error better than the
traditional method.
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3 Experiments and Simulations

3.1 Simulation

To verify the feasibility of the algorithm presented in this paper, fringe pitch with
(λ1 = 16, λ2 = 18, λ3 = 21) is selected for experimental simulation. And we added
random noise with a range of [−�ϕ,�ϕ] into the fringe pattern to simulate the
generation of nonlinear phase errors under real environments. Then the proposed
method and the traditional method are used for phase unwrapping respectively.When
�ϕ = π

/
22, both algorithms can correctly unwrapping the phase, in Fig. 3a. And

the absolute phase of each algorithms matches perfectly, which means the proposed
method is correct and effective. However, when�ϕ > π

/
13, there are 2π jumps for

the traditionalmethod, inFig. 3b–d.Theproposedmethod is unwrapping successfully
even �ϕ = π/10, in Figs. 3d and 4. The simulation results agree well with the
theoretical analysis, which means the proposed method should be more robust in
practice.

Fig. 3 Results of phase unwrapping with different conditions. a�ϕ = π/22.b �ϕ = π/13.c
�ϕ = π/12. d �ϕ = π/10



Improvement of Multi Frequency Heterodyne Phase Unwrapping … 741

Fig. 4 Absolute phase unwrapping result with phase error ofπ/10. a Phase unwrapping in proposed
method. b Phase unwrapping in traditional methods

3.2 Experiments

In order to further evaluate the feasibility of the algorithm, we developed a
fringe projection measurement system consisting of a PC, a projector (DLP4500,
TI) and CCD cameras (The Imaging Source DMK33UX174 with resolution
1920 * 1200) to verify our method. First we project a stripe pattern of period
(λ1 = 16, λ2 = 18, λ3 = 21) onto a white standard plate. The algorithm proposed
in this paper is used to phase unwrapping, and the reconstruction results are shown
in Fig. 5. The reconstructed plane surface is smooth and the point cloud is evenly
distributed. We carried out plane fitting for point cloud data, and analyze the error
as shown in Table 1.

In addition, in order to test the robustness of the algorithm in the actual measure-
ment, we apply it to the surface measurement of relay components. Since the surface
material of relay components is composed of metal and plastic, the low reflectivity
of the metal surface will lead to the decline of the SNR. Moreover, the random error

Fig. 5 Reconstruction
results of plane surface
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Table 1 Error analysis of
plane point cloud data

Index of plane
point cloud data

Maximum
deviation
(mm)

Mean
deviation
(mm)

Standard
deviation
(mm)

1 0.0368 0.009 0.0111

2 0.0345 0.015 0.0154

3 0.0342 0.012 0.0143

caused by the reflection of the microstructure on the metal surface will further aggra-
vate the degree of phase error. If the traditional MFH phase unwrapping method is
directly used, the phase unwrapping will fail, as shown in Fig. 6c. The algorithm
proposed in this paper can successfully unwrap the phase even if there are phase
errors mentioned above. As can be seen from Fig. 6b–d, compared with the tradi-
tional method, the proposed method has better robustness and can well suppress the
jump error caused by phase error.

After 3D reconstruction of the full-field phase, the results as shown in Fig. 7 can
be obtained. It can be seen that the fine lines and protrusions on the surface of relay
components have been well reconstructed, and the surface is smooth and delicate.

Fig. 6 The relay components and the results of phase unwrapping. a The captured image. b The
absolute phases of green line in the next two pictures. c Phase unwrapping in traditional method. d
Phase unwrapping in proposed method
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Fig. 7 Reconstruction results of relay components. a Side view. b Top view

4 Conclusions

In the traditionalMFH algorithm phase unwrapping, when themeasurement environ-
ment is over-dark or over-bright or the SNR is low, phase unwrapping may fails due
to the phase error. The proposed improved MFH algorithm reduce the error accumu-
lation of synthetic phase to increase the robustness of the unwrapping algorithm. It
use the round function to calculate the fringe order and remove the error of synthesis
phase, and scaling down to obtain the synthetic phase in [0, 2π], which provides a
reliable guarantee for the next step phase unwrapping.

The experiment and simulation analysis verify that the algorithm proposed in
this paper can unwrapping the phase in extreme environments. Compared with the
traditional algorithm, the proposed algorithm has stronger tolerance of the phase
error. However, the jump error still occurs at both ends of the full-field phase, in
order to further ensure the success of phase unwrapping, we should also try to avoid
the positions of both ends in the actual measurement.
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AQuick and Accurate Method to Identify
Betel Nut Based on Mobilenetv3

Yun Dai , Ming Lu , and Zuguo Chen

Abstract The rapid development of artificial intelligence has brought a lot of conve-
nience to our life and also affected the development of industry. Betel nut is a very
popular food in China, which is fall with the majority of men. The market demand
is also expanding. Combining the process of betel nut with machine vision is a great
attempt to improve the efficiency of the plant. At present, the processing of betel nut
is complex and there is an urgent need to improve the degree of automation. The
development of machine vision can provide a good idea. In this paper, a lightweight
network model is used to solve the classification problem of betel nut core in view of
the key process of betel nut processing. At the same time, through comparative exper-
iments, this paper selects the best performance indicators and the best recognition of
mobilenetv3 network as an accurate identification method.

Keywords Artificial intelligence ·Machine vision · Betel nut ·Mobilenetv3

1 Introduction

Betel nut is a fast-consuming food popular in southern China, and its processing
process is relatively complex. The key process of betel nut processing: cutting seeds,
denuclearization and halogenation. Due to the irregular shape of betel nut, a large
number of manual classifications are still required and the workload is huge. In order
to reduce labor costs and improve production efficiency. This paper will adopt the
lightweight network model, from the point of view of machine vision, to improve
the degree of automation in the industry to provide new ideas.

At present, the domestic research on betel nut is still only in infancy time. Xu et al.
[1] extracted the color features, shape and texture characteristics of betel nut to grade
the varieties, and replaced them with vector machines, and its correct recognition
rate is more than 90.38%. Zhu et al. [2] propose semantic segmentation method to
detect the kernel profile of betel nut, extract the image boundary, and obtain the
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smooth kernel contour. Liu et al. [3] proposes the IMS-YOLO model to detect the
tomato fruit of the greenhouse shed with an accuracy of 97.13%. At the same time,
the detection speed has been improved. This method [4] provides a good solution to
the problem of fruit overlap under natural conditions.

In this paper, the lightweight mobilenettv3 network model is used to identify and
classify the kernel of betel nut in complex environments. Compared with other depth
classification models, Mobilenetv3 has good parameter optimization characteristics.
It can achieve fast and accurate classification effect for the key process to provide
pre-work preparation.

2 A Method of Quick and Accurate Classification

With the continuous development of deep network, it provides a powerful platform
for image processing. At present, most deep network frameworks have the advantage
of high accuracy. However, although the continuous improvement of trunk extrac-
tion network depth can bring high precision, but also will bring some column prob-
lems. The requirements of computing power gradually increase and the increase
of parameters also brings a series of problems to be optimized to the classification
model.

2.1 The Structure of Mobilenetv3

The introduction of theMobileNet seriesmodel is an important symbol of lightweight
network applications and has changed the traditional convolutional approach [5].
The core idea of Mobilenetv3 is to propose a separable deep convolution structure,
which use depthwise convolutions for compression, and use pointwise convolutions
to reduce computation and speed up computing.

Depthwise separable convolution: Depthwise separable convolution consists of
depthwise convolution and pointwise convolution. The series model changes the
feature extraction method by depthwise separable convolution, which is greatly
improved in the calculation parameters compared with the standard convolution,
and improves the recognition speed. The structure of which is as follows (Fig. 1).

Fig. 1 Standard convolution
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When you enter a feature map of DF × DF × N, the standard convolution layer
produces a featuremap of the same size.DF is the value of the length andwidth of the
input,M is the number of channels; Set the final generated output size to DG × DG
× N feature map. DG is the value of the length and width of the output picture, and
N is the number of output picture channels (output depth). The standard convolution
layer calculates and parameterizes the feature map through the convolutional DK
× DK × M × N, Where DK is the spatial dimension of the kernel assumed to be
square, M is the number of input channels, and N is the number of output channels
as defined before [6].

Standard convolutions have the computational cost of:

CS = DK × DK × M × N × DF × DF (1)

The calculation cost depends on the number of input channels, the number of
output channels, the convolution size, and the size of the original feature map.
MobileNets can be a good way to separate the structure and connections between
them. First, it uses depth separate convolution to break the connection between the
number of output channels and convolution.

The standard convolutionhas the effect of filtering features and combining features
[7]. The filtering and combination steps can be split into two steps, which via the
use of depthwise separable convolutions in order to reduce computational costs
Significantly (Fig. 2).

Depthwise separable convolution consists of two layers: depthwise convolutions
and pointwise convolutions.Weuse depthwise convolutions to apply a single filter per
each input channel. Pointwise convolution creates a linear combination of the output
of the depthwise layer. MobileNets use both batchnorm and nonlinear activation
function for both layers [8].

Depthwise convolution has a computational cost of (Fig. 3):

CDW = DK × DK × M × DF × DF (2)

Fig. 2 Depthwise
convolutions

Fig. 3 Pointwise
convolution
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Depthwise convolution only filters input channels, it does not combine them to
create new features. Therefore, an additional layer that computes a linear combination
of the output of depthwise convolution by the use of 1 × 1 convolution in order to
generate new features.

Pointwise convolutions cost:

CPW = DK × DK × M × N (3)

Therefore, the total calculated amount of the depthwise separable convolutions
is:

CDS = CDW + CPW (4)

CDS = DK × DK × M × DF × DF + DK × DK × M × N (5)

which is the sum of the depthwise and 1 × 1 pointwise convolution.
By expressing convolution as two steps process of filtering and combining we get

a reduction in computation of:

CDS

CS
= DK × DK × M × DF × DF + M × N × DF × DF

DK × DK × M × N × DF × DF

= 1

N
+ 1

D2
K

(6)

In conclusion, mobileNets uses 3 × 3 depthwise separable convolutions which
uses between 8 and 9 times less computation than standard convolutions [9] (Fig. 4).

Fig. 4 Left: standard
convolutional layer with BN
and ReLU. Right: depthwise
separable convolutions with
depthwise and pointwise
layers followed by BN and
ReLU
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2.1.1 Body Architecture of MobileNetv3

ComparedwithMobilenetv2, theMobilenetv3model is an improvement based on the
backbone extraction network of it. In theMobilenetv3 model, a lightweight attention
model based on the Squeeze and excitation structure (SE) was introduced, and the
excitation function was improved (Figs. 5 and 6).

In Mobilenetv3, the SE module pools each channel of the input feature matrix
and then obtains a one-dimensional vector through two fully connected layers. Its
role is to obtain the weight relationship of the original feature matrix channel. Give
high weight to important channels to improve feature extraction [10].

Mobilenetv3 abandoned the previous swish function and used h-swish function,
as follows:

σ(x) = 1

1+ e−x
(7)

swish x = x · σ(x) (8)

Fig. 5 Block of Mobilenetv2

Fig. 6 Block of Mobilenetv3
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ReLU6(x) = min(max(x, 0), 6) (9)

h − swish[x] = x
ReLU6(x + 3)

6
(10)

According to condition (10), Compared to the ReLU and swish used by
Mobilenetv1 andMobilenetv2, the h-swish function is better nonlinear, easy to guide,
and more quantified [11], which is also an advantage of Mobilenetv3. The main
structure of Mobilenetv3 is shown in Fig. 7.

Fig. 7 Body architecture of MobileNetv3
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3 Analysis of Experimental Results

3.1 Dataset Description

In this work, we first need to get a certain number of datasets to prepare for deep
learning model training. The dataset is collected at the local betel nut processing
plant and has a 2D RGB image resolution size. The size of the input image is almost
300 × 180. The betel nut fruit is less affected by the natural environment in the real
situation, mainly considering the effect of light intensity on the recognition. Because
the core target of the fruit is small and the background is difficult to extract, the betel
nut image needs to be pre-treated before the experiment can be carried out.

To prevent under-diversity datasets from overfitting training models, we collected
long-distance data and close-range data, which contains dark and bright data [12].
Totally 1200 images. In order to increase the diversity of data, this paper also adopts
the mosaic enhancement method. This method randomly crops, flips, and stitches
the dataset. Increasing the diversity of data is conducive to network training and
classification. We packaged the pictures into two folders and then import them into
the trainingmodel.We label images and divide the dataset into training and validation
sets with the ratio of 8:2. The sample images in Fig. 8 are from the above said datasets

Fig. 8 Core and no core
samples



752 Y. Dai et al.

Table 1 Training and testing ratio of betel nut images

Dataset Total instance Dark data Bright data Close-range data Long-distance data

Training 975 467 500 430 537

Testing 245 113 120 86 167

Total 1200 580 620 516 704

and the number of betel nut objects used for training and testing is described in Table
1.

3.2 Evaluation Metrics

In order to evaluate the Mobilenetv3 model, the following parameters are used in
this paper: Precision, Accuracy, Recall. The label of betel nut is classified as core
and nocore. If the original sample label is nuclear and the model validation result
label is the same, the sample is called True positive (TF). Similarly, the correct core
validation sample is True Negative (TN) [13]. If the category classification errors
are False Positive (TF) or False Negative (FN). condition (11)–(13) are utilized to
measures the exactness, accuracy, and review of the item identification model.

Precison = T P

T P + FP
(11)

Recall = T P

T P + FN
(12)

Accuracy = T P + T N

T P + FP + FN + T N
(13)

3.3 Model Training

To evaluate the classification effect of the dataset in the trained Mobilenetv3 model,
All the experiments were trained and performed using PC with Intel i7 processors
@ 3.40 GHz speed and 16 GB of RAM. This article uses Mobilenetv3 as an image
feature extraction network. The picture of the dataset is preprocessed to enter the
picture of the training set into the model of Mobilenetv3 for a training iteration [14].
We trained the network for 10 k epochs with learning rate of 0.0001 and Adam
optimizers, and save trained models. This lab flowchart is shown in Fig. 9.

In this paper, Binary Cross entropy is used as a loss function. Use the softmax
regression function to classify each picture and output confidence, condition (14).
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Fig. 9 Experimental flowchart

HP(q) = − 1

N

N∑

i=1

yi · log(p(yi )) + (1− yi ) · log(1− p(yi )) (14)

This article experimented with Mobilenetv1 and Mobilenetv2. The advantages of
Mobilenetv3 are demonstrated by comparative experiments with three models [15].
The results of the experiment are shown in Fig. 10. Mobilenetv1 and Mobilenetv2
have accuracy of 86.1% and 89.5%, respectively. However, the accuracy of the
Mobilenetv3 model was 96.1%; Mobilenetv3 is also superior to Mobilenetv1 and
Mobilenetv2 with 95.8% accuracy. Recall rate are also the best of the three models
in Table 2.
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Fig. 10 Comparison analysis of MobileNets with VGG16 and VGG19

Table 2 Performance
comparison of Mobilenetv3
with Mobilenetv1 and
Mobilenetv2

Model Precision Accuracy Recall

Mobilenetv1 85.2 86.1 85.3

Mobilenetv2 87.9 89.5 88.8

Mobilenetv3 95.8 96.1 95.9

VGG19 96.1 95.9 95.8

VGG16 91.4 90.5 90.7

At the same time, Table 2 shows that in the deep network models of VGG16
and VGG19, the results of the classification indicators for the betel nut core are not
always superior to Mobilenetv3. Mobilenetv3 not only gains an advantage in each
evaluation metrics, but also has a certain degree in parameter optimization according
to condition (6).

In the validation set sample, a sample is selected randomly and the evaluation
indicators of the three models are compared in turn. Figure 11 shows the result of
experiment.

It is clear in Fig. 11 that the sample was not properly classified in Mobilenetv1,
and there was a degree of improvement in Mobilenetv2 andMobilenetv3. Compared
to the previous two models, mobilenetv3 has a significant improvement in accuracy,
precision, and recall. The results show that, it can be classified correctly, but the
confidence level of the label is only 0.515, far less than 1 in the Mobilenetv2 model.
Compared to Mobilenetv2, Mobilenetv3 is not only classified correctly, but has a
confidence level of almost 1. As a result, in Mobilenetv3, the evaluation metrics of
image classification has been significantly improved.

4 Conclusion

Because the characteristics and backgroundof the betel nut are difficult to distinguish,
it is not possible to solve the classification problem perfectly. with the continuous
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Fig. 11 The results of comparative experiments on different models

development of deep learning, there are stillmany betterways to solve such problems.
In this paper, a lightweight network model is used for the classification of the betel
nut kernel. The model detects quickly with high accuracy compared to other depth
models. It can be seen by experimental comparison, Mobilenetv3 performs the best
in image classification and has the best evaluation metrics. At present, the labor costs
of the betel nut processing are high. This article combines deep learning with betel
nut classification and the lightweight networkmodel is used for the operation of betel
nut processing classification. This is a good attempt to make a bold guess and pave
the way for the introduction of machine vision in later processing plants.
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PRM: Pose Recalibration Module
for Action Recognition

Guixiong Tian , Yang Yi , Zijian Meng , Zhonghong Li ,
and Jialun Song

Abstract Two-stream convolutional network is the mainstream method of human
action recognition, which can achieve excellent recognition precision in most
datasets. However, the challenge of two-stream convolutional network is that it can
not model human action well. To tackle this issue, this paper proposes Pose Recal-
ibration Module (PRM) to better model human action features. The proposed PRM
is composed of three components: (1) Part Affinity Fields pose estimator Module to
explicitly capture human actions and generate human joint heatmap, (2) Multi-scale
Action Extraction Module to construct different scales of joint heatmap sequence at
different time intervals, and (3) Action Classification Module to classify action.
Finally, this paper arranges late fusion strategy to fuse pose modalities and the
two-stream network to obtain the final classification score. Experimental results
on UCF101 and HMDB51 show that our approach can boost the performance of
two-stream network. Meanwhile, our method obtains a competitive performance
compared with state-of-the-art methods.

Keywords Pose modality · Feature fusion · Action recognition

1 Introduction

Human action recognition (HAR) is a classic research topic in the field of computer
vision. For a given human action video, the computational model can extract the
features in the video and identify the action category [1, 2].

Due to the strong generalization ability of deep networks, it has higher preci-
sion after fusing with different types of features. Therefore another popular research
option based on deep learning is fusingwith other types ofmodality, inwhich the pose
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modality is a popular fusion mode. With the development of the field of pose estima-
tion, the latest pose estimators, such as PAF [3], have high recognition precision, and
have the characteristics of multi-target, real-time and end-to-end. Thus there is no
need for an additional preprocessing to take the human pose as the input and it can
be obtained by embedding the pose estimator. The pose modality includes trunk and
facial features, which contains rich action information. However, the pose modality
only contains position information and does not have pixel information, the expres-
sive power of human action features is limited. Therefore, a better method is using
human action features as the supplement of video pixel features to jointly determine
the action label. Inspired by the above work, this paper proposes the Pose Recal-
ibration Module (PRM), which consists of three submodules, Part Affinity Fields
pose estimate Module (PAFM), Multi-scale Action Extraction Module (MAEM),
and Action ClassificationModule (ACM). PAFM is used to generate the human pose
modality. Then MAEM constructs a multi-scale action model by convolution human
posemodality. It can obtain the video representation based on human actions. Finally,
input the video representation intoACM to get the corresponding action label. Exper-
imental results show that ourmethod can achieve competitive performance compared
with the state-of-the-art methods on two datasets UCF101 and HMDB51.

Overall, our contributions can be summarized as follows:

• A light-weight yet effective module PRM with PAFM, MAEM, and ACM, is
proposed to recalibrate action features and activation.

• We conduct extensive experiments on two human action recognition datasets
UCF101 and HMDB51, and compare PRM-based methods with the state of the
arts to verify the performance of our module.

2 Approach

To make use of human action information efficiently, this paper proposes a Pose
Recalibration Module (PRM). As Fig. 1 shown, the overall architecture of our PRM
can be divided into three submodules: PAFM, MAEM, and ACM. The end-to-end
PAFM is used to obtain the human pose modality of the video. The modality is the
heatmap of each joint position of the human body in the video frame. Then the action
features are extracted from these heatmaps on the spatial–temporal scale byMAEM,
and the action-based video representation is obtained by fusing the features of each
joint. Finally, ACM identifies the action according to the video representation and
gets the corresponding action label. The following subsections describe the details
of each submodule.
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Fig. 1 The overview of pose recalibration module

2.1 PAFM

Toobtainmotion of the human body explicitly, this paper constructs a pose estimation
network based on PAF to generate the human pose modality. For the input video, the
convolution feature is generated by VGG. Then the feature is input into two branches
to generate Part Confidence Maps (PCM) and PAF respectively. PCM is the heatmap
of the confidence of each joint and PAF is the trunk confidence of connecting two
joints, including position and orientation information. The two generated branches
will be fused, and then input to the next branch to start a new round of iteration, a
total of 7 iterations.

This paper mainly uses the joint heatmap of PCM after 7 iterations as the input
of the next process. PCM contains N kinds of human joints. This paper use heatmap
of 19 kinds of human joints. For input video S ∈ RT×H×W , T is length of video,
H and W are the height and width of the video respectively. The sequence of joint
thermogram extracted by PCM is P ∈ RN×T×H×W , WhereN is the number of joints.

2.2 MAEM

After obtaining the heatmap of human joints, this paper proposes a multi-scale
sampling method, which constructs different scale heatmap sequences at different
time intervals. Then the action features are extracted by using group convolution for
each sequence. Finally, the action-based video representation is obtained by fusing
different scale sequences.

As shown in Fig. 2, for the input n-th joint heatmap sequence Pn ∈
RT×H×W (n = 1, . . . , N ), different sampling intervals t are used for sampling. In
this paper, the values of t are t k = {1, 2, 4}. So we get a total of K = 3 subsequences
of joint heatmap Pnk ∈ R

T
t ×H×W , the length of each subsequence is T /t. For the
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Fig. 2 Multi-scale joint heatmap sequence sampling

sequence with small sampling interval, more samples are sampled, which contains
rich semantic information and action information. It can be used as the main part of
action feature extraction. For the sequence with large sampling interval, the number
of samples is small and mainly contains the action information of different scales. It
can be used as a supplementary part to extract the action features.

To give full play to the characteristics of these sequences, different sizes of convo-
lution kernel is used to extract the action features of different sequences. It allocates
more output channels for the sequences with small intervals and fewer output chan-
nels for the sequences with large intervals. At the same time, due to the sparse
features and concentrated distribution of the heatmap, the use of large-scale convo-
lution will increase the cost of parameters and not improve the accuracy. Hence
small-scale convolution is more suitable. Based on the above analysis, MAEM is
proposed to extract action features. MAEM uses 1 × 1 2D convolution kernel with
different number of output channels to extract different sequences. Thus the convo-
lution kernel size of each subsequence is k ∈ ROk×Tk×1×1, The input and output
channels of convolution kernel change with the length of subsequence. Different
scale subsequences extract their own action features. Finally, through the concate-
nation and 1 × 1 convolution compression feature is used to get the action feature
of the joint. As shown in Fig. 3, the whole process can be summarized as follows:

{
Pnk
∧

= Pnk∗k, (k = 1, . . . , K ).

Pn
∧

= conv1×1

[
Pn1
∧

, . . . , Pnk
∧]

.
(1)

where Pnk represents the subsequence sampled by the joint, Pnk

∧

is the action feature
corresponding to the subsequence, k represents the action convolution corresponding
to the subsequence, Pn

∧

∈ RQ×H×W is the video action representation of the joint
sequence obtained by aggregating all the subsequence action features,Q is the output
channel of joint action. In this paper, the value is 6, the value will be specified in the
experimental section.
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Fig. 3 The overview of multi-scale action extraction module

In order to supplement the number of samples and prevent overfitting, the same
scale sequence of different joints will share the weight of convolution kernel. The
video representation of all joints is concatenated to get the final video representation.
The process is shown in the following formula:

P̂ =
[
P1
∧

, . . . , Pn
∧]

(n = 1, . . . , 19). (2)

where n is the number of joints, this paper uses a total of 19 joints of the heatmap
sequence, so the final generated action-based video representation P̂ ∈ R114×H×W ,
114 channels in total. The convolution method in this paper can save parameters
and extract the semantic information of the input heatmap. Through the construction
of different scale sequences to extract a variety of action information, the video
representation has more expressive power and robustness.

2.3 ACM

The video representation obtained by MAEM is input to ACM for classification. As
the input of processing is middle-level semantic features, compared with the original
image, the features are sparser. Thus it cannot use deep network training. Therefore,
the structure design of action recognition network is referred to reference [4], and the
structure is shown in Table 1 and Fig. 4. ACM consists of three convolution blocks, a
global pooling layer and a fully connected layer. Each convolution block contains two
convolution layers. The size of the convolution kernel is 3 × 3. The first convolution
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Table 1 ACM network structure

Network layer Size of output Parameter setting

Input 114 × H × W

conv1_1 128 × H/2 × W/2 conv 3 × 3, stride 2

conv1_1 128 × H/2 × W/2 conv 3 × 3, stride 1

conv2_1 256 × H/4 × W/4 conv 3 × 3, stride 2

conv2_2 256 × H/4 × W/4 conv 3 × 3, stride 1

conv3_1 512 × H/8 × W/8 conv 3 × 3, stride 2

conv3_2 512 × H/8 × W/8 conv 3 × 3, stride 1

FC-512 512 × 1 × 1 AvgPool

Classification K × 1 × 1

Fig. 4 The overview of ACM

kernel stride is 2, and the second convolution kernel stride is 1. Compared with the
previous convolution block, each convolution block doubles the number of channels.
Therefore, after a convolution block, the resolution of the feature will be compressed
by half, and the number of channels will be doubled. After the convolution block,
the features are compressed in the global pooling layer, and finally the action label
is obtained after the fully connected layer.

3 Experiments

In this section, we first discuss the experiment setting. Then we conduct experiments
on channel number of video representation to obtain the optimal sequence number
of scale sampling in pose modality. And PRM proposed in this paper is compared
with the same type of methods to verify the competitiveness of each module of
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the proposed method. Finally, to validate the effectiveness of the proposed PRM,
data experiments are performed on two popular datasets HMDB51 [5] and UCF101
[6]. The results display that our PRM is competitive with several state-of-the-art
methods: iDT + FV [7], TDD + FV [8], Two-stream (VGG16) [9], C3D [10], T3D
[11], TSN [12], PA3D [13], Hidden Two-stream (TSN) [14], Coarse-to-fine (Motion)
[15], MRST-T [16], SGN [17], ISTA [8], ISPAN [18], AARM [19].

3.1 Experiments Setting

The experimental environment is ubuntu14.04, 2.1 GHz 32 core processor, four GTX
1080 Ti, 64G memory, and 1.5 T storage space. The input video frame size is cut to
224 × 224, horizontal flip, random clipping, and corner clipping are used for data
augmentation.

The parameters of PRM network training are the same as the optical flow network
inAARM [19], but the input is 8 video frames and 400 epochs are trained. The overall
evaluation standard usesTop1 accuracy. Similar to the fusionof two streamstructures,
the method in this paper adopts the late fusion method for the PRM network and the
AARM two stream convolution network. Specifically, the two modes are carried out
independently in the training stage, and only in the test stage can they be fused. The
fusion method is to sum the scores of each category of the input video obtained from
the two modes by weighting. The values in this paper refer to the method of previous
work [4, 13] to set the same weight.

Due to the sparsity of the human pose modality, it is difficult to get better recog-
nition results only by using the pose modality. Therefore, the PRM is combined with
AARM two-stream convolution network [19].

3.2 Experiment on Channel Number of Video Representation

This experiment is to study the effect of the number of video channels Q of each joint
sequence output on PRM in the action modeling stage. The whole video represents
the total number ofN ×Q channels, and the fixed number of jointsN is 19. Therefore,
Q controls the number of channels of the whole video representation. Experiments
will test Q with different values. The experimental results are shown in Table 2.

It can be seen that the best performance can be obtained when Q is 6. It can
be inferred that the reason is that when the number of channels is insufficient, it
is difficult for each joint to save multi-scale action information. When the number
of channels is too many, the information is redundant, which increases the training
difficulty of the action recognition network and reduces the accuracy. Therefore,
based on the experimental results, it is recommended to use the configuration of Q
= 6 on the two data sets of this experiment.



764 G. Tian et al.

Table 2 The number of
channels for video
representation results

Value of Q UCF101 (%) HMDB51 (%)

Q = 2 58.2 43.7

Q = 4 60.2 46.8

Q = 6 60.9 47.2

Q = 8 60.6 47.1

Q = 10 60.4 46.8

Table 3 Comparison of
pose-based recognition
methods on split 1of UCF
101and HMDB 51

Fusion strategy UCF101 HMDB51

PoTion [4] – 43.4%

PA3D [13] – 46.7%

PRM (ours) (%) 60.9 47.2

3.3 Comparison with Pose Modules

This experiment focuses on the difference between PRM proposed in this paper and
other pose-based action recognition methods, such as PoTion and PA3D. The input
of the comparison module is the heatmap of each joint to achieve fair competition.
The experimental results are shown in Table 3.

From the experimental results, it can be observed that the PRM proposed in this
paper has the best recognition effect on HMDB51. PoTion uses the action modeling
of merging heatmaps along with time series. It is not as good as the other two
convolution-based action modeling methods. Compared with PA3D, this paper uses
multi-scale sampling, which can lead by a small margin. It shows that the PRM has
stronger expression ability in multi-scale motion modeling ability, and verifies the
effectiveness of the PRM.

3.4 Comparison with the state of the arts

This paper finally compares our proposed PRM with various state-of-the-art action
recognition methods. As shown in Table 4, compared with other methods using
2D convolution network, the recognition precision of this method is comprehen-
sively leading, which shows that 2D convolution network still has a lot of room for
improvement, and human action modality can play an effective role. On the other
hand, the proposed method still achieves competitive results with some 3D convo-
lution networks without using 3D convolutional network structure, which shows
that the proposed method has good performance. Moreover, the proposed method
achieves the best recognition rate after using the TSN structure, which verifies the
effectiveness and competitiveness of the proposed human action recognition method
based on pose feature fusion.
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Table 4 Comparison with
the state of the arts on split 1
of UCF101 and HMDB51

Methods UCF101 HMDB51

iDT + FV [7] (%) 85.9 57.2

TDD + FV [8] (%) 90.3 63.2

Two-stream (VGG16) [9] (%) 86.9 58.4

C3D [10] 85.2% –

T3D [11] (%) 91.7 61.6

TSN [12] (%) 94.0 68.5

PA3D [13] – 55.3%

Hidden two-stream (TSN) [14] (%) 93.2 66.8

Coarse-to-fine (motion) [15] (%) 93.6 69.3

MRST-T [16] (%) 92.2 68.9

SGN [17] 90.5% –

ISTA [8] (%) 87.1 53.1

ISPAN [18] (%) 94.8 64.6

AARM [19] (%) 93.4 67.6

PRM + AARM (ours) (%) 94.8 69.1

PRM + AARM + TSN (ours) (%) 96.7 71.3

4 Conclusions

In this paper, PRMmodule is introduced and divided into three submodules to better
extract human action features, which solves the defect that the deep learning method
ignores the explicit modeling of human action features. Through extensive experi-
ments on twovideo datasetsUCF101 andHMDB51, the effectiveness of the proposed
method is verified, and the optimal hyper-parameter configuration is given for the
datasets. At the same time, compared with other similar methods and current repre-
sentative research results, the experimental results show that the proposed method
can achieve competitive classification results.
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Stereo Visual SLAM System Reasonably
Use Point and Line Features

Huiyue Qiao , Xuhu Ren , Luyan Niu , Yang Feng ,
and Songzho Liu

Abstract Traditional feature-based SLAM systems rely on point features in the
environment to recover the camera pose and build an environmental map. With the
in-depth research of scholars, in order to make up for the disadvantages of point
features in a low texture environment, stereo visual SLAMsystems that combine both
points and line segments are proposed. Although the stereo visual SLAM systems
that combine both point features and line features improve the accuracy of tracking
and they also increase the computational burden of the computer and reduce the
tracking efficiency. However, in the actual environment, the environment will not
always be in a state of low texture, so our work considers that the line feature can
be selectively used. We selectively use line features during the tracking process and
use line features as a supplement to point features in a low-texture environment. The
main content of our work is proposing an analysis method that analyzes the change of
the environmental characteristics that have been tracked during the tracking process
to make the SLAM system possible to make good use of point features and line
features in the tracking process. We test our system on public datasets and compare
our results with state-of-the-art methods. The test results show that our stereo visual
SLAMmethod can obtain more accurate results than the stereo visual SLAM system
that uses points and even the stereo visual SLAM system that combines both point
features and line features.

Keywords Stereo visual SLAM · Point features · Line features · Tracking feature
analytical method

1 Introduction

In recent years, the reliability of visual simultaneous localization and mapping
(SLAM) has gradually increased, and it has been increasingly used in many fields
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[1]. And with the improvement of the computing performance of computers, the
functions of SLAM are also becoming more and more complete.

SLAMsystems can be divided into topological (e.g. [2–5]) andmetric approaches.
In our work, we focus on metric approaches, which use physical information in
the environment and build a map with meaningful physical information. These
approaches can be further categorized into feature-based and direct methods.

The direct methods are under the assumption that the brightness is constant. They
get pose information by minimizing the photometric errors between consecutive
frames and do not need to know the positional relationship between points. Recent
representative works in the use of direct methods are semi-direct methods (SVO) [6]
and sparse direct methods (DSO) [7]. Direct methods have the advantage of direct
input images without considering the intermediate process, so the processing speed
is fast. However, direct methods are very sensitive to environment brightness changes
and are restricted to small-scale motions. Their effect is not good when large-scale
motions occur. In contrast, feature-based methods extract stable feature information
between frames, which have a certain degree of light stability and rotation invariance
[8, 9].

In recent years, one of the most famous feature-based visual SLAM systems is
ORB_SLAM [9], which has a stable front-end, tracking process, back-end and forms
a relatively mature visual SLAM framework. At the same time, ORB_SLAM has
achieved real-time results. But ORB_SLAM is only based on point features that
do not perform well in low-texture environments. Therefore, some scholars have
proposed the use of more stable features in the environment, such as line features.

The visual SLAM systems that combine both point features and line features are
proposedby scholars to obtain higher stability during tracking.But thesemethodswill
inevitably increase the burden on the computer and reduce the efficiency of tracking.
However, in the actual environment with enough features, accurate pose information
can be obtained without the participation of line features. Using line features at this
time will add additional computational burden and can’t help improve the tracking
accuracy. And in a high-texture environment, too many line features will make the
line features lose the representativeness of the environment and lead to a decrease in
tracking accuracy. Therefore, our work uses line features as a method to complement
point features during the tracking process. We design a method to determine when
line features are needed for point feature supplementation based on experimental
analysis. Our system is tested on different public datasets. The experimental results
prove that our system can avoid use dense line features and obtains higher tracking
efficiency and accuracy comparedwith the stereo visual SLAMsystem that combines
both point features and line features. In summary, our contributions in this work are
as follows:

• Propose a SLAM system that can reasonably use point features and line features.
Our system can select the use of features according to the environmental infor-
mation obtained by the system. When the point features are sufficient, only the
point feature is tracked, and when the point features are not sufficient, the line
features are used to supplement the point features.
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• Propose aPoint or Point andLineMethod for judging the changeof feature sparsity
and effectiveness in the environment. This method can make stereo visual SLAM
be able to predict environmental information according to the changes in feature
state during the tracking process and decide whether line features are needed for
point features supplementation.

Our paper is organized as follows: Section 2: Related work, Section 3: SLAM
system overview, Section 4: Point or Point and LineMethod, Section 5: Experimental
Validation, Section 7: Conclusion.

2 Relate Work

The traditional feature-based SLAM tracks the key points of consecutive frames
to obtain the relationship between the key points between consecutive frames and
then minimize re-projection error functions to estimate the pose of the robot [1].
The current representative methods are Fast-SLAM [10], PTAM [11], and the most
recent ORB-SLAM [9]. Fast-SLAM is a filter-based SLAM system that uses a filter-
based method to optimize the pose after tracking to a point in the environment.
PTAM is a monocular, key-frame-based SLAM system, which first proposes the
system structure that splits camera tracking and mapping into parallel threads. ORB-
SLAM uses fast and stable ORB features [12] for feature description in the environ-
ment. It extends PTAM and proposes a three-thread SLAM system that integrates
tracking, local mapping, and loop closure. The three-threaded framework combines
with map information is one of the most stable frameworks for feature-based SLAM
systems. But in a low-texture environment, the point features tracking methods will
cause tracking failure and reduce accuracy due to insufficient surrounding environ-
ment features. Therefore, some scholars consider using other spatial features in the
environment to solve the adverse effects of point feature tracking in a low-texture
environment, such as edge features, plane features, or line features.

In our work, we mainly consider line features. J. Neira proposed the first monoc-
ular vision SLAM system using vertical line segments [13]. As the optimized frame-
work based on keyframes has become the mainstream of the visual SLAM system,
GeorgKlein proposed a SLAM system that uses point features and line features based
on keyframe optimization [14]. The key frame-based SLAM system is currently
the most complete and stable framework achieved in ORB_SLAM [9]. Therefore,
Albert Pumarola [15] integrated line featured into the ORB_SLAM framework and
proposed a monocular vision SLAM system that combines LSD line features [16]
with point features. This system detects line segments through endpoints and then
performs descriptor-based tracking. Then Ruben Gomez-Ojeda combined the semi-
direct method and the line feature to propose a stereo PL-SLAM [17], which is
different from the monocular PL-SLAM. Firstly, it is based on a stereo system.
Secondly, Stereo PL-SLAM does not make any assumption regarding the position of
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the line’s endpoints, but the STVO used by it has the problem of low stability. There-
fore, Kun et al. [18] proposed ORB_Line_SLAM, which combines ORB_SLAM
stable front-endwithmonocular PL-SLAMline features processmethod.This system
expands theORB_SLAMframework and obtains better results than stereoPL-SLAM
in the public dataset test.

The above methods use point features and line features throughout the tracking
process. However, in the actual environment tracking, there is no need to use the line
feature all the time. When the environment texture is sufficient, the use of the line
feature will only increase the burden on the computer and reduce the efficiency of
tracking. At the same time, when in a high-texture environment, the introduction of
too many line features will reduce the tracking accuracy. Therefore, how to judge
whether to use line features is the main research content of our work.

3 SLAM System Overview

Our paper designs a SLAM system that can reasonably use point features and line
features according to the changes in the feature state during the tracking process.
We incorporate a method that can judge the effectiveness of point features during
the tracking process to use point features and line features reasonably. The system
is shown in Fig. 1, which is similar to ORB_SLAM has four parts: Tracking, Map,
Local Mapping, and Loop Closure.

3.1 Tracking

This thread is to track the motion process between frames. We first use the method
in [9] to extract the ORB features from the input pictures, then perform motion
model tracking and pose-only optimization. After the motion model tracking, the

Fig. 1 SLAM system overview
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effectiveness of point features is judged. When our method judges the point feature
tracking is sufficient, the processingof the next framewill continue.Whenourmethod
judges the point feature tracking is insufficient, the current part of the environment
will be tracked using the point features and the line features. The judgment method
will be explained in detail in the fourth part. At the end of this thread, the current
frame will be judged whether to insert a frame as a keyframe by the method in
ORB_SLAM [9].

3.2 Map

This part saves the map information during the tracking process, including the pose
information and label of the keyframes. It also includes spatial 3D point features in
point feature tracking mode, spatial 3D point features and spatial 3D line features in
point feature and line feature trackingmode, visibility graphwhich contains visibility
information of keyframes [19] and spanning tree.

3.3 Local Mapping

This process starts when a new keyframe is inserted. When a connection is detected
in several local frames, several frames of pose information and its associated feature
information will be optimized. The main part of this process is the construction of
the loss function for bundle adjustment with points and lines. In Fig. 2, Xi ∈ R

3 be
the 3D point of the point feature observed by the i-th keyframe, xi ∈ R

2 be the image
coordinates, T i

w ∈ SE(3) be the pose of the i-th keyframe. According to the pose and
3D point, the re-projection can be expressed as π(T i

w, Xi ) The re-projection error
model of the spatial point feature can be expressed as follow:

Fig. 2 The re-projection error of line segment feature and point feature
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epi =
[[

xi
yi

]
− π(Ti

w,Xi )

]
(1)

The re-projection error of the line feature is constructed in the form of [15], In
Fig. 1, PS,i ,PE,i ∈ R

3 be the endpoints of line segments in space, p′
s,i ,p

′
e,i ∈ R

2 be
image coordinates of the endpoints of the line segments, hps,i , hpe,i ∈ R

3 are their
corresponding homogeneous coordinates. The unit normal vector line of the plane
is thus formulated by [15]:

li = [l0 l1 l2]
T =

hps,i × hqe,i∣∣hps,i × hqe,i
∣∣ (2)

Combining the pose information, the two endpoints of the line feature are repro-
jected homogeneous coordinates are expressed as hπ(Ti

w,PS,i ),
hπ(Ti

w,PE,i ), let
es,i , ee,i be the corresponding to the error of the start and end of the line segment
respectively, the formula is as follows:

eli =
[
es,i
ee,i

]
=

[
li · hπ(Ti

w,PS,i )

li · hπ(Ti
w,PE,i )

]
(3)

When tracking point features, K is the set of keyframes, and P is the set of
key points contained in the keyframes, �epi

be the information matrix of the re-
projection error of points, ρ be the robust kernel function. Then, the loss function
can be formulated as:

Cp =
∑
i∈K

ρ

⎡
⎣∑

j∈P

(epi )T�−1
epi
epi

⎤
⎦ (4)

When the tracking point and line features, �eLi
be the information matrix of the

re-projection error of lines, Then, the loss function including point and line features
can be formulated as [15]:

Cp,l =
∑
i∈K

ρ

⎡
⎣∑

j∈P

(epi )T�−1
epi
epi +

∑
k∈L

(eli )
T�−1

eli
eli

⎤
⎦ (5)

According to the partial derivative of the loss function, the Jacobian matrix
required for Gauss–Newton iterative optimization can be obtained. After executing
the local bundle adjustment, the keyframes in the map information will be filtered.
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3.4 Loop Closure

The loop closure process is to deals with error accumulation and performs global
bundle adjustment optimization when a close loop constraint is established. This
process uses the DBoW2 model [20] to search and measure the similarity between
keyframes. In ORB_SLAM, the author proved its excellent loop closure effect under
normal conditions, so the loop closure process adapts the same idea as ORB_SLAM
[9].

4 Point or Point and Line Method

In the process of test in different public datasets, we found that when the environment
is about to have insufficient effective features, it will reflect a certain degree of
trend and regularity before it appears. Our method finds this trend and regularity
by processing the original data and uses line features to supplement only in a time
when the environmental features are insufficient. The specific implementation is as
follows:

Firstly, we find the local transformation trend of the number of point features that
are effectively matched after optimization can reflect the changing trend of the local
environment to a certain extent. Yi (i = 1, . . . , 10) is the number of optimized point
features in the last ten frames. Perform a linear regression on it to get the trend flag
β̂1 that reflects the trend as follow:

Ŷi = β̂0 + β̂1Xi (6)

β̂1 = n
∑n

i=1 iYi − ∑n
i=1 i

∑n
i=1 Yi

n
∑n

i=1 i
2 − (∑n

i=1 i
)2 , β̂0 =

∑n
i=1 i

2 ∑n
i=1 Yi − ∑n

i=1 i
∑n

i=1 iYi

n
∑n

i=1 i
2 − (∑n

i=1 i
)2

(7)

The obtained trend exists in the whole tracking process. When the features are
sufficient, they will continue to rise and fall. Therefore, it is necessary to set the effec-
tive number of points n = 250 as the criterion for opening judgment in the tracking
process basedon experimental experience. Thenweuse a predictivemethod to predict
the law of changes in environmental conditions. To make the data easier to predict,
we use the Savitzky-Golay algorithm [21] to process the data to eliminate excessive
fluctuations and use more historical data Zi for predicting. Zi (i = 1, . . . , 20) are the
number of optimized point features in the last twenty frames. In the Savitzky-Golay
algorithm, we need to choose the appropriate window size m and order n that affect
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the degree of data smoothing. According to our experimental experience, we choose
m = 7 and n = 5 to deal with fluctuations in Zi (i = 1, . . . , 20) can obtain the best
smooth data Z ′

i (i = 1, . . . , 20). In the Savitzky-Golay algorithm that the matrix H
depends only on order n and window size m and is independent of the input samples.
hi,m denotes the elements of the matrix H. The formula for obtaining smoother data
is as [21]:

Z ′
i =

M∑
m=−M

hi,m Z [m] (8)

Then we perform the second exponential smoothing method prediction on the
obtained smoothed data Z ′

i (i = 1, . . . , 20). To obtain a representative prediction
result, we need to choose the appropriate prediction coefficient α whose size reflects
the degree of influence of recent data on the predicted data. After many experiments,
we found that setting the prediction coefficient α = 0.6 can obtain a representative
prediction result. When i = 1, Z (1)

1 = Z (2)
2 = Z ′

1, and then perform a loop operation
to get the predicted value Z̃i+1 for judgment as follows:

Z (1)
i = αZ ′

i + (1 − α)Z (1)
i−1 (9)

Z (2)
i = αZ (1)

i + (1 − α)Z (2)
i−1 (10)

Z̃i = 2 − α

1 − α
Z (1)
i − α

1 − α
Z (2)
i , (i = 2, . . . , 20) (11)

At the same time, to make the system more stable, we set the stability judgment
flag εi after completing a tracking mode switch. Only when the number of optimized
point features of consecutive n frames is higher than 240 will it be set to be stable,
otherwise it is judged to be unstable, and the current tracking state will continue.
According to our experiment, when the conditions are met for three consecutive
frames, it means that the environment enters a relatively stable state. The final point
and line tracking judgment method are as follows.
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5 Experimental Validation

In this section, we use the EuRoC datasets [22] and the KITTI datasets [23] to test
the effects of our system in indoor and outdoor environments. All experiments run
on a laptop computer with i5-9300H 2.40 GHz CPU, 8.00 GB RAM, without GPU.

Our work was modified from stereo ORB_SLAM [24] and ORB_Line_SLAM
[18] which obtains better results than stereo PL-SLAM [17] in the dataset test. Our
work can enable the system to switch between using point features tracking and point
features and line features tracking according to the environment and achieves the
same effect as using both point features and line features. To prove this, we compare
with the test results of stereo ORB-SLAM and ORB_Line_SLAM as follow:

5.1 EuRoC Dataset

The EuRoC datasets are divided into easy, medium, and difficult according to flying
speed, lighting, and environment texture. The datasets provide accurate real poses
for the evaluation of the final results.

The results are shown inTable 1.Wecalculate theRMSEof the absolute translation
error and label the smallest error as the bold number. Our method performs better
than stereo ORB_SLAM in most sequences. In a series of datasets, our method
performs better thanORB_Line_SLAM. This is becausewhen themovement is slow,
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Table 1 Comparison of translation RMSE (m) on EUROC dataset

Sequence ORB_SLAM2 ORB_Line_SLAM Ours

MH_01_easy 0.036639 0.042740 0.035564

MH_02_easy 0.045261 0.047564 0.044164

MH_03_medium 0.034997 0.040741 0.036209

MH_04_difficult 0.052171 0.050491 0.045989

MH_05_difficult 0.055294 0.053610 0.047462

V1_01_easy 0.086873 0.087651 0.086601

V1_02_medium 0.066922 0.063876 0.062852

V1_03_difficult 0.081241 0.065307 0.067131

V2_01_easy 0.065488 0.068203 0.063245

V2_02_medium 0.060031 0.062288 0.055739

and the surrounding environment characteristics are sufficient, the LSD line feature
extraction method will affect the tracking accuracy. Therefore, the line features are
usedwhen the point feature is insufficient can obtainmore accurate pose information.
But in V103, ORB_Line_SLAM can get the best effect when the camera movement
speed is fast, and the spatial characteristics are insufficient.

In Fig. 3, we show a comparison of average tracking time. It can be seen from
the data that in an environment with sufficient features and slow camera movement,
such as MH01, our method’s tracking time is close to ORB_SLAM. In an envi-
ronment with lower features, such as MH_05, V2_02, our method’s tracking time
is close to ORB_Line_SLAM but still shorter than the tracking time required by
ORB_Line_SLAM.

Fig. 3 Comparison of average time(s) on EUROC dataset
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Table 2 Comparison of
translation RMSE (m) on
KITTI dataset

Sequence ORB_SLAM2 ORB_Line_SLAM Ours

00 0.915712 0.874138 0.870958

01 5.149767 4.804950 4.309862

02 6.261766 5.514348 4.925226

03 0.291036 0.253860 0.247937

04 0.209263 0.133977 0.169351

05 0.360252 0.400433 0.346013

06 0.533134 0.575652 0.403667

07 0.462235 0.417130 0.412101

08 3.213927 2.929362 3.043945

09 2.804050 1.673850 1.498517

10 1.027561 0.977473 0.745246

5.2 KITTI Dataset

TheKITTI datasets are used to test the effect of our system in an outdoor environment.
The datasets also provide accurate real poses for the evaluation of the final results.

The results are shown in Table 2. We also calculate the RMSE of the absolute
translation error and label the smallest error as the bold number. The outdoor exper-
iment results show that in an outdoor environment, our system can achieve better
results than stereo ORB_SLAM in all the sequences. At the same time, in some
urban environments with sufficient texture features, such as 00, it can achieve better
results than ORB_Line_SLAM. This is because there will be inaccurate line features
in an environment with complex textures. But in the urban environment where the
surrounding environment features are sparse, and houses have obvious line features,
so ORB_Line_SLAM performs better in the 04, 08 sequences, but our method can
still obtain similar results.

In Fig. 4, We can see that in an urban environment, such as 00, the surrounding
environment has sufficient texture features, so the tracking time is close to
ORB_SLAM. On highways environment, such as 01, the surrounding environment
has sparse texture features, and the tracking time is close to ORB_Line_SLAM, but
the required average tracking time is still lower than ORB_Line_SLAM.

6 Conclusion

Our work is to propose a stereo SLAM system that can reasonably use point features
and line features. The system can choose to use different tracking features during
the tracking process according to the historical environmental information. When
the environment texture features are sufficient, point features are used for tracking;
when the environment texture features are not sufficient, point features and line
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Fig. 4 Comparison of average time(s) on KITTI dataset

features are used for tracking. From the experimental results, it can be seen that it
is feasible to select features for use based on the historical environment information
obtained in the tracking process. Our method was tested on the popular indoor and
outdoor public datasets and can obtain higher tracking efficiency and accuracy than
the SLAM system that combines both point features and line features.

However, there is still roomfor improvement in the system.Firstly, the line features
extracted during the tracking process are only used in the front-end and tracking
process. They are not effectively used in the back-end and loop closure. Secondly,
if the environment changes frequently and obviously, the judgment method will
occasionally be unstable in tracking. Therefore, we can improve the use of historical
environmental information and improve the stability of the judgment method.
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An Intelligent Foreign Substance
Inspection Method for Injection Based
on Machine Vision

Bowen Zhou , Liang Chen , and Lianghong Wu

Abstract The method of intelligent visual detection system for injection realized
online high-speed and high-precision detection on foreign substance in the injection.
We have researched on the under and back light-given way to obtain sequential
images of the injection, put forward adaptive filtering algorithm aimed at small
moving targets of the solution to filter out interference of noise points, adopted
statistical method of slipping marginal points of window’s histogram to position
image and detection area, studied on a method that combined two-difference and
energy accumulation to extract moving targets, and applied principle of Support
Vector Machine to identify foreign substances. A series of experiment demonstrate
that the intelligent detection system is able to detect effectively foreign substances
in the medical liquid. The detection speed, precision and undetected rate could well
meet the needs of a pharmaceutical production line.

Keywords Injection · Visual detection · Image processing · Foreign substances
recognition

1 Introduction

The researchondetecting impurities in the injectiondatedback to a long timeago.The
main mechanical operating method is basically high-speed whirl of the injection at
first, then scram.At this time, the bottlewall is stationary contrasted to the equipment,
but the liquid and the possible impurities in the bottle continue to move due to inertia.
Therefore, the impurities can be discriminated against on the basis of their motion
characteristics [1]. There are two ways in detection; one is to give the light in the
side and receive by optical sensor in the other side according to light scattering
and reflection characteristics to judge whether there are impurities that obstruct and
influence light irradiation in the liquid, the other is to take sequential images of
injection by video camera in accordance with principles of machine vision, and to
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extract impurities on the basis of relationship between moving targets and static
bottle wall. The first method adopts optical sensor to judge, the bubbles in the bottle
are easy to be misjudged as impurities, while the second method identifies impurities
on the basis of pictures, which could adopt image processing algorithm to identify
that the moving targets is bubble or impurities. Thereby, the research and application
is wider [2].

Based on principles of machine vision, image processing algorithm is the key
in impurity detection and identification. Some special image processing methods
are needed aimed at various types of impurities in the injection. The first is image
position, there are image features location method [3] and location algorithm based
on marginal point [4]. For the research on feature extraction algorithm, there are
target extraction methods based on neural network [5, 6]. Moreover, aimed at target
identification, there are particle detection method based on sensor [7], target tracking
algorithm based on difference method [8], and target recognition method based on
improved PCNN [9]; aimed at more complex background, there are subtraction
method based on dynamic background [10], in target tracking method, there are
target trackingmethods based on frame comparison [11, 12], trackingmethods based
on mean shift [13], trace tracking method [14], small infrared target tracking method
[15] and target tracking method on the basis of three-dimensional features of the
image. These methods solved some practical problems and achieved remarkable
results.

This paper researched on an intelligent visual detection method of injection. By
studied an improved adaptivefilteringmethod, put forward statistical positionmethod
of slipping marginal points of window’s histogram, adopted energy accumulation
and twi-difference algorithm to extract moving targets, identified bubble, extracted
impurities and separated the unqualified products from production line in the light
of target’s moving trace, the method will improve greatly the automation level of
pharmaceutical safety product line.

In the following paragraphs, Sect. 2 introduces the types of foreign substances
in the injection. Section 3 gives the key algorithms of foreign substances detection.
Section 4 is devoted to the experiments and analysis of their results. Section 5 gives
the conclusion.

2 Types of Foreign Substances

In accordance with the information provided by many injection manufacturers, the
impurities in the injection include the following types—glass debris, rubber crumb,
fiber, dark spot, hair and mosquitoes, among which, glass debris, dark spot and fiber
are the most common. Glass debris are mainly results of bottle breakage caused by
position and height inaccuracy as filling heads insert bottle during injection filling or
caused by excessive extrusion and pressure as the bottles are conveyed during filling
or caused by unqualified empty bottle that was crushed and splashed into bottles.
Dark spots are mainly the small black residue caused by some medicine carbonation
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Table 1 Foreign substance classification

Type Glass debris Fiber Fluff black
residue

Hair Mosquito

Color White White White White Random Black

Source Bottle
packing

Bottle
collision

Cleaning Bottle
packing

Bottle
packing

workers

Size (m
n)

50–500 50–200 50–500 50–100 200–1000 500–2000

Sample

in the bottle because of high-temperature flame when sealed after filling. Fibers are
impurities interfused medical solution because of poor filtration before filling.

In accordance with different characteristics of impurities in different illumina-
tion condition, we classified the impurities into black impurity and white impurity.
Namely, those which can form a clear image when irradiated against the light are
black impurities, form a clear image under low-light irradiation are white impurities.
The systematical light-given ways will be described in the later section.

Table 1 shows some common impurity types. Aimed at actual injection sample
detection, we find that most of the impurities’ diameters are between 50 and 200
microns, thereby, they are difficult to be seen by naked eyes. From the analysis on
classification features, we could find that there are various types of impurities, such as
transparent small glass debris, white fluff, black particles and rubber crumbs of deep
color. Therefore, manual detection needs to judge from every angle through different
light-given way, which increases the difficulties of detection. Consequently, there is
a high omission rate in the existent manual detection by naked eyes.

3 Key Algorithms of Foreign Substances Detection

3.1 Image Position and Detection Area Demarcation

Because the image exists plenty of interference and variables in the practical high-
speed applications, location algorithm must be characterized with high speed, preci-
sion and fault tolerance. The speed of traditional Hough Transform is too slow, the
centroid method and optimum fitting method could produce serious errors when the
image itself incurs great interference.

It can be found from the above introduction to mechanical structures that the
injection bottles just moves right and left but do not whirl in the image. Thus, we
just need to find a setpoint. In accordance with the characteristics of injection bottle
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images, we choose the side wall and underside whose gray value alteration is remark-
able as positioning mark. Based on two lines’ intersect of side wall and underside,
a setpoint will form. In order to find setpoint quickly, this paper proposed a concise
and efficient statistical method of slipping marginal points of window’s histogram.

For example, for an injection image f (x, y), in order to determine its left and
right bottle wall edge, we should utilize formula (Eq. 1) to seek absolute gradient in
a horizontal direction.

∇ f (i, j) = | f (i, j) − f (i − 1, j)| + | f (i, j) − f (i + 1, j)| (1)

Then we choose appropriate threshold to separate partial marginal spots of injec-
tion detected bottles as Fig. 1 shown. Because there are only two obvious edges in
vertical direction, we just seek two marginal spots in every line to constitute edge
point pairs N1i (i = 1, 2, 3, . . . , n) and N2i (i = 1, 2, 3, . . . , n). Sj (X) is the sum of
marginal spots N1i and N2i whose column coordinate is j .

Sj (X) =
N1n∑

N11

H(N ) +
N2n∑

N21

H(N ) (2)

Sj (X) should be expressed in histogram coordinates as Fig. 2 shown.

Fig. 1 Location point of the
edge
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Fig. 2 Sliding window and
histogram of Xr

Supposing the width of sliding window is T , we can gather statistics Mi (S), sum
of Sj (X), within sliding window.

Mi (s) =
j=i+ T

2∑

j=i− T
2

Sj (X) (3)

The sliding window glides in the histogram, namely, when value i is from small
to large, M(S) value changes as well. Therefore, M(S) acquires two maxima.

Xa = max Ma(S) and Xb = max Mb(S) (4)

The midpoint in sliding window is the setpoint. Because bottle edge is almost a
vertical line, bottle wall’s positioning line La and Lb can be acquired. Bottle bottom’s
positioning line Lc could be acquired by the same way.

The left and right edges of bottles are almost vertical lines, so the axle wire
acquired by distant point is approximately a straight line, axis positioning line Lm

could be acquired. Supposed Lm and Lc are intersected at the point P(xa, yb), it
could be bottle’s setpoint as Fig. 3 shown.

We complete detection area position in accordance with setpoint and assured
detection shape. Histogram sliding window method is able to utilize skillfully statis-
tical value to exclude scattered distribution. But due to great amplitude interference,
therefore, we adopt weighted average method to acquire exact values in the sliding
window. The experiment demonstrates that there is less demand for marginal point
detection for the above algorithm. Even though there are errors in considerable parts
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Fig. 3 Setpoint and
detection area

of the marginal detection in the images, the position of target detected in the images
could be determined exactly, which is very important in the practical application.

3.2 Extraction of Moving Target

Because the volume of visible foreign substances in the solution is small and their
quantities are uncertain,whatweneed to complete ismulti-target tracking to the small
impurities in the solution. The system adopts image sequence difference method that
combined twi-difference and energy accumulation. The process is shown in Fig. 4.

Suppose acquiring n sequential images of the solution ft (x, y), ft+1(x, y),
ft+2(x, y), …, ft+n−1(x, y)(n is integer more than 10) at time interval T. Firstly, we
calculate by Formula (5) the absolute difference image of the neighbor two frames.

d(x, y) = ∣∣ f(t+i+1)(x, y) − f(t+i)(x, y)
∣∣ (5)

Because the target image is smaller and the energy is lower, we need to utilize the
gray difference of the image itself multiplied by enhanced constant A to make the
target have higher energy.

P(x, y) = d(x, y) × A (6)
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Fig. 4 The flow chart of moving target obtained

Here, after multiplied A, the gray value of pixel with gray value more than 255 is
255.

The enhanced difference image needs a second difference.

D(x, y) = ∣∣P(t+i,t+i+1)(x, y) − P(t+i−1,t+i)(x, y)
∣∣ (7)

The energy accumulation of two different images can be calculated by Formula
(8) to enhance moving particles against pixel energy.

E(x, y) = P(t+i,t+i+1)(x, y) + P(t+i−1,t+i)(x, y) (8)

Finally, we subtract D(x, y) from E(x, y) so as to obtain gray image of particles.

F(x, y) = E(x, y) − D(x, y) (9)

Because there are various uncertain types of visible foreign substance in the
injection, we need to acquire sequential images of the injection more than ten, and
finally obtain image 1, 2,…, and image n including onlymoving targets, which could
decrease the inaccuracy caused by uncertain factors caused by interference.

3.3 Impurities Recognition

The optimal boundary could be obtained through analyzing the similarity and differ-
ence between bubble and impurity, as well as, shape, moving speed, track, gray value,
and characteristics effect, a great deal of experiments and utilizing the difference in
shapes between bubbles and impurities to differentiate.
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Upon analysis of shapes, the bubbles are round or similar round, but the shapes
of impurities are disorganized. Therefore, the paper classifies and identifies them on
the basis of width-to-length ratio of the moving targets. Supposed Area represents
moving particle size, L indicates the maximum length of the particles, R is the
minimum width of particle, and E = L/R represents ratio of maximum length and
minimum width, if bubbles, the length and width is equal basically, and E is about
1, if impurities, due to their irregularity, E is above 1.5 generally.

As can be seen from the figure that there is a great difference in E value between
bubbles and visible foreign substances, we could build SVM model to identify
bubbles according to the feature. Judgment whether they are bubbles or not is a
problem of binary classification. Supposed that there is statistical data of n moving
target, xi represents the features of E value. So bubble identification is transformed
into a problem to find a suitable classification function which is as follows.

f : xi → yi , yi ∈ {−1,+1} (10)

Firstly, we utilize sample data to train function, and then input experimental lines,
using the function to classify. If f (xi ) > 0, input vector is considered belonging to
category of yi = +1, that is to say, the moving targets are bubbles. Otherwise, input
vector is considered belonging to category of yi = −1, namely, the moving targets
are visible impurities.

Therefore, training data set � includes xi and yi in which the former is input
characteristics and the later is classification output results.

� = {(x1, y1), (x2, y2), . . . , (xn, yn)} (11)

The classification function adopts the following format.

f (xi ) = sgn

{
n∑

i=1

ai yi K (xi , x + b)

}
(12)

Here,ai is Lagrange multiplier corresponding to each sample, K (xi , x) is inner
product function, b is classification threshold,xi and yi are concentrative training
data.

The solving process of ai under constraint conditions (13) is as follows.

n∑

i=1

yiai = 0 ai ≥ 0, i = 1, 2, . . . , n (13)

We acquire the maximum value of the following function for ai .

Q(a) =
n∑

i=1

ai − 1

2

n∑

i, j=1

aia j yi y j K (xi , yi ) (14)
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It is easy to get that there is just few of ai in the solving is not 0, and the
corresponding samples are support vector machines.

Inner product function K (xi , yi ) adopts radial basis function as the follows.

K (xi , x) = exp

{
−|x − xi |2

σ 2

}
, (here, σ is constant) (15)

Categorical threshold b is acquired by the formula.

y j

{
n∑

i=1

ai yi K
(
xi , x j

) + b

}
− 1 = 0 (16)

Here, x j is any support vector, and y j is an output result of the support vector.
The detection results are as Fig. 5 shown.

Fig. 5 Result of the impurity detection algorithm
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Table 2 FQ levels and range

FQ
levels

0 1 2 4 5 6 7 8 9 10

FQ
range

0–0.4 0.5–1.4 1.5–2.4 3.5–4.4 4.5–5.4 5.5–6.4 6.5–7.4 7.5–8.4 8.5–9.4 9.5–10

4 Experiments and Analysis

In the world pharmaceutical industries, Knapp-Kushner test program is commonly
used to evaluate the detection capability of automatic detection system. The method
is acknowledged by European Pharmacopoeia and American FDA based on compar-
ison between detection system capability and election method capacity of any testing
in the production or pharmaceutical products. It is considered as the known perfor-
mance comparison parameter; the algorithm is based on statistical performance eval-
uation of unqualified products and stands for statistical value of some existent defects.
The algorithm evaluation and system testing of this paper are all based on the test
program.

In the following experiments, we choose injection of 2 ml produced by some
pharmaceutical factory as the experimental objects, adjusting camera and light source
to acquire clear images of the injection.

Knapp-Kushner test program is as follows: firstly, we should choose a batch of
sample bottles, for example, 250 bottleswith number in each one, and thenwe need to
ensure FQ (quality factor) of each bottle by electing x detection worker (5 generally)
to detect it ten times repeatedly and totally n times for each batch, and make a record
on the detection results. Similarly, we adopt machine to test ten times. Calculation of
quality factor is as follows: the detection times of each sample of each person should
be added together and is supposed as m, then…

FQ = (m/n) × 10 (17)

Each bottle is divided into 11 levels on the basis of its quality as Table 2 shown.
Supposing FQA is quality factor of manual detection, FQB is quality factor

of mechanical factor, and the products whose FQ levels is between 7 and 10 is
unqualified, then we could obtain…
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If k value ismore than 100%, it is indicated that the automatic detection equipment
is efficient, that is to say, it is superior to the traditional manual detection. Table
3 represents Knapp-Kushner testing results of an intelligent detection system of
injection.

We could test respectively from under light detection station and back light
detection station as described in the following.

We adopt amino acid injection samples to carry out algorithm testing after contin-
uous access to images. Because adopting illumination from under light source with
black velvet in the back of the bottles, we can obtain the gray images of bright impuri-
ties, bubbles and bottle walls with black background. In order to detect performance
of the system, we adopt meansift to extract target, and compare it with the method
of this paper.

As is shown in Fig. 6 that small pictures 1–4 in the images is primitive sequential
images, a–d is results images of meanshift tracking algorithm, I–IV is results images

Table 3 Knapp-Kushner testing results

Sensitivity FQA FQB k = FQB/FQA Judging criterion Result

30 437 1142 2.613 FQB/FQA >1 Machine detection is
superior to humans

Fig. 6 Comparative experiment of detection station given light from the bottom
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of algorithm of this paper. As is known from the images that meanshift algorithm
extract impurities indeed, but it is interfered by bubbles and partial bottle walls. The
method in this paper could not only filter the inference of bottlewall, but also bubbles.

5 Conclusion

The paper designed and developed an intelligent visual detection method of injection
and proved the feasibility of overall structure of the system put forward by the paper.
A great deal of online experiments on the machine has verified validity of various
detection algorithms put forward by this paper. The detection accuracy meets the
detection standards and the detection speed meets the online detection requirements
of the automated production line. The system enhances greatly precision of manual
light detection, making the detection more accurate and objective improves produc-
tion efficiency, reduces labor intensity, clean and environmental protection, all of
which have great insignificance in social and economic benefits.
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AModified SiamRPN for Visual Tracking

Wei Zhou, Yuxiang Liu, Haixia Xu, and Zhihai Hu

Abstract Siamese network based trackers have achieved state-of-the-art perfor-
mance on multiple benchmarks. SiamRPN can predict the size of target thanks
to RPN module. This paper proposes a modified SiamRPN based on IoU, under
the framework of SiamRPN, Siamese feature extraction, and proposal generation
for target, followed by the loss minimization. Aiming to the loss of both the
classification branch and regression branch, we introduce IoU between GT box
and the anchor into the regression loss function to form the joint optimization of
IoU&smooth L1 norm, which is useful to refine the tracking target box prediction.
Then, we define IoU between GT box and the predicted box to weight positive
samples. Weighted positive samples establish the connection between the classifica-
tion branch and regression branch, which is helpful to eliminate the inconsistency
in the optimal prediction of two branches. Experimental evaluations on the datasets
OTB2013, OTB2015, demonstrate that compared with the state-of-the-art tracker
such as SiamFC, SiamRPN and other algorithms, our proposed tracker achieves
higher tracking accuracy and stronger robustness in most challenges of the tracking
situation.

Keywords Target tracking · Siamese network · Intersection over union (IoU)

1 Introduction

In recent years, deep learning [1] has been leading the progress of visual tasks, such
as target tracking [2], image segmentation [3] and target detection [4] and others.
We focus on the target tracking, and also pay close attention to other tasks for they
promote each other.

Trackers based on Siamese network have attracted many researchers thanks to
their balance of speed and accuracy. Tao et al. [5] propose Siamese instance search
for tracking (SINT), which adopts Siamese network structure, matching candidate
image patches with multi-scale and the target patch. Then, Bertinetto et al. [6] design
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the full convolution Siamese network, named SiamFC,whichmeasures the similarity
between the search image features and the target image feature through correla-
tion convolution, and formulate the target tracking into the problem of the image
matching. SiamRPN [7] introduces region proposal network (RPN) into the Siamese
network, and utilizes the anchor mechanism of the object detect task [8] to predict
the size of target. Therefore, a boundary box regression branch and a classification
branch are added to SiamFC to discriminate the target and bound the target candidate
region. Dsiam [9] explores a dynamic Siamese network to learn object appearance
changes and background suppression online, and trains them with continuous video
frames. DasiamRPN [10] uses the detection dataset to expand the positive samples
and the difficult negative samples, and designs the interference perception module to
distinguish the real target from the disturbance, which improves the generalization
of the tracker.

SiamRPN implements the size prediction of the target by introducing RPN
module, but several aspects are to be modified.

Firstly, the regression branch in SiamRPN is optimized by L1 norm loss, so the
prediction of bounding box is not accurate [11, 12].

Secondly, SiamRPN filters positive and negative samples through the Intersection
over Union (IoU) ratio between anchor and the Ground Truth (GT) bounding box,
which leads to low discrimination among positive samples.

Finally, the classification branch is separate from the regression branch in the
introduced RPN module, which may not lock the same candidate target patch in the
optimal prediction of the two branches.

In this paper, we propose a modified SiamRPN based on IoU. Under the frame-
work of SiamRPN, we introduce IoU between GT box and anchors into the loss
function to refine the regression prediction box, and define IoU between GT box and
predicted box to weight positive sample for distinguishing each other, and positive
samples based on IoU establish the connection between the classification branch and
regression branch. Tracking experiments are carried out onOTB2013 [12], OTB2015
[13] test datasets to verify the feasibility and effectiveness of the proposed tracker.

The remainder of this paper is organized as follows. Section 2 discusses the
principle of Siamese network. A modified SiamRPN for visual tracking is proposed
in Sect. 3. In Sect. 4 experiments and discussion are given. The final section presents
conclusion as well as future work.

2 Siamese Network

The classic Siamese network used in the tracking task is shown in Fig. 1. It formulates
the problem of target tracking into the matching one between images.

Siamese networks apply an identical transformation ϕ to both exemplar image z
and candidate image x, and measure the similarity between their representations by
cross-correlation Layer as follows.
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exemplar image

z

x

search image

φ

φ

*
6×6×256

22×22×256

17×17×1

Fig. 1 Siamese network

f (z, x) = ϕ(z) ∗ ϕ(x) + b (1)

where b is a bias at every location of score map.
The similaritymeasure function f (z, x) is learned to evaluate the similarity between

the exemplar features and the candidate features, so as to obtain the similarity
response score map that shows s a high score if the two images depict the same
object and a low score otherwise.

3 The Proposed Method

In this section, we propose the modified Siamese-RPN based on IoU, illustrated in
Fig. 2. Under the framework of SiamRPN, we introduce IoU between GT box and

z

x

φ

φ
φ(x) 

φcls

φreg

φcls

φreg

4×4×2k×256

20×20×256

4×4×4k×256

20×20×256

*

*
LIoU+LS-L1

IoU

LC

LR

φ(z) pcls

preg

neg

pos

LCN

LCP

Fig. 2 A modified Siamese-RPN framework
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anchors into the loss function to refine the regression prediction box, and define
IoU between GT box and predicted box to weight positive sample for distinguishing
each other, and positive samples based on IoU establish the connection between the
classification branch and regression branch.

We divide it into four parts a Siamese feature extraction module, region proposal
module, bounding box regression, and foreground–background classification.

3.1 Siamese Feature Extraction Module

Siamese feature extraction module is to map images into feature representation
domain. As is shown on the left block of Fig. 2, it consists of two branches, one
is for the feature extraction of exemplar image, which is from the historical frame,
we denote input z, outputϕ(z). The other is for search imagewhich is from the current
frame, we denote input z, output ϕ(x).

They share the learnable networkϕ, which adopts a full convolution network layer
of Alexnet [14]. That is, The input z with 127 × 127, got by center cropping and
input x with 255 × 255 got, in the same manner, are fed into Siamese module for
feature extraction.

3.2 Region Proposal Module

The region proposal module is to obtain proposal generation for tracking targets. As
is shown in the middle block of Fig. 2, it has two Siamese convolution networks ϕcls,
ϕreg, used for foreground & background classification branch and target bounding
box regression branch, respectively, and each of which is matched with a supervision
section.

In order to get the feature in the identical representation domain, the two Siamese
convolution networks ϕcls, ϕreg, are applied to features ϕ(z), ϕ(x), respectively,
and output ϕcls[ϕ(z)], ϕcls[ϕ(x)] for classification, and ϕreg[ϕ(z)], ϕreg[ϕ(x)] for
regression.

Then we perform the cross-correlation on the classification branch and the
regression branch as below

pcls = ϕcls[ϕ(z)] ∗ ϕcls[ϕ(x)]
preg = ϕreg[ϕ(z)] ∗ ϕreg[ϕ(x)] (2)

Here, ϕcls[ϕ(z)] and ϕreg[ϕ(z)] server as convolution kernel, ϕcls[ϕ(x)] and
ϕreg[ϕ(x)] server as input signal in the cross-correlation layer.
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Anchor mechanism is introduced to the tracking task. If there are k anchors,
classification prediction pcls 2 k channels, and regression prediction preg output 4 k
channels.

3.3 Loss Function

In this section, as is shown on the right block of Fig. 2, we introduce IoU into loss
function, and re-formulate the loss function of the regression branch and classification
branch, respectively, as the following subsections.

We apply the strategy from SiamRPN [7] to pick positive and negative training
samples: In terms of IoU between anchors and Ground truth box of target, positive
samples are defined as anchors which has IoU> 0.6. and negative samples are defined
as anchors which have IoU < 0.3. We limit at most 16 positive samples and totally
64 samples from one training pair, and optimize the loss function of bounding box
regress on the positive samples, and loss function of classification on total samples.
We set 5 anchors with the same area and the aspect ratios [0.33, 0.5, 1, 2, 3].

Regression Loss. It is not so effective to use only L1 norm loss for the optimizer
of the bounding box regression in the SiamRPN.

According to the works [11, 15] survey, IoU loss is one of the most effective
evaluation, and is more accurate than that of the Ln norm loss in the bounding box
regression. However, IoU loss has the difficulties of the highly nonlinear, multi-
degree of freedom and the multiple zero gradient regions [16], it is hard to optimize
IoU loss. Meanwhile, parameter imbalance exists in RPN module [17]. It is further
hard to optimize IoU loss of the RPN network. I guess it may be the main reason
why SiamRPN doesn’t directly use IoU loss.

Here, we develop the bounding box regression prediction loss based on the joint
optimization of IoU loss and smooth L1 norm loss.

In order to overcome the difficulty of IoU loss, we optimize only the IoU loss of
the best positive sample, and optimize smooth L1 loss on the other positive samples.
It is noted that the best positive sample is defined as the anchor that has the max IoU.

At the same time, the best positive sample is located in the central region. IoU
loss will play a less important role in training process if only being optimized on the
best positive sample. We illustrate the joint optimization of IoU loss & smooth L1

norm loss processing in Fig. 2.
To begin with input, exemplar image z is got by center cropping. The search image

x is got by cropping at a new center, which is shifted with random pixels. Then inputs
z, x are fed into Siamese module and RPN module to output the prediction. The loss
of target bounding box regression based on IoU & smooth L1 is given as

LR = Lbest +
∑

i∈pos
LS - L1

(
p(i)
reg

)
(3)
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where pos is all of positive samples except the best positive sample. LS - L1 is smooth
L1 loss, which is computed as SiamRPN [7]. The loss defined as on the best positive
sample Lbest is formulated by

Lbest = 1 − IIoU
(
b(best)
reg , gtreg

)
+ Rpenalty

(
b(best)
reg , gtreg

)
(4)

where gtreg = {(
xgt, ygt, wgt, hgt

)}
is GT target bounding box, b(best)

reg =
{(xb, yb, wb, hb)} is the predicted target bounding box on the best positive sample.

IIoU
(
b(best)
reg , gtreg

)
is the IoU between gtreg and b

(best)
reg . Penalty term of IoU loss Rpenalty

describes a constraint on bounding box, and it is calculated as Ref. [18]

Rpenalty
(
breg, gtreg

) = ρ2
(
breg, gtreg

)

C2
+ αν (5)

where ρ
(
breg, gtreg

)
is Euclidean distance between gtreg and b

(best)
reg . The weight coef-

ficient α = ν

(1−IIoU(breg,gtreg))+ν
. v is used to measure the similarity of length–width

ratio between the ground truth box and the predicted box, and computed by

ν = 4

π2

(
arctan

wgt

hgt
− arctan

wb

hb

)2

(6)

From Eqs. (4) to (6), it can be seen that IoU loss keeps the target accuracy to the
most extent in such aspects of intersection, length–width and center distance.

Classification Loss. SiamRPN picks positive and negative samples based on IoU
between GT box and anchors. There is only one target in each image for the single
target tracking task, so the positive samples are all from the same target. It is hard to
determine which positive sample approaches more to the true target when their IoU
is close to each other.

On the other hand, regression branch is separate from classification branch in
SiamRPN, which may not lock the same candidate target patch in the optimal
prediction of the two branches.

In this paper, we define weight coefficients for positive samples based on IoU
between GT bounding box gtreg and the predicted bounding boxes b(pos)

reg , which are
returned by regression branch.

The weight is used to distinguish sampled positive samples from each other.
Consequently, these weighted positive samples bridge classification prediction and
regression prediction. It is helpful to overcome the inconsistence by establishing the
connection between classification prediction and regression prediction.

Then we formulate the classification loss on negative samples and weighted
positive samples as below

LC = LCP + LCN (7)
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The classification loss on weighted positive samples is given by

LCP =
∑

i∈pos
LCE

(
ηscale · IIoU

(
b(i)
reg, gtreg

)
· p(i)

cls, gt
(i)
cls

)
(8)

where LCE(x, y) is cross-entropy loss function, gt(i)cls p(i)
cls are the ground truth and

predicted classification logits of the ith positive sample, respectively. IIoU
(
b(i)
reg, gtreg

)

is weight coefficient for the ith positive sample.
All of positive samples weights is scaled by a scalar ηscale to reduce the stochastic

volatility of regression prediction. Based on IoU and prediction, ηscale is defined as

ηscale =
∑

i∈pos p
(i)
cls

∑
i∈pos IIoU

(
b(i)
reg, gtreg

)
p(i)
cls

(9)

The classification loss on negative samples is given as

LCN =
∑

i∈neg
LCE

(
p(i)
cls, gt

(i)
cls

)
(10)

where neg denotes negative samples.
Finally, the total loss function on two branches is given as

LSUM = LR + LC (11)

4 Experiments

In this section,we evaluate our proposed algorithmby conduct experiments on bench-
mark datasets OTB2013 [12], OTB2015 [13]. All the tracking results ensure a fair
comparison.

4.1 Parameter Settings and Implementation Details

Parameter settings. All of experiments run on Ubuntu 18.04, Python3.6.12 and
Pytorch1.6.0 platform with an Intel Xeon Gold 5122 CPU and a GeForce RTX
2080Ti GPU, memory 16 GB.
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These parameters of Siamesemodule andRPNmodule are obtained by optimizing
loss function in Eq. (11) with Stochastic Gradient Descent (SGD). We perform 50
epochs with mini-batch 32, the learning rate decreased 10−2 to 10−6 at each epoch.

Implementation details. During offline training phase, we train our proposed
Siamese-IoU through end-to-end on datasets GOT10K [19] and on YouTube-
Bounding-Boxes [20]. During online tracking phase, there is no online adaptation
since we formulate online tracker as one-shot detector.

4.2 Quantitative Analysis

Our proposed tracker is evaluated and compared with top other trackers SiamFC [6],
SiamRPN [7], Staple [21], KCF [22], CSRDCF [23], STRCF [24]. Here, trackers
SiamFC and SiamRPN are trained offline with the above parameter settings and
implementation details, and tracked online with their default hyperparameters.

Evaluation criteria. (1) precision, report the ratio of successful frames which
Euclidean distance between the center of the predicted bounding box and the center
of the ground truth is less than the given threshold τ (τ is set to 20 pixels) to the total
number of video frames. (2) success rate: report the ratio of the number of frames
whose overlap score is greater than the given threshold (τ is set to 0.5) to the total
number of video frames.

Result on OTB2013. OTB2013 datasets contain 50 video clips. The performance
is evaluated in terms of success plot and precision plot. The tracking results are
reported on the test sets of OTB22013 in Fig. 3. It can be seen that the tracker Ours
achieves an average precision 88.1% and a success rate of 63.4%. Tracker Ours
is superior to other trackers SiamRPN, SiamFC, Staple, KCF, CSRDCF STRCF.

Fig. 3 Success plots and precision plots on OTB2013
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Fig. 4 Success plots and precision plots on OTB2015

Compared with top tracker SiamRPN, tracker ours increases by 3.2% and 3.7% in
precision and success, respectively.

Result on OTB2015. OTB2015 datasets contain 100 video clips. The tracking
results of the success plot and precision plot are illustrated in Fig. 4 on the test sets of
OTB22015. It can be seen that the tracker ours achieves average precision 84.3% and
success rate 62.0%. Tracker Ours is superior to other trackers SiamRPN, SiamFC,
Staple, KCF, CSRDCF STRCF. Compared with top tracker SiamRPN, tracker Ours
increase by 1.5% and 1.8% in precision and success, respectively.

To sum up, our proposed tracker (SiamIoU) outperforms significantly overSi-
amRPN, SiamFC and others in accuracy and EAO.

4.3 Qualitative Analysis

To intuitively evaluate and demonstrate Tracker Ours, we visualize the tracking
comparison with SiamRPN, SiamFC on the following challenging clips from
OTB2013, Lemming, Shaking, Singer2 and Ironman in Fig. 5. We give a brief
qualitative analysis of the tracking visualization.

For the challenges of the Background Cluster (BC), Illumination Variation (IV),
as can be seen in the sequence of Shaking, Singer and Lemming. The tracker Ours
shows better robustness to IV than SiamRPN and SiamFC, for instance, the results
of the frames that happen to flashlight on the clip Shaking. Our tracker bounds the
target well thanks to the introduction of the IoU refine.
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Fig. 5 Comparison of the tracking results of Ours with SiamRPN and SiamFC

5 Conclusion

In this paper, we propose a modified Siamese region proposal network based on the
IoU, It is end-to-end offline trained on datasets GOT10K and YouTube Bounding-
Boxes by applying box refinement procedure. In the inference phase, Our tracker is
formulated as a local one-shot detector, and outperform SiamRPN and other trackers
on datasets OTB2013, OTB2015.
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Unsupervised Person Re-identification
via Multi-branch Network

Xiaobin Wang , Baodi Liu , and Weifeng Liu

Abstract Currently, the mainstream unsupervised method uses a clustering algo-
rithm to cluster unlabeled data and generate labels for training samples based on
the clustering results. The critical step is to obtain the features. Most unsuper-
vised methods are based on single-branch networks. Still, multi-branch networks
that fusion local and global features have been proved to improve supervised effec-
tively. This paper studies the problem of unsupervised person re-identification using
the multi-branch network. The goal is to extract more reliable feature representation
through themulti-branch network and obtain amodelwith amore vital distinguishing
ability. Specifically, an OSNet-based multi-branch network simultaneously extracts
global, local, and channel features. It applies a bottom-up clustering algorithm based
on the hierarchy to create labels for unlabeled training samples and uses Softmax-
Triplet joint loss to optimize the model. We verify the proposed method on two
benchmark re-ID datasets, such as the Market-1501 and DukeMTMC-reID datasets.
Compared with the baseline method, the accuracy of Rank-1 and mAP are improved
by 5.5 and 12.6% on Market-1501, and 5.5 and 7.6% on DukeMTMC-reID.

Keywords Multi-branch network · Cluster · Joint loss

1 Introduction

Person re-identification (re-ID) [1] is a retrieval problem, and the target is to retrieve
the target across cameras in the gallery based on the given query target. Traditional
person re-identification methods include KISSME [2] and DNS [3]. Benefit from
the robust performance of the convolutional neural network (CNN), the supervised
person re-identification methods [4–9] have achieved excellent performance on the
Market-1501. Still, supervised methods require manual annotation of the datasets,
which is time-consuming and laborious. In practical applications, the amount of data
is tens of thousands, which cannot be labeled, so the supervised method is unsuitable
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for practical applications. The unsupervised person re-identification method [10–
13] does not require annotating the dataset, and it is easier to apply to practical
applications, so it has received widespread attention.

The difference between unsupervised and supervised is whether the training data
have labels. To solve this problem, several works [14–16] regard it as a transfer
task, pre-training on labeled training sets, and then perform domain alignment or
label migration. These methods have achieved particular success, but they always
use labeled datasets not to be regarded as entirely unsupervised learning. Under
the condition of completely unsupervised learning, researchers propose to use the
similarity among the same samples and the dissimilarity among different samples
as the supervised information. Then, they generate pseudo labels for unlabeled data
through clustering algorithms based on hierarchical [13] or density [17]. But these
methods only focus on the global or specific regional feature representation.

This paper adopts a multi-branch network architecture that can simultaneously
extract global, local, and channel features and comprehensively considers three
scales’ feature representation. Figure 1 shows the subject framework of the algo-
rithm. The initial stage is to treat each training set sample as a separate class and
assign an individual pseudo label. Thegenerated pseudo labels are applied to initialize
the network. In the second stage, the hierarchical clustering algorithm is applied to
the multi-scale features to generate pseudo labels for the unlabeled samples. In the
third stage, use the generated pseudo labels as supervised information, and apply the
Softmax-Triplet joint loss function to optimize the network. The latter two stages are
alternated until the network performance reaches the highest on the test set.

The main contributions of this paper are as follows,

• Wepropose amulti-branch network to extract multi-scale features simultaneously
to obtain a more reliable feature representation.

• We propose to utilize the Softmax-Triplet joint loss to optimize the multi-branch
network.

• We verify the proposed multi-branch approach on two benchmark datasets, and
the experimental results prove the effectiveness of this method.

Fig. 1 The framework of the proposed algorithm
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2 Methodology

2.1 Preliminary

Given an unlabeled training set Xt = {
xt1, x

t
2, . . . , x

t
Nt

}
with Nt samples, a labeled

query set Xq =
{
xq1 , xq2 , . . . , xqNq

}
with Nq samples and a labeled gallery set Xg =

{
xg1 , x

g
2 , . . . , x

g
Ng

}
with Ng samples. The target is to obtain an effective embedding

function ϕ = (θ; xi ) through the unlabeled training set Xt . This embedding function
is used to obtain the feature embeddings of the query set Xq and gallery set Xg

samples, and to minimize the Euclidean distance between any query sample xqi and
the similar sample xgj in the gallery to obtain the best retrieval results.

2.2 Network Architecture

At present, the multi-branch architecture has achieved excellent results in supervised
methods and proved superior performance compared with the original single-branch
architecture. In this paper, LightMBN [18], a multi-branch architecture similar to
MGN [19] and SCR [20], was used as the network architecture to extract multi-scale
feature representations. This architecture uses OSNet [21] designed for re-ID tasks
as the backbone network and creates a three-branch architecture based on global
features, partial features, and channel features. As shown in Fig. 2, the network
architecture comprises three branches: global, channel, and local.

Fig. 2 Multi-branch network architecture
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The input of the model is the sample xt in the unlabeled training set Xt , and
the size is adjusted to 384 × 128. The model is divided into a shared layer and an
individual layer. The shared layer is composed of the layers before OSNet conv3_0,
shared by three branch networks. The input xt enters the individual layer after passing
through the shared layer. The individual layer comprises three-branch networks, and
each branch is composed of the layer after OSNet conv3_0, the pooling layer, and
the BNNeck layer. They are independent of each other, and their weights are not
shared.

In the global feature branch, two global feature representations are obtained. The
input xt passes through the shared layer and the unique conv3_x, conv4, and conv5
layers of the global branch to obtain a 24 × 8 × 512-dimensional tensor. The initial
24 × 8 × 512-dimensional tensor is used as the input of a dropout block. The
dropout block will remove the regions with the highest activation level in the tensor
and reserve the areas with low activation levels to force the network to pour attention
into the areas with less discrimination. After the dropout block, 2D max-pooling is
applied to the tensor to obtain the first 512-dimensional global feature representation
gdrop. The second 512-dimensional global feature representation g is obtained by
applying 2D average pooling to the initial 24 × 8 × 512-dimensional tensor.

In the channel feature branch, the input xt passes through the shared layer and
the unique conv3_3, conv4, and conv5 layers of the channel branch to obtain a 24 ×
8× 512-dimensional tensor. Average pooling is applied to the initial tensor to obtain
a 512-dimensional vector. After splitting it into 256-dimensional vectors, use the
share layer to expand into two 512-dimensional channel features representation c1
and c2. The share layer comprises 1× 1 convolution, batch normalization, and ReLU
activation function, and two 256-dimensional channel branches share the weight.

In the local feature branch, we use average pooling on the 24 × 8 × 512-
dimensional tensor obtained through the shared layer and the individual layer to
obtain a 2 × 512-dimensional vector, then spilled it to obtain two 512-dimensional
local features p1 and p2 Which are representing the upper and lower parts of the
sample. In addition, the third 512-dimensional global feature representation pg is
obtained by using max pooling on the initial 24 × 8 × 512-dimensional tensor.

After obtaining the 512-dimensional representation of each branch, use the
BNNeck [22] block to optimize the feature representation further. The BNNeck
block is composed of batch normalization and a fully connected layer. The latter is
associated with the number of classes and serves as a classifier. The BNNeck block
comprises two parts to obtain three different embeddings: the embeddings before the
batch normalization, between the batch normalization and the classifier, and after the
classifier. The first embedding is optimized for triplet loss, the second embedding is
used for testing, and the third embedding is optimized for softmax loss.
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2.3 Loss Function

Through the multi-branch network, the three-scale feature representations of global,
local, and channel are obtained. However, due to the misalignment of non-global
features, local features and channel features cannot use triplet loss. Inspired by the
classification-metric loss function architecture in MGN, this paper uses softmax and
triplet loss to construct the loss function.

Softmax Loss. The global feature, local feature, and channel feature passing
through the BNNeck block are merged as the input feature of the loss function. For
the merged feature fi , the softmax loss function is:

Lsof tmax = −
B∑

i=1
log eW

T
yi

fi+byi

∑C
k=1 e

WT
k fi+bk

(1)

where B is the batch size,C is the number of classes of the current unlabeled training
set Xt , the merged feature fi is composed of

{
g,
∧

ĝdrop, p̂g, p̂1, p̂2, ĉ1, ĉ2
}
of the

unlabeled sample xti .
Triplet Loss. To further enhance the model performance, the batch-hard triplet

loss [23] is used for all global features
{
g, gdrop, pg

}
that do not pass through the

BNNeck block. The batch-hard triplet loss is shown as follow:
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where f (i)
a , f (i)

n , f (i)
p are the merged features of anchor samples, positive samples,

and negative samples, all of them are composed of
{
g, gdrop, pg

}
from unlabeled

samples xti . The positive samples and the anchor samples have the same label, while
the negative samples are the opposite. The positive sample farthest from the anchor
sample and the negative sample nearest to the anchor sample constitute the triples
of the batch-hard triplet loss. To further improve the robustness, use PK random
sampling to select training samples, choose P classes randomly in each batch and
randomly select K samples for each class. Positive samples, negative samples, and
anchor samples are all in one batch.
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The joint loss of comprehensive softmax and triplet loss is:

L = λ1Lsof tmax + λ2Ltriplet (3)

where λ1 and λ2 are hyperparameters that balance softmax loss and triplet loss.

2.4 Hierarchical Bottom-Up Clustering

When the training set has no labels, generating influential pseudo labels for the
training set is a considerable challenge. At present, the mainstream method is to
take the similarity and dissimilarity between samples as the supervision informa-
tion, cluster the unlabeled data by the clustering algorithm, assign pseudo labels
to unlabeled data according to the clustering results, and finally, train the network
according to the generated pseudo labels. This paper uses the hierarchical clustering
algorithm in BUC to create labels for unlabeled training samples.

Cluster Preparation. Since the training set Xt does not have labels, we assign
different initial pseudo labels {yi = i |1 ≤ i ≤ N } to each training set sample. It is
equivalent to treating every training sample as an individual class. The multi-branch
network will maximize the distance between each sample during the first training.
Then extract features of all training samples, calculate the similarity between sample
pairs, merge the most similar samples into a cluster, and use the cluster-ID as the
label.

ClusterMerging. After training on the training set assignedwith different pseudo
labels, the distance of the training sample pairs in the embedding space ismaximized.
Still, the similarity between samples of the same class is usually more significant
than the similarity between samples of different classes. Based on this point, apply
the hierarchical clustering algorithm to the multi-branch merging feature proposed
above to merge the clusters from bottom to top. The quality of the pseudo labels
used when training the model depends on the clustering results to integrate the same
samples into the same cluster as possible and use the minimum distance criterion to
calculate the similarity between clusters. Then the clusters with the most significant
similarity are merged.

The minimum distance criterion takes the minimum distance of sample pairs in
two clusters as the similarity. If two samples are in two clusters with high similarity,
the two clusters are inclined to merge, no matter how different the other samples of
the two clusters are. The advantage of this is that the same samples can be clustered
together and assigned the same pseudo labels. The minimum distance criterion is
described as follow:

Ddistance(M, N ) = min
xm∈M,xn∈N

d(xm, xn) (4)
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where M and N are two different clusters, d(xm, xn) is the Euclidean distance
between any two samples of M and N .

In order to consider the speed and quality of clustering at the same time, the
number of merging clusters m in each stage, the merging rate mp ∈ (0, 1), and the
number of merges N are specified. Where m = N × mp. The number of clusters is
C − N × mp after t times of cluster merging.

Diversity Regularization. Similar samples will gradually cluster together in the
clustering process, and the number of sample classes will decrease progressively.
Assuming that the distribution of the training set is relatively uniform if the clustering
result is correct, the samples with the same identity should be distributed in the same
cluster. The distribution of the clusters should be relatively uniform, which means
that each cluster should not contain too many samples. On the other hand, since
the training samples have no ground truth labels, the clustering algorithm can easily
merge similar but different samples into the same cluster and assign them the same
pseudo labels, which reduces the clustering accuracy. In order to solve the above two
problems, a diversity regularization term is proposed:

Ddiversi t y(M, N ) = |M | + |N | (5)

where |M | represents the number of samples included in M .
The finally similarity calculation formula is:

D(M, N ) = Ddistance(M, N ) + αDdiversi t y(M, N ) (6)

where α is a hyperparameter that balances similarity and diversity regularization,
diversity regularization correlates with the number of samples in the cluster. The
clustering algorithm tends to merge smaller clusters.

Network Update. In the first stage, use the pseudo labels generated by the clus-
tering algorithm to update the multi-branch network. In the second stage, use the
updatedmulti-branch network to extract themulti-branch features of all training sets.
The similarity between the cluster is obtained according to the similarity calculation
formula, and merge the most similar clusters. After clustering, assign the pseudo
labels to the unlabeled training set according to the clustering result. The pseudo
label is the ID of the cluster where the sample is located. Those two stages alternate
until the model reaches the highest performance on the test set.
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Table.1 Introduction of
Market-1501 and
DukeMTMC-reID

Market-1501 DuleMTMC-reID

Camera 6 8

Train ID 751 702

Num 12,936 16,522

Query ID 750 702

Num 3369 2228

Gallery ID 750 702

Num 19,732 17,661

3 Experiment Results

3.1 Datasets and Protocols

We verify the proposed method on two benchmark re-ID datasets, such as Market-
1501 and DukeMTMC-reID. Table 1 shows the basic parameters.

To evaluate the performance of the method proposed in this paper, the cumulative
matching characteristics (CMC) at rank-1, rank-5, and rank-10, and mean average
precision (mAP) are reported to measure the performance on the Market-1501 and
DukeMTMC-reID comprehensively, and the re-rank is used to reorder the retrieval
results.

3.2 Experimental Setting

Train Details. In the training phase, the inputs are adjusted to 384 × 128, and the
data enhancement method is random cropping and random horizontal flipping. The
batch size is set to 64. We adopt OSNet, which is pre-trained on the ImageNet [24],
as the backbone network. Before the first clustering, the learning rate is initialized
to 0.1, and after that, the learning rate is adjusted to 0.01. To balance the softmax
loss and batch-hard triplet loss, both λ1 and λ2 in Eq. (3) are set to 1 and use the
stochastic gradient descent (SGD) with a momentum of 0.9 to optimize the multi-
branch network. In terms of clustering, the clustering speedmp is initialized to 0.05.
we set the number of every training epoch to be 15 and obtain the highest performance
at each stage. Each epoch is tested after the fifth epoch, saving the model with the
highest performance and reading the model with the highest performance before
extracting the multi-branch features required for the next clustering stage.

Test Details. In the testing phase, the input images are adjusted to 384 × 128 and
set the batch size to 32. Cosine distance is utilized to obtain the distance between
the query samples and the gallery samples and use the re-ranking [25] based on k
reciprocal nearest neighbor to optimize the distance matrix.
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Table.2 Comparison of the method in this paper with BUC

Market-1501 DukeMTMC-reID

Rank-1 Rank-5 Rank-10 mAP Rank-1 Rank-5 Rank-10 mAP

BUC 66.2 79.6 84.5 38.3 47.4 62.6 68.4 27.5

Ours 71.7 83.7 87.6 50.9 52.9 66.0 71.4 35.1

Fig. 3 Rank-1, mAP, and the number of clusters of each step

3.3 Compared with the Original Method BUC

We compose the method in this paper with the BUC based on the single-branch
network on Market-1501 and DukeMTMC-reID. The comparison results are shown
in Table 2. On the Market-1501, the method in this paper has achieved the highest
performance of Rank-1 = 71.7% and mAP = 50.9%. Composed with the BUC
based on the single-branch network, it has increased by 5.5 points and 12.6 points on
Rank-1 and mAP. On the DukeMTMC-reID, the method in this paper has achieved
the highest performance of Rank-1= 52.9% and mAP= 35.1%. Composed with the
BUC, it has increased by 5.5 points and 7.6 points on Rank-1 and mAP. The above
results are optimized by re-ranking.

In Fig. 3, the changes in Rank-1 accuracy, mAP, and the number of clusters after
each clustering. It can be seen that the closer the number of clusters is to the valid
number of classes in the dataset, the better the performance of the model.

4 Conclusion

This paper applies a multi-branch network to replace the single-branch network
in BUC and extracts global, local, and channel features simultaneously to obtain
a better feature representation. Moreover, we also propose to utilize the Softmax-
Triplet joint loss to optimize the model. After verification, the performance of the
proposed method is better than that of the original BUC method.
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Abstract Representation based classification methods have achieved essential
results in image classification recent in recent years. Primarily, the proposed affine
non-negative representation based classification (ANCR) model has achieved satis-
factory results, but ANCRdoes not consider the specific class representation for a test
sample. We offer an affine non-negative hybrid collaborative representation based
classification (ANHC) algorithm for image classification. Specifically, the ANHC
method combines the traditional representation with specific class of collaborative
representation to represent test samples. Then, we introduce affine transformation to
use the image features of the affine subspace to obtain better classification perfor-
mance. Various experiments on face recognition data and handwriting recognition
datasets show that the ANHC method is superior to several traditional methods in
classification accuracy.

Keywords Non-negative representation · Image classification · Collaborative
representation · Specific class
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1 Introduction

Image classification has received widespread attention in the application of face
recognition and other practical problems in recent years.The representation based
classifier model has aroused extensive research interest in the field of visual
recognition.

Traditionally, the nearest neighbor (NN) [1] method and nearest subspace (NS)
[2] method are widely used in image classification. Then,Wright [3] proposed sparse
classical representation based classification (SRC), SRC uses all training samples to
sparsely represent test samples by solving the L1-regularized minimization problem
and then queries which class produces the smallest residual of the test sample to clas-
sify test sample. Still, this kind of processing method increases the time-consuming
to solve the encoding vector. To solve this problem, Zhang [4] proposed a collab-
orative representation based classification (CRC) method that uses the L2-norm as
the regularization term, dramatically shortening calculation time. Based on the tradi-
tional sparse representation (SRC) and collaborative representation (CRC) models.
Liu [5] proposed a local linear K-nearest neighbor method. Lai [6] proposed a
sparse representation method to obtain the optimal representation of test samples
by minimizing the sparseness of training samples. Shao [7] used synthetic faces to
optimize the comprehensive dictionary dynamically and proposed a new classifica-
tion algorithm. Akhtar [8] proposed a sparse augmented collaborative representation
method (SA-CRC), which uses sparse representation to enhance dense collabora-
tive representation. Li [9] designed a sparse enhancement weighted collaborative
representation image classification method. Zheng [10] developed a collaborative
representation classification method based on k-nearest classes. Gou [11] designed
a weighted discriminant collaborative representation classification method. Xu [12]
There are negative element codes in the classification methods of CRC, SRC, and
their variants, which leads to errors in sample classification. Under the enlightenment
of non-negativematrix factorization (NMF) [13], they designed a non-negative repre-
sentation classification method (NRC). Zhao [14] proposed a Laplacian-regularized
non-negative representation algorithm, which mainly used for task of clustering and
dimensionality reduction. Yin [15] developed a class specific residual constraint
non-negative representation, which is used for pattern recognition. Benuma [16]
proposed a sparse representation that is sensitive to the position of the kernel, which
is an algorithm for face recognition. Yin [17] proposed affine non-negative collabo-
rative representation based classification (ANCR), various experiments have proved
that the ANCR method has obvious advantages over the representation based clas-
sification method. However, in the ANCR model, the training samples of all classes
represent the test samples, and the specific class of the test sample is not considered.
We propose an affine non-negative hybrid collaborative representation based clas-
sification (ANHC) model. Specifically, the ANHC model combines the traditional
class with specific class of collaborative representation to represent test samples
and introduces affine non-gegative constraint to use the image feature of the affine
subspace.
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The main contributions of this paper are as follows,

• Wepropose an affine non-negative hybrid collaborative representation-based clas-
sification (ANHC)model, which combines the traditional class with specific class
collaborative representation.

• We introduce affine non-negative constraint to use the image feature of the affine
subspace to restrict features in aligned subspace.

• We conduct experimental verification on four common datasets, and prove the
effectiveness of the ANHC model through experimental data analysis.

2 Related work

2.1 Sparse Representation Based Classification (SRC)

Wright [3] designed sparse representation based classification models. SRC directly
uses all training samples as dictionaries, obtains a sparse matrix by solving the L1-
regularized minimization problem, and then matches the test samples by calculating
the minimum reconstruction error. Suppose n training samples belong to class C,
and the training data matrix is X = [X1, X2, …, XC], where Xi is the data matrix
of the i-th class. The i-th class has ni training samples, d is the dimension of the
vectorized sample. For the test sample y, it needs to be classified by solving the
sparse representation coefficient s, that is, the vector s can be solved by Formula (1).

argmin
s

‖y − Xs‖22 + β‖s‖1 (1)

After obtaining the sparse representation, the label of y can be obtained by
calculating the smallest residual.

id(y) = argmin
i

∥
∥y − Xi si

∥
∥
2

2 (2)

where id(y) is the label of y.

2.2 Collaborative Representation Based Classification (CRC)

Unlike SRC, the CRCmodel proposed by Zhang [4] plays a crucial role in collabora-
tive representation and uses L2-norm in SRC. The final expression of CRC is shown
in formula (3).

argmin
s

‖y − Xs‖22 + β‖s‖22 (3)
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The parameter β is extremely significant for adjusting the cooperative represen-
tation. After obtaining the sparse representation, the label of y can be obtained by
calculating the smallest residual.

id(y) = argmin
i

∥
∥y − Xi si

∥
∥
2

2 (4)

2.3 Non-negative Representation Based Classification (NRC)

The core idea of CRC and SRC is to encode the test sample y on the entire training
sample matrix X. However, CRC and SRC are prone to produce negative elements
and then rebuild the sample by adding and subtracting the training sample, which
is prone to misclassification. Based on the above problems, Xu [12] imposed non-
negative constraints on the encoding coefficients and not use L1-norm or L2-norm
regularization in the target formula. The target formula uses a model based on non-
negative representation to calculate the encoding vector:

argmin
s

‖y − Xs‖22 s.t. s ≥ 0 (5)

The classification process of NRC is similar to SRC and CRC.

2.4 Affine Non-gegative Collaborative Representation Based
Classification (ANCR)

Although the NRCmethod has achieved excellent results in classification tasks, there
are also two main shortcomings in NRC. First, The NRC discards the regularization
term, which could cause misclassification of the results. Second, the NRC ignores
image features hidden in the affine subspace. Regarding the issue above, Yin [17]
proposed the ANCR method. ANCR introduces regularization constraints on the
basis of the NCR target formula. In addition, ANCR introduces affine constraints to
search the image features in the affine subspace. The final expression of ANCR is
shown in Formula (6).

argmin
s

‖y − Xs‖22 + β‖s‖22, s.t. s ≥ 0, 1T s = 1 (6)

The classification process of ANCR is similar to SRC and CRC.
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3 Proposed Method

3.1 Affine Non-negative Hybrid Collaborative Representation
Based Classification (ANHC)

To overcome the shortcomings of ANCR, we propose to combine the collaborative
representation of traditional and specific classes and introduce affine non-negative
constraints to align the image features hidden in the affine subspace. In summary,
the final expression of ANHC is shown in Formula (7).

argmin
s

‖y − Xs‖22 + λ

C
∑

i=1

{∥
∥y − Xi si

∥
∥
2

2+β
∥
∥si

∥
∥
2

2

}

, s.t.s ≥ 0, 1Ts = 1 (7)

The first item is the reconstruction error term, which ensures that each class can
participate in the classification. The second item is a collaborative representation of a
specific class used to ensure that different training classes have unique contributions
to classification.The last constraint is the non-negative affine constraint item, and they
explore the image features hidden in the affine subspace and ensure the non-negativity
of the encoding vector.

3.2 Optimization

For the convenience of calculation, we temporarily ignore the constraints and rewrite
the formula into the following form:

f (s) = yT y − 2yTXs + sTXTXs + βsT s

+λCyT y − 2λyTXs + λ

C
∑

i=1

{siTXiTXi si } (8)

In Eq. (8), the specific class can be simplified.
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C
∑

i=1

{siTXiTXi si }

= λsT
C

∑

i=1

{XiTXi }s

=λsT

⎛

⎜
⎝

X1TX1

. . .

XCTXC

⎞

⎟
⎠s

= λsTAs

(9)

where

A =
⎛

⎜
⎝

X1TX1

. . .

XCTXC

⎞

⎟
⎠ (10)

So, the final expression of (8) is rewritten in Formula (11).

f (s) = (1+λC) yT y − 2(1 + λ) yT Xs + sT (λA + XT X + β I)s (11)

Then, we reconsider the influence of non-negative constraints and affine
constraints on optimization, introduce the variable z, and use the ADMM algorithm
[18] to optimize the formula (11). The optimized expression of (11) is shown in
formula (12).

f (s, z) = (1 + λC)yT y − 2(1 + λ)yT Xs

+sT (λA + XT X + β I )s s.t.s = z, z ≥ 0, 1T z = 1
(12)

The Lagrangian function of (12) is:

L p(c, z, δ, ρ) = (1 + λC)yT y − 2(1 + λ)yT Xs

+sT (λA + XT X + β I )

+ <δ,z − c> +ρ

2
‖z − c‖22

(13)

Let ∂L p(s)
∂s = 0, with fixed δ and z, so s can be obtained:

st+1 = (XT X + λA + β I + ρ

2
I )−1[(1 + λ)XT y + ρz + δ

2
] (14)

To update z, we fixed s and δ.
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zt+1 = min
z

∥
∥
∥
∥
z − s + δ

ρ

∥
∥
∥
∥

2

2

, s.t.z ≥ 0, 1T z = 1 (15)

Huang [19] has solved the proof and solution process of the above formula (15).
To update δ, we fixed s and z.

δt+1 = δt + ρ(zt+1 − ct+1) (16)

3.3 Classification

Give a test sample y∈R d×1,the encoding vector s can be obtained by Formula (14),
and then the test sample is assigned to the class with the smallest reconstruction error
as shown in the following.

id(y) = argmin
i

∥
∥y − Xi si

∥
∥
2

2 (17)

The classification process of ANHC is similar to the previous models, and main
procedure of the ANHC model is as follows.
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Table 1 Classification
accuracy(%) of several
models on the AR dataset

Method 54 120 200

SVM 81.6 89.3 91.6

CRC 78.7 88.1 91.0

SRC 82.1 88.3 90.3

ProCRC 81.4 90.7 93.7

NRC 85.2 91.3 93.3

ANCR 85.7 91.3 94.2

ANHC 86.0 91.8 94.4

4 Experiment

We verify the proposed ANHC model on four benchmark datasets, such as AR,
CMU PIE, USPS, and MNIST datasets. The following subsection will illustrate the
experimental results in detail.

4.1 Experiments on the AR Dataset

The AR dataset [20] contains face images of 126 individuals, with a total of more
than 4000 face images, including 26 frontal images. In the experimental setting,
all images are adjusted to 60 × 43 pixels. These images are facial data from 50
men and 50 women. All the image is divided into 100 class. Each class selects
seven images as training samples and test samples. They are projected into 54, 120,
and 300-dimensional subspaces through principal component analysis (PCA). The
experimental results of the ANHC model and several other models are shown in
Table 1. From Table 1, we can see that the ANHC model has achieved 86, 91.8,
94.4% classification accuracy in different dimensions. Under the same experimental
conditions, the accuracy of ANHC is 0.3%, 0.5%, and 0.2% higher than that of
ANCR, respectively.

4.2 Experiments on the CMU PIE Dataset

The CMU PIE dataset [21] has gradually become an important test set for face
recognition. This is a dataset of facial poses, lights, and facial expressions composed
of more than 4000 different facial photos of 68 volunteers. There are a total of 68
other classes of objects. The CMU PIE dataset has a capacity of 11,554 images,
and all the images are cropped to 32 × 32 pixels. In the experiment, we select 50
images in each class as training samples. The experimental results of the ANHC
model and several other models are shown in Table 2. From Table 2, the accuracy
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Table 2 Classification
accuracy(%) of several
models on the CMU PIE
dataset

Method CMU PIE

SVM 82.6

CRC 86.3

SRC 87.6

ProCRC 89.4

NRC 90.2

ANCR 90.4

ANHC 91.4

of ANHC is 91.4%, which is 1% and 1.2% higher than the accuracy of ANCR and
NCR, respectively. The accuracy of ANHC model is 1% and 1.2% higher than that
of ANCR and NRC respectively.

4.3 Experiments on the USPS Dataset

USPS dataset [22], there are about 7291 handwritten images for training examples,
and 2007 images for test samples. The pixel size of the image is 28 × 28, the value
of the number is 0–9. We selected training samples that are changed according to
the value of N, the N is the number of training samples selected in each class. With
the increase of training images of each class, the recognition accuracy of ANHC
increases steadily. The experimental results of the ANHC model and several other
models are shown in Table 3. Table 3 clearly shows the accuracy of ANHC in the case
of different numbers of training samples, reaching the accuracy of 94.4%, 95.2%,
and 96.0% respectively. The ANHC reaches the highest accuracy when N is 200.
Compared with the ANCR method, when the number of samples is 50, the ANHC
model improves by 2.8%. However, when the number of samples increases to 200,
it only increases by 0.8%. This shows that the ANHC model has a more obvious
improvement effect when there are fewer training samples.

Table 3 Classification accuracy(%) of several models on the USPS dataset

Method 50 100 200 300

SVM 90.1 91.6 93.8 94.0

CRC 87.8 89.7 90.9 91.6

SRC 87.1 88.6 89.8 90.5

ProCRC 90.9 91.9 92.2 92.2

NRC 90.3 91.6 92.7 93.0

ANCR 91.6 93.6 94.7 95.2

ANHC 94.4 95.2 95.4 96.0
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Table 4 Classification accuracy (%) of several models on the MNIST dataset

Method 50 100 200 300

SVM 80.6 81.0 82.5 82.6

CRC 80.7 84.1 86.6 86.7

SRC 81.0 85.4 86.1 86.9

ProCRC 89.8 91.4 91.6 91.7

NRC 90.1 91.2 92.3 93.0

ANCR 87.6 90.8 93.7 94.2

ANHC 91.1 92.4 93.8 94.3

4.4 Experiments on the MNIST Dataset

MNIST dataset [23], there are about 6000 handwritten images for training examples,
and 10,000 images for test samples. These numbers have been standardized in size
and are located in the center of the image. The pixel size of the image is 28 × 28,
the value of the number is 0–9. In the experiment, N images are selected as training
samples in each type of sample. The classification results of ANHC and several other
models are recorded in Table 4. In Table 4, the classification accuracy of ANHC has
achieved different classification results in four trainingmatriceswith different values,
reaching accuracy of 91.1%, 92.4%, 93.8%, and 94% respectively. In the process of
increasing the number of training samples from 50 to 200, the classification effect
of ANHC becomes more significant.

4.5 Parameter Sensitiveness Analysis

Boyd [18] proved the convergence of bivariate ADMM, which is also applicable to
ANHCmethod.As the iterations increase, the objective function gradually decreases.
It is empirically proved that the proposed method is convergent.

In the experiments, we perform the proposedANHCmethodwith different combi-
nations of two parameters, β, and λ. B is an essential parameter in the ANHC algo-
rithm, which is used to adjust the tradeoff between the reconstruction error and the
specific class collaborative representation. Λ is also a necessary parameter in the
model, which is used to control the tradeoff between the traditional specific class
collaborative representation and the specific class collaborative representation. In the
experiment, we performed experiments on four data sets. Selecting the AR data as
an example, the value of β is set to [0.0001,0.01]. When the value of β increases
from 0.01 to 0.1, the model’s performance will also decrease. The value range of
the value of λ is the same as the value of β. When the value of λ increases, the
model’s performance will also decrease, because λ is too large, which enhances the
model more inclined to a specific class and ignores the cooperative representation
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mechanism. In summary, to enhance the classification performance, we set β and λ

to 0.0001 and 0.001, respectively.

4.6 Ablation Study

In this subsection, we discard all constraint terms and specific class term to discuss
the influence of different terms on the experimental results.

The first model can be obtained by discarding the specific class item and affine
non-negative constraints term in (7). Actually, the first model is the CRC model.

The second model can be obtained by removing the affine non-negative constraint
term in (7),

argmin
s

‖y − Xs‖22 + β‖s‖22 + λ

C
∑

i=1

∥
∥y − Xisi

∥
∥
2

2 (18)

We named the second baseline the specific class collaborative representation
(SCR) model. Through mathematical operations, the solution of the above SCR
is shown in Formula (19).

s = (1 + λ)(XT X + β I + λA)−1XT y (19)

The third model can be obtained by discarding the specific class item in (7).
Actually, the third model is the ANCR model.

Table 5 summarizes ANHC and the above three models. Experiments are
performed on four datasets, and the experimental results of the ANHC model and
several other models are shown in Table 6. According to Table 6, we can obtain the
following results:

(1) The performance of SCR is better than that of CRC, which shows that the
specific class items enrich the training samples so that the code vector of SCR
contains more identification information and improves the accuracy of SCR.

Table 5 Summary of ANHC
and the three baseline models

Mothed Regularization
terms

Constrains

s ≥ 0

1T s = 1

∑C
i=1

∥
∥y − Xi si

∥
∥
2
2

CRC min
s

‖y − Xs‖22 +
β‖s‖22

✘ ✘

SCR ✘ ✔

ANCR ✔ ✘

ANHC ✔ ✔
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Table 6 Recognition
accuracy(%) of four models
in AR dateset

Method 54 120 200

CRC 78.7 88.1 91.0

SCR 84.7 90.4 93.7

ANCR 85.7 91.3 94.2

ANHC 86.0 91.7 94.4

(2) The performance of ANCR is better than CRC, which shows that non-
negative constraints suppress negative elements in the encoding vector, and
affine constraints use image features in the affine subspace to enhance the
classification performance of ANCR.

(3) The classification effect of the ANHC model is more obvious than the other
three baseline models, which shows that the ANHC method is effective.

5 Conclusion

This paper proposes an affine non-negative hybrid collaborative based classification
(ANHC) algorithm for image classification to exert both traditional class and specific
class collaborative representation into complexities, Moreover, we introduce affine
non-negative constraints to cope with affine subspace structure hidden in image
features to enhance classification performance further. Extensive experiments on four
image datasets have proved the superiority of affine non-negative hybrid collaborative
representation based classification.

Acknowledgements The paper was supported by the Natural Science Foundation of Shandong
Province, China (Grant No. ZR2019MF073), the Open Research Fund from Shandong Provincial
Key Laboratory of Computer Network (No. SDKLCN-2018-01), the Fundamental Research Funds
for the Central Universities, China University of Petroleum (East China) (Grant No. 20CX05001A),
the Major Scientific and Technological Projects of CNPC (No. ZD2019-183-008), and the Creative
Research Team of Young Scholars at Universities in Shandong Province (No. 2019KJN019).

References

1. Jadbabaie, A., Jie, L., Morse, A.S.: Coordination of groups of mobile autonomous agents using
nearest neighbor rules. In: Proceedings of the 41st IEEE Conference on Decision and Control,
IEEE Transactions on Automatic Control, vol. 48, pp. 988–1001. IEEE (2003)

2. Jentzung, C., Chiachen, W.: Discriminant waveletfaces and nearest feature classifiers for face
recognition 24(12), 1644–1649 (2002)

3. Wright, J., Allen, Y.: Ganesh A. Robust face recognition via sparse representation. 31(2),
210–227 (2009)

4. Lei, Z., Meng, Y., Xiangchu, F.: Sparse representation or collaborative representation:
WhicHelps face recognition. In: IEEE International Conference on Computer Vision, pp. 471–
478. IEEE, Barcelona Spain (2011)



Affine Non-negative Hybrid Collaborative Representation … 831

5. Qingfeng, L., Chengjun, L.: A Novel locally linear KNN method with applications to visual
recognition. 28(9), 2010–2021 (2017)

6. Jian, L., Xudong, J.: Class-wise sparse and collaborative patch representation for face
recognition 25(7), pp. 3261–3272 (2016).

7. Changbin, S., Xiaoning, S., Zhenhua F.: Dynamic dictionary optimization for sparse-
representation-based face classification using local difference images 393, 1–14 (2017)

8. Akhtar, N., Shafait, F., Mian, A.: Efficient classification with sparsity augmented collaborative
representation 65, 136–145 (2017)

9. Ziqi, L., Jun, S., Xiaojun, W., Hefeng, Y.: Sparsity augmented weighted collaborative
representation for image classification. 28(5), 053032 (2019)

10. Chengyong, Z., Ningning, W.: Collaborative representation with k-nearest classes for classifi-
cation 117, 30–36 (2018)

11. Jianping, G., Lei,W., Zhang, Y., Yunhao, Y.,Weihua, A.:Weighted discriminative collaborative
competitive representation for robust image classification 125, 104–120 (2020)

12. Jun, X.,Wangpeng, A., Lei, Z., David, Z.: Sparse, collaborative, or nonnegative representation:
which helps pattern classification. Pattern Recogn. 88, 679–688 (2018)

13. Daniel, D.L., Seung, H.S.: Learning the parts of objects by non-negative matrix factorization.
401(6755), 788–791 (1999)

14. Yinping, Z., Long, C.: Laplacian regularized non-negative representation for clustering and
dimensionality reduction. In: IEEETransactions onCircuits and Systems forVideo Technology
(2020)

15. Hefeng, Y., Xiaojun, W.: Class-specific residual constraint non-negative representation for
pattern classification 29(2), 023014 (2019)

16. Benuwa, B., Ghansah, B., Ansah, E.K.: Kernel based locality sensitive discriminative sparse
representation for face recognition.In: Scientific African, vol. 7, pp. e00249 (2020)

17. Hefeng, Y., Xiaojun, W., Zhenhua, F., Josef, K.: Affine non-negative collaborative representa-
tion based pattern classification. arXiv:2007.05175 (2020).

18. Boyd, S., Parikh, N.: Distributed optimization and statistical learning via the alternating
direction method of multipliers 3(1), 1–122 (2010)

19. Huang, J., Nie, F., Huang, H.: A new simplex sparse learning model to measure data simi-
larity for clustering. In: Twenty-Fourth International Joint Conference onArtificial Intelligence
(2015)

20. Martinez, A. M.: The ar face database. CVCTechnical Report 24 (1998)
21. Sim, T., Baker, S., Bsat, M.: The CMU Pose, Illumination, and Expression(PIE) database. In:

IEEE International Conference on Automatic Face & Gesture Recognition, pp.53–58. IEEE
Computer Society (2002)

22. Hull, J.J.: A database for handwritten text recognition research. IEEE Trans. Pattern Anal.
Mach. Intell. 16(5), 550–554 (1994)

23. Lecun, Y., Bottou, L.: Gradient-based learning applied to document recognition 86(11), 2278–
2324 (1998)

http://arxiv.org/abs/2007.05175


Pathologist-Level Classification
of Melanoma Disease Pathologies Using
a Convolutional Neural Network:
A Retrospective Study of Chinese

Tao Li , Fangfang Li , Jie liu , and Ke Zuo

Abstract Melanoma is a highly malignant skin tumor which causes nearly half
of skin cancer deaths. However, in China, especially in rural area, professional
pathologists who can diagnose melanoma early and correctly are insufficient. There-
fore, there is a need to develop an objective and quantitative method for melanoma
diagnosis. The purpose of this study is to illustrate the potential of deep learning
to assist pathologists in assessing the histopathological melanoma diagnosis of
Chinese patients. We established a novel convolutional neural network model for
melanoma diagnosis. The work was carried out on a histopathology database with
633 digital whole-slide images from 314 patients in China. Then, the model achieved
pathologist-level classification of the pathological images, with an accuracy of 0.92.
These findings suggest that convolutional neural networks can be an efficient tool
to assist pathologists to diagnose melanoma in Chinese patients, with low time cost
and high accuracy.

Keywords Melanoma · Histopathology · Deep learning · Precision medicine ·
Image analysis

1 Introduction

Malignant melanoma is a melanoma cell carcinoma [1, 2]. According to the Global
Cancer Statistic, over 60,000 patients with melanoma die from the disease each year,
while another 280,000 new cases are diagnosed [1]. As for now, the pathologist’s
accurate diagnosis of hematoxylin and eosin (H&E) stained tissue slides is the key
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to the diagnosis and successful treatment planning for melanoma [3–8]. However,
the pathologist and people ratio is as large as 1:100,000 in China. In addition, most
experienced pathologists are located in “AAA” hospital of major cities, which has
further exacerbated the scarcity of pathologists in the rural China. Therefore, many
patients are unaware of having melanoma and may not consult in a tertiary hospital
for further help. Therefore, there is a need to develop an objective and quantitative
automatic diagnosis method for melanoma diagnosis.

Previous studies on histopathology melanoma whole slide images (WSIs) mainly
used computer-based image analysis approaches for cell segmentation [4], invasion
depth prediction [5], et al. These works are based on topology, statistic, or machine
learning, etc. However, due to the technological limitations, the high performance of
these works was confined to the small handpicked dataset, which limits its clinical
application.

The way has changed in recent years, deep learning has deeply affected medical
image analysis. Diagnostic convolutional neural networks (CNN) can match or
exceed the ability of field experts in pathological image recognition tasks [9],
including the diagnosis of lung cancer [10] and breast cancer recognition [11]. In
melanoma pathology recognition task,AchimHekler et al. demonstrated pathologist-
level classification of malignant melanomas versus benign nevi with a pretrained
ResNet50 CNN [12]. In the eyelid malignant melanoma identification task, the study
based on CNN and random forest obtained an area under curve (AUC) of 0.998 on
155 eyelid WSIs [13]. Kulkarni et al. proposed a deep learning based method for
disease-specific survival prediction in early stage melanoma and achieved a 0.905
AUC [14].However, skin color is an important basis formelanoma diagnosis. Current
researches have focused on the white or black skin, with little research on the yellow
skin.

This study is the first work to apply deep learning to the diagnosis of pathologic
melanoma in Chinese patients. The purpose of this study is to illustrate the potential
of deep learning in assisting pathologist in the diagnosis of melanoma in Chinese
patients. A novel CNNmodel was built for melanoma diagnosis. And we established
a Chinese histopathology image database of 633 WSIs from 314 patients for model
training and evaluation. As the result shows, the model achieves an accuracy of
0.92 and shows a strong potential in Chinese melanoma diagnosis, which achieved
a diagnostic efficacy comparable to that of pathologist.

2 Method

2.1 Model

CNN is a special multilayer neural network that recognizes complex visual patterns
extracted from simple preprocessed pixel images [9]. To achieve a balance between
model performance and efficiency, we build a CNN model that is simple enough for
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Fig. 1 The models identify two disease types in the image tiles. Six convolutional layers, six
pooling layers and three dense layers are contained in the model

doctors to understand, we elaborately designed a CNNmodel. As shown in Fig. 1, the
model designed in this paper contains six convolution layers, three fully connected
layers, and one softmax layer. The image features were extracted by convolutional
layers, and classified by the fully connected layers.

2.2 Dataset

This study was performed under the Declaration of Helsinki Principles [15]. Collab-
orating with Central South University Xiangya Hospital (CSUXH), we collected 633
H&E stained whole-slide histopathology images and built a multicenter pathological
image database fromMarch 2014 to May 2019. 184 melanomaWSIs and 449 nevus
WSIs were included. The WSIs were scanned by the 3Dhistech PANNORAMIC
MIDI scanner. All the patients are Chinese.

In the study, WSIs of melanoma and three common skin diseases including
compound nevi, junctional nevi, and intradermal nevi were collected. And all WSIs
are clear enough for diagnosis. All of the images were labeled by three pathologists
and reviewed by two experts.

H&E stained WSIs were acquired at magnifications of × 4 to × 40 by scanner,
with 10,000 to over 100,000 pixels in each dimension. It can be challenging to use
CNN for visual analysis in an exhaustive way. To solve this problem, all the WSIs
were cut into 256 * 256 pixel patches at four different magnifications: 4×, 10×,
20× and 40×, respectively. And the background patches were removed by OSTU
method. Figure 2 shows patch examples of each disease at different magnifications.

To ensure that the model could be trained and validated efficiently, we randomly
selected 20,000 patches from four magnifications respectively. The patches in four
magnifications were divided into training set, validation set and test set, with a patch
ratio of 7:1.5:1.5.And the data of one patientwill only be divided into one of three sets
to ensure no cross-contamination of data. As a result, 56,000 patches were generated
in the training set, 12,000 in the validation set and 12,000 in the test set.
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Fig. 2 Sample patches from the dataset at different magnifications. Melanoma and nevus patches
are shown. Patches at 4×, 10×, 20×, and 40×magnifications showdifferentmorphological features

2.3 Training Progress

In the model training progress, we used cross-entropy loss and stochastic gradient
descent (SGD) optimization, with a learning rate of 0.01, the momentum of 0.9, and
the weight decay of 0.0001. The model was trained in a single TITAN RTX GPU.

3 Result

The performance of the model is shown in Fig. 3. When melanoma was used as a
positive sample of the test set, the accuracy of the model was 92.5%, and its Area
Under ROC (AUROC) and Area under PRC (AUPRC) was 0.97 and 0.951 (Fig. 3a,
b). Taking nevi as a positive sample of the test set, the values of (AUROC, AUPRC)
are (0.97, 0.951).

Then, as shown in Fig. 3c, the internal representations of melanoma and nevus
were visualized by using tSNEmethod. The two diseases (melanoma is green, nevus
is red) in the test set are separated perfectly by our model. This shows that CNN has
learned the key features of the two classes.
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Fig. 3 CNN achieves high classification accuracy and can distinguish melanoma and nevus. a
Receiver operating characteristic (ROC) curves of melanoma and nevus. The red line represents
melanoma classification result, and the blue one represents nevus classification result. The star
marks the best trade-off point. b Precision-recall curves (PRC) after classification of melanoma
versus nevus in mixed magnification. c The tSNE image of melanoma (green point) and nevus (red
point). After the features extraction of the trained CNN, melanoma and nevus naturally cluster in
different clusters

4 Discussion

This study is the first deep learning based histopathological melanoma classification
algorithm for Chinese patients. We collected a large Chinese dataset of 633 WSIs of
melanoma and three nevi. And a novel CNN model was built and trained to identify
melanoma with an AUROC of 0.97. As the [16, 17] shown, there is 25% discordance
between pathologists in the histopathological diagnosis of melanoma [9–11]. The
performance of model (accuracy of 92.5%, discordance of 7.5%) is on par with the
performance of pathologists.

Deep learning may serve as the pathologist’s eyes in the future. In this work,
CNN was able to make diagnosis from a single patch, which would be considered
as containing insufficient diagnosis information by pathologists. This comparable
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performance of CNN may be explained by the ability of CNN to extract histopatho-
logical features from WSIs that are not detected by pathologists. Because the way
CNN recognized images is different from that of humans. These visual image features
provide opportunities for better quantitative modeling of disease, and it is possible
to provide an efficient diagnosis method. In addition, this is also an opportunity for
pathologists to gain insight into the features of melanoma deeply.

There are still some limitations to our current work that should be explored in
future works. Studies have shown that additional clinical data can slightly increase
the specificity and sensitivity of physician diagnosis. If other clinical data outside
of pathological WSIs can be obtained during the clinical diagnostic process. Those
additional clinical data may also be useful for model prediction, in the deep learning
approach.

5 Conclusion

For the first time, deep learning was applied to melanoma classification of Chinese
patients. We built a melanoma histopathology dataset with Chinese patients, and
proposed and trained a novel CNN model to achieve high performance in the
melanoma identification task. The model can achieve a diagnostic efficacy compa-
rable to that of a pathologist. Conclusively, CNNs indicate to be a valuable tool to
assist pathologists in diagnosing melanoma.
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Handwritten Digits Recognition Based
on Water Drop Algorithm and CNN

Geying Liang , Han Long , and Baoliang Dong

Abstract Handwritten digits recognition is an important research in pattern recog-
nition and artificial intelligence, and it has broad application prospects in data
processing. With the continuous development of deep learning, handwritten digits
recognition technology has been widely improved. This work investigates the poten-
tial of the water drop segmentation algorithm and CNN in handwritten digits recog-
nition, via deliberating the experiments onMNIST dataset. After selecting the appro-
priate starting point, specifying the moving rules and determining the direction, the
water drop segmentation achieves excellent performance, especially for adhesion
characters. The self-built neural network based on VGG NET which is realized
with PyTorch framework is more targeted at the low-level features of the image
and avoids the influence of the high-level feature factors on the pattern recognition
results. Changing the multiple parameters of the network, this research is explicitly
manifested, achieving the recognition accuracy of 0.99 on the handwritten digits data
set MNIST.

Keywords Digits recognition ·Water drop algorithm · CNN

1 Introduction

It is significant in the era of data that people write, use, transmit and filter out useful
information as there is an explosive number of messages to extract and exchange.
Such a collection, segmentation and recognition of digits may be displayed in a
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graphical way. Handwritten digits recognition is a detailed classification of Optical
Character recognition [1]. As an important research in the field of pattern recognition
and artificial intelligence, it is of great significance both on paper and in reality. With
the rapid development of deep learning, handwritten digits recognition can achieve
higher accuracy with the help of neural network. For the image recognition with
noise and adhesion, traditional segmentation methods, such as projection method
and CFS, are difficult to segment, which will affect the subsequent recognition. With
simulating the process of water drop dripping, water drop segmentation algorithm is
often used in character segmentation of images to cut the outline of the scene and is
suitable for cutting the outline.

In order to solve the problem of handwritten digits recognition, Yann LeCun
[2] proposed convolutional neural network named LeNet in 1998. For a long time,
CNN maintained the best results on small scale issues like handwritten numbers
in the world. AlexNet [3] was proposed by Hinton and Alex which improves the
recognition accuracy to a higher level and arouses extensive attention of researchers
to deep learning. It is the first successful application of tricks, such as ReLU, dropout
and LRN and achieves the best classification in ILSVRC. Based on AlexNet, VGG
NET [4] was proposes in 2014 that a smaller convolution kernel was used to deepen
the network. ResNet was also put forward to reduce a series of problems brought
by deep network, such as gradient disappearance. However, with the deepening of
layers, the excessive consumption of computing resource increases the difficulty of
training and causes non-convergence and gradient disappearance. To address this
limitation, we propose to reconstruct the neural network based on VGG NET in
image recognition. This research intends to experimental analyses of the water drop
algorithm and CNN for effective improvement in handwritten digits recognition.

2 Methodology

2.1 Character Segmentation

Before image recognition and prediction, character segmentation should be carried
out. The commonly used character segmentation methods include average algo-
rithm, vertical-projection-based algorithm, connected-component-based algorithm
and water drop algorithm.

Vertical-projection-based algorithm. The premise of the projection segmenta-
tion algorithm is that the image needs to go through the gray binarization. After
binarization, there are only points with logic value of 0 and 1 in the image. The
vertical projection method is used to statistically classify pixels in the same column,
because the logical value of 1 between word intervals is far less than the value of
0 so that we can distinguish the peak and valley values and obtain the boundary.
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Table 1 Drop point adjacent
pixels

N1 N0 N4

N2 N3 N5

This method is simple and effective, and is suitable for uncomplicated text verifi-
cation codes, but has poor segmentation ability for images with noise or adhesion
characters.

Connected-component-based algorithm. To visually show the connected
domain segmentation method, connected-component-based algorithms often adopt
the form of color filling segmentation algorithm (CFS). The split object of CFS is also
a binary image. Assuming that all characters in the image are individually connected
domains, find the non-zero point in the image as the starting point. After traversing
the whole connected domain, we record the traversal points, and select a color to fill.
If the traversal is completed, the next untraversed non-zero is found as the starting
point, and then repeat traversal and filling until there is no untraversed non-zero in the
whole image. CFS can clearly display the segmentation effect with different colors,
but it cannot handle adhesion characters.

Water drop segmentation algorithm. Water drop segmentation algorithm splits
adhesion characters by simulating the process of water drop dripping. The factors
affecting water drop algorithm performance include starting point, moving rule and
direction.Water drop up or down from the left and right sides of the string, depending
on the starting point movement rules and the determined direction. Therefore, the
water drop algorithm includes four segmentation methods.

The water drop segmentation algorithm needs to set several rules, which can
be expressed by a matrix. For example, set two-dimensional array representing the
matrix A and A [0] [5] (N0)is drop point of the algorithm.With the values of A[0][0]
(N1)through A[5][6](N5) equal x, the dividing line is A [0] [5] (N0)to A [5] [5](N3).
As shown in the table below. Water drop segmentation algorithm is often used in
character segmentation of images to cut the outline of the scene. This method is
suitable for cutting the outline, while it is subtle to choose the cut point (Table 1).

2.2 Convolutional Neural Networks

Artificial Neural Network. Artificial Neural Network (ANN) is a concept in Artifi-
cial intelligence. It uses machines to imitate the neural structure in the human brain
and abstract into a model to deal with problems. According to the structure of human
brain, artificial neural network composed of several neurons has a certain learning
ability. It can evaluate the various parts of a function in parallel, without describing
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the specific tasks of each unit. Artificial neural networks are the basis of most deep
learning models. The neurons in the artificial neural network are divided into four
parts: node, input, output, weight and bias. In the process of increasing processing
experience, deep learningmodifies the establishedmathematical model by correcting
the weight of neurons.

Convolutional Neural Network. Convolutional Neural Network (CNN) as a
feedforward artificialNeuralNetwork is suitable for image processingwhose neurons
can extract features by rolling in different regions. The study of convolutional neural
networks began in 1962, when David Hubel and Torstein Wiesel at Harvard Univer-
sity’s Biological Neuroscience Laboratory proposed to record bioelectrical changes
in a single neuron of cat’s brain. They systematically described the structure of
the visual cortex by recording single neurons. The concept of convolutional neural
network had not been put forward by this experiment, but their methods laid a foun-
dation for later research. Fukushima proposed a neural network structure including
convolutional layer and pooling layer in the 1980s, and proposed the concept of
Neurocognition. This became amilestone in the development of convolutional neural
networks.

In general, the standard convolutional network consists of a convolutional layer,
a nonlinear layer, a pooling layer and a lower sampling layer. Convolutional neural
networks are especially suitable for neural networks in computer vision because
they use local operations for hierarchical abstraction of representations. Instead of
using one-to-one connections between all pixel units, convolutional Neural Network
use grouped local connections as the first design idea. The second is the reliance on
feature sharing, where each channel is generated by convolution using the same filter
at all locations. It is two key design ideas that promote the success of convolutional
architecture in the field of computer vision.

3 Experiment

3.1 Datasets

We validate our network on MNIST. MNIST dataset was published by the National
Institute of Standards and Technology. The training set consists of handwritten
numbers from 250 randomly selected people, 50% of whom are high school students
and the rest are the Census Bureau workers. The test set is also handwritten numeric
data in the same proportion. The whole data set is composed of four parts with
different functions but the same data type, namely training, training-target, test and
test-target respectively. These four parts play different roles in training the neural
network and testing the recognition accuracy of the network. In this study, the data
set was divided into training set and test set according to the ratio of 6:1.
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3.2 Image Processing

In this study, the difficulty of image processing lies in the character segmentation of
handwritten digits, so we chose the water drop algorithm to implement it. Since the
segmentation object of the character segmentation algorithm is a binary image, we
use OpenCV to grayscale and binarization the image of the data set (Fig. 1).

Then the binary image is segmented by characters. After the character histogram
is obtained, the initial drop point of water droplets can be found, and the following
rules were used to make a judgment:

• Rule 1: If there is only 0 or only 1 in the whole matrix representing only the
handwritten part or the background part, the next drop point of the cut will be N3.

• Rule 2: If the logic value of N2 is 1 for the existence of the handwriting with the
other N1-N5 points having the only one which value equals 1, the next drop point
of the cut will be N2.

• Rule 3: If the logic value of N2 is 1 and N3 is 0 belonging background part, the
next drop point of the cut will be N3.

• Rule 4: If the logic value of both N2 and N3 equals 1 with N5 in background part,
the next drop point of the cut will be N4.

• Rule 5: If N2,N3 and N4 all belong to handwritten part, while N1 is the point of
logic 0, the next drop point of the cut will be N5.

• Rule 6: If in a pixel matrix, only N1 is logic 0, while all other points are pixels
with logic 1, the next drop point of the cut will be N1.

These rules essentially allow the water droplets to fall according to the natural
rules that determine the curve of the cut. However, there is a deadlock in Rules 5 and
6, and we use the obstacle setting method to solve this problem. That is to detect the
moving point, to observe if themoving point has been traversed. If it is not traversing,
it will proceed normally; while it is traversing, we will put a barrier in it to prevent
the droplet from moving.

The effect of the treatment is as follows. The two characters can be divided into two
images respectively, which is ready for the next step of image recognition (Fig. 2).

Fig. 1 Grayscale
binarization effect

(a) Before treatment (b) After treatment
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Fig. 2 Character
segmentation effect

(a) the initial image  (b) after image segmentation 

3.3 Image Recognition

Handwritten digits recognition is based on the classification of image data into 1–9
Arabic numerals, which has a high fit with convolutional neural network. One use
of CNN is to input an image and output results of classification. This work chooses
to reconstruct the neural network based on VGG NET in image recognition. The
self-built network structure can be more convenient to achieve the experimental
goal.

The self-built network consists of input layer, convolution layer, pooling layer and
full connection layer which are implemented by PyTorch framework. Comparedwith
VGG NET, it has fewer convolution layers, which is more targeted at the low-level
features of the image and avoids the influence of the high-level feature factors on
the pattern recognition results. At the same time, the network structure adopts a 5*5
convolution kernel improving the receptive field to a certain extent and obtaining
more accurate global features than the former network. In addition, the network
structure uses fewer layers to avoid the problem of large increase in computation
caused by the enlargement of convolution kernel in ordinary multi-layer network
structure. Moreover, the ReLU function is selected as the activation function, and
the NLL_LOSS function is selected as the loss function (Fig. 3).

(a) the initial image (b) the processe dimage (c) the identification result

Fig. 3 Visual display of the recognition process
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4 Result and Analysis

In the process of research, we design and carry out experiments on the best values
of each parameters including batch-size, iteration times and learning rate, etc. First
of all, 6 values are selected to determine the reasonable range of batch-size as the
iteration is fixed at 4. The results are shown in the Table 2:

It can be seen that with the increase of batch-size value, the training time decreases
continuously, while the precision increases first and then decreases. Considering the
training time and identification accuracy, the batch-size value in study is set between
150 to 200.

Iteration times will directly affect the recognition accuracy of neural network in
deep learning. Set epoch too small may lead to underfitting, on the contrary not only
cause overfitting, but also increase the training time. In this study, when the batch-
size is fixed at 128, the number of iterations is 1–18. The experimental results are
shown in the Table 3:

According to several experiments, the optimal number of iterations is 16. At this
time, 9892 digits pictures of the test set can be accurately identified out of the 10,000
digits pictures.

Learning rate can be understood as the descending speed in the process of gradient
descent. If the learning step is too large, it may miss the lowest point of the loss
function. However, the learning step set too small may cause the neural network
stop at a local minimum rather than the expected global minimum. The influence of
learning rate on identification accuracy is shown in the following Table 4:

Table 2 Influence of different batch-sizes on accuracy and training time

batch-size 50 100 150 200 250 300 350

accuracy 95% 97% 98% 98% 97% 97% 96%

train-time 2min58s 2min43s 2min29s 2min20s 2min17s 2min13s 1min50s

Table 3 Influence of different batch-sizes on accuracy and training time

iteration 1 2 3 4 5 6 7 8 9

accuracy 95% 97% 97% 98% 98% 99% 98% 99% 99%

iteration 10 11 12 13 14 15 16 17 18

accuracy 99% 98% 99% 99% 99% 99% 99% 98% 98%

Table 4 Influence of learning rate on identification accuracy

learning rate 0.005 0.01 0.02 0.1 0.3 0.5

accuracy 96% 99% 98% 98% 97% 10%
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To sum up, when batch-size is 128, the number of iterations is 16 and the value
0.01 is selected as the learning rate, the recognition accuracy reaches the best that
99% of handwritten digits images in the data set are successfully recognized.

5 Conclusion

This work has studied the prospective inference of the water drop segmentation
algorithm and CNN in handwritten digits recognition, via deliberating the experi-
ments on MNIST dataset. After the appropriate starting point is selected and the
moving rules and determining the direction is specified, the water drop segmenta-
tion has achieved an excellent performance through the experiment. The self-built
neural network based on VGG NET which is realized with PyTorch framework is
more targeted at the low-level features of the image and avoids the influence of the
high-level feature factors on the pattern recognition results. At the same time, the
convolution kernel setting of 5*5 is adopted, which can improve the receptive field
to a certain extent and obtain more accurate global features. By varying the multiple
parameters of the network, these experiments show that the optimum accuracy is
0.99.
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A New Approach Based on Crater
Detection and Matching
for Self-Localization During Lunar
Landings

Zhouyuan Qian , Hao Cheng , Tao Hu , Tao Cao , Yu Han ,
and Liang He

Abstract This paper provides an approach of visual localization based on crater
detection and matching in lunar landing missions. Firstly, considering that the lunar
image intensity is not uniform, and the contrast between the bright and dark areas
is not obvious, a multi-threshold segmentation method based on gray features and
geometric constraints is introduced to realize automatic extraction of multi-scale
craters. Secondly, by constructing a rigid transformationmodel, the craters in descent
images are roughly matched with the corresponding craters in database. Meanwhile,
an efficient method using re-projection errors is proposed for reducing false matches
so as to improve the localization accuracy. Images takenbyChang’e-3 landing camera
and Lunar Reconnaissance Orbiter (LRO) are utilized to test the performance of the
proposed approach, simulation results show that the proposed approach is able to
detect the small-scale craters in low contrast areas with a high detection rate, and
it can also match the correct craters to the database even when the resolution ratio
between descent image and database is up to 10:1, which confirms that the proposed
approach has strong robustness and high reliability.

Keywords Crater extraction · Multi-threshold segmentation · Image matching ·
Visual localization

1 Introduction

To realize high-precision lunar landing is an important task in manned lunar explo-
rationmissions, and since the inertialmeasurement unit (IMU)often suffers from time
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drifting, vision-based localization systems are quite popular nowadays. Considering
that craters are widely distributed on the lunar surface and largely constant in shape,
it’s a promising approach to solve spacecraft’s positioning problem by identifying
impact craters [1].

To realize visual localization based on crater recognition, crater needs to be
extracted from the images taken during the descent phase and matched with the
same crater in the pre-loaded database [2]. At present, the commonly used crater
extraction methods can be roughly divided into three types: terrain analysis method
[3, 4], machine learning method [5, 6] and morphological fitting method [7, 8]. Zhou
et al. [9] proposed a method to obtain true crater boundaries by extracting higher
change rate of slope of aspect values at crater rims, yet this method was easy to miss
detections of small-diameter shallow craters. DeLatte et al. [10] introduced a new
CNN named Crater U-Net for the segmentation component of Mars craters, yet the
detection result is sensitive to training data. As for crater matching problem, crater
shape information, shadow information, template matching, or geometrical configu-
rations are often used [11]. Woosang et al. [12] proposed a crater triangle matching
algorithm, using invariants descriptors to match crater triangles. Hannah et al. [13]
proposed a binary shadow matching approach by extracting and describing shadow
features from lunar images, yet this approach had a limitation to provide the initial
pose estimation of the spacecraft.

Considering the fact that intensity distribution varies strongly over the whole
image, which increases the difficulty for crater segmentation and detection, we
present a new approach of crater detection and matching algorithm mainly based
on gray features and geometric constraints. Section 2 introduces the crater detection
algorithm. In Sect. 3, the crater matching algorithm is presented. In Sect. 4, perfor-
mance of proposed approach is validated through real lunar images from Cheng’e-3
and LRO.

2 Crater Detection Algorithm

2.1 Multi-Threshold Segmentation

Since lunar image intensity is not uniform, using a fixed threshold for binary segmen-
tation might result in quantities of dark/bright areas lost in background areas. Hence,
we use a dynamic changing threshold to realize the aggregation and growth of the
bright and dark areas in the iteration process.

Specifically, the running threshold td changes iteratively within
[
tdmin, t

d
max

]
, and

the dark area candidates consist of the regions with pixel gray values smaller than
td. Ideally, the dark areas appear as well-shaped and fully filled crescents. According
to this geometric feature and the characteristic that the gray value of the dark area
is lower than that of the surrounding background area, the dark area candidates are
screened with constraints of fitting degree, saturation and grayscale contrast.
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(1) Fitting degree: The outer contour of each candidate area is extracted and fitted
into a circle, and the requirement of fitting degree is met when

⎧
⎨

⎩

f1/ fo ≥ c1
f1/ fL ≥ c2

1 − f2/ fL ≥ c3

(1)

where fo is the contour length, fL is the circumference of the fitting circle, f1 is the
number of pixels in outer contour which are successfully fittedwhile f2 is the number
of pixels in outer contour which failed to fit the circle, c1, c2, c3 are three positive
constants. The reliability of fitting is characterized by f1/ fo to prevent under-fitting,
and f1/ fL, 1 − f2/ fL are used to measure the fitting effect to filter the thin strip
candidate area.

(2) Saturation: The region size of the area bounded by the outer contour is st while
that of the candidate area is sr, and that of the fitting circle is sf. The requirement
of saturation is met only when

{
sr/st ≥ c4
sr/sf ≥ c5

(2)

where c4, c5 are positive constants.

(3) Grayscale contrast: The grayscale average of the candidate area is gr while that
of its neighborhood is gn, and the requirement of grayscale contrast is met only
when

gr/gn ≤ c6 (3)

where c6 is a positive constant.
During the iterations, the threshold td is gradually increased, and the dark candi-

date area aggregates and grows accordingly. When td = tdmax, the iteration result is
obtained as the final distribution of dark areas.

As for bright areas, the running threshold tb changes iteratively from tbmax to t
b
min,

and the bright area candidates consist of the regions with pixel gray values larger
than tb. The requirements of fitting degree and saturation are the same while the
requirement of grayscale contrast should be

gb/gn ≥ c7 (4)

where gb is the grayscale average of the bright area candidate.
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2.2 Crater Extraction

Having obtained the distribution of bright and dark areas, the crater extraction task
can be reduced to finding the best fit regarding a fitness function h, which can be
constructed by four factors:

(1) Angle factor ha[2]: We set the center of paired shadow area and bright area as
Cd(xd, yd) andCb(xb, yb) respectively. By connecting the center of each paired

area, a crater vector is generated by
⇀

C = Cb −Cd. Since the angular deviation

of
⇀

C from the image illumination direction
⇀

S should be close to zero, ha can
be obtained by:

ha = 1 − θ

180
(5)

where θ = arccos

⎛

⎝
⇀

C · ⇀

S∣
∣
∣
∣
⇀

C

∣
∣
∣
∣·
∣
∣
∣
∣
⇀

S

∣
∣
∣
∣

⎞

⎠,

∣
∣∣∣
⇀

S

∣
∣∣∣ = 1.

(2) Grayscale factor hg: This factor is used to measure the grayscale contrast
between the bright and dark areas:

hg = gd
gb

(6)

(3) Distance factor hd: It is the Euler distance between Cd and Cb. In this way, the
paired bright and dark areas are kept close together.

(4) Geometric factor hs: Each paired bright area and dark area are gathered together
and fit into a circle, the region size of the fitting circle is Sc, the region size
of the bright area is Sb and the region size of the dark area is Sd. hs can be
obtained by

hs = min(Sb, Sd)

max(Sb, Sd)
· Sb + Sd

Sc
(7)

The fitness function h is constructed by using the multiplication model, and it is
defined as:

h = ha · hs
(hd + ε) · (

hg + ε
) (8)

where ε is a positive constant. By finding the best fit regarding h, each paired bright
area and dark area are found and correspondingly gathered together, and then the
final edge of the crater can be obtained. The least square method is used to fit the
edge into a circle to obtain the center and radius of the crater.
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3 Crater Matching Algorithm

Images fromChang’e-3 landing camera canbeobtained fromhttps://moon.bao.ac.cn.
The distortion of the images has already been corrected, and since the images taken in
the vertical descent process are orthoimages, the transformation between Chang’e-3
descent images and LRO database can be reduced to the rigid transformation, and
the scaling factor k can be approximated according to the image resolution. In this
way, we can realize crater matching by using geometrical configurations. Figure 1
shows the rough crater matching diagram based on geometrical configurations, and
A, B, C, A’, B’, C’ are the centers of fitting circles of craters, rA, rB, rC, rA′ , rB′ , rC′

are the radiuses, the distance between A, C is b, the distance between A, B is c, the
distance between A’, C’ is b’, the distance between A’, B’ is c’.

For crater A in descent image, first any two neighboring centers B, C are selected,
and under rigid transformation, � ABC ∼� A′B ′C ′, so ideally ∠A = ∠A′, c′ =
k ∗c, b′ = k ∗b, rA′ = k ∗rA,rB′ = k ∗rB,rC′ = k ∗rC, c′

b′ = c
b . Considering the errors

in crater detection process, the following formula can be established. For craters in
descent image, find all the craters in database which satisfying the following formula,
and all possible matching points are then constructed to realize the primary crater
matching.

Fig. 1 Crater matching diagram based on geometrical configurations

https://moon.bao.ac.cn
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

t1 < ∠A′
∠A < t2

t1 <
c′/b′
c/b < t2

t3 < c′
k∗c < t4

t3 < b′
k∗b < t4

t3 <
rA′
k∗rA < t4

t3 <
rB′
k∗rB < t4

t3 <
rC′
k∗rC < t4

(9)

where t1,t2,t3,t4 are positive constants.
For each group of 3 pairs of matching points that satisfy formula (9), the affine

transformation model as shown below is firstly used to calculate the transformation
between the descent image and the database.

[
xm

ym

]
=

[
a0 b0
a1 b1

][
x r

yr

]
+

[
d0
d1

]
(10)

[
x r

yr

]
=

[
a2 b2
a3 b3

][
xm

ym

]
+

[
d2
d3

]
(11)

wherea0, b0, d0, a1, b1, d1, a2, b2, d2, a3, b3, d3 are affine coefficients, x r, yr, xm, ym

are the matching points in descent image and database.
Reprojection of all craters is carried out based on affine transformation model.

Assuming that there’s a crater i in descent image, the center of its fitting circle is Xr
i ,

and its radius is r ri , and the center point is transformed toXrr
i in the coordinate system

of database after reprojection. As for the crater j detected in database, the center of
its fitting circle isXm

j , and its radius is r
m
j , and the center point is transformed toXmr

j
in the coordinate system of the descent image after reprojection. When the formula
below is satisfied, it is considered that the crater i and crater j meet the reprojection
accuracy.

⎧
⎨

⎩

d
(
Xrr

i ,Xm
j

)
≤ 1.5 ∗ rmj

d
(
Xmr

j ,Xr
i

)
≤ 1.5 ∗ r ri

(12)

where d(X,Y) is the function solving the Euler distance between X,Y. Assuming
that the number of craters detected in descent image is nr, the number of craters
detected in database is nm, and there’re n craters that meet the reprojection accuracy.
Only when nr > 0.5 ∗ n, the affine transformation model currently constructed is
considered to be credible, and the crater pairs satisfying formula (12) are considered
to be credible matching pairs.

For all matching points that satisfy formula (9), using the reprojection error to
eliminate faulty matches. By establishing a matching counting matrix C with a size
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of (nr × nm),C(i, j) represents the number that crater I in descent image is matched
with the crater j in database. When the formula below is satisfied, it is considered
that crater i and crater j are the same crater.

⎧
⎨

⎩

C(i, j) = max(C(:, j))
C(i, j) = max(C(i, :))
C(i, j) > 0.7 ∗ Cmax

(13)

where max(•) is a function solving themaximum value in the vector,Cmax represents
the maximum value in matrix C.

The matching counting matrix is used to extract all the matching point pairs of the
two images, and the least square method is used to fit the optimal solution of affine
transformation (10), so that realizing self-localization of the spacecraft in database.

4 Experiments

4.1 Multi-Threshold Segmentation Experiment

The validity of multi-threshold segmentation algorithm is proved on the LRO image
and Chang ’e-3 image, as shown in Fig. 2. Meanwhile, the crater extraction method
based on the adaptive double-threshold segmentation algorithm adopted by Ref. [7]
is selected as a comparison. As can be seen from the results, our algorithm can
effectively solve the external influences such as illumination and weathering, while
the adaptive double-threshold segmentation algorithm is unable to properly peel the
bright and dark areas from the background area completely.

4.2 Crater Extraction Experiment

Two examples of the proposed crater detection algorithm are shown in Fig. 3. The
detection rates of craters with a radius of larger than 4 pixels on LRO image and
Chang’e-3 image are 96.7% and 87.6% respectively, showing strong robustness
and high reliability. Meanwhile, the crater extraction results based on the adaptive
double-threshold segmentation algorithm adopted by [7] are shown in Fig. 4, and
the detection rates of craters with a radius of larger than 4 pixels on LRO image and
Chang’e-3 image are 43.3% and 24.5% respectively, which confirms that the fixed
threshold value can not adapt to the uneven intensity distribution of the lunar surface
images.
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(a) LRO image, segmentation result of our algorithm, segmentation result of [7] 

(b) Chang’e-3 image, segmentation result of our algorithm, segmentation result of [7] 

Fig. 2 Segmentation results

Fig. 3 Crater detection results of our algorithm on LRO image and Chang’e-3 image

4.3 Crater Matching Experiment

Using images fromChang’e-3 landing camera as the descent images and images from
LRO as the database, experiments of absolute positioning of Chang’e-3 is performed
based on our crater matching approach, and Fig. 5 shows four examples of the crater
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Fig. 4 Crater detection results of [7] on LRO image and Chang’e-3 image

Fig. 5 Crater matching results

matching results. In each example, the left side shows Chang’e-3 image while the
right side shows LRO database. The corresponding crater centers in these two images
are connected by blue lines. In this experiment, the ratio of database resolution to
descent image resolution decreased from 1.57 to 0.1, yet the correct matching of
craters in these two images could still be realized. The average positioning error
based on affine transformation model is about 1.53 pixels, which confirms that our
proposed approach has wide applicability and high robustness.
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5 Conclusion

In this paper, a new approach based on crater detection and matching for self-
localization during lunar landings is proposed, the performance of proposed approach
is tested through real lunar images from Chang’e-3 and LRO. Simulation results
show that the automatic crater detection algorithm can effectively alleviate external
influences such as illumination and weathering, and can comprehensively extract the
small-scale craters with strong reliability. Furthermore, the proposed crater matching
algorithm can achieve the correct matching even when the resolution ratio between
the descent image and database is large, which confirms that our approach can still
realize self-localization in an extreme case. In the future, the speed of the proposed
approach needs to be further improved so as to realize real-time localization.
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Robust Spectral Clustering
via the Ordering Metric

Bingjie Li , Tianhao Ni , and Zhenyue Zhang

Abstract Spectral clustering is one of the most popular algorithms in unsupervised
learning. However, it is difficult to construct an affinity graph that benefits spec-
tral clustering, mainly due to the lack of a discriminative distance metric. In this
article, motivated by the weakness of the traditional distance metric, we propose a
novel metric named the ordering metric, in order to measure the class-consistency
of two data points. Based on the proposed metric, a scalable Gaussian affinity graph
is constructed. The ordering metric can distinguish classes more accurately than
classical metrics, hence our proposed affinity graph based on it can simultaneously
highlight intra-class connections and suppress inter-class connections. With these
advantages, the spectral approach normalized cut can achieve a low-dimensional
projection from the graph that contains clear and correct class information. Classical
clustering approaches such as K-means can cluster these projection points perfectly,
due to the significant separation of the spectral projection between classes. Numer-
ical experiments on 2 synthetic 2D data sets and 5 real-world data sets show the
outstanding clustering performance of our algorithm.

Keywords Unsupervised learning · Spectral clustering · Affinity graph · Metric
learning

1 Introduction

Clustering is a fundamental technique to retrieve the underlying class information of
data. It has been widely adopted in a variant of applications such as face recognition
[1], image segmentation [2], text analysis [3], medical diagnosis [4], and so on.
Basically, Clustering aims to partition data into several groups based on the pairwise
similarities of data points.
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Some direct algorithms have been developed for data clustering in the early
years. The well-known K-means [5] aims to partition data points so as to mini-
mize the within-cluster sum of squares. However, it converges to a local optimum
generally, closely relied on data distribution and initial center seed selection. Other
direct clusteringmethods contain agglomerative clustering [6], mean-shift [7], Gaus-
sian mixture model [8], and so on. Dimension reduction techniques, including prin-
cipal component analysis [9], non-negative matrix factorization [10], and manifold
learning methods [11], [12], [13], are commonly used to find clustering-friendly
representations of data so that direct clustering approaches could be applied.

As a combination strategy of direct algorithms and dimension reduction, spectral
clustering has been proven effective in various applications. Spectral clustering, also
known as graph clustering, aims to learn an affinity graph highlighting intra-class
connections and suppressing inter-class connections. Generally, the affinity of xi and
x j is determined by the Gaussian function exp

(−d2
(
xi , x j

))
, where d

(
xi , x j

)
is a

metric between xi and x j . However, for real-world data sets, the commonly used
Euclidean metric performs poorly, mainly because it cannot effectively identify the
class-consistency of points at the junction of two classes, especially for data with
different density distributions.

In this paper, inspired by the weaknesses of traditional clustering algorithms,
we provide a novel graph-based clustering method entitled the ordering spectral
clustering (OSC) method. The OSC method can be divided into four steps. In the
first step, we propose a new metric, named as the ordering metric, to identify data
at the junction of two classes with different densities. In the second step, a scalable
Gaussian graph is constructed based on the ordering metric. The third step is to
obtain a low-dimensional projection suitable for clustering by the normalized cut
[2]. Finally, we obtain the clustering results by implementing K-means [5] on the
spectral projection.

For the paper, the main contributions are as follows: (1) we propose a new metric
that can identify the class of marginal samples. The metric ignores the distance value
and re-scales the distance to the centroid point,which helps to distinguish classeswith
different densities. (2) The scalable Gaussian graph constructed in our paper simul-
taneously highlights intra-class connections and suppresses inter-class connections,
which guarantees that spectral approaches can obtain a low-dimensional projection
that contains clear and correct class information. (3) Due to the above advantages
for the metric and the graph, our approach has superior performance in clustering,
compared with 5 state-of-the-art clustering methods. Numerical experiments show
that our approach has a much lower clustering error rate than other algorithms on a
variety of real-world data sets with different scales, dimensions, and clusters.
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2 The Ordering Metric

Given a data set X = {xi } of n points, at each point xi , we can reorder
{
x j

}
as

xi1 , . . . , xin according to their Euclidean distances to the centroid point xi . Equiva-
lently, it assigns an ordering index for each x j corresponding to xi . More precisely,
we define the ordering function as

o
(
xj; xi

) = ∣∣{x ∈ X, x − xi2 < xj − xi2 }∣∣. (1)

where |·| means the number of points in the aet. Specially, o(xi ; xi ) = 0. Here, xi
can be taken as a parameter vector of the function o(x; xi ).

There are some special propositions ofo(x; xi )different from theEuclideanmetric
x − xi2, fixing xi . At first, the function o(x; xi ) ignores the distance value, or more
preciously, it re-scales the distance to the centroid point. That is, a closed pair x j

and xk may have a large gap
∣∣o

(
x j ; xi

) − o(xk; xi )
∣∣, and a relatively far pair x j and

xk may have a not larger gap. Secondly, o(x; xi ) depends on the local density of the
centroid point xi very much. For example, if the neighboring points of xi are denser
than the neighboring points of x j and x is between xi and x j , then o(x; xi ) is larger
than o

(
x; x j

)
generally.

These propositions are helpful to distinguish classes with different densities. To
show it, let us consider the simple example of two classes C1 and C2 in Fig. 1, where
C1 is denser than C2. Fixed xi ∈ C1 and x j ∈ C2, we set N (xi ) and N (

x j
)
as two

disk-neighbor sets of xi and x j with an overlap, respectively.We consider two point x
and x̂ in the intersection part, where x is class-consistent with x j , x̂ is class-consistent
with xi .

By the ordering function, we can detect that x is class-consistent with x j rather
that xi , noticing that o

(
x; x j

)
< o(x; xi ), as in (b) of Fig. 2. Meanwhile, the class of

x can’t be detected correctly by the Euclidean metric, since x̄ − xi2 < x̄ − x j2, as in
(a) of Fig. 2. However, identifying x by comparing o

(
x; x j

)
and o(x; xi ) may be not

precious to characterize x’s class for some x . To show this, let’s consider x = x̂ in (c)
and (d) of Fig. 2. If we detect the class of x̂ by comparing o

(
x̂; x j

)
and o

(
x̂; xi

)
as in

(d) of Fig. 2, we will obtain a misleading result since o
(
x̂; x j

)
< o

(
x̂; xi

)
. However,

if we consider xi and x j as two neighbors of x̂ as in (c) of Fig. 2, we will find that
o
(
xi ; x̂

)
and o

(
x j ; x̂

)
, which matches the ground truth class of x̂ . In summary, we

find that

φ
(
x,xj

)
< φ(x,xi), φ

(
x̂, xi

)
< φ

(
x̂, xj

)
. (2)

where φ
(
xp, xq

)
is defined as max

{
o
(
xp; xq

)
, o

(
xq; xp

)}
. Hence, the symmetric

function φ
(
xp, xq

)
can really reflect the relationship between xp and xq . We call

φ(·, ·) as the ordering metric.
Given xi and its k-th neighbor xoi,k under the ordering metric, we consider the k-nn

neighborhood of xi determined by the ordering metric φ(x, xi ):
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Fig. 1 a: Observing xi and x j as neighbors of x . b: Observing x as a neighbor of xi and x j ,
respectively. c: Observing xi and x j as neighbors of x̂ . d: Observing x̂ as a neighbor of xi and x j ,
respectively

Fig. 2 The value of r(xi , p) under the Euclidean metric and the ordering metric of each xi in
COIL-3 with k = 3 (left) and k = 9 (right)

No(xi , k) = {
x ∈ X : φ(x, xi ) ≤ φ

(
xoi,k, xi

)}
.#(1)

It has two advantages as follows.
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• The neighbors in each No(xi , k) are more likely closed to xi , and also, xi is a
closer neighbor of each point in the set. It implies that No(xi , k) is more likely
class-consistent with xi even if the nearby classes have different densities.

• The boundary of the neighbor set No(xi , k) is distinguishable from xi ’s class-
inconsistent setNC(xi ) = {x ∈ X : �(x) �= �(xi )}, where �(x) is the ground truth
label of x.

To illustrate the above advantages, we provide a criterion to evaluate the quality
of a given neighborhood No(xi , k). Given xi ∈ X and an integer k, we define

r(xi , k) = φ(xi ,x̂i)
φ(xi ,xoi,k)

, #(2) (3)

where x̂i is the closest class-inconsistent point of xi .1 In (2), φ
(
xi , x̂i

)
can be seen

as the distance between xi andNC(xi ), and φ
(
xi , xoi,k

)
approximately represents the

radius ofNo(xi , k). Given a xi ∈ X and an integer k, the larger r(xi , k) is, the more
distinguishableNo(xi , k) is fromNC(xi ). Furthermore,No(xi , k) is class-consistent
if and only if r(xi , k) > 1.

Figure 2 shows the value of r(xi , k) of each xi in a real-world data set COIL-
32 under the Euclidean metric and the ordering metric, with k = 3 and k = 9.
For each xi , the ordering metric always provide larger r(xi , k) than that of the
Euclidean metric. Hence, the ordering metric separate No(xi , k) from other classes
more distinguishable than the Euclidean metric, regardless of different k.

3 Graph Construction for Clustering

3.1 A Scalable Affinity Based on the Ordering Metric

The construction of an affinity graph is a key step of spectral clustering. The affinity
graph regards the data points as nodes, and the affinity between the points, that
is, the probability of class-consistency, as the weight of edges. Generally, the low-
dimensional spectral projection of the affinity graph maintains the local structure of
the data and is more suitable for clustering than the original data.

The good separation provided by the ordering metric prompts us to construct a
scalable affinity function:

A
(
x j ; xi

) = exp

(
− φ(x j ,xi)

2

φ(xoi,k ,xi)
2

)
, #(3) (4)

1 Similarly, r(xi , p) can also be defined under Euclidean metric.
2 COIL-3 is a subset of image data set COIL-20. The result of COIL-20 is reported in Section IV.
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where k is a parameter to be set. The scaled affinity function A(
x j ; xi

)
benefits

clustering very much, due to the following two reasons.

• For each x j inNo(xi , k),A
(
x j ; xi

) ≥ 1/e. It implies that the connection between
xi and its class-consistent neighborhoods is strong enough.

• For each xm that is class-inconsistent with xi , we have

A(xm; xi) ≤ exp

(

− φ
(
x̂i, xi

)2

φ
(
xoi,k, xi

)2

)

≤ exp
(−r(xi, k)

2) (5)

Hence, inter-class connections of xi are effectively suppressed since r(xi , p) is
generally large.

3.2 Graph Construction and Spectral Clustering

Based on A(·; ·), we construct a symmetric graph G with affinity as

gi j = min
{A(

xi ; x j
)
,A

(
x j ; xi

)}
#(4) (6)

since the minimum of A(
x j ; xi

)
and A(

xi ; x j
)
weakens the inter-class connection.

The affinity gi j has similar properties with A(
x j ; xi

)
and A(

xi ; x j
)
. For one thing,

it’s easy to obtain gi j ≥ 1/e if x j ∈ No(xi , k) and xi ∈ No
(
x j , k

)
. For another, we

have

gij ≤ min
{
exp

(−r(xi, k)
2
)
, exp

(−r(xi, k)
2
)}

(7)

if xi and x j are class-inconsistent. In our experiment, we observe that
exp

(−r(xi , k)
2
)
is extremely small for almost every xi with a suitable parameter

k. For instance, r(xi , k) is larger than 8 for each xi in COIL-3 when k = 3, which
implies that each exp

(−r(xi , k)
2
)
is smaller than 10−27. Hence, the proposed graph

G is automatically sparse, if we ignore the extremely small entries of G.
The above observation implies that G simultaneously highlights intra-class

connections and suppresses inter-class connections. This property helps spectral
approaches to obtain a low dimensional projection that contains clear and accurate
class information. The normalized cut (N-cut) [2] is a commonly used spectral projec-
tion method. Given an affinity graph G, It computes the eigenvectors corresponding
to the smallest k eigenvalues of

L = I − D−1/2GD−1/2 (8)
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where D is a diagonal matrix with dii =
n∑

j=1
gi j . N-cut works very well for our

graph. Figure 3 shows the first three eigenvectors of L of COIL-3. These eigenvectors
clearly retrieve the class information of all data points. Classical approaches such
as K-means can perfectly cluster these data points due to the significant separation
between classes.

The computation of φ
(
xi , x j

)
for all xi and x j cost totally O

(
n2 log n

)
. We simply

reduce it to O
(
n2 log p

)
by setting φ

(
xi , x j

) = +∞ if o
(
xi ; x j

)
> p or o

(
x j ; xi

)
>

p, where p is an integer parameter. In our experiment, we observe that such an
approximation of G does not change the clustering result if we set p as 100. This is
mainly because the value of gi j is so small that can be ignored if φ

(
xi , x j

)
> 100.

Hence, we approximately compute the ordering metric of xi and x j b

φ
(
xi , x j

) =
{
max

{
o
(
xi ; x j

)
, o

(
x j ; xi

)}
, o

(
xi ; x j

) ≤ 100 and o
(
x j ; xi

) ≤ 100
+∞, otherwise.

#(5)

(9)

Notice that

gi j = exp(−∞) = 0if φ
(
xi , x j

) = +∞. (10)

Algorithm 1: Ordering Spectral Clustering (OSC) Input: X = {x1, . . . xn}, K :
the number of clusters, k ∈ N the parameter in scaled affinity function

Output: A partition of X : X = {X1, . . . , XK }
1: Calculate φ

(
xi ; x j

)
for each xi , x j ∈ Xby(5)

2: Construct the affinity matrix G by (3) and (4)
3: Compute the first K eigenvectors u1, · · · , uK of L = I − D−1/2GD−1/2,

and set U = [u1, · · · , uK ]T

4: Use K-means to cluster the 2-norm normalized row vectors of U into K
clusters: {X1, . . . , XK }

The flow of our proposed ordering spectral clustering (OSC) is illustrated in Algo-
rithm 1. The most time-consuming step in our algorithm is the eigenvalue decom-
position of L, which costs O

(
n3

)
per iteration. Fortunately, our graph has a sparse

Fig. 3 The first 3 eigenvectors of L = I − D−1/2GD−1/2 (COIL-3)
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Fig. 4 Comparison of the clustering results of K-means, STSC, LSC, SNMF and OSC (from left
to right) on the two synthetic data sets Gourd and Spiral (last column, from top to bottom)

structure, which is suitable for fast eigenvalue decomposition algorithms, such as
Krylov subspace method [14]. The experiments in the next section show that our
algorithm has significant advantage in speed.

4 Numerical Experiments

In this section, we report the clustering performance of our proposed algorithmOSC,
compared with five state-of-the-art algorithms for clustering, including K-means [5],
STSC [15], LSC [16], EnSC [17] and SNMF [18]. A variety of data sets, including
two 2D synthetic data sets and five real-world data sets were tested. All compared
algorithms are executed on the Windows system in a PC with Intel Core i5-8250U
CPU@1.60 GHz and 8 GB RAM.

4.1 Synthetic Data Sets

In this subsection, we test five clustering algorithms on two synthetic 2D data sets
Compound and Spiral.3 Each of them has special class patterns that may not benefit
the detection of ground-truth classes. we show the performance of K-means, STSC,
LSC, SNMF and our algorithm OSC on these data sets in Fig. 4.4 The parameter k in
OSC is set as 3. As in Fig. 4, none of the compared methods are able to achieve the
correct clustering partition except OSC. OSC correctly recognized all the classes in
the two sets, though the data distributions and densities are quite different.

3 Compound and Spiral can be downloaded at http://cs.joensuu.fi/sipu/datasets/.
4 The result of EnSC is omitted here since the subspace learning approach is not suitable for 2D
data sets.

http://cs.joensuu.fi/sipu/datasets/
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Table 1 Clustering error rate (percentage) of the algorithms on real-world data sets

Data sets K-means STSC LSC EnSC SNMF OSC

COIL-20 35.69 49.72 19.79 19.03 26.94 0

COIL-100 52.17 55.17 44.60 41.17 44.75 18.99

ORL 32.00 19.00 19.75 22.50 23.50 14.75

Umist 58.05 58.05 41.24 55.57 49.56 23.19

Optdigit 20.81 23.70 3.83 15.30 12.37 2.46

Table 2 Computational time (seconds) of the compared algorithms

Data sets K-means STSC LSC EnSC SNMF OSC

COIL-20 6.94 1.28 0.70 2.28 5.68 0.47

COIL-100 186.26 71.71 14.11 44.81 111.69 11.34

ORL 19.58 0.64 0.55 17.40 6.01 0.52

Umist 1.63 0.42 0.28 0.94 4.27 0.20

Optdigit 3.18 18.23 0.86 10.66 13.07 3.01

4.2 Real-World Data Sets

We conduct experiments on five real-world data sets, including COIL-20, COIL-100
[19], ORL [20], UMist [21] and Optdigit.5 The five data sets have different scales,
dimension, and clusters.

We list the clustering error rate in Table 1 for the OSC and other compared
algorithms on the five data sets. In Table 1 and the following Table 2, the best results
are boldfaced, and the second-best results are noted with underline. The parameter
k of OSC in COIL-20, COIL-100, ORL, UMist and Optdigit is set as 3, 3, 4, 3, 10,
respectively. The early baseline approaches such as K-means and STSC cannot give
acceptable clustering results on these databases except that STSC performs well
on ORL. SNMF performs slightly better than the early approaches, as it adopted
sparse affinity graphs that suppressed inter-class connections. LSC and EnSC can
also improve clustering accuracy, mainly because they effectively mine the subspace
structure of the data sets by different self-expression strategies.

TheOSCperforms significantly better than all of othermethods on thefivedata set.
The lowest clustering error rate of the compared approaches on COIL-20, COIL-100,
ORL, UMist and Optdigit can be decreased by 19.03%, 22.18%, 4.25%, 18.05% and
1.37%, respectively. The clustering result of COIL-20 is better than newly-developed
deep network algorithms like DSC [22], DBC [23] and GALA [24]. We achieve a
0% error rate on COIL-20 while the error rate of COIL-20 reported in DSC, DBC
and GALA are 5.14%, 20.70% and 20.00%, respectively.

Table 2 lists the computational costs of the OSC and other five algorithms. OSC
costs least on four data sets and the second least on Optdigit. The result in Tables 1
and 2 shows that OSC has both better performance and high efficiency.

5 Optdigit can be downloaded at https://archive.ics.uci.edu/ml/datasets/

https://archive.ics.uci.edu/ml/datasets/
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5 Conclusion

In this paper, we proposed a novel metric that can distinguish classes more accu-
rately than classical metrics. Based on our proposed metric, we develop a scalable
graph construction algorithm for spectral clustering. Our graph could simultaneously
highlight intra-class connections and suppress inter-class connections, resulting in
superior performance in clustering. Further efforts are required for promoting our
graph construction method to other machine learning tasks such as semi-supervised
learning.

Acknowledgements The work was supported in part by NSFC project 11971430 and Major
Scientific Research Project of Zhejiang Lab (No.2019KB0AB01).
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Influence of Initialization
and Modularization on the Performance
of Network Morphism-Based Neural
Architecture Search

Xuehui Chen , Xin Niu , Jingfei Jiang , Hengyue Pan , Peijie Dong ,
and Zimian Wei

Abstract Neural Architecture Search (NAS), the process of automatic network
architecture design, has enabled remarkable progress over the last years on Computer
Vision tasks. In this paper, we propose a novel and efficient NAS framework based on
network morphism to further improve the performance of NAS algorithms. Firstly,
we design four modular structures termed RBNC block, CBNR block, BNRC block
and RCBN block which correspond to four initial neural network architectures and
fourmodular networkmorphismmethods. Each block is composed of aReLU layer, a
Batch-Norm layer and a convolutional layer. Thenwe introduce networkmorphism to
correlate different modular structures for constructing network architectures. More-
over, we study the influence of different initial neural network architectures and
modular network morphism methods on the performance of network morphism-
based NAS algorithms through comparative experiments and ablation experiments.
Finally, we find that the network morphism-based NAS algorithm that uses CBNR
block for initialization and modularization is the best method to improve perfor-
mance. Our proposed method achieves a test accuracy of 95.84% on CIFAR-10 with
least parameters (only 2.72 M) and fewer search costs (2 GPU-days) for network
architecture search.

Keywords Block-wise network morphism · Neural architecture search ·
Initialization · Modularization

1 Introduction

Neural Architecture Search, aiming at automatically designing network architec-
tures by machines, has recently achieved a great success for many tasks, such as
image classification [1, 2], object detection [3, 4] and semantic segmentation [5].
Given the search space, the NAS algorithm will search candidate networks with
different search strategies. Then candidate networks are evaluated and by which a
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best-performing neural architecture is selected. Recently, many methods have been
proposed to perform NAS algorithms, mainly including gradient-based methods [6–
8], reinforcement learning (RL) [2, 9, 10], and evolutionary methods [1, 11]. These
NAS algorithms can achieve high performance, but they suffer from a large compu-
tational resource requirement. Moreover, each candidate network is trained from
scratch, which is highly time-consuming. For instance, obtaining a SOTA architec-
ture for CIFAR-10 require thousands of GPU-days by evolutionary algorithm [1]
or reinforcement learning [10]. Searching for a smaller neural network with high
performance in a short time is in urgent need.

Network morphism could be helpful for NAS algorithms by enabling a more
efficient training [12]. Therefore, the NAS algorithm can use the weight inheritance
method to accelerate the search process. Although the traditional network morphism
method [13] is efficient, there is still some room for improvement. For example,
the traditional layer-wise network morphism-based NAS algorithm in Auto-Keras
[12] searches the best model on CIFAR-10, test accuracy of the best model is only
88.56%. In our proposed method, we modularize the large macro search space of
NAS to improve the test accuracy. Specially, we regard theminimumblock composed
of convolutional, ReLU, and Batch-Norm layers as the basic unit, and study the influ-
ence of initialization and modularization on the performance of network morphism-
based NAS algorithms. Experiments show that different initial neural network archi-
tectures will significantly affect the test accuracy of the best model obtained by NAS
algorithms. Moreover, compared with the layer-wise network morphismmethod, the
block-wise network morphism method can not only improve test accuracy of the
obtained best model, but also search more neural network architectures and improve
the search efficiency of NAS algorithms.

The main contributions of the paper are as follows:

(1) We propose four simple modular structures, including ReLU-BatchNorm-
Conv Block, Conv-BatchNorm-ReLU Block, BatchNorm-ReLU-Conv Block,
and ReLU-Conv-BatchNorm Block, which correspond to four initial neural
network architectures and four modular network morphism methods.

(2) We design comparative experiments and ablation experiments for studying the
influence of different initial neural network architectures on the performance
of net-work morphism-based NAS algorithms.

(3) We take the simple modular structure as the basic unit of network morphism
operations for studying the influence of modularization on the performance of
network morphism-based NAS algorithms.

(4) We propose a novel and efficient NAS framework based on network morphism
to further improve the performance of NAS algorithms. Our proposed method
achieves a test accuracy of 95.84% on CIFAR-10 with least parameters (only
2.72 M) and fewer search costs (2 GPU-days) for network architecture search.
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2 Related Work

2.1 Neural Architecture Search

In recent years, neural architecture search has aroused extensive attention. The prin-
ciple of NAS is to automatically search the best neural network architecture for
specific tasks through limited computing resources with human intervention as little
as possible. The mathematical model of NAS is described as Eq. (1):

{
argmin

f
= L( f,Dtrain,Dvalid)

s.t. f ∈ F
(1)

where F denotes the search space of neural network architectures, L(·) measures
the loss of the architecture f on the validation dataset Dvalid after being trained on
the training dataset Dtrain [14].

Traditional NAS algorithms are highly time-consuming and require vast
computing resources, which limit their application in real world. Therefore, network
morphism [15, 16] and super-net are adopted by researchers to improve the search
efficiency.

2.2 Traditional Layer-Wise Network Morphism Method

Network morphism methods can be categorized into layer-wise and block-wise. The
layer-wise network morphism method takes the layer as the basic unit to morph the
father network, while the block-wise network morphism method takes the block as
the basic unit. The layer-wise network morphism operations mainly include “deepen
network”, “widen network” and “add a skip connection” (see Fig. 1).

Deepennetwork. Randomly choose someposition in the father network and insert
a new layerwhichmay be aReLU layer, a Batch-Norm layer, or a convolutional layer.
Specifically, when inserting the convolutional layer, the new convolutional layer
initializes the weight matrixWi+1 as an identity matrix according to Net2DeeperNet
[17] operation. when inserting the Batch-Norm layer, the offset and scale of the new
Batch-Norm layer are initialized to the batch mean and batch variance to maintain
the identity mapping. ReLU (x) = max{x, 0} satisfies the constraint for activation
function, so inserting ReLU layer is possible.

∀x : σ(x) = σ(Iσ(x)) (2)

Widen network. Randomly choose some convolutional/dense layer in the father
network. Increase the number of filters in the convolutional layer or the number of
hidden cells in the dense layer to widen the neural network.
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(e)(d)(c)(a) (b)

Fig. 1 Visualization of layer-wise network morphism-based NAS algorithm. Given the father
network a, b denotes the sub-network after depth morphing, c represents the sub-network after
width morphing, d and e denote the sub-network after adding a skip connection by concatenation
and addition. Different color circles represent different channels of a layer

Add a skip connection. Randomly choose two layers and add a new skip connec-
tion between the two layers either by concatenation or by addition. The parameters
ofWi+1 are initialized to 0 to maintain the identity mapping. The concatenation and
addition operations are reformulated as:

Concat
(
ϕ
(
Xi+1 · Wi+1

)
,ϕ

(
Xj

))
Add

(
ϕ
(
Xj

)
,ϕ

(
Xi+1 · Wi+1

)) (3)

2.3 Efficient Network Morphism-Based NAS Algorithm

Many works [15, 16] have used network morphism to accelerate the training and
search process of NAS. For example, Auto-Keras [12] regards the NAS problem as a
black-box optimization task and uses Bayesian optimization (BO) algorithm to guide
the network morphism for the optimal solution of the black-box target (see Fig. 2).
The BO algorithm iteratively conducts: (1) Update: train the Gaussian Process model
with the existing architectures and their accuracy; (2) Generation: generate the next
sub-network architecture to observe by the acquisition function; (3) Observation:
obtain the ground-truth accuracy of the generated neural architecture by training.
[12]

3 Proposed Methods

The critical idea of network morphism-based NAS algorithms is to make the initial
neural network architecture under the guidance of BO algorithm to select proper
network morphism operations. After multiple network morphism operations, the
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Fig. 2 Visualization of the efficient network morphism-based NAS algorithm. Different color
rectangles represent different layers and the length of rectangles represents the width of layers

network with the highest accuracy will be taken as the best model. The selection of
the initial model and network morphism method influence the performance of NAS
algorithms. Therefore, we study the influence of initialization and modularization
on the performance of network morphism-based NAS algorithms from initial neural
network architectures and modular network morphism methods in the section.

3.1 Design of Initial Neural Network Architecture

In recent years, typical manually designed architectures, such as ResNet [18],
DenseNet [19], MobileNet [20] and so on, have greatly improved the accuracy of
image classification. These architectures with high performance are often stacked
by blocks. For example, ResNet is stacked by Conv-BatchNorm-ReLU block as the
basic unit, and DenseNet is stacked by BatchNorm-ReLU-Conv block. The initial
model in Auto-Keras [12], is initialized with the three-layer CNN. Each convolu-
tional layer is a convolutional block composed of a ReLU layer, a Batch-Norm layer,
a convolutional layer, and a pooling layer. Following the design principle of the initial
model in Auto-Keras, we define the initial model architecture stacked by blocks (see
Fig. 3). It starts with three convolutional blocks and MaxPooling layers, which are
connected alternately. Then a GlobalAveragePooling layer and a dropout layer are
added, followed by two dense layers and a Softmax layer.

In addition, we follow the modular characteristics in typical manually designed
neural network architectures, design four modular structures as a convolutional
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Fig. 3 The initial model

block in the initial model, includingReLU-BatchNorm-Conv block (RBNC),Conv-
BatchNorm-ReLU block (CBNR), BatchNorm-ReLU-Conv block (BNRC), and
ReLU-Conv-BatchNorm block (RCBN).

3.2 Design of Block-Wise Network Morphism Methods

Block-wise network morphism methods morph the father network by convolutional
block (Sect. 3.1) as the basic unit, which is composed of a ReLU layer, a Batch-Norm
layer, and a convolutional layer. Block-wise Network morphism operations include
three operations (see Fig. 4).

Insert a block. Randomly select a location in the network and insert a new
block. We initialize the convolution layer and Batch-Norm layer same as layer-
wise network morphism methods to maintain identity mapping. Convolution kernel
size is randomly selected, and the number of channels is consistent with neighbor
convolution layers.

Increase the number of filters of a convolutional layer. Randomly select a block
in the network and proportionally widen channel numbers of the convolutional block.

Add a skip connection. Randomly select two blocks in the network and add a
new skip connection between them either by concatenation or by addition.

Image Image Image Image Image 

(b) (c) (d)(a) (e)

Fig. 4 Visualization of block-wise network morphism-based NAS algorithm. Given the father
network a, b denotes the sub-network after inserting a new block, c represents the sub-network after
increasing the number of filters of a convolution layer, d and e denote the sub-network after adding a
skip connection by concatenation and addition. Different color rectangles represent different layers.
A circle/triangle/square represents a ReLU/Batch-Norm/ convolutional layer
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4 Experiments and Results

By comparative experiments, we study the influence of initialization andmodulariza-
tion on the performance of network morphism-based NAS algorithms. Considering
that all block-wise network morphism operations can solely increase a network’s
size, the neural network architecture will become more complex. Therefore, we
set all experiments to run on 4 NVIDIA 2080Ti GPUs for only 12 h.

4.1 Baseline Experiment

Dataset. The CIFAR-10 dataset contains ten kinds of object color pictures. Each
category includes 6000 32 × 32 pixels images, 60,000 images in total, 50,000 of
which are training datasets, and 10,000 are test datasets.

InitialModel. The initial neural network architecture usesRBNCblock for initial-
ization. All convolutional layers contain 64 filters, kernel_si ze = 3 × 3. Each
MaxPooling layer has a stride of two and keep_prob of the dropout layer is equal
to 0.75.

Search on CIFAR-10. We use the layer-wise network morphism method
(Sect. 2.3) to search neural network architectures. The kernel_si ze of new convo-
lutional layers is equal to 1 × 1, 3 × 3, or 5 × 5, stride = 1. All the generated
architectures are trained 200 epochs by using SGD optimizer with learning rate =
0.001, momentum = 0.9, weight decay = 0.00001, batch size = 128. We also use
the early stop method to optimize neural networks.

Post-Training of the Best Neural ArchitectureObtained.We use the AutoAug-
ment [21]method for preprocessing. Themodel is trained on the training dataset until
convergence using Cutout [22] and Mixup [23] (Cutout size of 16 × 16 and α = 1
for Mixup).

The obtained best model is trained by using SGD with batch size = 128 and
learning rate l = 0.1 for 50 epochs to accelerate the convergence process. Then we
used SGDR with initial learning rate lmax = 0.1, T0 = 1, and Tmult = 2 for 600
epochs. Finally, the accuracy on the test dataset is 85.7%.

4.2 Influence of Different Initial Neural Network
Architectures on the Performance of Network
Morphism-Based NAS Algorithms

To compare the influence of different initial neural network architectures on the
performance of network morphism-based NAS algorithms, we design a group of
comparative experiments, statistically analyze test accuracy of the best model and
number of neural networks searched byNASalgorithmwithin 12 h. Thenwe compare
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Fig. 5 Performances of layer-wise network morphism-based NAS algorithms with different initial
neural network architectures. Gray rectangle denotes the result of the baseline experiment, and
I_* denotes the initial neural network architecture with * block. Tag * represents RBNC/CBNR/
BNRC/RCBN

the performance of NAS algorithm from two aspects of test accuracy and search
efficiency. Dataset and Post-training method are the same as those in the baseline
experiment. All experiments use the layer-wise network morphism-based NAS algo-
rithm. The blocks used in the initial model (Fig. 1) of comparative experiments are
CBNR block, BNRC block, and RCBN block, respectively. Results of comparative
experiments are as shown in Fig. 5.

Compared with the baseline experiment, the layer-wise network morphism-based
NAS algorithm that adopts the initial model with CBNR block or BNRC block, can
achieve better performance. Test accuracy is respectively improved by 4.09% and
2.6%. The performance of the layer-wise network morphism-based NAS algorithm
that adopts the initial model with RCBN block is reduced, and test accuracy is
reduced by 0.86%. The number of architectures searched by NAS algorithm within
12 h is in the range of 100–150. Experimental results show that different initial
neural network architectures have significant impact on the performance of network
morphism-based NAS algorithms. Particularly, choosing the right initial model can
improve the accuracy of obtaining the optimal model.

4.3 Influence of Modular Network Morphism Methods
on the Performance of Network Morphism-Based NAS
Algorithms

As shown in Fig. 5, the layer-wise network morphism-based NAS algorithm that
adopts the initial model with CBNR block has the highest performance. There-
fore, we use it (accuracy of the best model is 89.79%, the number of architectures
searched byNASalgorithmwithin 12 h is 136) as baseline.Moreover, all comparative
experiments adopt the same initial model. For comparing the influence of different
modular network morphism methods on the performance of network morphism-
based NAS algorithms, RBNC block, CBNR block, BNRC block, and RCBN block
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are used as the basic unit of block-wise network morphism operation in comparative
experiments. Results are as shown in Fig. 6.

In terms of test accuracy, there is no apparent difference between baseline and
block-wise network morphism-based NAS algorithm with BNRC block, and RCBN
block. Moreover, compared with baseline, the block-wise network morphism-based
NAS algorithm with RBNC block or CBNR block can achieve better performance.
Test accuracy is respectively improved by 3.16% and 6.05%. Remarkably, the NAS
algorithm that uses CBNR block for initialization and modularization can achieve
the highest performance (test accuracy achieves 95.84%). The comparison against
state-of-the-art recognition results on CIFAR-10 is presented in Table 1. Our method
can design an effective neural network architecture with the least parameters and

Fig. 6 Performances of block-wise network morphism-based NAS algorithms with different
modular network morphism methods. Gray rectangle denotes baseline. Block_* denotes the block-
wise network morphism-based NAS algorithm with * block. Tag * represents RBNC/CBNR/
BNRC/RCBN

Table 1 Comparison with results of automatically designed architectures by SOTA NAS methods
on CIFAR-10

Method Params (Mil.) Search time (GPU-days) Test accuracy (%)

AmoebaNet-A [1] 3.2 3150 96.66

Large-scale Evolution [24]† 5.4 2600 94.6

NAS-v3 [10] 37.4 1800 96.35

NASNet-A [2] 3.3 1800 97.35

Hierarchical Evolution [25]† 15.7 300 96.25

PNAS [26]† 3.2 225 96.59

NAONet [27] 128 200 97.89

EAS [28]† 23.4 10 95.77

DARTS [7] 3.4 4 97.17

ENAS [11] 4.6 0.45 97.11

Auto-Keras[12] † – 0.5 88.56

Ours 2.72 2 95.84

Results marked with † are not trained with Cutout [22]
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FLOPs. Experimental results show that modular network morphism methods have
significant impact on the performance of network morphism-based NAS algorithms.

In terms of search efficiency, compared with the layer-wise network morphism-
based NAS algorithm, the number of architectures searched by the block-wise
network morphism-based NAS algorithm with CBNR block or RCBN block within
12 h is in the range of 200 to 350. The search efficiency is doubled. For the block-
wise network morphism-based NAS algorithms with RBNC block and BNRC block,
the difference in search efficiency is not apparent. Experiments show that modular
network morphism methods have significant impact on the performance of network
morphism-based NAS algorithms. Particularly, choosing the right mode network
morphismmethod can not only improve the accuracy of obtaining the optimalmodel,
but also speed up the search efficiency.

4.4 Ablation Experiment

To ensure the completeness of experiments, we study the influence of different initial
neural network architectures on the performance of block-wise network morphism-
based NAS algorithm with CBNR block. It can be seen from Figs. 5 and 7 that,
the influence of different initial neural network architectures on the performance of
both layer-wise and block-wise network morphism-based NAS algorithms is consis-
tent. The performance of the network morphism-based NAS algorithm that adopts
the initial model with RBNC block or RCBN block is relatively low. The network
morphism-based NAS algorithm that adopts the initial model with CBNR block or
BNRC block can achieve better performance. Remarkably, the network morphism-
based NAS algorithm that adopts the initial model with CBNR block has the highest
performance.

Considering the block consistency, we design experiments that adopt the same
block in both the initial model and the modular network morphism method.

Fig. 7 Performances of block-wise networkmorphism-based NAS algorithms with different initial
neural network architectures. I_*&Block_CBNR denotes the network morphism-based NAS algo-
rithm that adopts the initial model with * block and block-wise network morphism method with
CBNR block. Tag * represents RBNC/CBNR/BNRC/RCBN
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Fig. 8 Performances of network morphism-based NAS algorithms with different blocks for initial-
ization and modularization. I&Block_* denotes the network morphism-based NAS algorithm with
* block for initialization and modularization. Tag * represents RBNC/CBNR/ BNRC/RCBN

Then we analyze the influence of initialization and modularization on the perfor-
mance of network morphism-based NAS algorithms. As shown in Fig. 8, the
network morphism-based NAS algorithm that uses CBNR block for initialization
and modularization still has the highest performance.

5 Conclusion

In this paper, we study the influence of initialization and modularization on the
performance of network morphism-based NAS algorithms. We finally propose a
novel and efficient NAS framework that uses CBNR block for initialization and
modularization. Thismethod searched the best-performing network architecturewith
2.72 M parameters and the architecture achieves a test accuracy of 95.84% on Cifar-
10. The search cost of our proposed method is less than 12 h on 4 NVIDIA 2080Ti
GPUs. Experimental results reveal that modular design is a critical component in
network morphism-based NAS algorithms.
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A Document Image Quality Assessment
Method Based on Feature Fusion

Weisheng Wang , Zhiyang Yan , and Hongli Lin

Abstract Document image quality assessment (DIQA) is an essential step in the
development of optical character recognition (OCR) products. Due to the complex
and diverse distortion types in the real captured document images, DIQA is still
a challenging problem. In this paper, we propose a new DIQA model, which is
based on the feature fusion in convolutional neural network (CNN). In our network,
shallow network part is used to extract low-level local features of document images to
represent local non-uniformdistortions. And deep network part is used to learn global
features to represent global uniform distortions in document images. In addition,
a quality regression network is used to predict the document image quality score
by using the fusion of the low-level and deep-level features. Experimental results
demonstrate that our model outperforms the state-of-the-art methods on complex
distortion datasets.

Keywords Document image quality assessment · Document image · DIQA ·
Feature fusion

1 Introduction

As the popularity of smart devices grows, document image recognition is not just
for traditional scanned text, but more for real document images captured by smart
device cameras. In recent years, many Internet companies have developed document
image recognition services, of which OCR services occupy the mainstream position.
The performance of the OCR engine is closely related to the quality of the docu-
ment image, however, due to the defects of the shooting equipment or photography
skills, the document image will be distorted during the capture process, resulting in
different degrees of image quality problems [18] and lower OCR accuracy. In this
case, the important information in the document image is recognized incorrectly or
lost, causing immeasurable costs. Therefore, it makes sense to apply DIQA before
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recognizing the document image, so as to remove the low-quality image, or to further
restore [15] or enhance [16] the document image.

Generally, the field of image quality assessment is divided into the quality assess-
ment of natural scene images and document images. In recent years, the field of
natural scene image quality assessment has developed rapidly [17]. However, there
are not only significant difference between document images and natural scene
images in terms of structure and measurement formulas [6], but the goals of the
two are also very different. Unlike natural images quality assessment, which can
be evaluated based on human perception, DIQA can be evaluated based on OCR
accuracy. Consequently, the natural scene image quality evaluation model may not
be directly applied to document images [18].

In the past few years, many people have made great efforts to assess the quality
of document images through different methods. Although some progresses have
been achieved, there are still huge challenges to the evaluation of document image
qualitywith complexmultiple distortions. There are various types of document image
distortions, andmultiple distortionsmay be concentrated on one image in unexpected
ways [13]. Because of the diversity of distortion types, different document images
have different types of distortion, but they may have similar OCR accuracy, as shown
in Fig. 1. Nevertheless, In the existing document image quality assessment methods,
whether based on traditional manual features [5, 7, 14], or learning based document
image quality assessment methods [4, 8, 9, 11], they either only tend to extract
low-level or global features of the image, ignoring deep-seated features and local
features, yet, in the document image captured by smart device camera, there may
be global distortion caused by defocus or illumination, or local distortion caused by
lens jitter or shadow. As a result, the algorithms which only tend to extract low level
features and the algorithmswhich only tend to learn global features with deepmodels
still have not worked well. Therefore, aggregating both local distortion features and
global distortion features, and then predicting document image quality upon this
multi-scale representation is an efficient approach.

Fig. 1 a, b, c and d are four document images with different degrees of distortion on the SmartDoc-
QA [13] data set. Different distortion features are mapped to similar OCR accuracy in these four
images
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In this paper, we develop a DIQA model for the complex distortion of real docu-
ment images. We extract low-level local features and deep-level global features from
multi-scale feature maps, which are fused to deal with the distortion of diversity.

Our model uses two network structures to extract low-level and deep-level
features, and then merges local distortions features which are captured by a local
feature extractor with global quality features. A final quality score is predicted
through a quality regression network, which is trained by fusing low-level and deep-
level features.Conducted a series of experiments demonstrate that ourmodel achieves
significant effects on complex datasets in terms of DIQA and precedes the latest
DIQA methods [4, 8, 9, 11] reported in the literature.

The following chapters of this paper will describe the related work, our specific
methods, the analysis of experimental results and the summary of this paper.

2 Related Work

In the process of OCR, the distorted document image may lose key information,
resulting in incorrect recognition results. As a consequence, it is very significant to
add DIQA in OCR process. Given that DIQA is bound up with OCR accuracy, OCR
accuracy is adopted as the quality descriptor in most DIQA methods. The current
latest DIQA methods are usually divided into two categories: metric-based methods
and learning-based methods.

2.1 The Metric-Based DIQA Methods

The metric-based DIQA method generally extracts different manual features to
generate a quality map to the quality score of the document image. Kumar et al.
[5] used the grayscale change of image after median filtering to calculate the sharp-
ness information to assess the image quality. In [14], Nayef et al. developed an DIQA
method based on OCR accuracy. This method calculates the quality score through
proportional weighted summation based on the dependence between different distor-
tions of the document image and combined with a specific distortion measure. In
Kumar et al. [7], the quality score is calculated by character gradient. However, these
techniques focus only on the specific characteristics of the image, and the effect is
not obvious for document images with complex and diverse distortion types.

2.2 The Learning-Based DIQA Methods

The learning-based document image quality assessment model generally includes
two steps: feature extraction and quality score regression. In recent years, Kang et al.
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[4] proposed a CNN model to assess document image quality. Li et al. [9] imple-
mented an attention-based recurrent neural network (RNN) forDIQA.Different from
the traditionalDIQAmethodbased onOCRaccuracy, this framework integratesCNN
and RNN to form a glimpse-RNN-Action combined network. Lu et al. [11] applied
the deep transfer learning method to DIQA and put forward a deep CNN model.
In [8], Li et al. proposed a DIQA framework where the overall quality score was
weighted by the quality score of each text block. Nevertheless, when the document
image quality is low, these methods will lose some key text information or text lines
that affect the accuracy of OCR, resulting in inaccurate quality prediction.

Although these methods have made great progress, these methods are more
inclined to extract the low-level features of the text area, ignoring the deeper and
complex semantic features contained in the uniform distorted document image. In
practical applications, a truly distorted document image may be merged by multiple
distortions in a complicatedmanner, and low-level features cannot fully represent the
document image with diverse distortions. In addition, diverse distortions may exist
locally or globally, and the sensitivity of the OCR engine is determined by these
two conditions. In this paper, inspired by [17], we built a new DIQA framework.
Our framework combines low-level features and deep features while fusing local
non-uniform distortions and global uniform distortions, and the results are obtained
through a quality regression module. The experimental results prove that our quality
evaluation model advantage over ones reported in the literature.

3 Method

In this section, we develop a DIQA network, and the network architecture is shown in
Fig. 2, including shallow feature extraction module, deep feature extraction module
and quality regression module. Each module is described in detail below.

3.1 Shallow Feature Extraction Module

The main distortion problems of document images include: illumination, blur, scene
background, stains, and color degradation, resolution, etc., resulting in image quality
problems [13]. Therefore, we try to keep the quality information of the original image
in the low-level feature extraction stage, and perform preliminary extraction of the
quality information. In this part, we are inspired by [12] and combine 3× 3 convolu-
tion and generalized divisive normalization (GDN) [2] as the backbone, where GDN
is highly non-linear [1] and has spatial adaptability. In order to better capture the
local distortion information, we use 1 × 1 convolution and global average pooling
(GAP) to convert multi-scale features into local feature vectors. It was proved in [17]
that this structure can be considered as an attention-based local feature extractor,
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Each component is described below:
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Fig. 2 The DIQAmodel framework proposed in this paper contains three modules: shallow feature
extraction module, deep feature extraction module and quality regression module

which can perceive the regional features corresponding to the local distortion, so as
to better capture its quality.

3.2 Deep Feature Extraction Module

Because of the diversity and complexity of document image distortion types, it is
necessary to extract deeper quality features from document images. For fear of
preventing the degradation caused by the increase of the network depth, we use
the structure shown in Fig. 3 to increase the network depth. In Fig. 3c, we removed
the batch normalization (BN) layer in ResNet [3], which not only reduces network
consumption, but also increases the flexibility of the network. Among them, we set
the size of the convolution kernel to 3 and the number of channels to 256. After
removal, we can stack more network layers, and each layer can extract more features
[10]. We extract deep semantic features by stacking 18 structures in Fig. 3c, and
merge the shallow semantic features extracted in Sect. 3.1 with the output of the
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Fig. 3 Comparison of the
residual structure of ResNet
[3], EDSR [10] and this
paper
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deep semantic feature module. Finally, GAP is also fused with local features to feed
the quality regression network.

3.3 Quality Regression Module

In this part, our goal is to map the previously extracted image features to the quality
score, so we build a quality regression network with three fully connected layers. As
shown in Fig. 2, the multi-scale feature fusion vector is used as input and propagated
through three fully connected layerswhere theReLU function serves as the activation
function, and finally the document image quality score is obtained. Our model can
be described as

s = ϕ(L(x), D(x), γ ) (1)

where ϕ represents the networkmodel, x and L(x) are the input image and the output
of the shallow feature extraction network respectively, D(x) is recorded as the result
of the deep feature extraction network, and γ is the model parameter.



A Document Image Quality Assessment Method … 895

3.4 Implementation Details

In our experiment, the dataset is spilt into a training set and a test set in a ratio
of 8–2, and set the batch size to 16. Adam optimizer is selected to optimize the
prediction network, where the learning rate and the betas are set to 1e-4 and (0.9,
0.999) respectively, meanwhile, eps is adjusted to 1e-8, and weight decay is 0. In
the training phase, we randomly cut the input image into 224 × 224 × 3 to form 16
patches, and the ground truth of each patch is the same as the input image. For the
entire training process, the loss function is l1-norm.

� = ∥
∥s − ŝ

∥
∥
1 =

n
∑

i=1

∣
∣si − ŝi

∣
∣ (2)

where si and ŝi represent the ground truth and predicted quality score of the i-th patch,
n is the total number of patches. In the testing phase, the sample is also randomly
divided into 16 patches, and the quality scores of the 16 patches are averaged to
obtain the final quality score.

4 Experiment

Our model is evaluated on two public datasets Sharpness-OCR-Correlation (SOC)
[6] and SmartDoc-QA [13] and compared them with the state-of-the-art approaches.

4.1 Datasets and Evaluation Metrics

The SOC dataset is made up of 175 document images with a resolution of 1840
× 3264 and is composed of 25 English documents taken with a smartphone, and
each takes 6–8 images with different focal lengths to produce varying degrees of
distortion. The SOC dataset uses three OCR engines (ABBY FineReader, Tesseract,
and Omnipage) to evaluate the OCR accuracy of each image. In our experiments, we
use themean results of the threeOCR engines as the ground truth. The SmartDoc-QA
dataset is a more complex data set with more distortion types. The dataset contains
4260document images,whichwere taken from30documents by twodifferentmobile
phones. The 30 document images are mainly composed of three types of official
documents, old official documents and receipts. The OCR accuracy of this dataset is
the recognition results of the FineReader and Tesseract OCR engines. Similarly, we
calculate the mean of the two OCR recognition results as the ground truth.

We choose two conventional evaluation indicators: Spearman Rank Order Corre-
lation Coefficient (SROCC) and Pearson Linear Correlation Coefficient (PLCC)



896 W. Wang et al.

to evaluate the performance of the model. SROCC indicates the monotony of the
predicted results and is defined as

SROCC = 1− 6
∑n

i d
2
i

n
(

n2 − 1
) (3)

where di is the rank difference between the prediction result of the i-th test image
and the ground truth, n is the number of test set. PLCC is commonly used to describe
the accuracy of prediction results and is defined as

PLCC =
∑n
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(

ŝi − ŝm
)

√
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(

ŝi − ŝm
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where si and ŝi are the ground truth and prediction result of the i-th test image
separately,sm and ŝm are the mean values of all ground truth and predictions, n is the
number of test images. The larger the value of these two indicators, the better the
performance, and the range is between 0 and 1.

4.2 Comparison with the State-Of-The-Art Methods

We have compared seven latest DIQA methods, including three metric-based
methods: Sharpness [5], MetricNR [14] and CG-DIQA [7], four learning-based
methods: CNN [4], RNN [9], TL [11] and DTL [8]. As shown in Table 1, on the SOC
dataset, our method is significantly better than other methods. Our PLCC results are

Table 1 Comparison of PLCC and SROCC results on SOC and SmartDoc-QA datasets with the
latest methods

Methods SOC SmartDoc-QA

PLCC SROCC PLCC SROCC

Sharpness [5] N/A N/A 0.624 0.596

MetricNR [14] 0.887 0.820 N/A N/A

CG-DIQA [7] 0.906 0.856 0.625 0.631

CNN [4] 0.950 0.898 N/A N/A

RNN [9] 0.956 0.916 0.814 0.865

TL [11] 0.914 0.872 0.743 0.757

DTL [8] 0.965 0.931 N/A N/A

Ours 0.991 0.968 0.956 0.854

The bold values represent the optimal results of all the DIQA methods that were compared
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leading in the other four methods and the SROCC are only slightly lower than RNN
[9] for SmartDoc-QA dataset. Among them, the result of DTL on the data set SOC is
better than the other methods. Smartdoc-QA dataset is more complex and has more
types of distortion. our method performs on this dataset is slightly lower than that
on the SOC dataset. This is because 40% of the 2160 document images scored by
the Tesseract OCR engine on the Smartdoc-QA dataset have a result of 0%, which
means that the OCR accuracy distribution of this dataset is unbalanced. From the
results of PLCC, our method is still superior to the four most advanced methods
on Smartdoc-QA dataset. In the results of SROCC, the attention mechanism-based
RNNmodel [9] is better than the other four approaches, and also slightly exceed our
method, which shows the attention-based RNN model [9] has better results on the
monotonicity of prediction. In addition, our method is greatly superior to the other
three methods in SROCC results. From the discussion above, it is obvious that our
approach has an excellent performance for DIQA.

4.3 Ablation Study

We performed ablation experiments on the SOC datasets and the SmartDoc-QA
dataset to assess the effectiveness of each components in our DIQA framework.
We first proved the effectiveness of low-level feature extraction network (LC) and
deep- level feature extraction network (DC). The results are shown in Table 2. Both
indicators are superior to all current technologies on SOC datasets, and PLCC results
are significantly superior to other methods on SmartDoc-QA dataset. Then we verify
the effectiveness of the local distortion feature extraction module (MS). When LC is
added to the local distortion feature extractionmodule, LC improves on both datasets.
It is significantly improved by 1.3% on the SmartDoc-QA dataset in SROCC. And
when we Combining LC, MS and DC, our model has been further improved in
SROCC and PLCC, which reached 96.8% and 99.1% on the SOC dataset, and 85.4%
and 95.6% on the SmartDoc-QA dataset.

Table 2 Results of ablation experiment on SOC and SmartDoc-QA datasets

Components SOC SmartDoc-QA

PLCC SROCC PLCC SROCC

LC 0.985 0.964 0.944 0.835

LC + MS 0.986 0.967 0.946 0.848

DC 0.969 0.955 0.952 0.837

LC + MS + DC 0.991 0.968 0.956 0.854
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5 Conclusion

This paper proposes a new CNNmodel based on feature fusion to evaluate document
image quality. Our model takes account of the diverse, local and global distortions of
real document images by feature fusion, rather than the distortions in single aspect.
In order to better predict the quality of real distorted document images, our shallow
feature extraction module extracts low-level quality information and local distor-
tion features, and try to preserve the original quality of image. Then we use the
deep feature extraction module to acquire the high-level information of the distor-
tion features, and finally combine the two features while fusing the local distortion
features with the global semantics, and feed them to the quality regression module
to get the final quality score. The experimental results prove that our model shows
strong robustness to both simple distortion and complexmultiple distortion document
images.

In addition, this method explores the DIQA method through feature fusion, and
also provides a prospect for multiple distortion document image quality evaluation
in the field of document image quality evaluation in the future.
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Design of Simulation Device
for Greenhouse Control

Yunsong Jia , Shuaiqi Huang , Liang Xiao , Shaochen Yang ,
and Xiang Li

Abstract To avoid the cases that control algorithm can‘t work well after applica-
tion in green-house, and then cause losses, it‘s essential to test the performance of
the control algorithm before putting it into practical use. To achieve this, we need a
method to test the control algorithm rapidly and effectively. However, there is no such
effective method to test the performance of the control algorithm in a greenhouse.
With the rapid development of the IoT technology in the field of agricultural produc-
tion, the method of process data modeling is proposed to help solve such problems.
Based on the method of process data modeling, this paper proposes a new model
which includes Z-transformation, scope control, OFF response and difference bias,
and developed a greenhouse simulation test model. The experimental results show
that our model can capture the changes of both temperature and humidity, and also
limit the humidity within the set range. This proves that our model is effective and
precise.

Keywords Z-transformation · Greenhouse simulation · Process data modeling

1 Introduction

Because the greenhouse environment simulation model plays an important role in
the greenhouse structure design and the prediction of environmental changes [1],
in order to realize the performance test of the greenhouse control algorithm in a
short time, to avoid the losses caused by the poor performance of the algorithm after
actual application. So it is of great significance to establish a greenhouse simulation
test system based on the greenhouse environment simulation model to realize this
function.

Greenhouse environment simulation models are generally structured based on
mechanismmodels [1–3]. Themechanismmodel is based on a certain environmental
factor in the greenhouse (such as temperature, etc.) or the mechanism change in the
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greenhouse (such as the effect of crop transpiration rate, etc.) [1] to establish a
mathematical model of the relevant dominant variables represented by the macro or
micro equations [4], simulate the greenhouse environment. Since the greenhouse is
a non-linear multi-input, multi-output complex system [5], its indoor environment
will be affected by many indoor and outdoor factors. The response of the greenhouse
system to external changes has different time scales and some factors are difficult
to accurately measure and model [6, 7]. Therefore, it is very difficult to establish an
accurate and effective greenhouse mechanism model. At the same time, the different
physical parameters of the greenhouse will also vary depending on the facilities.
Agingproduces changes, causingdecoupling control calculated parameters to deviate
from the actual situation [6], and the model has poor adaptability to this change after
the greenhouse environment changes [7], which makes it difficult to widely apply
even if a good mechanism model is established.

With the rapid development of the Internet of Things technology in the field of
agricultural production, greenhouse data monitoring and signal control technologies
have been relatively mature [8, 9], and the greenhouse control system’s ability to
obtain various aspects of information has rapidly improved. Therefore, a process
model based on the operating data of the process can be considered to realize the
real-time simulation of the process [10, 11]. This can reduce the difficulty of building
test models and increase the speed of test model building while making full use of
the rich data resources generated during the greenhouse operation.

This type of model is widely used in industry [12], and in the greenhouse, Peng
et al. designed a greenhouse simulation model based on the process model based
on the Z transformation [13]. However, in existing research, process modeling does
not fully consider extreme situations. In actual production, extreme conditions, such
as extreme temperatures, will cause irreversible and serious damage to agricultural
products [14]. Since the data used in process modeling often comes from historical
data [10–13], the amount of data in extreme cases is much smaller than the amount
of data in normal cases, resulting in a lower degree of fitting of the model in extreme
cases, increasing its probability of being misjudged and causing incorrect operation.

Therefore, this article uses limitate to control the range of the model based on the
process model, and then uses the off response to avoid the severe vibration caused by
the limitate, so as to realize that the model can still respond correctly under extreme
conditions, and finally form a set Effective and simple greenhouse simulation test
model.

2 Data Collection

The source of the data in this paper is the Sunlight Greenhouse of Zhuozhou Farm
of China Agricultural University, through modeling the influence process of various
operations in Zhuozhou Greenhouse. The steps of data collection and processing are
shown in Fig. 1.
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Fig. 1 Greenhouse simulation data generation step diagram

The main controller of Zhuozhou Sunlight Greenhouse was operated, and the
responses to various factors of the greenhouse under 10 different controls were
collected. The specific response categories are shown in Table 1.

To ensure the time and data accuracy, special sensors are provided for data collec-
tion. Due to conditions, only the temperature and humidity data of the greenhouse
were collected. The experiment carried out ten operations such as switching irrigation
equipment, and the collection lasted for 270 min.

After obtaining the original data image, the data is preprocessed, and the steps
are as follows:

(1) Organize the data format and align the data timestamp;
(2) Perform linear interpolation on the missing data segment and adjust the data

sampling frequency to 1 Hz. The final data is valid for a total of 16,000 s;

Table 1 Experimental
control response category

Response category Temperature/°C

Relative humidity/%

Control category Pre-wait

50% shade

100% shade

Turn off the sunshade

Watering

Watering off

Down ventilation

Turn off the ventilation

Upper ventilation

Close ventilation
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(3) Use a Hanning window with a length of 150 to smooth the data, and remove
the data whose length is the length of the time window before and after;

(4) Adjust the collected greenhouse response data using historical data and the
total characteristics of weather changes on the day, and try to keep only the
target to control the influence of various factors in the greenhouse.

The original data change image of temperature and humidity and the preprocessed
image are shown in Fig. 2. The left side is the original data curve, in which the blue
line in the raw data graph represents the greenhouse data collected by the sensor,
the green line represents the field sensor data near the greenhouse, the orange line
represents the average data collected by the historical greenhouse sensor, and the
gray line represents the time of the corresponding operation. The right side is the
data change curve after preprocessing.

3 Model Design

It is known that the environmental factors in the greenhouse are affected by both
the environmental changes in the greenhouse and the controller. Record the environ-
mental change in the greenhouse at time t (the amount of change in temperature and
humidity per unit time) as�(t), and the simulated value of the changes in greenhouse
factors after the greenhouse control changes at time t is �(t), the adjusted propor-
tional coefficient Is k, the simulated value of temperature and humidity at time t is
yi (t). The specific simulation formula is:

yi (t) = �(t) + k�(t) (1)

�(t) can be derived from themodel function. The form of function G is as follows:

[
ytem
yri

]
= G · [u1 u2 · · · un

]T
,

G =
[
G11 · · · G1n

G21 · · · G2n

]
,

Gi j (s) = ki j
Ti j s+1e

−τ j , n = 10

(2)

In the formula (left), ~ represents the input of 10 control signals (as shown in Table
1). And respectively represent the temperature response and humidity response after
adjustment. G is the transfer functionmatrix, and each item in thematrix corresponds
to the transfer function of a certain input to a certain response. The independent
variable of the transfer function is time, and the dependent variable is the ratio of
the Laplace transform of the output waveform to the Laplace transform of the input
waveform.

The transfer function form (the above formula (right)) contains three parameters
k, T, and τ, which correspond to the change amplitude, change time and lag time of
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each control response in the actual scene. Through the collected temperature, room
temperature and humidity curve, using the calculationmethod provided by Peng et al.
[12], the values of the three parameters of each transfer function can be obtained.
The calculation formula is as follows, and the calculation results are shown in Table
2.

⎧⎨
⎩
T = t2−t1

ln(1−ŷ(t1))−ln(1−ŷ(t2))

τ = t2 ln(1−ŷ(t1))−t1 ln(1−ŷ(t2))
ln(1−ŷ(t1))−ln(1−ŷ(t2))

, ŷ(t) = y(t)

y(∞)
(3)

Since the above formula is a continuous function in time sequence, and the sensor
sampling data is discrete data, the formula needs to be discretized. Discretization of
the z-transformation of this formula is as follows:

yi (z)
n∏
j=1

(
z − e

− T
Ti j

)
=

n∑
j=1

⎡
⎣ ki j
Ti j

·
n∏

k=1,k �= j

(
z − e− T

Tik

)
· z1− τi j

T · u j (z)

⎤
⎦ (4)

Perform z inverse transformation and sort it out as follows (this time the
greenhouse sensor acquisition frequency is 200 s/time, so take):

Table 2 Response parameter calculation result

Control
category

Temperature response parameter Humidity response parameters

k T τ k T τ

Pre-wait 2.9510572 779.61752 288.63793 −1.835297 700.46854 271.76098

50% shade 0.7059091 39.574494 952.43847 2.2853996 463.02157 1078.1301

100%
shade

−2.306273 542.17056 242.00709 3.531767 718.27706 208.95829

Turn off
the
sunshade

6.1859365 397.72366 448.40666 −24.87508 484.78755 498.3713

Watering −2.822252 102.89368 68.140031 24.919088 104.87241 27.161955

Watering
off

2.6401004 352.21299 79.902413 −15.18066 263.17038 749.91585

Down
ventilation

−6.499281 132.57455 190.46889 −17.48419 49.468117 166.54809

Turn off
the
ventilation

2.2648786 340.34064 115.77087 21.518854 508.53224 154.63438

Upper
ventilation

−3.850253 114.76603 70.271573 −18.55061 57.383016 60.635786

Close
ventilation

1.0049377 104.87241 214.16195 14.23492 148.40435 723.64428
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yi (k) =
n∑
j=1

{
ki j
Ti j

·
[
u j

(
k − τi j

T

)
+ u j

(
k − 1 − τi j

T

)
·

n∑
k=1, j �=k

−e
− T

Ti j + · · · + u j

(
k − n + 1 − τi j

T

)
· e

n∑
k=1, j �=k

− T
Tik

⎤
⎥⎥⎦

⎫⎪⎪⎬
⎪⎪⎭

−
⎡
⎢⎣yi (k − 1) ·

n∑
j=1

−e
− T

Ti j + yi (k − 2) ·
n∑

j=1,k=1, j �=k
e
− T

Tiv
− T

Tit + · · · + yi (k − n) · e
∞∑
i=1

− T
Ti j

⎤
⎥⎦

(5)

Because the relative humidity response has a value range, the response variable is
added to the transfer function with a value range response. Assuming that a certain
response range is, the corresponding transfer function has the following form:

yi (k) = limitate

⎛
⎝ n∑

j=1

{
isOpen i ⊗ isChange i j · ki j

Ti j
·
[
u j

(
k − τi j

T

)
+ u j

(
k − 1 − τi j

T

)
·

n∑
k=1, j �=k

−e
− T

Ti j + · · · + u j

(
k − n + 1 − τi j

T

)
· e

n∑
k=1, j

− T
Tk

⎤
⎥⎥⎦

⎫⎪⎪⎬
⎪⎪⎭

− (
1 − isOpeni

) · yi (k − 1)

− isOpen i ·
⎡
⎣yi (k − 1) ·

n∑
j=1

−e
− T

Tv j + yi (k − 2)·

n∑
j=1,k=1, j �=k

e
− T

Ti j
− T

Tik + · · · + yi (k − n) · e
n∑

i=1
− T

Ti j

⎤
⎥⎦
⎞
⎟⎠

limitate = x : max(a,min(x, b))

is Open i = yi (k − 1) ⊗ yi (k − 2)

is Change i j = u j

(
k − τi j

T

)
⊗ u j

(
k − 1 − τi j

T

)

⊗ = x, y :
{
1 x �= y

0 x = y

(6)

The formula y(k) is the y response value at the kth time, which can be solved by
the y response value and the control before the k time; the function u j (x) refers to
the value of the j th control at the x th time; the value corresponding to each control
will be 0 At the beginning, when the control is carried out, the corresponding value
will be accumulated by 1, so as to realize the superimposition of the control; limitate
is used to limit the value of the existing factors in the greenhouse, such as limiting
the value of relative humidity between 0 to 100; IsOpen and IsClose are used to close
the response and avoid the problem of control failure caused by severe oscillation
caused by limitate.
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4 Simulation

In order to verify whether the model change is consistent with the actual situation,
a response experiment is first performed on a single control device. The specific
process is as follows:

(1) Experiment with on–off watering. As shown on the left side of Fig. 3, it is
divided into three parts from top to bottom, namely the temperature change
curve, the humidity change curve and the corresponding controller status.When
watering at the 13th moment, the humidity rises and the temperature drops;
when thewatering stops at the 27thmoment, the humidity drops and the temper-
ature rises. The experimental results are consistent with the effect of watering
on temperature and humidity.

Fig. 3 Single controller simulation response experiment
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Fig. 3 (continued)

(2) Experiment with entilation under the switch. As shown on the right side of
Fig. 3, when the lower ventilation window is opened at the 13th moment, the
humidity drops and the temperature drops; when the ventilation stops at the
23rd moment, the temperature and humidity begin to rise. The experimental
results are consistentwith the effect of ventilation on temperature and humidity.

The final simulation result of the original greenhouse scene is shown in Fig. 4,
where the left side is the simulation result, and the right side is the real data. It can
be found that the variation trend of each response of the simulation results is roughly
the same as that of the greenhouse temperature and humidity after pretreatment,
and after the limitate range control of the simulation model, the simulated value of
humidity does not fall below the actual 0 at the 80th time. But kept in the range
of 0–100 set above, so the data obtained by simulation can be used for subsequent
control verification.
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Fig. 4 Simulation results of the original greenhouse scene

In summary, the constructed greenhouse temperature and humidity change model
is effective and accurate.

5 Conclusion

Based on the process modeling method, this paper constructs a set of greenhouse
simulation test models that can simulate the environmental changes after control
through Z transformation, limitate range control, off response and differential bias.
It can be seen from the results of the simulation experiment that the simulation of
this model is effective and accurate.
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Vis–NIR Hyperspectral Dimensionality
Reduction for Nondestructive
Identification of China Northeast Rice

Jiahao Wang , Chun Liao , Jingyi Zhao , and Wanlin Gao

Abstract The establishment of a nondestructive identification model for China
Northeast Rice is of great importance for market consumption. nondestructive iden-
tification of 3 types of China Northeast Rice using Vis–NIR hyperspectral images.
A visible near-infrared hyperspectral system (382.19 ~ 1026.66 nm) was used to
collect 900 rice data, and the region of interest (ROI) was determined by ENVI, and
the ROI regions of three rice were treated as one sample, and finally, 300 sample data
were obtained. First, the sample data is preprocessed using standard normal variable
transformation (SNV). Then competitive adaptive reweighted sampling (CARS),
successive projection algorithm (SPA), principal component analysis (PCA), and
partial least squares (PLS) are used to reduce the dimensionality of the preprocessed
data. Finally, the reduced-dimensional features are fed into the linear discriminant
analysis (LDA) for training. The results show that the data can reduce the complexity
of themodel after dimensionality reduction. Themodel based on SVN, PLS and LDA
has the best accuracy of 91.67% on the Validation, it can effectively replace the full
wavelength data for nondestructive identification of China Northeast Rice.

Keywords Rice · Vis–NIR · Hyperspectral · Dimensionality reduction

1 Introduction

China is one of the largest rice producers and rice exporters in the world, and rice
is also one of the most common major food crops in China [1]. Rice is rich in
carbohydrates and can also provide the body with nutrients such as protein, fat
and vitamins. With the continuous improvement of people’s living standards in our
country, they pay more attention to the "taste", color and quality of rice, but there are
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huge differences in the price of different types of rice.Due to the imperfect production
standards of my country’s agricultural product market, many unscrupulous traders
use shoddy rice in the process of selling rice in order to obtain more benefits, which
seriously damages the interests of consumers and leads to chaos in the rice market
[2].

The traditional methods of identifying rice include sensory identification, stable
isotope technique identification, mineral element analysis technique identification,
biological identification and intelligent sensory biomimetics identification, etc. but
these methods are subjective, destructive and long-period. Cannot perform batch
appraisal [3, 4]. IQBAL [5] et al. studied the differences in vitamin E and aflatoxin
content in different rice varieties. Qian [6] et al. studied the differences in thiamin
and riboflavin contents in different rice varieties. Li Wenbing [7] et al. established
inductively coupled plasma mass spectrometry to determine the content of various
mineral elements in rice from different origins, and found that there were significant
differences in variousmineral elements in different rice. The above research provides
a basis for the identification of rice using NIR spectroscopy technology. However,
due to the small size of the rice and the uneven distribution of the ingredients, NIR
spectroscopy generally requires pulverizing the sample into powder, and it is impos-
sible to collect the spectral data in a nondestructive manner. Vis–NIR hyperspectral
images combine the spectrum and images of the visible wavelength, contains very
rich spectrum and spatial information, and can collect the spectrumdata of the sample
non-destructively.

Using Vis–NIR hyperspectral imaging technology, three kinds of famous and
high-quality rice were selected for nondestructive identification, which provided
experimental basis for establishing a nondestructive rice identification model. The
hyperspectral images of rice from 382.19~1026.66 nm were collected, and the spec-
tral data were preprocessed by SNV. In order to build a more accurate model, CARS,
SPA, PCA and PLS are used to reduce the dimensionality of the preprocessed data to
verify the performance of LDA. At the same time, a Vis–NIR hyperspectral method
is proposed for nondestructive identification of rice in current application scenarios.

2 Experimental Section

2.1 Sample Preparation

This paper used three kinds of famous and high-quality China Northeast Rice,
including Meihe rice (Meihekou City, Jilin Province), Wuchang Rice (Wuchang
City, Heilongjiang Province), and Panjin Rice (Panjin City, Liaoning Province).
Three kinds of rice were purchased from the place of production, and 300 were
randomly selected from each of the purchased rice, for a total of 900.
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Fig. 1 Schematic of the Vis–NIR hyperspectral imaging system

2.2 Vis–NIR Hyperspectral Imaging System

The GaiaSorter hyperspectral sorter was used for the data acquisition, and Image-λ-
V10E-LU of ZOLIX INSTRUMENTS CO.,LTD was used for camera. The spectral
range is 382.19~1026.66 nm, the wavelength spacing is 0.84 nm, and a total of
728 wavelengths. The parameter settings for data acquisition include the distance
between the lens of the camera and the rice is 18 cm; the platform movement speed
is 0.5 cm/s; the integration time is 9.6 ms. The schematic diagram of the Vis–NIR
hyperspectral imaging system is shown in Fig. 1.

2.3 Image Acquisition and Correction

Before the measurement, the instrument was turned on for 30 min to stabilize the
light. As shown in Fig. 1, the non-overlapping and uniformly spaced samples were
placed on a mobile platform, and the Vis–NIR hyperspectral equipment was used to
collect data.

To reduce the uneven distribution of dark current and light source intensity caused
by the long-term use of the camera, it is necessary to perform black and white
correction on the obtained Vis–NIR hyperspectral image. The calculation method is
Eq. (1).

I = Iraw − IDark

IWhite − IDark
(1)

In Eq. (1), I is the corrected image; Iraw is the original image; IDark is the
blackboard image; IWhite is the whiteboard image.
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2.4 Spectra Data Exaction

In this paper, the software ENVI 5.3 was used to select the region of interest (ROI)
for 900 rice. Due to the influence of noise and the small rice volume during the data
collection process, the whole rice is regarded as one ROI, and the 3 ROI regions of
each type of rice are regarded as one sample. The average spectral data is obtained
by calculating the average reflectivity of the pixels in the sample ROI. Repeat the
same steps for 3 kinds of samples, and finally obtain a 300*728 spectral matrix of
300 samples. The 300 samples were randomly divided into 4:1 training set and test
set, of which 240 samples were in the training set and 60 samples were in the test
set.

2.5 Preprocess

SNV can reduce the influence of factors such as light scattering, baseline shift and
low signal-to-noise ratio of the system on the data when collecting hyperspectral
images of the sample [8]. The calculation method is Eq. (2).

XSNV = X − μ

σ
(2)

In Eq. (2), XSNV is the spectral data after SNV, X is the original spectrum of the
sample, μ is the mean value, and σ is the standard deviation.

2.6 Feature Selection

Competitive adaptive reweighted sampling (CARS). The principle of CARS is to
mimic the Darwinian evolutionary theory of “survival of the fittest”. It can remove
variables with no reference value while minimizing the influence of covariates on
the model. The algorithm is as follows:

(1) Monte Carlo sampling (MCS): a certain proportion of sample data is randomly
selected from the sample set to build a PLS model, and the weight (Wi ) of the
ith variable is calculated by Eq. (3).

Wi = |βi |
∑p

i=1|βi | , i = 1, 2, . . . , p (3)

In Eq. (3), βi is the regression coefficient of the PLS model, and p is the number
of wavelengths in the original sample set.
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(2) Screening weightWi wavelength values, based on the exponential decay func-
tion to eliminate |βi | smaller wavelengths, retain |βi | larger wavelengths, the
retention rate is calculated by the exponential function Eq. (4)

ri = ae−ki (4)

In Eq. (4),a = (
P
2

) 1
N−1 , k =

[
ln( p

z )
]

N−1 , N is the number of MCS.

(3) A subset ofNwavelengths is obtained afterNMCSs, and the subset of variables
with the smallest RMSECV in eachMCS process is taken as the optimal subset
of wavelengths.

Successive projection algorithm (SPA). SPA uses projection analysis of vectors
to find the variable group with the least redundant information in the original hyper-
spectral data, so as to minimize the correlation between the variables in the group.
It selects the variable combination that summarizes most of the sample information
and the variable with the smallest covariance. The algorithm is as follows:

(1) Randomly select the jth column of the original spectrum matrix and assign it
to x j , denoted as xk(0).

(2) The set of remaining column vectors in the spectral matrix is denoted as S,
S = {J, 1 ≤ j ≤ J, j /∈ {K (0), · · · K (n − 1)}}.

(3) Calculate the projection of x j on the remaining column vector according to the
Eq. (5):

Px j = x j − (
xTj xk(n−1)

)
xk(n−1)

(
xTk(n−1)xk(n−1)

)−1
, j ∈ s (5)

(4) Select the spectral wavelength of the largest projection vector in step 3):

K (n) = arg
(
max

(∣
∣P

(
x j

)∣
∣ , j ∈ s

)
(6)

(5) Let x j = px , j ∈ s.
(6) Let n = n + 1, if n < N, then go back to step 2) to cycle the calculation.

In the above steps, xk(0) is the original iteration vector, N is the number of wave-
lengths selected, and J is the number of columns of the original spectral matrix.
The final wavelengths combination obtained by selection is

{
xk(n) = 0, · · · ,N − 1

}
.

The k(0) and N corresponding to the RMSECV obtained through multiple linear
regression analysis in each cycle are the optimal values.

2.7 Feature Extraction

Principal component analysis (PCA). PCA is an unsupervised linear algorithm that
can simultaneously solve the problem of effective information retention and multi-
collinearity between variables. The principle is to map the original n-dimensional
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variables to k-dimensions by a linear transformation, and the information of these
k-dimensional new variables do not overlap and are orthogonal to each other. It has
been widely used in dimensionality reduction and decorrelation of hyperspectral
data.

Partial least squares (PLS). PLS is a supervised algorithm that combines the
advantages of linear regression, canonical correlation analysis and PCA. It can reduce
the information in the original data that is irrelevant to the predicted values while
maximizing the correlation between the hidden information in the original data and
the predicted values.

2.8 Feature Extraction

This paper used LDA applied in various research fields to build the model. The idea
is: after projecting the data, the variance between different categories is the largest,
and the variance between the same categories is the smallest, and then the threshold
is used for discriminative classification.

3 Results and Discussion

3.1 Spectral Features of Rice

In this paper, the average reflectance of the three types of rice used at all wavelengths
(382–1027 nm) is shown in Fig. 2. It can be seen that the reflectance corresponding

Fig. 2 MH: Meihe rice, PJ:
Panjin rice, WC: Wuchang
rice
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Fig. 3 The original
reflectance of different rice

to each wavelength of different rice is different, but the average reflectance curve has
similar trends, whichmeans that the percentages of various components are different.
Factors such as planting environment, cultivation process and temperature difference
between day and night may cause these differences.

3.2 The Results of Preprocessing

In the hyperspectral image data acquisition stage, the influence of some external
factors had been reduced by black-and-white correction, but there are still various
external factors in the obtained spectral data, and these noises will cause a certain
gap between the predicted value and the real value. From the original reflectance in
Fig. 3, it can be seen that the data is greatly disturbed at the beginning and end of
the collection. Therefore, this paper excluded the first 22 wavelengths and the end
29 wavelengths, and the final wavelength range used was 400.78~999.77 nm. The
remaining wavelengths were preprocessed using SNV, and the processed reflectance
are shown in Fig. 4.

3.3 The Results of Dimensionality Reduction

The preprocessed data is processed by dimensionality reduction. CARS sets the
number of MCS to 50 times. MCS sampling has random. Therefore, it is necessary
to compare the RMSECV values through repeated iterations. when the minimum
RMSECV value is 0.412, the number of characteristic wavelengths at this time is 44.
When SPA is used for feature selection, the minimum number of feature wavelengths
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Fig. 4 The reflectance of
rice after SNV

is set to 20, and when the minimumRMSECV value is 0.407, 20 feature wavelengths
are obtained. PCA reduced the input features to 9 principal components, and the
variance contribution rate of the first 9 principal components was 99.47%. Using
PLS to analyze the full wavelength of rice, the original data were reduced to 12
features.

It can be seen from Table 1 that different dimensionality reduction results can
be obtained under different dimensionality reduction algorithms, and the original
677-dimensional data can be reduced to dozens of dimensions after dimensionality
reduction.

Table 1 Results of dimensionality reduction by different algorithms

Algorithm Number of variables Characteristic wavelength (nm)

CARS 44 410.10, 410.95, 413.49, 423.68, 427.08, 438.14, 455.20,
466.31, 467.17, 468.03, 479.16, 503.21, 504.07, 548.99,
549.85, 552.45, 595.96, 596.84, 597.71, 599.46, 600.33,
674.13, 675.01, 675.90, 690.94, 691.82, 692.71, 693.60,
724.68, 763.06, 800.77, 802.57, 803.47, 813.38, 815.18,
881.34, 899.57, 924.26, 937.10, 949.95, 950.87, 960.07,
984.97, 999.77

SPA 20 423.68, 444.96, 555.06, 598.58, 651.20, 772.92, 815.18,
846.82, 872.24, 889.54, 900.48, 903.22, 905.05, 907.79,
912.36, 935.26, 944.44, 951.79, 960.07, 999.77

PCA 9 \

PLS 12 \
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Table 2 Results of different models

Experiment Method Number of
variables

Calibration
(%)

Validation (%) modeling and
testing time (s)

Model 1 SNV + LDA 677 100.00 75.00 0.174

Model 2 SNV + CARS
+ LDA

44 98.33 88.33 0.008

Model 3 SNV + SPA +
LDA

20 92.50 85.00 0.003

Model 4 SNV + PCA +
LDA

9 81.25 80.00 0.001

Model 5 SNV + PLS +
LDA

12 93.75 91.67 0.002

3.4 Comparison of Models

By comparing the experiments, the results of different models were obtained as
shown in Table 2. From the results of model 1 (75.00%), the full wavelength LDA
classification algorithm based on SNV preprocessing can distinguish different China
Northeast Rice to a certain extent.

From the results of Model 1 (75.00%), Model 2 (88.33%), Model 3 (85.00%),
Model 4 (80.00%), and Model 5 (91.67%), the models using the dimensionality
reduction method all improved on the accuracy of Model 1. The 677 features of the
original data could be reduced to dozens of features, which can also indicate that
there was some redundancy in the original data. At the same time, the modeling and
testing time was relatively short.

The results ofModel 2 (88.33%),Model 3 (85.00%),Model 4 (80.00%) andModel
5 (91.67%) show that the model has the highest accuracy among the dimensionality
reduction methods using PLS. And the model after using PLS was also relatively
superior from the perspective of model complexity. The results indicate that the
nondestructive identification model of China Northeast Rice established by PLS
dimensionality reduction is feasible.

The results of using LDA could also reflect the strong linearity of the data set in
this paper, and the good performance of the results of using LDA could be expected.

4 Conclusions

It could be seen that the Vis–NIR hyperspectral images can realize the nondestructive
collection of sample data. Through theoretical analysis combined with experimental
verification, and by comparing different dimensionality reduction methods, an effec-
tive method for processing hyperspectral data was proposed. First, use SNV prepro-
cessing to reduce the impact of the sampling process, and then use CARS, SPA,
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PCA, and PLS to reduce the complexity of the model. Finally, the input features are
classified by the LDA. Among them, the models based on SNV, PLS and LDA had
achieved the best performance in the current application scenario of China Northeast
Rice nondestructive identification, with an accuracy rate of 91.67%on theValidation.
The results show that the models established by SNV, PLS and LDA are effective for
nondestructive identification of China Northeast Rice based on hyperspectral, and
the use of PLS for dimensionality reduction instead of the full wavelengths could
effectively perform the nondestructive identification of China Northeast Rice.
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Abstract Aiming at the security problem of the Internet of Things monitoring
system, based on two algorithms of blind decryption and threshold RSA signa-
ture, this paper proposes an encryption scheme for the Internet of Things system for
sensors such as cameras. This solution double-encrypts the recorded video informa-
tion before the camera sends it to the cloud service provider for storage, and shares
the private key for decryption at the key escrow center in a secret sharing manner.
This solution can not only effectively protect the confidentiality and integrity of
video information, but can also be used to ensure information security for other
IoT systems. This article also analyzes the security of the encryption scheme from
different perspectives. This scheme is a relatively novel encryption scheme for the
Internet of Things system, which can meet the needs of users to store and access
information through the Internet of Things system in the current era.

Keywords Internet of things · Blind decryption · Threshold signature ·
Monitoring system

1 Introduction

In the past, the traditional video surveillance system requires the central system plat-
form, video-bearing network, front-end camera aswell as storage devices, such series
of hardware facilities has greatly increased the construction cost. Now, relying on the
Internet of things technology, the surveillance video can be uploaded to the cloud,
which means it merely requires customers to buy cameras to achieve the monitoring
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function like that of the traditional monitoring system after some simple settings.
The now prevalent Internet of things monitoring system is mainly implemented by
the Internet enterprises which provide system service platform. Users only need to
buy smart cameras, then register their accounts and set up their own cameras on the
system service platform provided by cloud service providers. Thereby, the camera
will be able to upload the information of the collected videos to the cloud. When
users want to access and view the monitoring information of the camera, they simply
need to log in to the system service platform of the cloud service provider through
any smart terminal such as mobile phone, tablet computer, and so on, so that they
can view the field information of their concern anytime and anywhere.

However, this kind of surveillance system is different from the video surveillance
system in public places. The user’s video information is stored in the cloud service
provider,which is out of the scope of public supervision thus is completely supervised
by the cloud service provider. Therefore, the user’s personal privacy is not protected,
allowing numerous cases where the data being stolen to happen. A large number of
users in North America found major websites such as Twitter, Netflix, Paypal, and
GitHub inaccessible on October 21, 2016, which lasted six hours [1]. After analysis,
we found that, it was due to a DDoS attack from tens of millions of IP which DYN, a
well-known DNS service provider that provides domain name resolution services to
US Internet companies, suffered. Amajor source of the attack is theMirai botnet that
has controlled hundreds of thousands of Internet of things devices, including cameras,
routers, DVR( hard disk recorders). The number of those devices controlled is still
growing at a high speed. March 10, 2021, A security system startup Verkada was
hacked and a lot of surveillance footage was stolen. The footage clips of the Tesla
Shanghai factory, software providerCloudflare and other companiesmonitoringwere
exposed [2]. Moreover, 150,000 real-time surveillance videos from other hospitals,
companies, police stations, prisons, and schools were also exposed in the incident.
It is reported that the method used by the hackers was not complicated, they gained
access to Verkada through the username and password of an administrator account
that was publicly available on the internet, and eventually got inside the Verkada
network. OnMarch 15, a group of companies that provide face recognition cameras,
which are installed in different kinds of stores, were also named in the CCTV’s
315 Gala. They can capture customers’ face information without their knowledge
and perception, as well as manually add labels to mark various types of customers.
IoT surveillance systems with security risks such as this one, can add to the privacy
leakage worries of users. Thus, it is the requirement of the era to adopt feasible
technical means to protect the privacy of users.

1.1 Relevant Work

In addition to surveillance systems, the application areas of IoT are involved in many
aspects including intelligent transportation, smart home, public security, etc. For
different IoT systems, many scholars have proposed a variety of privacy protection
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methods. Jingxue Liao et al. [3] designed a privacy protection system suitable for
community Internet of things innovation service platforms by introducing access
control and generalization methods. Wang Le et al. [4] improved the traditional CP-
ABE scheme to improve the privacy protection efficiency of the wearable health
monitoring system. Andre Lizardo et al. [5] introduced a security protocol called
Sharelock, which provides end-to-end security and confidentiality for information
exchange between communication node groups. The protocol is designed to support
the exchange and storage of common messages between nodes that communicate
through untrusted edge servers. Almudena Alcaide et al. [6] proposed a fully decen-
tralized anonymous authentication protocol designed to encourage the implemen-
tation of privacy-preserving IoT target-driven applications. The system is estab-
lished by a hoc community of decentralized founding nodes. From then on, nodes
can interact and become participants cyber-physical system and maintain complete
anonymity.

Home Internet, as a subsystem of smart grid, is usually used in home premises.
In the home Internet, household appliances are connected with intelligent meters
through wireless connections, and intelligent meters can obtain information such as
electricity consumption of electrical appliances fromwireless connections. However,
due to the insecurity of wireless communication, attackers may intercept andmonitor
network traffic to obtain the above sensitive information through wireless commu-
nication, or even impersonate electrical devices in the home Internet to send forged
information to smartmeters for benefits. To address the problemof data sources in the
home internet, Zhaohui Tang et al. [7] proposed a solution to ensure that the reported
energy usage is collected from real devices at designated locations and reflects the
actual consumption of devices.

1.2 Work on This Paper

In order to avoid the theft of private information recorded by the user’s camera and to
enhance the information security of the Internet of things systems, a new architecture
and scheme of the Internet of things system are proposed. On the basis of the blind
decryption algorithm of Kouichi Sakura [8] et al. and the threshold RSA signature
algorithm of the Victor Shoup [9], we double encrypt the video information recorded
by the camera, and store the private key used for decryption in a secret sharingmanner
to ensure that no one but the user holding the camera holds complete private key
information. Finally, this paper analyzes the security of the proposed scheme from
different perspectives.
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2 Architecture of Internet of Things Surveillance System

Based on the idea of public key encryption, it is assumed that each user holds a
pair of public–private key combinations that the user stores the public key in the
camera device, while the private key is kept by the user himself. After collecting
video information, the camera device encrypts the video informationwith a randomly
generated symmetric key, then uses the public key to encrypt the symmetric key.After
these two encryptions, the camera sends the videomessage ciphertext and symmetric
key ciphertext to the cloud service provider. After obtaining the video information
ciphertext and the symmetric key ciphertext it held to the cloud service provider.
After getting the video information cipher and symmetric key cipher from the cloud
service provider, the user only needs to decrypt the symmetric key cipher with the
private key and then decrypt the video information cipher with the symmetric key
to view the video information. The system architecture at this point is shown in the
Fig. 1.

However, when the user can not view the video information at all times while
hoping that the video information collected by the camera device can be monitored
in real time, a trusted third-party monitoring platform is needed to perform the moni-
toring task. At the same time, users also demand that the third-party monitoring
platform be unable to know their private key. However, the third-party monitoring
platform needs the private key to decrypt the symmetric key ciphertext, so a key
escrow center is added to our system architecture.

The key escrow center consists of multiple servers which are used to decrypt
symmetric key ciphertext with private keys. According to the threshold signature
technology, the user shares the private key in secret, thus getting the same number
of shared shares as the number of servers in the key escrow center. Next, the user
distributes these shared shares to each server in the key escrow center. When the
key escrow center receives a symmetric key ciphertext from a third-party monitoring
platform, each server it contains will individually sign the symmetric key ciphertext,
i.e., decrypt it, and submit the obtained part of the symmetric key to the third-party
monitoring platform. After the third-party monitoring platform receives a certain
number of partial symmetric keys (threshold k), these partial symmetric keys can
be combined to obtain the symmetric key. The third party monitoring platform only
needs to decrypt the video information ciphertext with the symmetric key to get the
video information.

However, if an attacker attacks the key escrow center and obtains a number of
partial symmetric keys more than threshold k, the attacker can also combine the
symmetric keys. At this point, the attacker only needs to obtain the video message
ciphertext from the cloud server provider and the video information will be leaked.
Therefore, according to blind decryption technique, the third-party monitoring plat-
form is required to process the symmetric key ciphertext with a random number
before sending the symmetric key ciphertext to the key escrow center. Similarly,
after combining the part of the symmetric key processed with a random number, the
third-party monitoring platformwill then uses the original random number to reverse
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the process. In this way, even if the key escrow center decrypts and processes the
ciphertext, the symmetric key processed with a random number from the key escrow
center that the attacker gets will not be adequate to acquire the symmetric key. The
final system architecture is shown in the Fig. 2.

3 Encryption Scheme

3.1 Scheme Definition

Based on Sect. 2, a system scheme consists of the following nine algorithms:
SETUP. Set RSA module n, finite domain GF(p), open system parameter

params.
SKE.Encrypt. Input video informationM collected by camera, randomly gener-

ated symmetric key mk, output video information ciphertext C encrypted with
symmetric key.

KEM.Encrypt. Input randomly generated symmetric keymk and held public key
certificate e, output symmetric key ciphertext encrypted with public key ck.

SKE.Decrypt. Input video information ciphertext C and symmetric key mk
obtained from cloud server provider, output video information M.

KEM.Decrypt. Input the private key d and symmetric key ciphertext ck held by
the user and output the symmetric key mk.

SecretShare. Input the private key d held by the user, the number of servers
l and the threshold k of the key escrow center, output l private key secret shares
ds j ( j = 1, 2, . . . , l).

RandomProcess. Input symmetric key ciphertext ck, random number r generated
by third-party monitoring platform, output processed symmetric key ciphertext rck.

ThresholdSign. Input the processed symmetric key ciphertext rck, secret
shares ds j ( j = 1, 2, . . . , l) of any k private keys, output k partial symmetric key
rmki (i = 1, 2, . . . , k) processed by r.

CombineSign. Input public key certificate e,� = l!, processed symmetric key
ciphertext rck, any k of l processed partial symmetric keys rmki (i = 1, 2, . . . , k),
output processed symmetric key plaintext rmk.

RandReverseProcess. Input the processed symmetric key plaintext rmk, the
random number r generated by the third-party monitoring platform, and output the
symmetric key mk.

3.2 Specific Construction

In this section, video information is encryptedbyblinddecryption scheme, secretThis
section constructs a specific video privacy protection scheme using blind decryption
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scheme, secret sharing scheme and threshold signature scheme to encrypt video
information, which consists of the following 8 algorithms:

SETUP. Arbitrarily select two large prime numbers of equal length r’ and s’,
calculate r = 2r ′ + 1, s = 2s ′ + 1, RSA algorithm mod n = rs, the public key
e is randomly selected, it should be noted that e must be a prime number so that
it satisfies gcd(e, (r − 1)(s − 1)) = 1, calculate the private key d = e−1 mod n,
construct the finite domain GF(p), p = r ′s ′, then the system public parameters are
params = {n, e, p,GF(p)}.

KEM.Encrypt. Given the symmetric key mk randomly generated by the camera
and the public key e held by the camera, the symmetric key ciphertext encrypted
with the public key is ck = mke mod n.

KEM.Decrypt. Given the private key d and symmetric key ciphertext ck held by
the user, calculate the symmetric key mk = ckd mod n.

SecretShare. The private key d held by the user, the number of servers l in the
key escrow center and the threshold k are given:

(1) Select l different nonzero elements x1, x2, . . . , xl from the finite domain
GF(p);

(2) Choose any (k − 1) elements ai (i = 1, 2, . . . , k − 1) from GF(p) to consti-
tute a random polynomial f (x):

f (x) = d +
k−1∑

i=1

ai ∗ xi mod p (1)

(3) Calculate the shares of private key secret sharing:

ds j = f
(
x j

) = d +
k−1∑

i=1

ai ∗ xij mod p( j = 1, 2, . . . , l) (2)

RandProcess. Given the symmetric key ciphertext ck, the randomnumber r gener-
ated by the third-party monitoring platform and the public key e held by the camera,
the processed symmetric key ciphertext is rck = reck mod n.

ThresholdSign. Given the handled symmetric key ciphertext rck, the shares of
private key, ds j ( j = 1, 2, . . . , l):

(1) Define � = l!
(2) Calculate partially symmetric keys processed by r

rmk j = rck2�ds j ( j = 1, 2, . . . , l) (3)

CombineSign. Given the public key e,� = l!, the processed symmetric key
ciphertext rck, any k of l processed partial symmetric keys, rmki (i = 1, 2, . . . , k):

(1) Define S = {i1, i2, . . . , ik}, λS
i, j = � · ∏

j ′∈S\ j
i− j ′
j− j ′ , in which i ∈

{1, 2, . . . , l}/S, j ∈ S
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(2) Combined partial signature

ω = rmk
2λS

0,i1
i1

rmk
2λS

0,i2
i2

. . . rmk
2λS

0,ik
ik

(4)

(3) Get a, b from the formula 4�2a + eb = 1, calculate the processed symmetric
key plaintext rmk = ωarckb.

RandReverseProcess. Given the processed symmetric key plaintext rmk, the
random number r generated by the third-party monitoring platform, the symmetric
key is mk = rmk/r mod n.

4 Security Analysis

The system architecture scheme proposed by us basically achieves the double encryp-
tion of video information, and also satisfies that the two key information of ciphertext
and corresponding key are held by different roles in thewholemonitoring system.We
have implemented the scheme through programming simulation, which also proves
that the scheme is correct. In the following, wewill analyze the security of the scheme
from the perspective of different roles.

Theorem 1. If the cloud service provider is controlled by an attacker, the attacker
can not obtain or corrupt the video information stored by the user.

Proof. It is proved that if the controlled cloud service provider wants to obtain video
information, the cloud service provider can only do so in two ways: one is to obtain
the private key from the user, which is impossible to achieve because the user will
not provide the private key to any other role; the second is to send the symmetric key
ciphertext to the key escrow center, which will decrypt the symmetric key ciphertext,
which is also impossible to achieve because the key escrow center only provides
decryption service to the third-party organization authorized by the user, and the
user obviously cannot provide authorization to the cloud service provider, so the key
escrow center cannot provide decryption service to the cloud service provider.

Theorem 2. When the user cancels the authorization to the third-party monitoring
platform, the third-party monitoring platform will not be able to obtain or corrupt
the user’s video information.

Proof. When the user cancels the authorization to the third-party monitoring plat-
form, even if the third-partymonitoring platformcanobtain video information cipher-
text and symmetric key ciphertext from the cloud service provider, the key escrow
center still can not provide decryption service to it. Because the key escrow center
only provides decryption services to third parties authorized by the user. At the same
time, the third-party monitoring platform can not obtain the private key of the user,
because the key escrow center does not support the service of providing private key
share.
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Theorem 3. When less than k servers in key escrow center is compromised by an
attacker, the attacker will not be able to access or corrupt the private key information
hosted by the user at the key escrow center.

Proof. Assuming that the attacker can read or change the share of any private key
stored in the server at will, due to the restriction of the secret sharing threshold
scheme, if the number of servers maliciously attacked by the attacker in the key
escrow center is less than k, the attacker will not be able to obtain any information
about the private key.

Theorem 4. If the key escrow center is controlled by an attacker, the attacker can
not obtain or destroy the user’s video information.

Proof. First of all, even if more than or equal to k servers in key escrow center is
compromised by an attacker, the attacker cannot recover the private key according
to the secret recovery algorithm, but can only restore the equivalent key

d ′ = f (0) = d mod p (5)

of the private key d. Since p is unknown to the key escrow center, the private key
is safe in the key escrow center, and the scheme is robust. Secondly, the key escrow
center controlled by the attacker cannot obtain the video information ciphertext from
it, no matter it is the user or the third-party monitoring platform. Even if the attacker
acquires the video message ciphertext from the cloud service provider, the attacker
can not obtain the symmetric key plaintext because the symmetric key ciphertext
provided by the third party monitoring platform to the key escrow center is processed
with a random number held by only it. Even if the key escrow center decrypts, it
still obtains the symmetric key plaintext processed with random numbers, so the
attacker can not decrypt the video message ciphertext, thus can not obtain the video
information.

5 Summary

The encryption scheme of the Internet of things monitoring system proposed in this
paper achieves the privacy protection of the user’s video information through the
double encryption of video information and the setting of the key escrow center,
which not only effectively prevents theft of users’ private information by cloud
service providers with ulterior motives but also fills the security loopholes created
by irresponsible enterprises due to their negligence of network security. In addition,
the encryption scheme proposed in this paper is not only applicable for themonitoring
system, but also can be encrypted by other sensors in the Internet of things, which
can also realize the privacy protection of users.
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Fig. 1 The proposed IoT monitoring system architecture without key escrow centers and a third-
party monitoring platform

Fig. 2 The proposed IoT monitoring system architecture with key escrow centers and a third-party
monitoring platform
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An Overview of Text Steganalysis

Yu Yang , Lei Zha , Ziwei Zhang , and Juan Wen

Abstract With the rapid development of the Internet, network information security
is progressively under menace. Text steganography is one of the key reasons to affect
information content security. It aims to hide confidential information in text carriers in
a concealment system. In case that text steganography is used by criminals, malicious
information can easily be transmitted through the Internet without being discovered
by a third party. In contrast, text steganalysis is an effective technique to solve this
problem by detecting whether a text carrier contains secret information. This paper
presents an overview of current text steganalysis methods starting from 2006. We
discuss the basic text steganalysis model and compare the pros and cons of these
algorithms, hoping to offer some perceptions and motivations for future research
directions.

Keywords Information security · Text steganography · Text steganalysis

1 Introduction

With the speedy development of information technology, the unseal surroundings of
information transmission and sharing has been rapidly constructed. While providing
convenience for people’s lifestyle, it brings a series of safety risks. For example, the
network information is susceptible to spiteful assaults, illegal access, falsification,
plagiarism, etc. [1]. How to ensure the safety of multimedia data has become a
significant topic that needs to be resolved eagerly in the domain of information
security.

Steganography is the aesthetics and technology to conceal confidential infor-
mation into multimedia carriers. Modern steganography technology uses mankind
perception redundancy, statistical redundancy of multimedia data, and other charac-
teristics to hide secret information by a certain coding form or encryption in some
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public data carrier to embed confidential information. The cover used to hide clas-
sified message is generally multi-media files transmitted on the network, such as
videos, audio, images, text, etc. Among them, text has become an important cover
due to its fast transmission and convenient access. Particularly, with the rapid devel-
opment of natural language processing (NLP), text steganography has been greatly
developed and refined. Currently, text steganography has been extensively used in
confidential correspondence, copyright maintenance, content identification, etc.

Unlike text steganography, text steganalysis identifies whether a provided text
contains undisclosed communication and extracts the embedded secret information
when possible. In recent years, text steganalysis is becoming a vital investigation
topic on information security, as one of the effective ways to prevent criminals from
malicious use of text steganography technology for illegal activities. In addition,
it further ensures safe and covert communication, and has important applications
in military, intelligence, and government secret departments, such as detecting and
jamming enemy communication signals; it can effectively block information sources,
and conduct information reconnaissance and destruction on the enemy. Almost all
information embedding algorithms inevitably change the statistical characteristics of
the carrier. The core idea of steganalysis is to use a statistical machine learning algo-
rithm to model and detect the subtle differences caused by information embedding,
so as to identify the suspicious and stego text.

The key of text steganography and text steganalysis is shown in Fig. 1.
Owing to the significance of text steganalysis in Internet security, it is essential

to review and summarize the mainstream text steganalysis in recent years. This

Fig. 1 Basic model of text steganography and text steganalysis [2]
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paper outlines the current state of research in text steganalysis starting from 2016.
Furthermore, we summarize, compare and analyse some of these algorithms.

Next, introduce the framework of this article. In Sect. 2, different types of text
steganalysis are reviewed. The techniques and concepts involved in each type of
text steganalysis are described in detail. In Sect. 3, a comparative analysis of the
techniques and approaches is made. Eventually, the conclusion is drawn in Sect. 4.

2 Classification of Text Steganalysis Algorithms

In this Section, the classification of text steganalysis, including targeted steganalysis
and blind steganalysis, will be introduced in detail.

2.1 Targeted Text Steganalysis

Targeted text steganalysis is a steganalysis means introduced to identify an espe-
cial text steganography algorithm. Scilicet, the detection algorithm knows which
text steganography method is used to embed the secret information. Thus, targeted
steganalysis is excel in detecting the specific text steganography algorithm. However,
they may fail exponentially when they facing other steganography algorithms.

The common statistical features used for targeted steganalysis include word-
initial distribution, alphabetic cases, contextual information, evolutionary features,
and synonym frequency.

Distribution of First Letters of Words [3]. For the stego text generated by
context-free steganography,words occur randomly, and the probability of appearance
of words in each segment of the text lies only on the possibility in local region. In
contrast, in a natural text, words do not occur randomly, and the process of word
generation can be viewed as an nth-orderMarkov process [2]. That is, the probability
distribution of word initials in natural texts is very different from that of word initials
in context-free texts, as shown in Fig. 2.

Stego [4]. Stego is a text steganography tool that uses dictionaries to transform
secret message into grammar-free text with a configuration similar to normal text for
steganographic communication. By studying the mechanism of Stego, the paper [4]
proposes a Stego-based text steganography analysis method. When the dictionary
words used for steganography start with all lowercase letters, the stego text can be
detected by the steganalysis method based on sign features. Otherwise, the stego text
will be detected by the steganalysis method based on statistical features.

Context Information. Article [5] introduces the concept of context clustering
to estimate the contextual fitness of a text and shows how to distinguish ordi-
nary text from a stego text by counting the contextual fitness values of the text.
The Substitution-based Linguistic Steganography (SLS) system replaces an original
element in the overwritten text with a replacement element in the same replacement
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(a) Probability distribution of a natural text 

(b) Probability distribution of a context-free text 

Fig. 2 Distribution of probabilities of natural text and context-free text

set when performing message steganography. This substitution behaviour may result
in the new replacement element not fitting well to the original context. According
to this feature, the paper proposes a steganalysis scheme for SLS, and the specific
process is shown in Fig. 3. Following that, a text steganalysis method based on
synonym replacement is proposed based on this scheme. The average accuracy of
this text steganalysis approach is 98.86%.

Article [6] proposes a word embedding-based approach to detect secret informa-
tion in a text. Themethod uses a continuous Skip-grammodel to symbolize synonyms

Fig. 3 The steganalysis direct at substitution-based text steganography [5]. SI: Substitution
Information; CI: Context Information; λ: Context Maximum Rate; θ: Context Maximum Deviation
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and their contextual words as word embeddings and encode the word semantics as a
low-dimensional dense vector; the embeddings of synonym counterparts are used to
effectively estimate the contextual adaptation and are weighted by the TF-IDF scores
of the contextual words. By analysing the distinctions in the contextual adaptation
scores of synonyms in the synonym set and the distinctions in the contextual adapt
values of synonyms in the cover text and the stego text, extract three features and
then input them to a support vector machine (SVM) classifier for steganalysis. The
proposed steganalysis technique enhances higher than 4.8%.

EvolutionAlgorithm [7].Article [7] proposes an evolutionary detection steganal-
ysis system (EDSS) based on the evolutionary algorithm of the Java Genetic Algo-
rithmPackage (JGAP). The results of the EDSS can be classified into good adaptation
and bad adaptation according to the adaptation value.

Synonym Frequency [8]. Article [8] proposes a text steganalysis method based
on synonym substitution (SS). First, attribute pairs of synonyms are introduced to
represent their positions in the ordered synonym set and the size of synonyms. Due to
the substitution of synonyms, the quantity of high-frequency attribute pairs decreases
nevertheless the quantity of low-frequency attribute pairs increases. Ground on this,
the changes of statistical features of SS steganographic pairs of attributes are anal-
ysed theoretically, and secret information is detected using eigenvectors build on the
relative frequency differences of diverse attribute pairs. This paper also analyses the
impact of the synonym encoding strategy on feature vector extraction.

2.2 Blind Text Steganalysis

Blind steganalysis does not depend on a specific steganographic algorithm. As a
result, it meets a wider range of applications and requirements. Since embedding
secret information in normal text more or less changes the content of the text, intro-
ducing statistical difference in normal textual features. Therefore, the key step for
blind steganalysis is to model these subtle differences [9]. As Fig. 4 shows, feature
extraction and text classification are two stages of blind text steganalysis. Next,
we will introduce the current mainstream blind steganography algorithms based on
different model types.

Text Steganalysis Based on AdaBoost [10]. It points out that the statistical
changes will be brought to the text after embedding secret information. Ground on
this, a general detecting algorithm ground on AdaBoost is put forward to extract text
statistical features and detect natural texts and stego texts.

AdaBoost can recognize all text embedding rates at 2 and 4%, and the recognition
rate is also 100% under other conditions. The experiment proves that AdaBoost
is almost unaffected by the embedding rate, reflecting the superior classification
performance of AdaBoost.

Text Steganalysis Based on Statistical LanguageModel [11]. In the article [11],
a text steganalysis algorithm based on a statistical language model is proposed to
classify a given text segment into natural text and stego text using its complexity. The
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Fig. 4 Standard blind text
steganalysis phases

algorithm achieves 96.3% recognition accuracy for stego text segments and natural
text segments when the segment size is 5 K; the algorithm detects more than 93.9%
accuracy when the text size is 2 K. Not only that, but the experiment also tested the
NICETEXT system, TEXTO system, and the text generated based on the Markov
chain, and achieved superior results.

Text Steganalysis Based on SVM [12]. Article [12] proposes an SVM-based
hidden information detection algorithm. The SVM classifier is built by learning
and training the normal text and small-sample laden confidential text, and the better
generalization ability of the classifier is used to classify the unknown text. The model
has great generalization performance and the SVM classifier also has an excellent
classification effect.

Natural Frequency Zoned Word Distribution Analysis (NFZ-WDA) [13].
Translation-based steganography (TBS) is secure text steganography that encodes
secret information using the noise generated by the translation of natural language
text. The NFZ-WDA method proposed in article [13] aims to detect TBS without
using any TBS-related information. The single support in this method is a natural
frequency lexicon, a word frequency dictionary obtained from a large corpus. NFZ-
WDA uses frequency criteria (NFZs) to refine word distribution features. Since the
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elaboration of word distribution features maintains more structural information, the
improved method can analyse the stego text generated by TBS more effectively. To
attest the validity of the NFZ-WDA method, the paper carries out experiments on
two-class andmulti-class SVM classifiers. The results show that the accuracy of both
detections is comparatively high and increases with the increase of text size. Thus,
this text steganalysis method has good application prospects.

Text Steganalysis Based on Convolutional Neural Network (CNN). Article
[14] proposes a CNN-basedmodel for text steganalysis that captures complex depen-
dencies and automatically learns the text feature representations. A decision strategy
for detecting long texts is also proposed, so as to boost the performance ulteriorly.
Firstly, the word embedding layer extracts the semantic and syntactic features of
words. Secondly, use different sized rectangular convolution kernels to learn sentence
features. The method is not only valid in exploring different types of text steganog-
raphy algorithms but also achieves excellent results in analysing texts of different
sizes.

Article [15] propounds a two-stage CNN-based method for text steganalysis. The
first stage is a sentence-level CNN, consisting of a convolutional layer containing
multiple convolutional kernels with disparate window sizes, a pooling layer, a fully
connected layer with Dropout, and a Soft-max output. In this way, the layer not only
handles variable-length sentences but also obtains two steganographic features per
sentence. The second stage is a text-level CNN that uses the output of the first stage
to ensure whether the detected text is steganographic or not. The average accuracy
of this approach is 82.245%.

Text Steganalysis Based on Recurrent Neural Networks (RNN) [16]. In auto-
matically generated stego text, the distortion of the conditional probability distri-
bution is caused by the embedding of hidden information. Based on this, paper
[16] proposes a text steganalysis algorithm that uses RNN to extract these feature
distribution differences and subsequently classify these features into cover text and
steganographic text. The experimental results show that the model not only has high
detection accuracy but also can use the subtle differences of text feature distributions
to estimate the amount of information embedded in the generated stego text.

Text Steganalysis Based onWord2vec [17]. AWord2vec-based approach to text
steganalysis is proposed in [17]. First, a multi-dimensional word vector containing
rich semantic information is trained for each word using the distributed word repre-
sentation tool Word2vec; then to calculate the suitability of the synonym in a partic-
ular context, the correlation between two words needs to be measured by the cosine
distance between the synonym and its contextual word vector, and obtain detection
features; finally, the extracted detection features are input into a Bayesian estima-
tion model for training and testing. The average detection accuracy of the approach
reaches 97.71% for stego texts with different embedding rates, which has a very good
measuring performance.

Text Steganalysis Based on Convolutional Sliding Windows (TS-CSW) [18].
Word association features in the stego text are distorted after inserting confidential
message, and the TS-CSW is proposed based on this changed feature, which uses
convolutional sliding windows (CSW) of multiple sizes to obtain relevant features of



940 Y. Yang et al.

the text. Samples collected from the T-Steg dataset are used in the paper to train and
test the proposed steganalysis approach. The model not only has great performance
in steganalysis but also can estimate the amount of secret information embedded in
the stego text.

Text Steganalysis Based on Long Short-Term Memory Networks (LSTM)
[19]. To enhance the low-level features in the feature vector and then better asso-
ciate with the low-level features to test the steganographic information in the gener-
ated text, paper [19] introduces two parts, including dense connectivity and feature
pyramid. It comes up with a text steganalysis approach ground on densely connected
long short-term memory networks with a feature pyramid. Firstly, map the words
in the text to a semantical space with hidden representations for better utilization of
semantical features; then the semantic features at different levels are extracted using
a stacked bidirectional long short-term memory networks (Bi-LSTM); finally, fuse
the semantic features at all levels and use the Sigmoid layer to resolve whether the
text is steganographic or not. This approach achieves a satisfying result.

Text Steganalysis Based on LSTM-CNN. In article [20], a hybrid text steganal-
ysis method (R-BILSTM-C) is proposed by combining the advantages of Bi-LSTM
and CNN. The method captures long-term semantic information of text using Bi-
LSTM and extracts local relationships between words using asymmetric convo-
lutional kernels of different sizes. The detection accuracy is extremely increased.
Furthermore, the paper visualizes the high-dimensional semantic feature space. The
approach is able to be effectually used to different text steganography algorithms.

Article [21] proposes an LSTM-CNN model for text steganalysis. Firstly, map
the words to semantical space to better utilize the semantical features of the text;
then LSTM and CNN are combined to obtain local contextual info and long-range
contextual info in a stego text. In addition, the text also employs an attention mecha-
nism to identify important cues in suspicious sentences. The model can accomplish
outstanding results in steganalysis tasks.

Text Steganalysis Based on Bi-LSTM-GNN [22]. A text steganalysis model
with two stages of high robustness is proposed. In the first phase, Bi-LSTM is used
to obtain feature information of all words in a sentence while holding a powerful
correlation. In the second phase, inputmulti-sentence vectors to graph neural network
(GNN), from which anomalous features between sentences are extracted. Moreover,
article [22] adds adversarial instances to the training set to increase the robustness
and generalization of the steganalysis model. The experiments reveal that the model
not has excellent robustness but is quite effective for steganographic text judgment.

Text Steganalysis Based on Capsule Network [23]. Capsule networks iden-
tify the subtle differences between stego texts and normal texts by extracting and
preserving the semantic features of the texts. Article [23] uses capsule networks to
detect whether the natural text contains secret information: the text is vectorized
using word2vec, and steganographic text generated by RNNs and variable-length
encoding is used as the experimental dataset to enhance the generalization of the
method. Experiments reveal that the method can reach a 92% correct detection rate
for stego text at a lower embedding rate (1–3 bits/word), which is about 7% better
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than that of other neural networks; at a high embedding rate (4–5 bits/word), the
detection accuracy can reach more than 94%.

3 Evaluation

From the above overview of text steganalysis in the past decade, it can be seen that
the development of text steganalysis is consistently changing and improving, from
the early target steganalysis to the more versatile and effective blind steganalysis.

The advantages and disadvantages of five chosen target text steganalysis are listed
in Table 1. From Table 1, it is clear that the algorithms based on initial letter prob-
ability distribution, contextual information, and synonym frequency algorithms are
simple and efficient; among them, the contextual information approach is simpler
and easier to implement than the other two methods. The Stego-based steganalysis
algorithm, however, relies on detecting the case form of the initial letter of text words,
which is more restrictive.

As for blind text steganalysis, start from the CNN-based text steganalysis algo-
rithm in [14], it has continuous developed and improved.As canbe seen fromSect. 2.2
of this paper, blind steganalysis have been getting better from the early use ofmachine
learning algorithms, such as SVM, to the use of deep learning algorithms such as
CNN, RNN, LSTM, and the combination of LSTMs, CNN, and GNN, which have
emerged in the last two years. The average detection accuracies of blind text steganal-
ysis for stego texts are listed in Table 2. Although deep learning enhances the property
of text steganalysis, the computation complexity and time cost of the algorithm are
also raising, which has become one of the issues to be solved in the future.

Table 1 Comparative analysis of target text steganalysis [9]

No Years Methods Advantages Disadvantages

1 2006 Distribution of first letters
of words

High recall and low
error

Require much time

2 2006 Stego Simple Require distribution of
first letters

3 2011 Context information Simple and effective
variants

Lack of vocabulary

4 2014 Evolution algorithm Support the text-based
document

Complexity of
computation

5 2018 Synonym frequency High speed Complex
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Table 2 Average detection accuracies of blind text steganalysis

No Years Methods Accuracies

1 2007 Text steganalysis based on AdaBoost 100%

2 2009 Text steganalysis based on statistical language model Higher than 93.90%

3 2009 Text steganalysis based on SVM 89.80%

4 2011 NFZ-WDA Higher than 91.22%

5 2019 Text steganalysis based on CNN 82.25%

6 2019 Text steganalysis based on RNN Higher than 90%

7 2019 Text steganalysis based on Word2vec 97.71%

8 2020 TS-CSW Higher than 90%

9 2020 Text steganalysis based on LSTM 90.61%

10 2020 Text steganalysis based on LSTM-CNN 91.35%

11 2020 Text steganalysis based on Bi-LSTM-GNN Higher accuracy

12 2021 Text steganalysis based on capsule network 92% (1–3 bits/word)
94% (4–5 bits/word)

4 Conclusion

This paper reviews different types of text steganalysis algorithms since 2006,
including target steganalysis and blind steganalysis, and compares and analyses the
two categories, respectively. The study indicates that steganalysis methods do have
their own advantages and disadvantages.We believe this paper can supplymotivation
and assistance for future steganalysis research.

As far as the current research trends are concerned, the development of NLP
has a significant impact on text steganography and text steganalysis, for most of
the latest algorithms are inspired by the advanced technology in NLP. The most
momentous issue of text steganalysis is to enhance the effectiveness and robustness
of steganalysis while simplifying model complexity. Therefore, in the near future,
based on clarifying the development of text steganalysis and its actual development,
we will face its main problems, closely combine the latest research results of NLP,
reinvent the text steganalysis method, and strive to break through the development
bottleneck mentioned in the previous section.
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Design and Experiment of UAV Variable
Spray Control System Based on RBF-PID

Yunling Liu , Yan Ma , Bowen Wu , and Yajia Liu

Abstract Due to the problem of uneven spray deposition and distribution caused by
the change of flight speed of plant protectionUAVand the accuracy and stability of the
UAV variable spray system, a variable spray control system based on RBF-PID was
designed in this paper. The system uses GPS and accelerometer to obtain the flight
speed of UAV. The relationship between duty ratio and spray flow was established
through experiments, on this basis, the spray flow was regulated by the combination
of RBF and PID. The simulation results show that the dynamic performance of RBF-
PID is better than that of PID and fuzzy PID. Compared with PID and fuzzy PID,
the settling time of RBF-PID is shortened by 0.44 s and 0.34 s respectively, and the
overshoot is 6.1%, which is less than 27.7% of PID and 25.32% of fuzzy PID. The
feasibility of the system is verified by control accuracy experiments and response
speed test, and the results show that within the speed range of 2–6 m/s, the relative
error between the actual spray flow and the desired flow does not exceed 10%, and
the response speed is less than 300 ms under different set flow.

Keywords Plant protection UAV · Flight speed ·Variable spray · PWM · RBF-PID

1 Introduction

For a long time, China has been constrained by backward pesticide spray application
equipment and technology, and the pesticide utilization rate has been at a low level. In
order to solve the problems of low spraying efficiency and heavy pollution caused by
traditional sprayingmethods, accurate pesticide spraying equipment are required [1].
Variable spray technology is an importantway to achieveprecise pesticide application
[2, 3], it can automatically adjust the spray amount according to the speed [1, 4],
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crop density and hazard degree, thereby reducing pesticide residues in crops and
improving the utilization rate of pesticides [5, 6]. At the same time, it can effectively
solve the problem of uneven pesticide deposition distribution caused by the change
of flight speed in practical operation.

A single sensor is usually used to obtain the real-time velocity of UAV (Unmanned
Aerial Vehicle) in the process of variable spraying. Liu et al. [4] used GPS to detect
the position of UAV, and calculated the real-time flight speed according to the change
of coordinates per unit time, but the deviation level of speed measurement at low
speed remains to be verified. Cen et al. [7] designed a PID (Proportion Integration
Differentiation) spray system based on neural network, and used air pressure trans-
mitter to get the speed of UAV, but did not explain the error level of speed acquisition.
Peng [8] proposed a UAV speed prediction technology based on BP (Back Propaga-
tion) neural network, which reduced the speed prediction error to less than 0.1 m/s,
but the structure of the algorithm was more complex, and had higher requirements
for the performance of the controller.

The research on the control method of variable spray system can be divided into
ground equipment and aviation equipment according to the scene. Lebeau et al. [9]
developed a PWM (Pulse-WidthModulation) based spray controller, which compen-
sated for the effect of horizontal boommovement velocity on spray deposition unifor-
mity.Wen et al. [10] developed a PIDbased variablewidth PWMspray system,which
realized variable spray operation under different spray requirements. Fritz et al. [11]
used wind tunnel to simulate the scene of agricultural aircraft flight, the effect of
different flight speeds on the spray effect was measured. Sun et al. [12] designed a
PID control variable spraying system based on neural network tuning, which solved
the problems of large steady-state error and long response time of the existing variable
spray control algorithm.

This study focuses on two problems: (1) The real-time flight speed of UAV cannot
be accurately obtained by GPS when it is in the acceleration and deceleration stage
during spraying operation. (2) During the spraying process, when the velocity of
UAV changes, the spraying deposition will be uneven. In this study, speed acquisi-
tion is achieved by combiningGPS and accelerometer. On this basis, anUAVvariable
spray control system based on RBF-PID control method is designed, and the effec-
tiveness of the system is proved through simulation experiments, control accuracy
experiments and response speed test.

2 Design of UAV Variable Spray System

2.1 Overall System Design

The UAV variable spray system based on RBF-PID was mainly composed of a GPS
sensor, an accelerometer, a flowmeter, an embedded single-chip computer, electronic
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Fig. 1 Schematic diagram
of the structure of the
variable spray system. Note
1. Power supply; 2. GPS; 3.
Liquid tank; 4. Embedded
single-chip computer; 5.
Electronic governors and
micro diaphragm pump; 6.
Flowmeter; 7. Spray rod; 8.
Nozzle

governors and diaphragm pumps, nozzles, etc. The control structure diagram of this
system is shown in Fig. 1.

In the system, GPS and accelerometer were selected to obtain the velocity data
of UAV in real time, then the desired flow was calculated according to the speed.
The real-time pulse number of liquid spraying was obtained by flowmeter, then the
pulse number per second was converted into actual flow and transmitted to variable
spray controller for processing. The variable spray controller compared the actual
flow with the desired flow, continuously regulated the flow deviation through the
RBF-PID control algorithm, and outputted the control signal to electronic governors,
which controlled the speed of the diaphragm pump, so as to change the actual flow
in the system, and finally sprayed the liquid through the high-pressure atomizing fan
nozzles. All hardware parts of the whole system were connected by 10 mm hose.

2.2 Velocity Acquisition Method Based on GPS
and Accelerometer

In order to control the cost of the system, we select common GPS and accelerometer
on the market. GPS has the problem of large error between the measured speed
and the actual value at low speed, and the accelerometer has the problem of error
accumulation. Therefore, this paper develops a method using the accelerometer to
correct the GPSmeasured data, so as to solve the problem that GPS cannot accurately
obtain the speed value when UAV is in acceleration or deceleration state.

In order to determine the speed range where the GPS requires data correction with
an accelerometer, GPS was fixed on the small vehicle. Then the vehicle was driven at
different speeds. Both the speed of the vehicle and the speed measured by GPS were
recorded, and the errors of GPS at different speeds were calculated. The flight speed
of the plant protection UAV during operation is usually 3-6 m/s, generally not more
than 6 m/s, so the speed test range is set as 0.5–6 m/s, and the results are shown in
Fig. 2.When the speed is within the range of 3–6m/s, the error of the speedmeasured
by GPS is not more than 4%, which means the GPS speed can be used as the actual
speed at this time. When the speed of the vehicle is less than 3 m/s, the error of the
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Fig. 2 Error level of GPS module at different speeds

speed value measured by GPS is more than 11.50%, it means that GPS speed needs
to be corrected. So, this paper takes 3 m/s as the critical value of whether the velocity
measured by GPS needs to be corrected.

Based on the above test results, this paper proposes a method of UAV speed
acquisition which combines GPS and accelerometer: when the flight speedmeasured
by GPS is higher than 3 m/s, accept it as the real speed. When the speed measured
by GPS is less than 3 m/s, the current speed value is taken as the initial value, the
corrected real-time speed will be the sum of the initial value and the integral result of
the acceleration value measured by the accelerometer. The equation of the real-time
speed can be defined as:

V = V0 + ∫ adt (1)

where V is the real-time speed of UAV, V0 is the speed when the UAV enters the
deceleration stage, and a is the acceleration value ofUAV forward directionmeasured
by accelerometer.

2.3 Control Method of Spray System

Relationship Model between Speed and Flow. Firstly, the relationship model
between UAV flight speed V and spray flow Qrin is introduced as the basis for
calculating desired flow, which can be defined as follows [13]:

Qrin = Nvd

166.67
(2)
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where Qrin is desired flow in L/min, N is the pesticide application volume per unit
area in L/hm2, v is the flight speed in m/s, and d is the spray swath in m.

Relationship Model between Duty Ratio and Spray Flow. It is necessary to
calibrate the sprayflowof themicro diaphragmpumpwithPWMwaveduty ratio [12].
When the duty ratio is less than 45%, the diaphragm pump cannot work, and when
the duty ratio is higher than 80%, the spray flow will no longer change. Therefore,
the duty ratio range is set to 45~80% and the step length is 1%. The relationship
between the spray flow and the duty ratio of the PWM wave is obtained. The result
is shown in Fig. 3.

The relationship between duty ratio and spray flow can be obtained by 3
polynomial fitting equation, which can be expressed as:

y = −3 × 10−5x3 + 0.0053x2 − 0.2407x + 3.271 (3)

where y is actual spray flow, x is the duty ratio, and the coefficient of determination
(R2) of the model is 0.9988, which indicates that the model has high fitting degree.

RBF-PID Control Method. In this paper, RBF-PID method is used for vari-
able spraying control. This method combines RBF neural network with PID control
method, and adjusts the parameters of PID controller through RBF neural network.
RBF neural network is used as identifier to identify PID controller, and the param-
eters of PID controller are adjusted according to the identification results. Li et al.
[14] and Zeng et al. [15] used hybrid control strategy combining RBF and PID to
control UAV attitude and greenhouse climate in simulation conditions. In this paper,
the control principle of variable spray system based on RBF-PID is shown in Fig. 4
[16, 17].

The workflow of the system is as follows:

(1) The flight speed of the UAV is obtained, and the variable spray control system
calculates the desired spray flow according to Eq. (2) as the desired flow r(k)
of the control system.

(2) The deviation e(k) between the actual spray flow and the desired flow is calcu-
lated, the deviation is used as the input of the PID controller, and the PID
controller outputs the control signal u(k).

Fig. 3 Relationship between
duty ratio and spray flow
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Fig. 4 Control schematic diagram of RBF-PID

(3) u(k) is transmitted to the variable spraying control system, and the duty cycle
of PWM is changed to adjust the actual output flow of the system y(k).

(4) The Jacobian information is obtained by RBF neural network identification.
The Jacobian information is used as the basis to adjust the parameters of PID
controller, so as to realize the variable application of parameter self-tuning.

3 Simulation Experiment Design and Result Analysis

3.1 Simulation Experiment of Control Method

The spray control method of plant protection UAV needs fast response and smooth
transition to ensure uniform spray effect, so in this section the dynamic performance
ofRBF-PIDwas tested. Simulation based onMATLAB-Simulink platformwas given
to validate the performance of PID, Fuzzy PID and RBF-PID. Parameters of PID
are chosen as Kp = 1.00, Ki = 0.20 and Kd = 0.50. The number of nodes in input
layer, hidden layer and output layer are 3, 6 and 1, respectively. The learning rate η

is 0.20, momentum factor α is 0.05, and the initial value of the weight is a random
number.

3.2 Analysis of Simulation Results

Take the step signal as the system input, and the response curves of the three control
methods are shown in Fig. 5.

It can be seen from Fig. 5 that the settling time of RBF-PID, Fuzzy PID and
PID are 0.71 s, 1.05 s and 1.15 s and the overshoot are 6.1%, 25.32% and 27.7%,
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Fig. 5 Response curves of
RBF-PID, Fuzzy PID and
PID

respectively. So, the response speed of RBF-PID is obviously quicker than the other
two methods and the transition process is smoother. It can be inferred that RBF-PID
satisfied the requirements of variable spray.

4 Control Accuracy Experiment and Response Speed Test

4.1 Control Accuracy Experiment

The flight speed of plant protection UAV is 2–6 m/s in general during spraying
operation. In view of Eq. (2), it can be indicated that when the spray swath and
pesticide application volume per unit area of UAV are fixed, the desired spray flow
of the system is directly proportional to the flight speed of UAV. Therefore, the actual
performance of the system is verified by measuring the actual flow volume of the
variable spray system at different speeds. The specific test steps were as follows: at
first, spray swath width of UAV was set to 5.5 m and pesticide application volume
per unit area was set to 15L/hm2, then the actual spray flow of the UAV at different
speeds was measured, and finally, the relative error between the desired spray flow
and the actual spray flow was calculated [18]. In order to ensure the preciseness and
reliability of the results, we repeated the measurement three times at the same speed,
and took the average of the three measurement results as the effective value.

From Table 1, it can be seen that when the velocity of plant protection UAV is
in the range of 2.0–6.0 m/s, the relative error between the actual spray flow and the
desired spray flow does not exceed 10%. The result shows that the system designed
in this paper can control the actual spray flow to follow the desired spray flow.
Combined with the actual situation of UAV plant protection operation, the variable
spray control system can adjust the flowwell and basically meets the needs of current
plant protection UAV spraying operation.
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Table 1 System flow data Velocity (m/s) Desired spray
flow (L/min)

Actual spray
flow (L/min)

Relative error
(%)

2.00 1.00 1.07 7.00

2.50 1.25 1.32 5.60

3.00 1.50 1.55 3.33

3.50 1.75 1.59 9.14

4.00 2.00 1.83 8.50

4.50 2.25 2.08 7.56

5.00 2.50 2.39 4.40

5.50 2.75 2.83 2.91

6.00 3.00 2.78 7.33

4.2 Response Speed Test

In order to measure the response time of the system under different desired flows,
different desired flow values were set in the program to test the time required to reach
the set flow. The cut-off point of the collected response time is the time point when
the collected flow does not change. Each test was repeated three times.

It can be seen from Fig. 6 that the response time of the system is less than 300 ms
under different desired flows, so the response speed of the variable spray system
designed in this paper is fast, which can meet the requirements of variable spray.
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Fig. 6 Response time of the system under different desired flows



Design and Experiment of UAV Variable Spray Control System … 953

5 Conclusion

In order to improve the uniformity and stability of the spray deposition, the real-time
speed of UAV was obtained by combining GPS and accelerometer. On this basis,
plant protectionUAVvariable spray system based onRBF-PID control was designed,
and the RBF-PID control method can achieve stable and accurate regulation of spray
flow. The simulation results show that compared with PID and fuzzy PID, the settling
time of RBF-PID is shortened by 0.44 s and 0.34 s, and the overshoot is smaller.
Therefore, the dynamic performance of RBF-PID is better than that of PID and fuzzy
PID, which can better meet the demands of rapidity and stability for variable spray
system in UAV operation. The control accuracy experiment and response speed test
show that both the control precision and response speed of the system meet the
requirements of variable spray.

In the process of flow regulation, this system did not consider the influence of
pressure on the flow control in the whole spray process. In the future research work,
the pressure will be added as parameters to realize the adjustment of spray flow.
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Research on a Safe and Reliable
Agricultural Product Traceability System
Driven by Permissioned BlockChain
Technology

Guofeng Zhang , Xiao Chen , Bin Feng , and Juan Wen

Abstract This article analyzes and summarizes the current 5W1H problems faced
by the Agricultural Product Traceability System. In order to solve these problems,
based on the Permissioned BlockChain technology and Cryptographic technology,
a logical framework for the safety and reliable Agricultural Product Traceability
System is designed. The framework uses data encryption and flexible access control
to protect data privacy and security of participants in the traceability system. A
safe and reliable three-dimensional agricultural product traceability mechanism of
“Combination of Peacetime and Wartime” + “Criss-Cross” is proposed. With the
help of Smart Contracts, the agricultural products traceability data can be shared
safely in time and matter. Effectively solve the problem of not being able to obtain
real traceability data. It can not only trace the responsible party, but also ascertain the
truth of the security incident. The research results of this paper provide theoretical
support for the research of Agricultural Product Traceability System.

Keywords Agricultural product traceability system · Permissioned BlockChain ·
Safety · Reliable

1 Introduction

In recent years, food safety incidents occur frequently all over the world, and coun-
tries attach great importance to the quality and safety assurance system of agricul-
tural products and food. If consumers want to eat safely and healthily, they need
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to ensure the quality and safety of agricultural products. The safety of agricultural
products is an important factor to maintain people’s life and health. The establish-
ment of a safe and reliable Agricultural Product Traceability System (APTS) is an
important prerequisite to ensure people’s health. Therefore, the government or agri-
cultural regulatory agencies need to accelerate the construction of the quality and
safety traceability system of agricultural products and strengthen the supervision of
the quality and safety of agricultural products [1]. A recent IBM study shows that
71% of consumers say traceability is important to them and are willing to pay a
premium for brands that provide traceability. BlockChain technology relies on its
non-tamperable and open and transparent technical characteristics to build a food
safety traceability platform, which can enhance product information transparency
and consumer confidence, gain consumer trust, and further improve the food safety
governance ecosystem [2]. In the traceability application scenario, the application of
BlockChain technology in food safety governance is the most common and typical
[2]. Permissioned BlockChain is a kind of BlockChain that each node needs to be
licensed by regulatory agencies or authoritative organizations, especially suitable for
agricultural products traceability and supervision.

From the perspectives of consumers, government regulatory agencies, and partic-
ipants in the agricultural product supply chain, this article explores the logical archi-
tecture, data privacy protection, data sharing and supervision of a safe and credible
APTS. The goal is to provide consumers with safe and reliable agricultural product
traceability services, provide flexible, efficient and accurate regulatory services for
government regulatory agencies, and protect the data security and privacy of partic-
ipants in the agricultural product supply chain. Finally, build a APTS with active
participation of multiple users, data security and reliable, and efficient and flexible
supervision.

2 Relate Works

There are many construction plans for the APTS, but they are inseparable from the
legal basis, traceability technology and traceability objects of agricultural product
traceability. This paper summarizes and analyzes the research and application status
of APTS from the three dimensions of agricultural product traceability laws and
regulations, technology, and category.

2.1 Laws and Regulations

From a global perspective, the European Union, the United States, Japan, and China
have successively issued a series of laws and regulations to regulate and strengthen the
supervision of the quality and safety of agricultural products. Japan began to promote
the food traceability system in 2001, and began to trace the entire supply chain of beef
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in 2002. The European Union promulgated the general food law No. 178/2002 in
2002, stipulating that from2004 onwards,within theEUAll foods sold can be tracked
and traced. The United States began to implement “farm-to-table” risk management
in 2002, requiring companies to establish a traceability system. China has also issued
a number of laws and regulations. In 2015, it required National important products
such as agricultural products and food can be traced [3]. Obviously, the quality and
safety of agricultural products is a universal problem worldwide, which must be
regulated and guided through legislation to ensure consumer food safety.

2.2 Tracing Technologies

Generally speaking, the circulation of commodities needs to go through multiple
links andmultiple subjects. The research believes that at least five circulation systems
from the producer to the retailer can be delivered to the final consumer [4]. Agri-
cultural product traceability is a complex process that runs through production,
processing, warehousing, logistics, and sales. The entire process information from
planting/breeding, processing, logistics, and sales is a strong guarantee for food
safety [4], and information processing must be done with the help of multiple tech-
nologies. The current mainstream traceability technologies include barcode, RFID,
geographic information system, WEB service and other technologies [3]. With the
continuous development and application of Internet technology, the current quality
and safety traceability of agricultural products mainly depends on the realization of
QR codes or barcodes.

The traditional traceability system adopts a centralized architecture, and data is
stored in a database centrally. There are problems such as data loss, privacy leakage,
and insufficient authority. BlockChain has technical features such as distributed
storage, non-tamperable data, and traceability. If the BlockChain is used effec-
tively, the food supply chain can become more transparent and traceable. At present,
BlockChain technology has also been researched and applied in the traceability
system. For example, Salah proposed a BlockChain-based solution and framework
[5]. The Sku-chain research uses BlockChain technology to track the entire trans-
portation process of agricultural products [6]. Based on Web technology, built a
traceability system of IPFS + Ethereum [3].

Looking to the future, from the perspective of traceability technology, BlockChain
will be deeply integrated with technologies such as the Internet of Things, Big Data,
and Artificial Intelligence to build an efficient, safe and reliable traceability system.

2.3 Agricultural Products Traceability Category

1. Agricultural products in plantation industry. Huawei regards the agricultural
BlockChain as an important part of Huawei’s “Agricultural Fertile Soil Cloud
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Platform”, opening upmultiple links from sowing to production and processing,
to circulation and sales, and building a “seed to table” agricultural product trace-
ability system. Salah realizes traceability and visibility in the soybean supply
chain based on BlockChain technology [5]. Tao et al. [7] applied BlockChain
technology to ensure the food safety of grain rice, and provided a tracking system
for traceability information from farmland to table. Gao et al. established a tea
quality and safety traceability system based on BlockChain [3].

2. Livestock and poultry breeding. Alibaba Cloud and ZhongAn Technology
Company’s BlockChain farming- “Bubu Chicken” project automatically
collects the location of the chicken and uploads it to the BlockChain in real
time. Traceability information includes chicken breeds, environmental sensor
data, weight, health, growth cycle, slaughter data, quarantine, sales information,
etc., all of which are stored in the BlockChain. The quality of broiler products
of Shuguang Farm can be traced, and the traceability can be traced to the house
breeding and traceability to the primary distributors and consumers, realizing the
whole process of monitoring from breeding, processing to consumer terminals.

3. Fresh/cold chain food. Wal-Mart and IBM designed a food traceability system
based on Hyperledger Fabric to ensure consumers’ confidence in food safety.
It adopted a distributed food supply ecosystem and applied BlockChain tech-
nology to logistics and supply chain management [8]. Yao et al. [4] designed a
cold chain food traceability system based on the Fisco Consortium BlockChain.
Zhao et al. [9] built a framework model of a fresh food mobile traceability plat-
formbasedon thedual-chain architecture of accountBlockChain and transaction
BlockChain. This shows that BlockChain technology can be used for cold chain
food traceability management, and can track and solve the problems detected
in the subsequent circulation process in time [4].

4. Fishery agricultural products. The Norwegian Seafood Association cooperated
with IBM and Atea to create a salmon traceability system based on BlockChain.
The camera tracks the salmon’s environmental information and logistics infor-
mation during its life cycle and stores it in the BlockChain, so that customers
can clearly know which fjord the fish came from, when they were caught, as
well as the feed the fish eat and whether the facility is Use sustainable methods.
Jun et al. [10] took fish and meat products as an example to explore the feasi-
bility of the practical application of a BlockChain-based agricultural product
traceability system.

From the perspective of agricultural product traceability categories, it has basically
covered many, but the existing schemes are all at the traceability level of agricultural
products. Since the post-processing of agricultural products may involve multiple
categories, the traceability of agricultural products in the future will move from the
main agricultural products to the full category coverage.
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3 Discussion on the Traceability of Agricultural Product

3.1 Centralized System Architecture Issues

The existing traceability system research is mainly based on a centralized system
architecture, which is self-built by core enterprises or authoritative organizations,
and the data is centrally stored and independently owned by the system builder.
From the perspective of traceability business, driven by interests, system owners are
likely to tamper with data at will in order to evade responsibility for the incident,
resulting in the inability to correctly trace the source of the incident. At the same
time, there are external risks. The traceable data is easily stolen, and the information
is used as shoddy, resulting in the proliferation of low-quality and high-hazard food
in the consumer market. From the perspective of technical implementation, once a
hacker attack or an accident such as storage media damage occurs, it will cause a
single point of failure and fail to provide effective services [11]. The most important
thing is that when a food safety incident occurs, the centralized system architecture
can only provide the traceability data and results of a single subject. Its authenticity
needs to be verified, which makes it impossible to restore the truth of the incident,
thus losing the authority and credibility of the traceability system.

3.2 Distributed Architecture Based on BlockChain

It has become possible to use the distributed storage of the BlockChain to solve the
above problems, thereby building a BlockChain-based agricultural product trace-
ability system, and providing technical endorsement for agricultural product quality
and safety trust issues [3]. For example, through BlockChain technology, a decen-
tralized agricultural product traceability system can be established to improve the
traceability of agricultural products and strengthen the security and transparency of
the agricultural supply chain. However, if the data stored on the BlockChain is open
and transparent, when the information on the production, circulation, and transaction
of agricultural products remains on the chain, the privacy and commercial secrets
of the data owner will be leaked. For example, a competitor maliciously analyzes
the variety, output, and listing date of agricultural products. Once the competitor is
fully grasped, it will damage the interests of producers by controlling partial prices,
resulting in increased production but no increase in revenue [1]. At the same time,
due to the limited block size and processing speed of the BlockChain, if all data is
stored on the chain, the overall performance of the system will be reduced. There-
fore, choose which agricultural product data to upload in real time and which data
to upload when needed. How to protect the privacy and security of data stored on
the chain and retain control rights, and to facilitate the flexible sharing of data on the
chain. These are the problems to be solved by the distributed agricultural product
traceability system based on the BlockChain.
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3.3 5W1H Problem Model

Although some progress has been made in the research of agricultural product trace-
ability systems, the centralized architecture and BlockChain-based distributed archi-
tecture still face many problems. From the perspective of application promotion
effects, individuals in the agricultural product supply chain are relatively indepen-
dent, information transmission is blocked, and a complete security and trustworthy
system and privacy protection system have not yet been established. Through the
above analysis, this article summarized the 5W1H agricultural product traceability
system problem model, as shown in Table 1.

The above analysis table shows that the problems faced by agricultural product
traceability include both technical problems and the participants’ own problems.
However, the root cause of the problems lies in two points:

1. The existing technical solutions for the traceability system of agricultural prod-
ucts cannot guarantee the privacy and commercial secrets of the participants in

Table 1 The 5W1H problem model of APTS

Definition Question Reason

Who Who has the problem? Participants: fear of divulging business
secrets, afraid of data sharing and data
fraud etc.

Regulatory: lack of traceability
mechanism and means

Production/consumer: weak legal
awareness and food safety awareness

When When to trace agricultural products? Peacetime: normal purchase and
consumption
Wartime: the outbreak of agricultural
product quality and safety incidents

Why Why trace agricultural products? Peacetime: confirm the quality and
safety of agricultural products
Wartime: quick recall of agricultural
products; clarify the responsible party;
find out the root cause of the problem

Where Where is the difficulty of the problem? Lack of real and available data
Compatibility of data confidentiality and
flexible authorization sharing

What What is the root of the problem? The participants are untrustworthy
(malicious competition, disclosure of
trade secrets, shirking responsibility).
Untrustworthy between consumers and
participants (dominated by strong side)

How How is the traceability effect? It is easy to know the circulation path,
but it is difficult to find the root cause of
the problem
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the supply chain, resulting in the inability of mutual trust between participants
and the inability to actively participate in the construction of the traceability
system.

2. The credible traceability mechanism of agricultural products is not complete,
the plan is incomplete, and it is impossible to provide consumers with safe and
credible traceability services, and it is impossible to trace the source when a
food safety incident occurs, that is, between the consumer and the agricultural
product traceability system There is no guarantee of safety and mutual trust.

To realize the safety and usability of the APTS, the above two problems must be
solved. When the participants of the traceability system trust each other in security,
the participants are willing to share their real data publicly. When consumers believe
that the traceability results are safe and reliable, the consumers will accept the trace-
ability results of agricultural products from their hearts and actively participate in
the construction of the traceability system. Further promote the healthy development
of the agricultural product traceability system.

4 Design of Safe and Reliable Agricultural Products
Traceability System

4.1 Safe and Reliable Logical Framework

Basedon the technical advantages of decentralization, tamper-proofing, openness and
transparency of BlockChain technology, various entities in the agricultural product
supply chain can achieve secure interactive sharing of information through pre-set
rules, smart contracts, and information sharing technologies [1]. Based on the iden-
tity authentication and authorization of Permission BlockChain technology, regula-
tory agencies can effectively and accurately supervise system participants. Based on
Permission BlockChain technology and cryptography technology, this paper designs
a safe and credible agricultural product traceability system logical architecture, as
shown in Fig. 1.

A safe and reliable APTS covers the entire process of production, processing,
warehousing, logistics, and sales in the agricultural product supply chain (APSC).
All participants in the APSC can carry out normal business under the effective
supervision of the regulatory authority. The regulatory agency is responsible for
the identity authentication, authority management, data supervision, and traceability
of agricultural product quality and safety events for each participant.

The core features of this framework are in two aspects:
First, adopt the CP-ABE encryption scheme to protect data privacy and realize

safe sharing. It is to encrypt and store agricultural product traceability data, and
at the same time, realize the authorized access and sharing of encrypted data with
the help of flexible access control technology. Using the Attribute-based Encryption
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Fig. 1 Safe and reliable logical framework of APTS

(ABE) scheme proposed by Sahai and Waters [12], a series of attribute sets can
be used instead of unique identifiers to identify identities, and access control rules
and encryption can be configured with the help of attributes. The main thing is to
realize the binding of encrypted data and access control. Only users who have the
corresponding attributes of encrypted data and meet their access control conditions
can decrypt the data, which can fully satisfy the 1-to-N fine-grained access control
of encrypted data.

As shown in Fig. 2, the ABE encryption scheme is further divided into two types,
KP-ABE [13] and CP-ABE [14], according to specific implementations. Among
them, the CP-ABE scheme can embed the access control strategy into the ciphertext,
and the attributes are used as the access control strategy and the key. It ismore suitable
for encrypted data sharing scenarios. For example, theCP-ABEschemehas been used
in the EHR fine-grained traceability scheme [15]. Therefore, the CP-ABE scheme is
used in the scheme of this article for data encryption and access control, protects its
data privacy, and guarantees access control rights to shared data. Therefore, the data
security concerns of the data issuer are eliminated, and the security and credibility
between participants are realized.
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Fig. 2 Classification of
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Second, the traceability Smart Contract is a concrete realization of the agricultural
product safety and reliable traceability mechanism, which can realize the traceability
of agricultural products in different scenarios. When a food safety incident breaks
out, offline data of relevant participants can be automatically uploaded to the chain
in real time. On the one hand, it can prevent the party responsible for the event from
forging or tampering with real business data in an emergency. On the other hand, all
complete transaction data can be stored off-chain, but the data summary and storage
address need to be uploaded to the chain in real time to ensure the authenticity of the
data.

4.2 Safe and Reliable Three-Dimensional Traceability
Mechanism

The traceability mechanism is the core infrastructure that guarantees the availability
and credibility of the agricultural product traceability system. In order to solve the
problems faced by the agricultural product traceability system, this paper studies the
establishment of a three-dimensional agricultural product credible traceability mech-
anism of “Combination of Peacetime and Wartime” + “Criss-Cross. The process is
shown in Fig. 3.

The above-mentioned traceability mechanism includes two types: Peacetime
traceability and Wartime traceability. The specific functions are as follows:

Peacetime traceability is for ordinary consumers. When purchasing and
consuming, it can be traced back to the circulation process of agricultural prod-
ucts, that is, horizontal traceability, to check whether each process is safe to ensure
consumers’ right to know. In this scenario, consumers only pay attention to whether
the production process of agricultural products meets the standards and whether they
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Fig. 3 Three-dimensional traceability mechanism

are authentic brands or quality. Relatively little attention is paid to the process data
in the production process of agricultural products, such as the light, temperature,
water, gas and fertilizer in the growth of crops, and the pH in the processing process.
This information requires professionals to determine whether it meets the produc-
tion standards. It doesn’t make much sense. However, when a food safety incident
breaks out, this information is sufficient to determine the responsibility of the relevant
participants. Through further detailed analysis, the root cause of the problem can be
analyzed. However, this information often belongs to the core data and commercial
secrets of participants in various links, and cannot be made public unless forced to
do so.

Inwartime traceability,when a food safety incident breaks out, regulatory agencies
and the whole society will keep an eye on it. Although producers are unwilling to
disclose the core data, in order to find out the cause of the incident, the complete data
of the incident must be disclosed to the society. Therefore, the regulatory agency
must disclose the true and complete data to the society as soon as possible. Under
the architecture based on Permissioned BlockChain technology, with the help of
Smart Contract, there is no need for human attention and automatic upload, which
solves the problem that the traditional traceability system cannot obtain complete
data in the first time. As shown in Fig. 3, when a food safety incident broke out, a
horizontal tracing process first found that there was no problem from the sales link to
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the warehousing link. The problem occurred in the processing link. Then, according
to the processing data, the problem in the processing process B was obtained. So as
to realize the vertical traceability.

The above-mentioned three-dimensional credible traceability mechanism of agri-
cultural products completely solves the problem of not only investigating the respon-
sibility, but also the root cause of the problem in the traceability of agricultural
products. At the same time, it realizes the on-demand sharing of business data in
time-sharing and division of tasks, ensuring user data privacy, and improving the
security and credibility of the system.

5 Conclusions

Based on the analysis of the research status of APTS, this paper summarizes and
refines APTS’s 5W1H problem model. In order to eliminate APTS participants’
worries about the privacy and security of shared data, from the perspective of
protecting data privacy and security, a safe and reliable APTS framework and a
three-dimensional safe and reliable agricultural product traceability mechanism have
been proposed. The above research results are helpful to solve the problems such
as the participants of the supply chain dare not share data, illegally tamper with
data, security incidents cannot “get to the bottom”. They are an effective supplement
and important promotion to the existing BlockChain -based APTS research, and
provide theoretical and policy support for the privacy protection and secure sharing
of agricultural product traceability data.
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Abstract Relation extraction as an important Natural Language Processing (NLP)
task is to identify relations between named entities in text. Recently, graph convo-
lutional networks over dependency trees have been widely used to capture syntactic
features and achieved attractive performance. However, most existing dependency-
based approaches ignore the positive influence of the words outside the dependency
trees, sometimes conveying rich and useful information on relation extraction. In this
paper, we propose a novel model, Entity-aware Self-attention Contextualized GCN
(ESC-GCN),which efficiently incorporates syntactic structure of input sentences and
semantic context of sequences. To be specific, relative position self-attention obtains
the overall semantic pairwise correlation related to word position, and contextual-
ized graph convolutional networks capture rich intra-sentence dependencies between
words by adequately pruning operations. In this way, our proposed model not only
reduces the noisy impact from dependency trees but also obtains easily-ignored
entity-related semantic representation. Extensive experiments demonstrate that our
model achieves encouraging performance.
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1 Introduction

There has been major interest in relation extraction, which aims to assign a relation
among a pair of entitymentions from plain text. Recent models for relation extraction
are primarily built on deep neural networks, which encode the entire sentence to
obtain relation representations and have made great progress [1, 2].

From the sample given in Fig. 1, there is a relation “sensitivity” between the three
entities within the two sentences, which expresses that “tumors with L858E muta-
tion in EGFR gene respond to gefitinib treatment”. Prior efforts show that models
utilizing dependency parsing of input sentences are very effective in relation extrac-
tion because their superiority lies in drawing direct connections between distant
syntactically correlatedwords. Xu et al. [3] first applied LSTMon the shortest depen-
dency path (SDP) between the entities in the full tree. Miwa et al. [4] reduced the full
tree into the subtree below the lowest common ancestor (LCA) of the entities. Both
patterns prune the dependency trees between the entities to cover relevant informa-
tion and discard noises. However, if only consider the dependency structure shown
in Fig. 1 (i.e., SDP, LCA), the token “partial response” will be neglected, yet, they
contribute to the gold relation greatly. Therefore, it is very essential to obtain the
interactions of all words, not just the dependency trees of entities. To address this
issue, we use a relative position self-attention mechanism, which allows each token
to take its left and right context into account while calculating pairwise interaction
scores with other tokens.

Recently, combining entity position features with neural networks has greatly
improved the performance of relation extraction. Zhang et al. [5] combined sequence
LSTMmodelwith a position-attentionmechanism and got a competitive result. From
their experiments, we know that thewords determining relation are frequently related
to the target entities. However, these methods only utilize the semantic representa-
tions and position features, ignoring the dependency syntax of the words. Unlike
previous efforts, which focus on either dependency parsing or the semantic features,
we synthesize syntactic dependency structure and entity-related sequential semantic
context into an attentionmechanism, both of which are crucial for relation extraction.

In this paper, we first utilize relative position self-attention mechanism to encode
semantic interactions of the sequential sentence, which ignores the distance between
words to calculate the compatibility scores and relative position scores. Then

Fig. 1 Example of dependency parsing for two sentences expressing an interaction
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contextualized graph convolution module encodes the dependency trees between
the entities to capture contextual long-range dependencies of words. Afterwards,
entity-aware attention mechanism combines these two modules to get final relation
representations. The contributions of our work are summarized as follows:

1. We propose a ESC-GCN model to learn relation representations. Compared
with previous methods, our method not only utilizes semantic features but also
considers dependency features.

2. Our proposed model proves to be very competitive on the sentence-level task
(i.e., TACRED and SemEval dataset) and cross-sentence n-ary task. Especially,
our model outperforms most baseline in long sentences.

3. We show that our model is interpretable by visualizing the relative position
self-attention.

2 Related Work

Relation extraction has been intensively studied for a long history, and most existing
neural relation extraction models can be divided into two categories: sequence-
based and dependency-based. Zeng et al. [1] first applied CNN with manual features
to encode relations. Zhang et al. [2] first applied RNN to relation extraction and
got competitive performance. Zhang et al. [6] employed BiLSTM to learn long-
term dependencies between entity pairs. However, these models only considered the
sequential representations of sentences and ignored the syntactic structure. In fact,
These two characteristics complement each other actually.

Comparedwith the sequence-basedmodels, incorporating dependency syntax into
neural models has proven to be more successful, which captures non-local syntactic
relations that are only implicit in the surface from alone [7, 8]. Xu et al. [3] purposed
SDP-LSTM that leverages the shortest dependency path between two entities. Peng
et al. [9] proposed a graph-structured LSTM for cross-sentence n-ary relation extrac-
tion, which applied two directed acyclic graphs (DAGs) LSTM to capture inter-
dependencies in multiple sentences. Song et al. [10] proposed a graph-state LSTM
model which employed a parallel state to model each word, enriching state scores via
message passing. Zhang et al. [11] presented C-GCN for relation extraction, which
uses graph convolution and a path-centric pruning strategy to selectively include
relative information.

In recent past, Vaswani et al. [12] proposed an attention model called Trans-
former. Verga et al. [13] used self-attention to encode long contexts spanningmultiple
sentences for biological relation extraction.Zhang et al. [5] employed aposition atten-
tion mechanism over LSTM outputs for improving relation extraction. Bilan et al.
[14] substituted the LSTM layer with the self-attention encoder for relation extrac-
tion. Yu et al. [15] proposed a novel segment attention layer for relation extraction
and achieved competitive results on TACRED dataset.
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3 The Proposed Model

We define relation extraction as a multi-class classification problem, which can
be formalized as follows: Let S = [w1, w2, . . . , wn] denote a sentence, where
wi is the i-th token. A subject-entity and an object-entity are identified: Ws =[
ws1 , ws2 , . . . , wsn

]
and Wo = [

wo1 , wo2 , . . . , won

]
. Given S, Ws and Wo, the objec-

tive of relation extraction is to predict a relation r ∈ R or “no relation”. Specifically,
Fig. 2 indicates the overall architecture of our work.

3.1 Preliminary

GCNs are neural networks that operate directly on graph structures, which are an
adaptation of convolutional networks. Given a graph with n nodes, we generate the
graph with an n×n adjacency matrix A where Ai j = 1 if there is an edge going from
node i to node j , otherwise Ai j = 0. We extend GCNs for encoding dependency
trees by incorporating opposite of edges into the model. Each GCN layer takes the
node embedding from the previous layer g(l−1)

j and the adjacencymatrix Ai j as input,
and outputs updated node representation for node i at the l-th layer. Formally, the
induced representation g(l)i can be defined as follow:

g(l)i = ρ

⎛

⎝
n∑

j=1

AijW
(l)g(l−1)

j + b(l)

⎞

⎠ (1)

Fig. 2 Overall architecture of our proposed ESC-GCN model
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where W (l) is a linear transformation, b(l) is the bias term, and ρ is an activation
function (e.g., RELU).

3.2 Input Representation

In our model, the input representation module first transforms each input token wi

into a comprehensive embedding vector xi by concatenating its word embedding
wordi, entity type embedding neri and part-of-speech (POS) tagging embedding
posi. Embedding vector xi formally defined as:

xi = [
wordi; neri; posi

]
(2)

It has already proved the words close to the target entities are generally more
informative [14], we modify the position representation originally proposed by [5],
and transform it into binary position encoding. Consequently, we define a binary
position sequence

[
ps1, . . . , p

s
n

]
that relative to the subject-entity:

psi =
⎧
⎨

⎩

− log2(s1 − i) − 1, i < s1
0, s1 ≤ i ≤ s2

log2(i − s2) + 1i > s2

(3)

Here s1, s2 represent the start index and end index of the subject entity respectively,
psi ∈ Z can be viewed as the relative distance of token xi to the subject entity.

Similarly, we also obtain a position sequence
[
po1, . . . , p

o
n

]
relative to the object

entity.

3.3 Relative Position Self-attention Mechanism

The self-attention mechanism was firstly proposed by Vaswani et al. [12], which
allows words to take its context into account. Following Bilan et al. [14], we apply
several modifications to the original self-attention layer. Firstly, we simplify the
residual connection that directly goes from the self-attention block to the normaliza-
tion layer. Then we substitute the layer normalization with batch normalization. In
our experiments, we have observed improvements with these settings, and a more
detailed overview of the results can be seen in the subsection 5.1.

Traditionally, a self-attention layer takes a word representation at position i as
the query (a matri Q holds the queries for position i) and computes a compatibility
score with representations at all other positions (represented by a matrix V). The
score w.r.t. position i is reformed to an attention distribution over the entire sentence,
which is used as a weighted average of representations E at all positions.



972 X. Wang et al.

Shaw et al. [16] exploited the relative positional encoding to improve the perfor-
mance of self-attention. Similarly, we modify our self-attention layer, together with
a position attention that takes into account positions of the query and the object in the
sentence. Our self-attention head s(a)i obtain its representation by summing pairwise
interaction scores and relative position scores together, formally defined as follows:

s(a)i = softmax

(
QKT + RMT

√
dw

)
V (4)

where Q = Wq(a)ei, K = Wk(a)E, V = Wv(a)E wherein Wq(a), Wk(a),Wv(a) are linear
transformations, which map the input representation into lower dimensional space.
dw is dimension of key/query vectors which is a scaling factor same as in Vaswani
et al. [12]. M is relative position embedding matrix:

Mi = [
m1−i, . . . ,m−1,m0,m1, . . . ,mn−i

]
(5)

where n is the length of the input sentence and the matrix Mi is the relative position
vectors, m0 is at position i and other mj are ordered relative to position i.

Similar to Q, we obtain a query vector R = Wr(a)ei to obtain position relevance.
The position attention scores result from the interaction of R with the relative posi-
tion vectors in Mi. As shown in Fig. 3, we associate position attention scores with
the pairwise interaction scores, which incorporates position features into overall
dependencies of sequence.

Fig. 3 Model structure of relative position self-attention
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3.4 Contextualized GCN Layer

In this section, we construct a contextualized GCN model which takes the output
from subsection 3.1 as input h(0). A BiLSTM layer is adopted to acquire the context
of sentence for each word wi. For explicitly, we denote the operation of LSTM unit
as LSTM(xi). The contextualized word representations are obtained as follows:

hi = [
LSTMleft(xi);LSTMright(xi)

]
, i ∈ [1, n] (6)

where hi ∈ R2×dh and dh indicates the dimension of LSTM hidden state. Then we
obtain hidden representations of all tokens h(L1), which represents the input g(0) for
graph convolution, where L1 represents the layer number of RNN.

Dependency syntax has been recognized as a crucial source of features for relation
extraction [7], andmost of the information involved relationwithin the subtree rooted
at the LCA of the entities. Before applying graph convolution operation, we do some
tricks on the dependencyparsing tree,whichkeeps the original dependencypath in the
LCA tree and incorporates 1-hop dependencies away from the subtree. Accordingly,
we cover the most relevant content and remove irrelevant noise as much as possible.

Originally applying the graph convolution could bring about node representations
with obviously different scales [11], since the degree of tokens varies a lot. To cope
with the above limitations, we resolve these issues by normalizing the activations
in the graph convolution, and add self-loop into each node in adjacency matrix A,
modified graph convolution operation as follows:

g(l)i = σ

⎛

⎝
n∑

j=1

ÃijW
(l)g(l−1)

j /di + b(l)

⎞

⎠ (7)

where Ã = A + I, I is the n × n identity matrix, and di = ∑n
j=1 Ãi j is the degree

of token i. This operation updates the representation of node i by aggregating its
neighborhood via a convolution kernel. After L2 iterations, we obtain the hidden
outputs of graph convolution g(L2), where L2 represents the layer number of GCN.

3.5 ESC-GCN for Relation Extraction

After applying the L2-layer contextualized GCN model, we obtain hidden represen-
tation of each token, which is directly influenced by its neighbors (no more than L2

edges apart in the dependency trees). To make use of graph convolution for relation
extraction, we first obtain a sentence representation as follows:

gsent = f
(
g(L2)

) = f
(
GCN

(
g(0)

))
(8)
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where g(L2) denotes the collective hidden representation at layer L2 of the GCN,
and f : Rd×n → Rd is a max pooling function. Moreover, we also obtain a subject
representation gs as follows:

gs = f
(
g(L2)
s1:s2

)
(9)

as well as an object representation go respectively, s1, s2 represent the start index
and end index of the subject entity.

The final computation of the entity-aware attention utilizes the output state of
GCN (i.e., a summary vector gsent), the self-attention hidden states output vector
si, and the embeddings for the subject and object relative positional vectors psi , p

o
i .

For each hidden state si, attention weight αi is calculated using the following two
equations:

ui = v� tanh
(
Wssi + Wggsent + Wp

[
psi ; poi

])
(10)

αi = exp
(
v�ui

)

∑n
j=1 exp

(
v�uj

) (11)

where Ws weights are learned parameters using self-attention, Wg weights are
learned parameters using contextualized GCN and Wp weights are learned using
the positional encoding embeddings.

Afterwards, αi decides on how much each GCN outputs should contribute to the
final sentence representation g̃sent as follows:

g̃sent =
n∑

i=1

αig
(L2)
i (12)

Then the representation g̃sent , gs and go are concatenated and fed into a feed-
forward neural network (FFNN):

gfinal = FFNN
([
g̃sent; gs; go

])
(13)

In the end, the final sentence representation gfinal is then fed to another MLP layer
followed by a softmax operation to obtain a probability distribution over relations:

p
(
rgfinal

) = softmax
(
w · gfinal + b

)
(14)

where gfinal is the sentence representation, and r is the target relation, w is a
linear transformation and b is a bias term. We utilize the cross entropy and the
L2 regularization to define the objective function as follows:
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J(θ) = −
s∑

i=1

(
yixi, θ

) + β|θ|2 (15)

where s indicates the total sentence; xi and yi represent the sentence and relation
label of the i th training example; β is L2 regularization hyper-parameter. The θ is the
whole network parameter, which can be learnable.

4 Experiments

4.1 Dataset

We follow the experimental settings in Zhang et al. [11] to evaluate our ESC-GCN
model on the TACRED dataset [5] and Semeval-2010 Task 8 dataset [17]. TACRED
contains over 106 k mention pairs collected from the TACKBP evaluations 2009–
2014. It includes 41 relation types and a “no relation” class when no relation is held
between entities. Mentions in TACRED are typed, subjects are classified into person
and organization, and objects are categorized into 16 fine-grained classes (e.g., date,
location, title).

The SemEval-2010 Task 8 dataset is an acknowledged benchmark for relation
extraction (1/10 of TACRED). The dataset defines 9 types of relations (all relations
are directional) and a class “other” denoted no relation. There are 10,717 annotated
sentences which consist of 8000 samples for training and 2717 samples for testing.

4.2 Results on Sentence-Level Relation Extraction

We report the micro-averaged F1 scores for the TACRED dataset and the macro-
averaged F1 scores for the SemEval-2010 task 8 dataset. We now report the results
on the TACRED dataset in Table 1. we compare our model against following base-
lines: (1) sequence-based models, i.e., Convolutional Neural Networks (CNN-PE)
[18], Position Aware LSTM (PA-LSTM) [5], Self-Attention Encoder (Self-Attn)
[14], SegmentAttentionLSTM(SA-LSTM) [15]; (2) dependency-basedmodels, i.e.,
the short dependency path LSTM (SDP-LSTM) [3], Tree-structured LSTM (Tree-
LSTM) [19]; and (3) graph-based models: GCN and Contextualized GCN (C-GCN)
[11], Simplifying Graph Convolutional Networks (S-GCN) [20].

As shown in Table 1, our ESC-GCN shows better performance than all baselines
on the TACRED dataset, which achieves F1 of 67.1, outperforming C-GCN by 0.7
F1 points. This result shows the effectiveness of semantic representation. Our model
obtains the highest precision, but gets a general recall value. The performance gap
between Self-Attn and ESC-GCN shows that our model is better at incorporating
dependency relations and the context of entities in the sentence-level task.
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Table 1 Micro-averaged
precision (P), recall (R) and
F1 score on the TACRED
dataset

Model P R F1

CNN-PE [18] 68.2 55.4 61.1

PA-LSTM [5] 65.7 64.5 65.1

Self-Attn [14] 64.6 68.6 66.5

SA-LSTM [15] 68.1 65.7 66.9

SDP-LSTM [3] 66.3 52.7 58.7

Tree-LSTM [19] 66.0 59.2 62.4

GCN [11] 69.8 59.0 64.0

C-GCN [11] 69.9 63.3 66.4

S-GCN [20] – – 67.0

ESC-GCN (ours) 71.4 62.8 67.1

Table 2 Macro-averaged F1
score on SemEval-2010 task
8 dataset

Model F1

CNN [1] 78.3

CR-CNN [21] 84.1

PA-LSTM [5] 82.7

BiLSTM + Attn [22] 84.0

SDP-LSTM [3] 83.7

SPTree [4] 84.4

C-GCN [11] 84.8

ESC-GCN (ours) 85.2

We also evaluate our model on the SemEval dataset, and the experimental results
are shown in Table 2. Apart from above baselines, we compare ESC-GCNwith other
sequence-based models, i.e., Attention-based BiLSTM (BiLSTM + Attn) [22] and
dependency-based models, i.e., tree-structured LSTM methods (SPTree) [4]. Our
ESC-GCN achieves a competitive performance (F1-score of 85.2) on the SemEval
dataset. The result shows that integrating entity features and dependency parsing can
obtain better representation for relation extraction.

5 Analysis

5.1 Ablation Study

In order to study the contribution of each component, we conducted an ablation
study on the TACRED. Table 3 shows the following results. Instead of default
residual connections described by [12], the optimized residual connection contributes
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Table 3 An ablation study
for ESC-GCN model

Model F1

Best ESC-GCN 67.1

– Default residual 66.9

– Layer normalization 66.7

– Entity-aware module 66.6

– Relative position self-attention 66.4

– hs, ho, and feedforward (FF) 66.2

- BiLSTM layer 64.8

0.2 points. Similarly, layer normalization contributes 0.4 points. The entity-aware
module and self-attention module contribute 0.5 and 0.7 points respectively, which
illustrates that both layers promote our model to learn better relation representations.
Whenwe remove the feedforward layers and the entity representation, F1 score drops
by 0.9 points, showing the necessity of adopting “multi-channel” strategy. We also
notice that the BiLSTM layer is very effective for relation extraction, which drops
the performance mostly (F1 relatively drops 2.3 points).

5.2 Interpretation of Self-attention

In order to intuitively interpret the strength of our proposed approach,we visualize the
attention scores of self-attention layer to investigate whether the model has learned
the crucial information that not exists in dependency tree of entities (i.e., partial
response) for the relation extraction. In Fig. 4, we observed that our ESC-GCN
focuses more attention on the center of the heat map, which means that higher scores
are usually located in the middle of the sentence. Traditionally, words in the middle
of the sentence are more likely to determine the relation of the entities. Besides, our
model assigns the tokens (i.e., showed a partial response) related to entities relatively
higher scores, which helps to predict the gold relation.

6 Conclusion

In this paper, we propose a novel neural model for relation extraction that is based on
graph convolutional networks over dependency trees. By incorporating the context
of the words related to entities with inter-dependencies of input sentence, our model
can capture the long-distance dependency relation between target entitiesmore effec-
tively. Experimental results demonstrate that our model is superior to most baseline
neural models. We further visualize the attention of our model to show how our rela-
tive position self-attention layer affects themodel. In summary, our model effectively
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Fig. 4 Visualization of attention scores in the relative position self-attention layer

combines syntactic and semantic representations, which significantly improves the
performance of relation extraction.
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Overview on Job Running Times
Prediction Algorithms for HPC Platform

Hao Wang and Yiqin Dai

Abstract The rapid development of high-performance computers has brought
about a tremendous increase in computing power, but the data that needs to be
processed is also multiplying. Improving the utilization of computing resources is
a fundamental goal of high-performance computing systems. In high-performance
computing systems, job scheduling systems often use backfill scheduling strategies
to schedule jobs. This strategy is sensitive to the job running time. In the past, users’
job running time was provided by users but was wildly inaccurate, which seriously
affected computing resources. Therefore, it is necessary to improve the accuracy
of job running time prediction. This article will introduce several types of existing
job times prediction algorithms, but they all have some shortcomings. To improve
the utilization of computing resources, the prediction algorithm should have high
prediction accuracy, low underestimation, and more extensive scope of application.

Keywords High-performance computing · Backfilling scheduling · Job times
prediction

1 Introduction

High-performance computing [1] has been widely used in the fields of science
and engineering. The explosive growth of scientific computing demand provides a
good growth environment for the rapid development of high-performance computing
[2]. At the same time, it also proposes higher requirements for high-performance
computing platforms. High-performance computing has the characteristics of strong
computing power, fast processing speed, and strong scalability. Ensuring or even
improving the preset service level agreement (SLA) [3] and making more reasonable
use of high-performance platform computing resources are also significant issues.

On the high-performance computing platform, the job scheduling system is an
essential part of it. It is responsible for scheduling the jobs submitted by users
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according to a specific strategy. To improve the utilization of computing resources,
the scheduling system will also adopt a backfilling strategy, that is, comprehensively
considering the job’s running time, scheduling the short-term jobs later in the job
queue in advance, and filling the gaps in the running of each job. Job scheduling
and backfilling are very dependent on the estimated running time of the job. In the
past, the estimation of the running time of the job was provided by the user, but the
work of Cirne et al. [4] showed that the estimated time of more than half of the job
users is five times or more than the actual running time of the job. This behavior is
very consistent with the psychology of the user. When the job is running, if the time
allocated to the job has been exhausted and the job has not run to completion, the job
will be killed. This situation is also called underestimation of the running time of the
job. Many users may not know much about the job and the operating environment,
but they don’t want their submitted jobs to be killed. Therefore, they would instead
provide jobs far beyond the required running time, but this approach is not benefi-
cial for the system and will cause much waste of computing resources. Therefore,
accurate prediction of job running time and consideration of underestimation issues
help improve the utilization of computing resources of high-performance computing
systems.

We divide the current algorithms for predicting job running times into two cate-
gories: analyzing source code to predict job running time and predicting job running
time based on historical logs. Among them, the method of using historical logs is
the mainstream research mode.

For this paper, the main contributions are as follows:

1. We explained from a microscopic perspective why job times with different
prediction accuracy would have different impacts on the utilization of system
resources.

2. We introduced several different types of job time prediction algorithms and
analyzed their characteristics and shortcomings.

3. We look forward to the development trend of the prediction algorithm of the
job times.

The article is organized as follows. Sect. 2 introduces the principle that backfill
scheduling is sensitive to job running times, Sect. 3 introduces several algorithms
for predicting jobs running times based on source code analysis and comparative
analysis, Sect. 4 introduces several jobs running times prediction algorithms based
on historical logs and analyzes their pros and cons, Sect. 5 concludes.

2 Backfill Scheduling Principle

In the job scheduling system, to further improve the utilization of computing
resources, backfill scheduling is often used to schedule jobs. However, this method
is sensitive to job running times, and assigning different sizes of running time to the
same jobwill affect the scheduling sequence of each job by the operating system. Not
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Fig. 1 FCFS scheduling process

Fig. 2 FCFS with EASY backfilling

only that, when the assigned job time is higher than its real running time, the extra
time will be wasted, especially when the user provides this value. It will often be
several times higher than the actual value. When the assigned job time is lower than
its real running time, the consequences will be more serious, causing the job to fail
and the job needs to be resubmitted. Take first-come-first-served (FCFS) and EASY
backfill [5] as examples to introduce the scheduling process, as shown in Figs. 1 and
2.

In Fig. 1, there are two running jobs in the operating system.When the computing
resource margin meets the demand of the first job in the queue, the three jobs in the
job queue will be scheduled in the order of 1, 2, and 3 according to the FCFS strategy.
In the FCFS algorithm, the job scheduling sequence is fixed, but the assignment time
of the job affects when the job is scheduled. Inaccurate time allocation will lead to
a waste of computing resources and a poor user experience.

In Fig. 2, the scheduling algorithm with EASY backfilling is shown. The EASY
backfilling algorithm can schedule short-time jobs later in the queue in advance
without affecting the scheduling of the first job in the job queue. Here, since the
system can only meet the computing resource requirements of job 3 and the back-
filling of job 3 will not affect the scheduling of job 1, job 3 is backfilled. According
to the backfill strategy, the impact on job 2 will not be considered. It can be found
that, compared to Fig. 1, the time when job 2 is scheduled is more affected by job
time allocation, but the utilization of computing resources has been improved. At the
same time, the reduction in average job waiting time also means an improvement in
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user experience. Considering that the backfill schedule is sensitive to the job running
time, it is necessary to predict the job running times accurately.

3 Backfill Scheduling Principle

Analyzing code structure to predict job running time is usually divided into two
methods: static code analysis [6] and dynamic code analysis [7]. Freund et al. [6] first
used the algorithm of static code analysis to predict the running time of the job. The
central part of this algorithm is the code analyzer. The code is used as the analyzer’s
input, and the analyzer calculates the corresponding running time. In the analyzer,
the code is divided into various code segments according to similar types. After
dividing into segments, the instructions in each code segment are marked, which can
bemarked as the following types: vectorized instructions, parallel instructions, scalar
instructions, and special instructions. Each type of instruction can also be subdivided,
and the divided instructions will be respectively time-predicted and dispatched to
the corresponding executor. This code division, marking, and prediction process
will make time prediction more accurate and scheduling more effective. However,
obviously, this instruction-dependent method is time-consuming and may not be
acceptable to users. Due to conditional instructions, not all instructions are executed,
so the method is less efficient.

Dirk et al. [7] considered conditional instructions and adopted branch prediction
methods to predict the probability of instruction execution and then calculate the
instruction’s execution time. This is a dynamic code analysis method. The author
uses a machine learning method to predict the running time of the code instructions.
Compared with the static code analysis method, the prediction process is more intel-
ligent, and the prediction is accurate. However, this method still takes a long time,
and the user experience is not good.

In addition to static code analysis and dynamic code analysis, there are also job
times prediction algorithms based on specific programming languages. Kiran et al.
[8] proposed an algorithm for time prediction using compilation and code analysis
based on R scripts. The algorithm extracts the source code of the R script and the
critical parameters of the configuration file and simulates the execution of the R
source code through the script file to predict the running time. The prediction work
needs to use the token parser and the benchmark data set. The token parser marks
the code, and the marked code is parsed line by line to determine the execution
time of each line. The cumulative prediction time is the overall prediction running
time. Susukita et al. [9] proposed an algorithm that can predict the running time of
MPI programs in an MPI parallel environment and implemented it (BSIM) as an
MPI program to run in the host system. When predicting the running time of the
MPI program, BSIM intercepts the called MPI program to calculate the waiting and
communication time of the program.

Wyatt et al. [10] proposed a more intelligent use of the convolutional neural
network (CNN) algorithm PRIONN to predict the job’s running time. PRIONN
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also uses the job script as the input of the model. Due to the input requirements
of CNN, the job script needs to be converted into a fixed-size image representation
that CNN can recognize. Generally, the job script can be mapped into two struc-
tures, a one-dimensional sequence, and a two-dimensional array. When the job is
mapped into a one-dimensional array, the information in the job script will be flat-
tened into rows, and the character information will be mapped into pixels one by
one. When the job is mapped into a two-dimensional matrix, the position structure
of the original characters in the job script will be retained. The process of mapping
job scripts into image representations must be performed on non-scheduler nodes
to avoid interference with the scheduler. In PRIONN, when the job source code is
mapped into a one-dimensional sequence, a one-dimensional CNN model is used to
train the data. In this model, there are multiple one-dimensional convolutional layer-
pooling layer groups and fully connected layers.Whenmapped to a two-dimensional
matrix, a two-dimensional CNN model is used to train the data. In this model, there
are multiple two-dimensional convolutional layer-pooling layer groups and fully
connected layers. The output of the CNN model in PRIONN is a classifier. The
final predicted job time is related to the nodes in the output layer. Each node in the
output layer is mapped to a time value. The time values corresponding to all output
layer nodes are accumulated to get the job running time. CNN can build a high-
dimensional and very complex but powerful learning model. The job time prediction
obtained from PRIONN will ultimately help the scheduler effectively schedule the
job, thereby improving the utilization of computing resources.

In short, by analyzing the job source code, whether it is a fine-grained predic-
tion of the time of each instruction or a coarse-grained job script as input, good
prediction accuracy can be obtained. However, these methods have some common
shortcomings. First, the underestimation of the prediction is not considered, and then
the predicting process takes a long time. Most importantly, due to permissions, the
source code of the job may not be available.

4 Predict the Running Time of the Job Based on Historical
Logs

Using the job history log to predict the running time is the leading research model
of current time prediction, mainly based on the similar job running time with similar
jobs. The similarity here mainly refers to the similarity of the job feature attributes.
The job attributes usually included in the history log is shown in Table 1. The estimate
in Table 1 is the feature we hope to improve accuracy. It refers to the running time
assigned to the job by the system specified by the user. When the actual running time
of the job is less than this value, the extra time will be wasted, and once the actual
running time of the job is more significant than this value, the job will be killed. So
accuracy will affect the utilization of computing resources.
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Table 1 Common job
attributes and their
interpretation

Attributes Meanings

CPU The number of CPUs required for the job

Elapsed The actual running time of the job

Estimate User estimated job running time

Submit The time when the user submitted the job

Wait Job waiting time

User User name

Job Job name

Tlast2 The running time of the same job submitted in the
last two times

4.1 Use Statistical Methods to Predict Work Time

When predicting the job time, there was much work using statistical methods to
study it. The more famous one is the Last-2 method proposed by Tsafrir et al. [11].
This method is straightforward. It uses the attribute Tlast2 shown in Table 1. For
a job submitted to the queue, its predicted time is the average of the previous two
submissions of the job. The accuracy of this method is minimal, because often the
same job even in the case of the exact resource requirements such as CPU, memory,
therewill be differences in the value of other parameters closely related to the running
time, resulting in a big difference in the actual running time.

Zhang et al. [12] used Hidden Markov Model (HMM) to propose a nonlinear
and non-Gaussian time series prediction model. Before this, most of the time series
prediction assumed a linear relationship between variables, such as the Box-Jenkins
method [13]. Such assumptions would limit the application range of models. HMM
is a method of predicting the running time of a job using the status of a log template.
It assumes that the current job time depends on the time of the previous job. Each
job time has multiple corresponding hidden states, and each hidden state represents
a specific time slice. The final predicted time is the time required to transition from
the initial state to the HMM absorption state.

In addition to the HMM, there is also a statistical model similar to it—Kalman
filter [14]. The difference is that the HMM estimates the maximum posterior prob-
ability of time series predictions and uses noise sources in the prediction process,
while the Kalman filter uses the least square error estimation and removes the noise
source. Kalman filter is a recursive, iterative estimation algorithm. It first predicts
the waveform, then observes the actual value, and finally combines the prediction
and observation process to correct the waveform to obtain the final result.

When using statistical models to predict time series, it should be noted that they
all assume that the job time is subject to a statistical distribution because they are
based on the habit of user submission of jobs and require massive data support.
The regularity of job submission habits in practice is not necessarily evident and
compelling.
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4.2 Predicting Running Time for Specific Types of Jobs

Predicting the running time of a particular type of job generally considers the large
proportion of the job in the system. Research on the running time of this type of job
will indeed help improve the utilization of the system’s computing resources. In the
study ofWU et al. [15], the running time of theVASP job of the TC4600 cluster of the
Supercomputing Center of the University of Science and Technology of China was
analyzed in detail. This job accounted for 43% of the total number, and its machine
time accounted for 46%.

When predicting the running time of a specific job VASP, the author extracted
many unique attributes of the job. For example, KPOINTS and VOLUME represent
the number of atoms inside the grain and the volume of the grain. It can be seen that
these are all attributes that are closely related to the job itself, many of which are
unique to VASP. For VASP, the acquisition of these attributes can help predict job
time. Aiming at the prediction of VASP job time, the author proposes a model IRPA
based on the secondary machine learning method, as shown in Fig. 3.

IRPA is a job time prediction model that combines regression and classification.
This combination is also since more job attributes can be obtained for a specific
job. Otherwise, it is challenging to implement. IRPA first gets three predictions
through three sub-models, namelyRandomForest Regression (RFR), Support Vector
Regression (SVR), and Bayesian Ridge Regression (BRR), and the predicted values
are used as the input of random forest classification (RFC). In RF, the target value
is the closest input value to the actual value, which can be recorded as 0, 1, or 2. At
the same time, we can get three probabilities from RF. The final result considers the
predictions of the three sub-models. It can be described as the following formula:

PV = pv1 ∗ p1 + pv2 ∗ p2 + pv3 + p3
p1 + p2 + p3

(1)

where pv is the predicted value of the sub-model, and p is the predicted probability
of RF.

Fig. 3 IRPA model
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Such a secondary machine learning model comprehensively considers the three
sub-models prediction results so that the prediction performance tends to be stable.
However, as mentioned before, the IRPA model can only be suitable for specific
job types. It requires a large number of job attributes to ensure the accuracy of the
prediction results. If there are few attributes, the prediction results will be poor. At
the same time, IRPA did not consider underestimation.

4.3 Meta-heuristic Optimization Algorithm Predicts Job
Times

Themeta-heuristic optimization algorithm is based on the heuristic algorithm, which
improves the heuristic algorithm. The algorithm is usually constructed by intuition
or experience, and a feasible solution to the problem can be obtained under certain
deviations. It includes an artificial bee colony algorithm (ABC), genetic algorithm,
artificial neural grid algorithm, simulated annealing algorithm, etc. [16].

Pumma et al. [17] used the ABC algorithm and proposed an optimization algo-
rithm with classification and linear regression technology based on a dynamic envi-
ronment to predict job running time. The workflow is mainly divided into three steps:
sampling, workload classification, and job time prediction. The workload is regarded
as a kind of “black box” input. The algorithmdoes not care about the type ofworkload
initially, but uses MICA and Perf for sampling, captures some system parameters of
the load, and classifies the load according to the parameters, such as dense Linear
algebra, N-body method, etc. Then carry out ABC algorithmmodel training for each
type separately. This algorithm has achieved good prediction results, but if the job
to be predicted does not belong to the already classified type, the model will fail.

4.4 Starting from the Data to Improve the Forecasting Effect

There are usually three main parts when predicting the running time of a job: data,
models, and prediction. Therefore, we can start the prediction work from these three
aspects. Fan et al. [18] mainly started from the perspective of data processing,
hoping to improve job time prediction accuracy by optimizing and filtering data.
Much work before this has been devoted to improving the prediction accuracy by
reducing the overestimation of running time but did not solve underestimating. As
we know, underestimating timemeans disastrous consequences. Unfortunately, these
two goals conflict, and improving the prediction accuracy of overestimation may
increase underestimating. Fan Y et al. proposed an online adjustment framework
TRIP. TRIP uses the data truncation capability of the Tobit model [19]. In TRIP, data
that does not meet the conditions will be truncated so that more valuable data brings
more accurate running time predictions. The TRIP model is shown in Fig. 4.
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Fig. 4 TRIP model

In TRIP, for each incoming user job, it first searches whether it is the same user,
finds job sets with the same user name, the same project name, and the same job name
counts the number of job sets and extracts data characteristics. For jobs that reach a
certain number of job thresholds, the model will determine the historical prediction
accuracy of its job set. Only when the number of jobs and the average prediction
accuracy meet a specific requirement, the job to be predicted will use the prediction
time submitted by the user. Otherwise, the model will submit the job to be predicted
to the Tobit regression model. The Tobit model will filter out some data that does not
meet the conditions according to the set conditions to reduce the underestimation
rate while ensuring the prediction accuracy. It is a pity that TRIP does not perform
well in improving accuracy and its prediction effects for different data sets are not
the same.

4.5 Predicting Job Times Based on Clustering Ideas

Predicting job times based on the clustering idea ismore suitable for similar jobs with
similar job running times. Based on the idea of clustering, Xiao et al. [20] proposed
the GA-Sim prediction algorithm, which uses template similarity and KNN to obtain
similar job sets, and then uses SVR to predict job running time. The predicting
process is shown in Fig. 5.

In GA-Sim, the job queue is first separated from long and short jobs. This prelim-
inary division reflects the idea of clustering, and the experiment also proves that
this division is indeed effective. For the divided jobs, search for jobs that meet the
feature template in the historical job collection. The author selects the user name,
group name, queue name, and application name as the parameters of the feature
template to filter the jobs that meet the conditions. Then, according to the numerical
attributes of the job to be predicted, K neighbors of the job to be predicted are found
from the set obtained in the previous step. In this way, the process of “clustering” is
completed, and a set of similar jobs of the job to be predicted is obtained. When K
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Fig. 5 GA-Sim model

neighbors cannot be found, a certain number of neighbor sample points are obtained
from the historical job. Finally, use the similar job set obtained to predict the job’s
running time with the SVR method. SVR is an excellent regression prediction algo-
rithm with strong generalization performance and fast convergence speed. In order
to avoid over-fitting the prediction results and to reduce the underestimation of the
prediction, GA-sim introduces α and β adjustment. Among them, α adjustment uses
the user’s estimated time of job and uses the product of the two as the lower limit of
the prediction, and β adjustment adds regularization. These two adjustment methods
together make the prediction results more reliable. GA-Sim also takes into account
the prediction accuracy and underestimation. The only shortcoming is that it is an
online prediction method. The prediction model is trained in real-time, which may
not be acceptable to users when it takes a long time.

5 Conclusion

This article summarizes and analyzes the relevant algorithms for predicting the job
running time on the HPC platform. It can be divided into two categories: based on the
source code to predict the job times and based on the historical logs to predict the job
times. Analyzing the source code and predicting its running time can achieve better
prediction results, but the most significant limitation of this type of method is the
access rights to the source code, followed by the time-consuming prediction process
and poor user experience. More researchers use historical logs to predict the running
times, such as those using statistical methods, specific types of jobs, heuristics,
optimized data, cluster-based, and so on. It makes good use of the advantages of its
algorithms but has certain shortcomings. In general, an excellent job time prediction
model should have the following threemain characteristics: high prediction accuracy,
low underestimation rate, and short prediction process. In addition, the generalization
performance of the model and whether it is easy to deploy are also issues that should
be considered.
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Effects of Game Perspectives Differences
on Immersion Using Eye Tracking

Peng Li , Xu Jiang , and Xuebai Zhang

Abstract The current development of science and technology has led to more and
more expressions of videogames.To solve the problem thatwhether the differences of
gameperspectives in video gameswill cause the difference of immersion, amethod of
measuring immersion by combining eye tracking and immersion scale was proposed.
The setting of the experiment consisted of participants playing a game from one of
the perspectives and recording their eye movement behavior, then filling out an
immersion scale. The results showed that, in the absence of narrative guidance,
players were more immersed in the third person than in the first person. In addition,
the experimental data also showed that previous gaming experience had an impact
on the difference in immersion caused by perspective. In future work, we will try
more types of games and explore their differences in immersion.

Keywords Video games · Immersion · Eye tracking · First person · Third person

1 Introduction

With the advent of the technological age, the continuous development of video games
has produced a new mode of human–computer interaction. Under this background,
the visual performance of video games has been further developed,which has become
a core topic discussed by game scientists and visual theory researchers. Research on
computer vision has been a key subject of the world’s attention since the twentieth
century, and these related research results are also an important foundation for related
issues such as video games and visual expression. Among these researches, whether
different game perspectives will affect player immersion is one of the key research
topics at present.

Game perspective is one of the important elements in the design of video games.
Currently, there are two mainstream game perspectives to meet the needs of players,
namely the first person perspective and the third person perspective [1]. The first
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person perspective means that the camera is located at the position of the controlled
character’s eyes, allowing the player to perceive the environment and the surrounding
world through the character’s eyes, while the third person perspective means that
the camera dynamically following the controlled character according to the preset
perspective and distance, allowing the player to observe the behavior of the controlled
character. Daniel [2] discussed the visual engagement of players in third person
perspective games, and the results showed that the third person perspective could
create a stronger sense of action simultaneity than the first person perspective. Alena
et al. [3] studied the impact of different preferences in the first person and third
person on immersion in video games, and the questionnaire results showed that
participants were more immersed in the first person than the third person in role-
playing games and game preferences had no effect on the results. Thomas et al. [4]
believed that the first person perspective is a natural way of human visual perception
of the environment. Since the first person perspective is structured, more precise
operations can be completed. However, a fixed perspective can make it difficult to
see your surroundings or parts of your body.Video games overcome this disadvantage
by having a third person perspective, which provides better vision and more control
by being more aware of the environment in the game. Therefore, whether either of
these two perspectives can make players more immersed in the virtual world of the
game needs further research.

In game studies, scholars regarded immersion as an important part of game
experience. At present, there are two main methods to measure immersion. One
is qualitative measurement, such as interview method and questionnaire survey,
etc., and the other is quantitative measurement, such as EEG and eye tracking. Ritu
and Elena [5] divided immersion into five dimensions: time separation, focused
immersion, high enjoyment, control and curiosity. Jennett et al. [6] compiled an
immersive experience questionnaire based on the five dimensions of immersion
based on previous relevant studies, which has become one of the more widely used
immersion scales at present and is also used as a tool to measure immersion in
playing video games. Diego et al. [7] used eye tracking to study the differences
in people’s sense of participation in VR games from different perspectives, and
the experimental results showed that the first person perspective in VR games was
more likely to cause discomfort, but it had a higher sense of immersion than the
third person perspective, although the experimental data showed that the differences
were small. In the past few decades, eye tracking has been applied to various fields.
Gruden [8] analyzed the safety of people’s behavior at traffic lights through eye
movement behavior, and the experimental results showed that the use of digital
devices has a significant impact on people’s attention and a sharp decline in interest
in other street elements. http://apps.webofknowledge.com/OneClickSearch.do?
product=WOS&search_mode=OneClickSearch&excludeEventConfig=ExcludeIf
FromFullRecPage&colName=WOS&SID=6Em3iEsCcYsLN9YjxxU&field=AU&
value=Gruden,%20CSome people also used eye tracking to study how people
inspect their vision and other related issues [9].

For this paper, the main contributions are as follows: try to use the combination
of immersion scale and eye tracking data sampling to explore the difference between

http://apps.webofknowledge.com/OneClickSearch.do%3Fproduct%3DWOS%26search_mode%3DOneClickSearch%26excludeEventConfig%3DExcludeIfFromFullRecPage%26colName%3DWOS%26SID%3D6Em3iEsCcYsLN9YjxxU%26field%3DAU%26value%3DGruden,%2520CSome
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immersion in the first person and the third person. The immersion scale can be
used to understand the direct feelings of the subjects to the greatest extent, and
the immersion level of the subjects can be obtained through the specific form of
questionnaire. However, since the questionnaire relies on the subjective feelings and
cognitive ability of the subjects, the use of the immersion scale alone may lead to
deviation. Eye tracking can be analyzed by measuring physiological data to make up
for the deficiencies of the immersion scale.

2 Theoretical Basis

2.1 Immersion

Immersion is a virtual feeling concept, and it is also a goal of entertainment art.
For the definition of immersion, Csikszentmihalyi, an American psychologist, put
forward the flow theory in the 1970s. He assumed that individual abilities and skills
were taken as theX-axis and event challenges as theY-axis to establish the coordinate
system and set up the flow model. When the individual’s abilities and skills are close
to the challenges they are exposed to, they will enter a state of flow. Flow refers to a
state where a person is fully engaged or involved in a certain activity. In this special
state, the human ignores all irrelevant emotions and thoughts and enters a state of
immersion [10].

Later, Csikszentmihalyi [11] improved the study of flow theory in the 1990s and
put forward a three-channel model of flow theory, which is that the emergence of
flow is related to the challenge difficulty of the activity and the skill level of the
individual, and the best experience of the activity is when the challenge difficulty
and the skill level of the individual reach a balance.

The flow theory was later applied to the field of games, and it was used by game
designers to study the player’s pleasure in the game, and strive to make the player
obtain this pleasure through various methods. Jenova proposed Csikszentmihalyi’s
flow theory [12] that can be implemented in games. In order to maintain flow, he
implements dynamic difficulty adjustment in the game, so that the difficulty and
ability are always at a balance point.

2.2 Eye Tracking

Eye tracking refers to the tracking of eye movement by measuring the position of
the eye fixation point or the movement of the eye relative to the head.

Eye-Mind Hypothesis. Research theories on eye tracking mainly come from
the eye-mind hypothesis, which claims that changes in people’s eyes can reflect
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people’s mental processes [13]. Under this hypothesis, researchers can observe the
eye movement state of subjects to analyze the subjects cognitive process.

Eye Tracker. Eye tracker is a device that can measure the gaze position and
movement information of the eyeball, which is widely used in the field of vision
and psychology. As early as in the nineteenth century, eye tracker and its tracking
technology were used to study people’s mental activities by observing their eye
movements, and to explore the correlation between eye movements and people’s
mental activities by analyzing the tracked eye movement behavior data [14]. Jennett
et al. [5] believed that when players are in the immersive state, their attention will
be more concentrated and the number of fixations will be less than that in the non-
immersive state. When using eye tracking to study game immersion, they compared
the number of fixations in immersive task and non-immersive task, and found that the
difference was significant. The experimental results proved that eye tracking could
be well applied to the study of game immersion.

2.3 Game Perspective

The choice of game perspective is a very important decision in game design. The
current popular perspectives include the first person perspective, the third person
perspective, the oblique 45 degree perspective, the overlooking perspective, etc. [1].
These different game perspectives can bring different game experiences.

First Person Perspective. The camera in a first person game is scheduled based
on the eyes of the character you control, with a smaller field of view but a more
detailed view of the environment. This kind of perspective is often used in shooting
games, where most people don’t see the character they’re controlling.

Third Person Perspective. The third person perspective game is one of the most
primitive game types. It is a game in which the player observes characters and actions
in the scene from the perspective of an observer. This game perspective is usually
above the game character controlled by the player. It conforms to people’s visual
habits, and is also themost suitable visual angle for people to observe the environment
and game screens. So third person gameswere and are very popularwith international
game companies.

3 Experiment Design

3.1 Experimental Instruments and Subjects

Experimental Instruments: The environment of this experiment is the lowest equip-
ment that can smoothly run the eye tracker. The main experimental environmental
parameters are subject to this, so as to ensure the smooth operation of the eye tracking
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device and the smooth operation of the experiment. The experimental environment
is as follows:

1. Computer configuration: CPU: Intel (R) I7-8750H; RAM: 16 g; Graphics card:
GTX1070; Operating system: Windows10 64bit; Monitor: 17.3 in.

2. Eye Tracker: Model: Tobii Eye Tracker 4C; Refresh rate: 90 Hz; Distance
between eyes and screen: 60–80 cm.

Subjects: Thirty-four undergraduate and graduate students from Xiamen Univer-
sity of Technology were recruited randomly, including 2 invalid subjects who failed
to collect data and 32 effective subjects, including 17 males and 15 females. They
are between 19 and 30 years old. All subjects had normal visual acuity or corrected
visual acuity, and had no color blindness or color weakness. Similar experiments had
not been done before.

3.2 Game Selection

We chose games that could use both perspectives at the same time, especially games
where the gamemechanics didn’t change significantly due to a change in perspective
or presentation. We also looked for games that don’t explicitly appeal to a particular
gender. Based on this principle, we initially chose Minecraft and Grand Theft Auto
V (GTAV), but later found that some of the participants were less receptive to the
pixel style in Minecraft, so they ended up using GTAV. In this experiment, the first
person and third person perspectives of “GTAV” will be used. In addition, the game
has a lot of freedom and the experimental process does not involve the plot part.

3.3 Experimental Preset Process

Before the start of the experiment, we assumed that the immersion of the third person
is higher than that of the first person without the guidance of the plot. And the Likert
7-level scale was used in this experiment.

Thirty-four undergraduate and graduate students from Xiamen University of
Technology were randomly recruited. The preset process of each subject was as
follows:

1. First, fill in the questionnaire to understand the game experience and game level
of the subjects.

2. The subject sits at a distance of 60–80 cm from the eye tracker and the screen,
with his eyes at the height of the center of the screen.
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3. Record the subject number, perform head adjustment and eye tracking cali-
bration, and inform the subject that the calibration is over when the accuracy
is within the allowable error. In addition, the subjects were asked not to do
too much movement as far as possible, so as not to affect the subsequent data
collection.

4. Let the subjects draw the perspective number to decide the playing perspective.
Before the experiment, the subjects were asked to enter the game in advance to
familiarize themselves with the game operation, which lasted 15–20 min.

5. When the subjects think they can play without obstacles, they start the exper-
iment formally and collect data. This process takes 15–20 min. In the whole
experiment, there is no plot or text reading involved.

6. At the end of the experiment, the subject stops the game and closes his eyes.
When data collection stopped, subjects were told to open their eyes. Fill out the
Immersion Scale.

7. After the experiment, let the subjects receive the gifts.

4 Results Analysis

In general, both the eye tracking data and the immersion scale results support the
original hypothesis that the third person perspective is more immersive than the first
person perspective without the guidance of the plot.

The overall results of eye tracking data are shown in Table 1. The table shows the
comparison between the number of fixations and fixation duration (unit: ms) under
different perspectives.

Mean number of fixations per minute: T-test was used to get the result: t =
2.318 > t0.05(25) = 1.708, P = 0.01 < 0.05. Therefore, in the mean number
of fixations, the mean number of fixations from the third person perspective was
significantly less than that from the first person perspective.

Mean number of fixation duration per point: t test was used to get the result:
t = 1.13 > t0.05(30) = 1.697, P = 0.13 > 0.05. Therefore, in the mean number
of fixation duration per point, there was no significant difference between the third
person perspective and the first person perspective.

Table 1 Comparison between the number of fixations and fixations on the market from different
perspectives. 1

Mean number of fixations per
minute

Mean number of fixation
duration per point

Mean Std. Dev Mean Std. Dev

First person perspective 65.09 6.74 676.30 100.93

Third person perspective 57.58 11.07 726.11 144.17
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Then, two-wayANOVA is used to analyze the impact of previous game experience
on immersion caused by perspective differences, and the following results can be
obtained.

There was a significant difference in the mean number of fixations per minute
between first person and third person perspectives (F(1, 28) = 5.526, P = 0.026);
However, the effect of player experience was not significant (F(1, 28) = 0.597,
P = 0.446); However, the interaction between these two factors was significant
(F(1, 28) = 9.138, P = 0.005). Among the 17 samples without gaming experience,
the mean number of fixations per minute from the first person perspective (69.91)
was significantly higher than that from the third person perspective (54.31), while
among the 15 samples with gaming experience, the mean number of fixations per
minute from the first person perspective (58.89) was slightly lower than that from
the third person perspective (60.84). The specific data are shown in Fig. 1.

There was no significant difference in mean fixation duration per point between
first person and third person perspectives (F(1, 28) = 1.357, P = 0.254); Whether
the player has experience or not has no significant effect on themean fixation duration
per point (F(1, 28) = 0.001, P = 0.973); However, the interaction between these
two factors is very significant (F(1, 28) = 22.001, P = 0.000). Among the 17
samples with no gaming experience, the mean fixation duration per point from the
first person perspective (606.6)was significantly lower than that from the third person
perspective (806.93), while among the 15 samples with gaming experience, the mean

Fig. 1 Mean number of fixations per minute
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Fig. 2 Mean number of fixation duration per point

fixation duration per point from the first person perspective (765.91) was higher than
that from the third person perspective (645.29). The specific data are shown in Fig. 2.

At the end of the experiment, there were 32 complete immersion scales, including
16 for the first person perspective and 16 for the third person perspective. The immer-
sion values under different perspectives are analyzed from six dimensions, and the
results are shown in Table 2.

Table 2 Comparison between the number of fixations and fixations on the market from different
perspectives

First person perspective Third person perspective

Mean Std. Dev Mean Std. Dev

Total immersion 99.38 20.72 113.56 18.1614

Basic attention 17.62 4.05 20.81 2.86

Temporal dissociation 15.75 3.92 18.38 4.62

Transportation 20.94 5.32 24.31 4.25

Challenge 12.81 3.27 14.19 2.51

Emotional involvement 12.31 3.07 13.81 3.33

Enjoyment 19.94 4.37 22.06 5.69
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Total immersion: T-test was used, and the result was: t = 2.05 > t0.05(29) =
1.699, P = 0.02 < 0.05. Therefore, in total immersion, the total immersion score
of the third person perspective was significantly higher than that of the first person
perspective.

In summary, through relevant data analysis, it is found that the third person
perspective and the first person perspective have significant differences in the mean
number of fixations per minute in eye tracking data. Analyses of the experimental
data suggest that in video games without plot guidance, the third person perspective
is more immersive than the first person perspective. In addition, through two-way
ANOVAof the immersion scale, experienced players weremore immersed in the first
person than inexperienced players, and inexperienced players were more immersed
in the third person than experienced players.

5 Conclusions

Through a further understanding of immersion in games, it is helpful to design the
virtual environment in games and design a more immersive visual representation, so
as to improve the game experience of players and improve the efficiency of learning
in games. In this article, we have raised the issue of immersion differences in playing
video games (such as “GTAV”) from different perspectives. The differences were
analyzed by the combination of immersion scale and eye tracking data. Based on
the analysis of the collected samples, the following conclusions were drawn: in
the absence of plot guidance, the subjects were more immersed in the third person
perspective; in addition, whether they had previous game experience had an impact
on the immersion of the difference in perspective. In the future, we will test more
games, including more plot and interaction elements.
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A Tolerance Classes Partition-Based
Re-Definition of the Rough
Approximations for Incomplete
Information System

Lei Wang , Bin Liu , Xiangxiang Cai , and Chong Wang

Abstract The information with missing attribute value is known as the incomplete
information system. In an incomplete information system, there exist tolerance rela-
tions satisfying reflexivity and symmetry among objects in the universe of discourse
and the tolerance classes for each object can be derived from the tolerance relation
directly. Generally speaking, the tolerance classes of all objects can form some cover-
ages of the universe. The research of this paper is based on the tolerance classes of
each object in the incomplete information system. Firstly, a method is proposed in
which a partition of the universe is constructed by using tolerance classes of objects.
Then, the upper and lower approximations of concept, i.e., a subset of universe, is
re-defined on the basis of acquisition of the partition of the universe using proposed
method and this new definition can improve the approximation accuracy of concept
effectively compared to the traditional definition. Finally, an illustrated example is
exhibited for demonstrating the method to obtain a partition to universe by tolerance
class as well as the calculation of the rough approximations of concept based on the
partition of universe by tolerance class.

Keywords Tolerance relation · Tolerance class · Partition · Lower approximation ·
Upper approximation

1 Introduction

The rough set theory, proposed by Pawlak [1, 2] nearly 40 years ago, is a well-
known mathematics approach for data analysis, pattern recognition [3], knowledge
update/discovery [4, 5], decision making [6, 7] and machine learning [8, 9]. The
classical rough set theory is based on the partition by the equivalent class and it
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regarded that objects described by the same value on each attribute are indiscernible.
All the indiscernible objects constitute an equivalent class or an elementary set. Any
subset of universe of discourse, either being a union of some equivalent classes, is
called crisp set, or being a rough set, which could be characterized by twain crisp
sets, namely, lower approximation and upper approximations [1, 2, 10].

However, indiscernibility relation must have three properties, namely, reflexivity,
symmetry and transitivity at the same time, this limits the real application of classical
rough sets. The various extended rough set models have been proposed in succes-
sion through the various binary relation such as neighborhood relation, tolerance
relation (reflexivity, symmetry) and preference relation (reflexivity, asymmetry and
transitivity). A complete information system will turn into an incomplete informa-
tion system owing to the missing of attribute value on some attributes. The defini-
tion of tolerance relation was proposed by Kryszkiewicz in incomplete information
systems in 1998 [11, 12] and it was applied to relative attribute reduction. Leung
and Li [13] proposed one computing approach for relative reduction of each object
by employing maximal consistent block. Du and Hu dealt with approaches of reduc-
tion for attributes in an incomplete ordered information systems, in which certain
attribute values maybe lost or absent [14].

For this paper, by utilizing tolerance classes of objects, we discuss re-definition
of lower and upper approximations and their computation for incomplete informa-
tion system. In Sect. 2, the fundamental concepts such as tolerance relation/class,
maximal tolerance class as well as the definitions of low and upper approximations
on the basis of similarity class are briefly introduced. In Sect. 3, the method for
finding out one partition by the tolerance classes is discussed firstly. Then a novel
re-definition of low and upper approximation of subset of universe is proposed on the
partition by tolerance classes and their computational approach is given. By using
this new definition of approximations, the approximation accuracy of concept can
be improved compared to the existing definition of approximations which is based
on the coverage of similarity classes. In Sect. 4, a numerical example is exhibited
for illustrating the method to find out a partition to universe which is comprised
of several tolerance classes and the calculation process of rough approximations of
concept on the universe partition.

2 Preliminary

Some basic concepts, notations about incomplete decision information systems are
outlined briefly [10–13].

A quadruple (U,C ∪{d}, V, f ) denotes an information system,U andC are non-
empty finite sets of objects and condition attributes, respectively. {d} is a decision
attributewithC∩{d}=φ;V=VC∪V{d}, whereVC andV{d} represent set of conditional
attribute values and set of decision attribute values, respectively; f :U ×C∪{d} → V
expressesmapping fromU×C∪{d} toV such that each object from universe has one
attribute-value in every attribute. Owing to lose or absent of attribute value on some
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attribute, the decision information systems with missing value in some attributes
is called incomplete decision information systems (for short, IDIS). Generally, the
missing value is denoted as ‘*’ in IDIS, indicating that the values on certain attributes
holds unknown.

In an IDIS, I DI S = { U,C ∪ {d}, V, f } , AT ⊆ C , similarity relation SIM(AT )
on U is defined as shown below [11, 12].

SI M(AT )

= {(u, v) ∈ U ×U ∀a ∈ AT, f (u, a)

= f (v, y)or f (u, a) = ∗ or f (v, a) = ∗}} (1)

RAT (u) = {v ∈ U |(u, v) ∈ SI M(AT ) }is called similarity class of object u. It is
apparent that a certain object maybe belongs to at least two tolerance classes or to
more. Therefore, the similar classes in an IIS are inherently overlapping.

X ⊆ U is a subset of U, we call X a tolerance class w.r.t (with respect to) AT if
∀ u, v ∈ X → (u, v) ∈ SI M(AT ). If there is no subset Z ⊆ U such that X ⊂ Z
and Z is a tolerance class w.r.t AT, then X is named as one maximal tolerance class
of AT [10, 13]. The maximal tolerance class is the set of the maximum number
of objects, in which the arbitrary two objects are similar. It is obvious that all the
maximal tolerance classes can form a coverage of universe U [13].

The set of all the tolerance classes determined by AT is denoted as KAT (except
for singleton set) and the set of all the maximal tolerance classes by AT is denoted
as TAT .

Generally, the tolerance class which includes object x w.r.t to AT and the maximal
tolerance class which contains object x with respect to AT are not unique.

To attribute set AT, the set of all tolerance classes which include object x and the
set of all maximal tolerance classes which contain object u is denoted as KAT (x) and
TAT (x), respectively [13].

KAT (x) = {X ⊆ U ∧ u ∈ X |∀u, v ∈ X , (u, v) ∈ SI M(AT )} (2)

TAT (x) = {X ∈ TAT ∧ x ∈ X} (3)

It is obvious that: KAT (x) ⊆ KAT ,TAT (x) ⊆ TAT and TAT (x) ⊆ KAT (x).

Definition 1 [11] I DI S = { U,C∪{d}, V, f } is an incomplete information system,
AT ⊆ C . Lower and upper approximations on subset X of U are defined as
followings:

Appr
AT

(X) = {x ∈ X |RAT (x) ⊆ X} (4)

Appr AT (X)={x ∈ X |RAT (X) ∩ X �= φ} (5)
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3 The Tolerance Classes Partition-Based Definition
of the Approximations

Generally, several tolerance classes can form a coverage of universe. Inspired by the
partition of equivalent classes, we intend to partition the universe of discourse by
usage of the tolerance classes owing to all the objects in one tolerance class are the
same to attribute set A. The partition of universe by tolerance classes is investigated
in this section and then a new definition of approximations of concept is proposed
and the new definition can result in a bigger approximation accuracy of concept.

Since the tolerance relation need satisfy reflexivity and symmetry meanwhile, the
tolerance relation can be charactered via an undirected graphG= (V, E), among this
G, V being the set of vertices, which represent objects, and E being the set of edges
connecting vertices among which there exist tolerance relation. Moreover, it is easy
to verify that there exists at least one complete sub-graph of the undigraph G, which
represents maximal tolerance class of all tolerance classes in universe U.

Example 1 There is an incomplete information table, as shown in Table
1.U = { u1,u2,u3,u4,u5} ,C = { att1,att2,att3,d} .

All the tolerance relations can be derived from Table 1 by Formula (1).
SI M(AT )

= {(u1, u1), (u2, u2), (u3, u3), (u4, u4), (u5, u5),
(u1, u2), (u2, u1), (u1, u5), (u5, u1), (u2, u5),

(u5, u2), (u2, u4), (u4, u2), (u3, u4), (u4, u3)}.
Then we have:

KAT = { {u1, u2, u5}, {u2, u4}, {u3, u4}, {u1, u2},
{u2, u5}, {u1, u5}, {u1}, {u2}, {u3}, {u4}, {u5}}

TAT = { {u1, u2, u5), {u2, u4}, {u3, u4}}

.
The graph of tolerance relation SI M(AT ) and the corresponding complete sub-

graphs of all its maximal tolerance classes, i.e.,TAT , are as shown in Fig. 1.

Table 1 An Incomplete information table

U att1 att2 att3 d

u1 * 0 * 1

u2 0 0 4 1

u3 3 0 1 *

u4 3 0 * 1

u5 1 * 4 1
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Fig. 1 A tolerance relation graph and the corresponding complete subgraphs of all its maximal
tolerance classes

3.1 Partition of Universe by Tolerance Classes

Each tolerance relation in one tolerance class satisfies reflexivity, symmetry and
transitivity simultaneously, so tolerance class is similar to equivalent class. Whether
a number of tolerance classes can be found out from all the tolerance classes, so that
these tolerance classes can constitute a partition of the universe U, namely:

πAT = { Xk |Xk ∈KAT ∧ (∀Xi , X j ∈ πAT ∧ i �= j → Xi ∩ X j=φ) ∧
⋃

i

Xi = U}

(6)

It is obvious that: πAT ⊆ KAT .
For this reason, a method is examined, in which several tolerance classes are

chosen from all the tolerance classes and they can constitute one partition of the
universe. The process of the method is as following.

Firstly, the tolerance relation undirected graph G is obtained by the tolerance
relation in an IDIS.

Secondly, the maximal complete subgraph g can be found out from the graph
G: If there exist multiple maximal complete sub-graphs of the G, then select this
one which contains the biggest number of vertices; If there exist multiple maximal
complete subgraphs with the same number of vertices, then select one whose vertices
associate the largest number of edges except for its own edges.

Thirdly, all the vertices and the edges which are associated with these vertices in
the maximal complete subgraph g are removed from the graph G one by one. Thus,
an updated tolerance relation undirected graph G’ can be obtained.

Fourthly, a maximal complete subgraph can be found out over again from the
graph G’, and so on, until the tolerance relation undirected graph becomes an empty
graph.

Example 2 (Continuation of Example 1). In IDIS of Example 3.1, one partition by
tolerance classes to AT, denoted as πAT , is not difficult to be found out in terms of
the above-mentioned procedures, namely, πAT={{u1, u2, u5}, {u3, u4}}.

The graph of tolerance relation SI M(AT ), one partition πAT are as shown in
Fig. 2.
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Fig. 2 A tolerance relation graph and its complete subgraphs corresponding to one partition

3.2 The Re-Definition of Approximations Based on Partition

A re-definition of the rough approximations of the subset of universe U is given on
the basis of partition of universe U by tolerance classes.

Definition 2 I I S = (U,C, V, f ), AT ⊆ C, X ⊆ U, KAT denotes set of all the
tolerance classes determined by AT and πAT (see Formula 6) represents one partition
of the universe U.

appr
AT

(X) =
⋃

Z∈KAT ∧Z⊆X

Z={x |x ∈ Z ∧ Z ∈ KAT ∧ Z ⊆ X} (7)

appr AT (X) =
⋃

Z∈πAT ∧Z∩X �=φ

Z={x |x ∈ Z ∧ Z ∈ πAT ∧ Z ∩ X �= φ} (8)

Property 1 In an I I S = (U,C, V, f ), for arbitrary X ⊆ U and AT ⊆ C , the
following two formulae hold.

appr
AT

(X) ⊇ Appr
AT

(X) (9)

appr AT (X) ⊆ Appr AT (X) (10)

Proof For RAT (u) = ∪{Z |Z ∈ KAT (u) }, we have πAT ⊆ KAT .
Suppose u ∈ Appr

AT
(X), in terms of Formula (4), RAT (u) ⊆ X holds. It follows

that.
RAT (u)=∪{ Z |Z ∈ KAT (u)} ⊆ X . So, for any Z ∈ KAT (u),x ∈ Z and Z ⊆ X .

Hence, u ∈ appr
AT

(X). Therefore, Appr
AT

(X) ⊆ appr
AT

(X).
We prove Formula (10):
Appr AT (X)= ∪ {RAT (u)|u ∈ X }= ∪ {∪{Z |Z ∈ KAT (u) }|u ∈ X }
= ∪ {Z ∈ KAT |Z ∩ X �= φ } ⊇ ∪{Z ∈ πAT |Z ∩ X �= φ } = appr AT (X)

.

Therefore, appr AT (X) ⊆ Appr AT (X). This completes the proof.

Example 3 (Continuation of Example 1). In IDIS of Example 1, let
X={u1,u2,u3,u5} . The approximations of subset X are computed according to
Definition 1 and Definition 2 respectively.
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Appr
AT

(X) = {u ∈ X |RAT (u) ⊆ X} = {u1, u5}.

Appr AT (X)={u ∈ X |RAT (X) ∩ X �= φ} = { u1, u2, u3, u4, u5} .

appr
AT

(X) = ⋃
Z∈KAT ∧Z⊆X

Z={u|u ∈ Z ∧ Z ∈ KAT ∧ Z ⊆ X} = { u1,u2,u5} .

appr AT (X) =
⋃

Z∈πAT ∧Z∩X �=φ

Z = {u|u ∈ Z ∧ Z ∈ πAT ∧ Z ∩ X �= φ}

= {u1, u2, u3, u4, u5}

So, the approximation accuracies of concept X in terms of Definition 1 is:

μ
de f 1
AT (X) =

∣∣∣Appr
AT

(X)

∣∣∣
∣∣ApprAT (X)

∣∣ = 2/5 = 0.4.

And the approximation accuracy of concept X in terms of Definition 2 is:

μ
de f 2
AT (X) =

∣∣∣appr
AT

(X)

∣∣∣
|apprAT (X)| = 3/5 = 0.6.

Among them, |•| represents the cardinal of one set.
Apparently, μde f 1

AT (X) < μ
de f 2
AT (X).

The imprecision of a given concept is caused by the difference of its upper approx-
imation and its low approximation, called the boundary region. The approximation
accuracy for a concept X can indicate the size of its boundary region. The bigger the
approximation accuracy of X, the little the boundary region and the imprecision of
X.

4 The Algorithm for Acquisition of a Partition by Utilizing
Tolerance Classes

The algorithm for acquiring one partition by using tolerance classes is constructed
as follows. Moreover, an illustrate numerical instance is demonstrated to elaborate
the application in computation of the low and upper approximations of subset of
universe.
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4.1 The Algorithm for Acquiring One Partition by Tolerance
Classes

The algorithm for acquisition of one partition by using tolerance classes is as
following.

Algorithm 1. The algorithm for acquisition of tolerance classes-based partition.
Input: I I S = (U,C, V, f ),SI M(A),n = |U |.
Output: one partition πA by tolerance classes.

Step 1 To represent the tolerance relation undirected graph G by using n×n order
adjacent matrix.
Step 2 If (n!=0) Goto Step3; else Goto Step 10.
Step 3 To find the maximal complete sub-graph g from the graph G.
Step 4 If there exist multiple maximal complete sub-graphs of the graph G:
g1, g2, · · · gm then select the onewhich contains themaximumnumber of vertices,
g = max

vertex
(g1, g2, · · · gm).

Step 5 If there exist multiple maximal complete subgraphs with the same
number of vertices: f1, f2, · · · ft , then select the one whose vertices asso-
ciate the largest number of edges except for its own edges namely, g =

max
associated edges

( f1, f2, · · · ft ).
Step 6 To output the g and to record all the vertices mi (i=1,2,…,n1) of the
subgraph g.
Step 7 To update graph G: for each vertex mi, to delete all the edges associated
with it and then to delete vertex mi.
Step 8 To update the value of n.
Step 9 Goto Step 2.
Step 10 The algorithm1 is finished.

4.2 Illustrative Example

Considering the following example, an IDIS is shown in Table 2,

U = { i1, i2, · · · , i13, i14} , AT = { at1, at2, at3, at4} ,

X = { i1, i2, i3, i4, i7, i8, i9, i10, i11, i12, i13, i14} .

1. The tolerance relations to attribute AT can be gotten from Table 2.

SI M(AT )

= {(i1, i1), (i2, i2), (i3, i3), (i4, i4), (i5, i5), (i6, i6), (i7, i7), (i8, i8), (i9, i9),

(i10, i10), (i11, i11), (i12, i12), (i13, i13), (i14, i14), (i1, i2), (i1, i3), (i1, i4),

(i2, i3), (i2, i4), (i3, i4), (i5, i6), (i5, i7), (i5, i8), (i5, i9), (x6, x7), (x6, x8), (i6, i9),
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Table 2 The Incomplete information table for illustrative example

U at1 at2 at3 at4

i1 3 2 0 *

i 2 * * 0 1

i 3 3 2 * 1

i 4 * 2 0 1

i 5 * 5 * 3

i 6 2 5 0 *

i 7 2 * * 3

i 8 * 5 0 *

i 9 2 5 * 3

i 10 1 * * 0

i 11 * 2 * 0

i 12 3 2 1 *

i 13 * 2 1 1

i 14 3 * * 1

(i7, i8), (i7, i9), (i8, i9), (i10, i11), (i12, i13), (i12, i14), (i13, i14), (i1, i11), (i2, i6),

(i2, i8), (i2, i14), (i3, i12), (i3, i13), (i3, i14), (i4, i14), (i8, i10), (i8, i14), (i11, i12),

(i2, i1), (i3, i1), (i4, i1), (i3, i2), (i4, i2), (i4, i3), (i6, i5), (i7, i5), (i8, i5), (i9, i5),

(i7, i6), (i8, i6), (i9, i6), (i8, i7), (i9, i7), (i9, i8), (i11, i10), (i13, i12), (i14, i12),

(i14, i13), (i11, i1), (i6, i2), (i8, i2), (i14, i2), (i12, i3), (i13, i3), (i14, i3),

(i14, i4), (i10, i8), (i14, i8), (i12, i11)}

2. According to the Algorithm 1, the following one partition by tolerance classes
is obtained:

πAT = { E1,E2,E3,E4}
E1 = { i5,i6,i7,i8,i9} .
E2 = { i1,i2,i3,i4} .
E3 = { i12,i13,i14} .
E4 = { i10,i11} .

3. The low and upper approximations of concept X in terms of Definition 2 is as
follows.

appr
AT

(X) =
⋃

Z∈KAT ∧Z⊆X

Z={i |i ∈ Z ∧ Z ∈ KAT ∧ Z ⊆ X}=E2 ∪ E3 ∪ E4

= {i1, i2, i3, i4, i10, i11, i12, i13, i14}
.

appr A(X) = ⋃
Z∈πAT ∧Z∩X �=φ

Z={i |i ∈ Z ∧ Z ∈ πAT ∧ Z ∩ X �= φ}=E1 ∪ E2 ∪
E3 ∪ E4 = U .
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5 Conclusions

Incompleteness is a universal feature of information systems for various reasons
in real applications. The principal motivation of this paper aims at constructing a
partition of the universe by using tolerance classes in incomplete information systems
and to redefine rough approximations of concept on the basis of the partition of the
universe. Theoretical analysis and numerical examples show that this new definition
has a finer performance in the approximation accuracy of concept than the previous
definition. The dynamic update of the approximations according to the new definition
while the object set varies is to be investigated in the further research.
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A Cyber Security Situational Awareness
Extraction Method Oriented
to Imbalanced Samples

Kun Yin , Yu Yang , and Chengpeng Yao

Abstract Due to the cyber security data contains a small proportion of attack data
that cannot be effectively detected, and it is difficult for the traditional cyber security
situation element acquisition model to extract accurate situation data from it. There-
fore, this paper proposes a situational extractionmethod for uneven samples based on
deep learning. First, use the CNN classifier to extract the characteristics of the cyber
security data to obtain the classification accuracy of the original data set. Then, the
deep convolution generation confrontation network (DCGAN) generates a uniform
training data set on the basis of the original data set for small samples, and maps
the network data to a two-dimensional matrix, which solves the problem of insuf-
ficient samples and sample imbalance; finally, Based on the balanced training data
set, experiments are carried out on small samples through transfer learning. Experi-
ments on the benchmark data set KDD’99 show that the data processing methods of
transfer learning for small samples of R2L and U2R can obtain classification accu-
racy of 97.10% and 87.86%, respectively. Compared with the traditional model, the
classification accuracy has been significantly improved.

Keywords Cyber security · Deep convolutional generative adversarial network ·
Transfer learning · Situation extraction

1 Introduction

1.1 A Subsection Sample

Situation extraction is a very important part of cyber security situation awareness
[1]. Mature and complete situation extraction methods can prevent Internet-based
attacks, misuse, or negligence. The situation extraction scheme of machine learning
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has been developed to identify various legitimate network activities and potential
threats [2]. The inability to correctly identify the feature distribution of different
attack types results in insufficient generalization ability of the model and the sample
cannot be correctly identified, and it is difficult to ensure the accurate acquisition of
situation extraction.

At the same time, the design and implementation of a cyber security situation
extraction scheme based on machine learning also face some challenges.

1. Traditional intrusion detection methods often use dimensionality reduction,
compression and filtering techniques to eliminate detection noise when dealing
with imbalancedmulti-dimensional data points. Such a processingmethod tends
to ignore the hidden important information when extracting the features of
complex sample data, resulting in a higher false detection rate.

2. Deep learning usually requires a lot of labeled data to train general models.
The pre-training data and test data of the neural network have different basic
distributions. Therefore, it often takes a lot of work to collect and label training
data. Especially under the current complex network and the replacement of a
large amount of data generated by network operations, it is almost impossible
to restart training the neural network to process data.

3. In order to ensure the efficiency and accuracy of situation extraction, it is neces-
sary to preprocess the imbalanced data to improve the processing accuracy of
small sample data. For example, repeated attacks are usually hidden in small
network traffic [3]. If such attacks are not detected, the attacker can send a large
number of offensivemessages to the user, leaving hidden dangers in the attacked
system. Therefore, the processing of small sample data is very important.

On the basis of theoretical experiments, this paper adopts themethod of combining
deep convolution generation adversarial network and migration learning to extract
unlabeled imbalanced data from one or more source tasks in advance, and solves the
problem of serious imbalance of training data. Then through transfer learning, based
on the correlation between the source domain and the target domain, knowledge
is transferred from the source domain to improve the detection performance of the
model in the target domain.

In order to solve the problem of the lack of correct labeling of training samples,
we use the deep convolutional generation confrontation network (DCGAN) [4] to
generate satisfactory training data from the original samples, and at the same time,
use the deep convolution generation confrontation network (DCGAN) to deal with
small sample data Expand on the basis of the original data to get a balanced training
set. Since DCGAN is more suitable for image processing, cyber security data needs
to be pre-processed, and the Mahalanobis distance (Mahalanobis distance) is used
to map the cyber security data into two-dimensional data. Therefore, DCGAN can
be used to compress the measured threat samples.

The comprehensive detection accuracy of our proposed model on the KDD’99
dataset has reached 95.52%. In proportion, the detection accuracy of the other six
popular learning methods [5] (SVM, random tree, random forest, NB tree, naive,
Bayes and J48) on the KDD’99 data set is less than 94%. The rest of the structure
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here is as follows. The second part introduces relevant background information and
existing research solution. The fourth section discusses our experimental results.
Finally, here is a summary in the fifth section.

2 Related Work

In recent years, the development of cyber security situational awareness has begun to
be combined with machine learning. For example, Liu et al. [6] studied the element
acquisition model based on Extreme Learning Machine (ELM), and Ding et al. [7]
Using Support Vector Machine (SVM) as the feature acquisition model, Yang et al.
[8] studied the feature acquisition model based on back propagation (BP, Back prop-
agation). The above element acquisition model has the advantages of fast learning
speed and good generalization ability; butwhen the amount of network data continues
to increase, the accuracy and speed of element classification will be lost and reduced
to varying degrees, and they all belong to a shallow structure and have the ability
to represent limited. In order to solve the problem of insufficient fitting ability, deep
learning has gradually replaced the dominant position ofmachine learning in the field
of cyber security situational awareness. For example, some scholars have applied
Convolutional Neural Network (CNN) to cyber security situation extraction [9] This
method can better extract data features, it can effectively improve the classifica-
tion accuracy and reduce the complexity of the model. Jiang et al. [10] input the
paired standard (source+ standard target) and generated (source+ generated target)
patterns into the discriminator, not only by distinguishing true and false to optimize,
but also the input pair Correctly classify the class label assignment. Seeliger et al. [11]
create images similar to the presented stimulus image through a previously trained
generator. Zhuang et al. [12] compared the transfer learning models and proved the
feasibility of transfer learning and the importance of choosing the correct transfer
learning model.

3 Method Implementation

The extraction of cyber security situation elements is essential to classify situation
elements. The block diagram of the model is shown in Fig. 1. The improved CNN
classifier model is used to learn sample features for all samples, and then according
to the sample size and the classification accuracy obtained by the classifier Divide
the sample into large samples (the amount of sample data is large, usually accounting
for more than 10% of the total sample, the classifier index is superior), small samples
(the number of samples and the number of large samples are quite different, which
affects the accuracy of the classifier, usually accounting for The ratio is between 2 and
5% of the total sample, and the accuracy of the classifier is not ideal) and ultra-small
samples (the amount of sample data is extremely small, usually accounting for about
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Fig. 1 The structure of the model proposed in this article

1% of the total sample, and the classifier cannot train meaningful classification, The
classification accuracy is almost 0). Because the overall dimensions of the sample
are imbalanced, relying on the strong fitting ability of the CNN classifier, a better
classification accuracy of large samples has been obtained, but this approach will
inevitably lead to the classification accuracy of small samples It is not ideal and needs
further optimization. Through theoretical demonstration and experimental practice,
specific measures are obtained: through the combination of DCGAN and transfer
learning, first use the sample expander Deep Convolutional Generative Adversarial
Networks (DCGAN) to train ultra-small samples The set is expanded to obtain a
training set with balanced sample size, and then combined with migration learning
to fine-tune the classifier to achieve the goal of achieving the same effect of small
sample learning under the condition of short iterations and insufficient samples, and
obtain a new adaptive small sample The CNN classifier improves the classification
accuracy of small samples. This model is mainly divided into the following 4 steps:

Step ➀: Data set preprocessing, processing the original one-dimensional network
traffic data set into a two-dimensional matrix format suitable for the situational
element acquisition and classification mechanism;

Step ➁: Train the CNN classifier with supervised learning, and screen out small
samples;

Step ➂: Train this article to build a sample expander, enhance small sample data,
and achieve sample balance;

Step➃: In the processed small sample training set, combine with transfer learning
to fine-tune the classifier to improve the classification accuracy of the small sample.

3.1 Data Distribution

The classic KDD’99 is selected as the data set. In order to improve the accuracy of
training and reduce the influence of useless data, only part of the KDD’99 data set
is used as the experimental data. The data distribution is shown in Table 1. The data
set includes attack data and normal data. The attack data includes DOS, probe, R2L
and U2R, among which R2L and U2R are small samples. Select 20% of the attack
data as the test data, and 80% as the training set.
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Table 1 Data quantity and proportion distribution

Sample type Training set Test set

Quantity Proportion % Quantity Proportion %

Normal 60,593 57.945 14,188 56.172

Probe 30,422 29.092 7904 31.293

Dos 10,532 10.072 2348 9.296

R2L 2850 2.7254 762 3.016

U2R 172 0.16 56 0.221

3.2 Data Generation Model

The performance of deep neural networks depends on the quality and size of the
labeled samples. In order to meet the training requirements of the deep learning
model, small samples need to be expanded. The current mainstream generative
models include DCGAN (Deep Convolutional Generative Adversarial Networks),
WGAN (Wasserstein GAN), Least Squares GAN (LSGAN), etc. Among them,
DCGAN has a relatively short training time and high accuracy, which is most suit-
able for network intrusion detection. Using DCGAN, we can obtain enough training
samples to greatly improve the threat detection rate. The salient features of DCGAN
can extract the correlation of high-dimensional data without labeling the target cate-
gory. In addition, it can also automatically capture the distribution of sample data and
generate training samples. It is usually difficult to capture positive samples (that is,
samples in attack scenarios), because positive threat samples are usually submerged
in a large number of normal data packets in reality. In this paper, DCGAN is used
to solve the problem of sample imbalance, generate specific balanced samples, and
expand small samples on the basis of real data. In the DCGAN model, the generator
G generates fake samples close to the real samples to determine the discriminator,
while the discriminator D filters out the fake samples generated by the generator G.
In this process, the discriminator D is trained to improve the recognition ability, So
that the generated sample is close to the real-world measurement value. Generation-
antagonism The process of generating new samples realizes the dynamic balance of
the system’s high-dimensional non-convex continuous confrontation process (NASH
equilibrium). By learning the existing attack samples, new attack samples can be
generated, and as much information as possible is retained in the original sample
data. The schematic diagram of sample generation and discriminant model is shown
in Fig. 2.

Among them,G(z) represents the sample generated by the noise z of the generating
network, and D(G(z)) represents the probability of determining that the generated
sample is a real sample after passing through the discriminating network. Finally,
the generative model min G(z) of the approximate optimal solution is obtained.

The output samples of the discriminant network are the probabilities from the real
data, and are the parameters of the discriminant network and the generated network,
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Fig. 2 Schematic diagram of sample generation and discrimination model

respectively. The loss function of the generated network is shown in the following
formulas:

L(G) = −Ex−pp(x) lg
[
Dϕ(x)

]
(1)

= −Ez−p(z) lg
[
Dϕ(Gθ (z))

]
(2)

= Ez−p(z) lg
[(
1 − Dϕ(Gθ (z))

)]
(3)

The core idea of DCGAN can be expressed in mathematical formula as shown in
Eq. (4):

V (D,G) = Ex∼pdata(x)[[logD(x)]] + Ez∼pz(z)
[
log(1 − D(G(z)))

]
(4)

where x~pdata(x) means that x comes from the real distribution, and z~pz(z) means
that z comes from the simulated distribution. G represents a generative model, and
D represents a classification model.

3.3 Mahalanobis Distance

In order to define the correlation between different features of the network flow
feature vector, we use Mahalanobis Distance, as shown in Eq. 5:

β
j
p,k =

⎧
⎨

⎩

√(
W j

p − W j
k

)T
S−1

(
W j

p − W j
k

)

0, t = p
, t �= p. (5)

where wjp is the value of the k-th feature of the j-th network flow feature vector, j =
1, 2, …, m; k = 1, 2, …, m.

Meanwhile, in order to eliminate the interference caused by t correlation between
variables, the covariance parameter is introduced to balance the probability between
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the two categories, and the Mahalanobis distance is independent of the number of
bits to convert the jth data stream into a symmetrical m-rowm-columnHallowmatrix
E, as shown in Eq. 6:

Ex j =
⎡

⎢
⎣

β
j
1.1 · · · β

j
1,m

...
. . .

...

β
j
m,k · · · β

j
m,m

⎤

⎥
⎦ (6)

3.4 Small Sample Classification Method

For the small sample (smaller sample and expanded ultra-small sample) data set after
the data set is expanded, transfer learning [13] can learn the internal characteristics of
the samplewell in the case of insufficient samples, and at the same time, the previously
trained The CNN classifier has learned the internal features of large samples, and
large and small samples have similar features, so a small sample classificationmethod
based on CNN classifier for migration learning is proposed. This method avoids the
overfitting of small training samples and can effectively reduce the training time of
the model. The migration learning process is shown in Fig. 3, which is divided into
3 steps:

1. Feature learning: Use CNN classifier to achieve sample feature learning.
2. Feature migration: use the weight parameters learned by the CNN classifier as

the initial weight of the new classifier.
3. Classifier learning after migration: first freeze the first few layers of the CNN

classifier network and remove the last layer, then add 2 layers of fully connected
layers, fine-tune the last 2 layers through backpropagation, and get a new
classifier suitable for small samples model.

In actual use, it is impossible to artificially identify large and small samples.A large
sample that is misjudged by the CNN classifier as a small sample will be misjudged
again in the new secondary classifier. Therefore, the classification accuracy of the
small sample obtained by simulation is penalized for loss, and the specific formula
is shown in Formula 7:

Accsmallsample(True) = Accsmallsample − Sizesmallsample

2∑

1
Sizesmallsample

× [1 − (

3∑

1

(Acc × Sizebigsample

Si zeallsample
))] (7)
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Fig. 3 Transfer learning model

4 Experiment and Analysis

4.1 Model Evaluation Criteria

The selection of model evaluation criteria is very important. Accuracy, Precision,
and Recall are all commonly used measurement indicators for element acquisition
and classification problems. The samples are usually divided into positive samples
and negative samples. Positive samples refer to samples that belong to the required
class, and vice versa, samples that do not belong to the class are negative samples.

Among them, when TP is predicted to be a positive sample, the real is the same as
the positive sample; FP is predicted to be a positive sample, and the real is a negative
sample; FN is predicted to be a negative sample, and the real is a positive sample; TN
is the predicted to be a negative sample, and the real is the same Negative sample.

Accuracy = T P + T N

FN + T P + FP + T N
(8)

Precision = T P

T P + FP
(9)
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Recall = T P

T P + FN
(10)

Accuracy is usually selected as an indicator to measure the performance of a clas-
sificationmodel, but when the sample distribution is imbalanced, it cannot accurately
measure the overall classification accuracy of the model, and can only represent the
classification accuracy of a large sample class. In engineering applications, Precision
and Recall are usually negatively correlated. For further optimization, an optimiza-
tion target needs to be selected. The selection criterion is that when the loss caused
by missed judgment is large, Recall takes precedence. Conversely, when the loss
caused by the misjudgement is greater, Precision takes precedence. Since this article
solves the problem of acquiring cyber security situational elements, the omission of
any attack in the security field may have serious consequences. In order to be able to
accurately identify all attacks, I prefer to use recall rates in this article. The proposed
prediction model is evaluated.

4.2 Data Set and Experimental Environment

Experimental environment: Windows10 operating system, using Tensorflow to prac-
tice and test in python3.7 environment. The hardware configuration is: 64-bit oper-
ating system, the processor is Inter (R) CoreTM) i7-7700HQ CPU 2.80GHZ, GPU
is NVIDIA RTX2080TI.

In this experiment, KDD’99 [14] is selected as the test data set. The cyber security
situation extraction model during the experiment is mostly a classification problem.
The cross-entropy loss function is selected as the loss function, and the Adam [15]
optimization algorithm is used to back-propagate themodel. Set the number of epochs
to 60 and bach_size to 128. After setting the parameters, check the generalization
ability of the model through the test set. The relationship curve between the accuracy
rate and the number of iterations is shown in Fig. 4.

The accuracy rate increases as the number of iterations increases. When the
number of iterations is about 45, the classification accuracy reaches 0.981, the loss
function value gradually approaches 0, and the model becomes stable.

Meanwhile, in order to further obtain the specific classification accuracy of various
factors of cyber security, other parameters are further calculated. As can be seen in
Fig. 7, the classification accuracy of U2L and U2R is significantly lower than the
other three categories, R2L and U2R. The sample size is small, and the features that
can be extracted are also small, resulting in relatively low classification accuracy
(Fig. 5).

The standard model has low classification accuracy for small samples. In order
to improve the classification accuracy of the model for small samples, fine-tune the
CNN classifier to obtain a new migration learning classifier. Select 80% of the R2L
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Fig. 4 The performance of classification performance and the number of iterations

Fig. 5 Classification
accuracy of CNN classifier 0.9942 0.9756 0.9566
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samples as the training set and 20% as the test set. The experimental results are
shown in Fig. 6.

Analyzing experiments on R2L samples shows that as the number of iterations
increases, the classification accuracy gradually increases. When the number of itera-
tions reaches about 25, the model converges. Combined with the processing method
of the transfer learning model, the classification accuracy increases by about 30%.
In addition, the convergence speed of the model has been significantly improved, but
the complexity of the model has not increased significantly.

The U2R samples are expanded by DCGAN, and then the expanded U2R samples
are trained through the migration learning model, and the classification accuracy of
the small samples is finally obtained as shown in Fig. 7.
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Fig. 6 The performance of transfer learning on the expanded sample training set

Fig. 7 The performance of transfer learning on the expanded U2R sample test set

It is concluded through experiments that the size of theDCGANsample expansion
is positively correlated with the classification accuracy of the migration learning
model. When the sample expansion reaches about 2000, the classification accuracy
tends to be flat and close to the maximum. Compared with the unexpanded data set,
the classification accuracy of U2R is improved by about 13%.
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Table 2 Table captions should be placed above the tables

Sample type Attack type SVM CNN [16] SRU-DCGAN
[17]

PSO-DBN [18] This model

Large samples Normal 100 99.4 98.24 94.17 99.42

Probe 91.0 83.5 96.72 83.45 97.56

Dos 92.1 98.1 94.27 87.18 95.66

Small samples R2L 80.4 20.61 93.26 84.40 97.10

U2R 25.3 18.96 82.32 80.26 87.86

4.3 Model Comparison

Table 2 shows the comparison results between the proposed model and the classic
algorithm and the data set KDD ’99. The results show that the accuracy of this model
is higher than that of SVM.

5 Conclusion

Experimental results show that our proposedmodel is better than traditionalmethods.
On the one hand, a network data preprocessingmethod suitable formigration learning
is established for complex and multi-dimensional network attack data. The model
uses DCGAN to expand the samples and obtain enough Many training samples, and
as much as possible to retain the information in the original sample data, provide
high-quality data input for themigration learningmodel.On the other hand, themodel
combines migration learning based on the improved CNN classifier. Compared with
the traditional model, the model obtains a faster rate and better initial performance,
effectively learns the features of small samples, and improves the network. The clas-
sification accuracy of small samples in cyber security situational awareness improves
the overall performance of the element acquisition model.

The purpose of transfer learning is to use the valuable information in one field to
promote learning tasks in another field. Transfer learning between different models
may be due to the lack of adaptability between latent spaces, and even when there are
obvious differences between different latent spaces, it may lead to negative knowl-
edge transfer. Therefore, it is very important to solve the computational complexity
caused by feature migration. Next, we will do further research on the adaptability
and robustness of the model.
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Mine Cable Fault Distance Detection

Zezhong Liu , Ming Lu , Zuguo Chen , Wang Cheng ,
and Jinyu Wang

Abstract In a modern mine, the transmission line is an important part. When the
transmission line fails, it will cause damage to the entire transmission system. How to
quickly and accurately find the fault point and eliminate the fault is an important issue.
This paper analyzes the fault characteristics of different fault types, and uses traveling
wave theory to carry out fault location. Phase-to-modulus transformation is used to
eliminate the inter-phase coupling between three phases. After phase selection, for
the traveling wave of the faulty phase, wavelet transform is used as a mathematical
analysis tool to perform wavelet transformation on the fault traveling wave. The
high-frequency part decomposed by wavelet transform is modulated. Then, the high
frequency part of traveling wave decomposed by wavelet transform is processed by
modulus maximum. The fault traveling wave head is extracted, and the time points
of the first arrival and the first reflection wave head are obtained. Combined with
the traveling wave propagation theory, the location of the fault point is calculated. In
this paper, using the power system module library in MATLAB software, a system
model of a transmission line is established for fault simulation for different fault
types and fault distances, and then the fault data is processed and analyzed to verify
the accuracy of the phase selection method and the distance measurement method.

Keywords Fault location · Wavelet transform · Traveling wave theory

1 Introduction

With the widespread use of cables in underground mines, the difficulties in power
system fault diagnosis have become more severe. Due to the humid environment
of the mine, the cables have been corroded for many years, and many cables have
begun to enter old age. Part of the cable line has already experienced insulation aging
faults due to the early investment time. With reference to the general law of failure
development, the probability of cable failure should conform to the Lobine curve [1],
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that is, the failure rate in the early and late stages of the entire service life is higher,
and the failure rate in the middle period is lower. Due to the influence of uncertain
factors such as underground gas in the mine, emergencies caused by cable failure
will bring serious threats to life and property safety, and even cause severe social
impact.

At present, line fault location includes impedance method and cable fault loca-
tion method based on high-speed photoelectric sensing technology. Among them,
impedancemethod includes classical bridgemethod and distributed parameter calcu-
lation high-resistance fault method. This type of method is used when the phase
difference is small. There will be a large error in the bottom. The cable fault location
method of high-speed photoelectric sensing technology uses optical cable commu-
nication between the photo-magnetic sensor and the photoelectric converter. For
long lines, the investment in the optical cable is too large and it is not suitable for
engineering [2]. The wavelet transform used in this article has the ability to char-
acterize the characteristics of signal mutations and has good processing effects on
non-stationary signals [3]. It can analyze and suppress the interference of the results
of wavelet transform of signal at different scales, extract the signal fault characteristic
parameters, and realize the accurate fault location.

2 Fault Detection Method Based on Traveling Wave

2.1 Traveling Wave Ranging

Assuming that the line is a lossless line, that is, the resistance and conductance are
both 0, and a ground fault occurs at point F of the transmission line at time t= 0, and
the incident voltage at the fault point is uF (t), When the radio wave reaches the fault
point, reflection and refraction occur. At the time t = τB , the fault traveling wave
reaches the end of the bus bar, reflection and refraction occur, and the time t = τB is
delayed. Denoted as uF (t − τB), set the reflection coefficient at the bus bar B end to
ρB , then the reflected voltage wave reflected by the fault traveling wave arriving at
the bus bar B is ρBuF (t − τB), and the reflected voltage wave is the same wave speed
propagates towards the fault point F, after a delay time τB . After reaching the fault
point F, reflection and refraction occur again at the fault point F, assuming that the
reflection coefficient is ρF , Then the secondary reflection voltage at the fault point
F is ρFρBuF (t − 3τB) [4, 5] (Fig. 1).

When a single-phase grounding fault occurs on a transmission line, the faulty
phase generates a traveling wave, while the non-fault phase also generates a traveling
wave due to the influence of mutual inductance. For this reason, it is necessary to
extract the traveling wave information from the three-phase voltage and current
waveforms. The three-phase voltage and current are multiplied by the Karen Bell
transformation matrix or matrix to transform them into linear modulus components
α component, β component and zero modulus component 0 component. The three
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Fig. 1 Traveling wave transmission network diagram described by grid method [6]

modulus components decomposed after the travelingwave undergoes phase-modulus
transformation. Since the wave speed of the line modulus component is greater than
thewave speed of the zeromodulus component, the zeromodulus component reaches
the bus end after the line modulus component, and only when a ground fault occurs
in the line A zero-modulus component will be generated, but no modulus component
will be generated when a non-ground fault occurs [7]. This feature can be used as
an important criterion for determining whether it is a ground fault in the fault phase
determination. This article uses Karen Bell transformation moments:

⎡
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⎤
⎦ = 1

3
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⎤
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A short-circuit fault occurs on the transmission line at point F, and the location
of the fault point is determined by detecting the time difference between the two
reflected waves reaching the bus:

x = v×(t2−t1)
2

(2)

where t1 is the time when the reflected wave first arrives at the bus bar, t2 is the time
when the reflected wave arrives at the bus bar for the second time, and the wave
velocity is determined by the characteristics of the medium [7].

v =
√

1
LC

(3)
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2.2 Wavelet Transform

Suppose the function f (t) ∈ R. The singularity of the function f (t) ∈ R at a certain
place is generally characterized by the singularity index lipischitz α. The definition of
the index is: Let 0≤ a≤ 1, if there is a constant K at the point t0, for the neighborhood
t of the point t0, the following formula holds (4),

| f (t) − f (t0)| ≤ K |t − t0|α (4)

Then we say that f (t) is lipischitz α at point t If α = 1, it is said that f (t) is
differentiable at t0, that is, f (t) has no singularity: if α = 0, it means that f (t) is
discontinuous at t0. The larger the α is, the closer the f (t) is to the rule. On the
contrary, the smaller the α is, the sharper the change of f(t) at the t0 point [8].

The singularity of a function can be characterized by its lipischitz α, and the
magnitude of the value can be obtained by calculating the maximum value of the
wavelet transform. The definition of the modulus maximum is given below: When
the scale is 2j, for t in the neighborhood of t0 [9].

|W2 j f (t)| ≤ |W2 j t f (t0)| (5)

In the wavelet transform, the point t0 that satisfies the Formula (5) is called the
modulus maximum point, and W2j tf(t0) is called the modulus maximum [10]. The
singularity detection theory is aimed at the sudden change of the signal, and its sudden
change time and the degree of change are described by mathematical theory. When
using wavelet transform to analyze the signal, because the signal can be localized
in the time–frequency domain, and the width of the time window and frequency
window can be automatically adjusted, so that it can detect that the abrupt signal
increases with the change of the scale. The maximum value point of the modulus
caused by noise will be reduced, and the maximum value point of the transformed
coefficient modulus caused by the fault is more obvious. Therefore, we can find out
the maximum value point of the modulus [11, 12].

3 Experimental Verification

This article takes the 200 km, 110 kV high-voltage line as an example, and uses
MATLAB’s power system toolbox for modeling and simulation. The total length of
the line is 200 km, of which the total length of the first section of the line is 100 km,
and the total length of the second section of the line is 100 km. The flow chart of
traveling wave fault location distance protection based on wavelet analysis is shown
in the Fig. 2.

The circuit model diagram established in MATLAB/SIMULINK software is
shown in Fig. 3.
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Fig. 2 Flow chart of traveling wave fault location

Fig. 3 Simulation model diagram
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Fig. 4 Single-phase short-circuit power supply side three-phase voltage waveform

The blue line in the following simulation diagram represents phase A, the red line
represents phase B, and the yellow line represents phase C. Take A-phase grounding
short-circuit fault as an example to simulate and study single-phase grounding short-
circuit. Firstly, the metal grounding fault of phase A is simulated, and the parameters
of the three-phase variable fault circuit breaker in the simulationmodel are set.When
t = 0.035 s, a phase metal property grounding fault occurs, and when t = 0.1, the
fault is removed. The simulated current is shown in Fig. 4 below.

It can be concluded from Fig. 4 that the three-phase current waveform at the M
terminal presents a steady sine wave state in the steady state. At t = 0.035, a phase
A short-circuit fault occurs, and the phase A current increases significantly. The
resulting traveling wave diagram is shown in Fig. 5.

After phase mode transformation, three moduli of 0mode, αmode and βmode are
obtained. The d8 wavelet transform is used to analyze the wavelet transform α,and
the detailed coefficients are shown in Fig. 6.

We can get t1 = 36 × 10−5s, t2 = 104 × 10−5s, and the set wave speed is
v = 293, 290.5 km/s.

The measured distance is

x = v × (t2 − t1)

2
≈ 99.719 km (6)

The error distance is 0.281 km, and the error percentage is 0.28%, which meets
the ranging requirements.
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Fig. 5 Single-phase short-circuit traveling wave diagram

Fig. 6 Single-phase short-circuit wavelet analysis diagram

Take the A and B phase grounding short-circuit faults as an example to simu-
late the single-phase grounding short-circuit. Firstly, the A-phase grounding fault is
simulated, and the parameters of the three-phase variable fault circuit breaker in the
simulation model are set. When t = 0.035 s, a phase metal property grounding fault
occurs, and when t = 0.1, the fault is removed. The simulated current is shown in
Fig. 7.

It can be concluded from Fig. 7 that the three-phase current waveform at the M
terminal presents a steady sine wave state in the steady state. At t = 0.035, a short-
circuit fault occurs in the A and B phases, and the A and B phase currents increase
significantly. The resulting traveling wave diagram is shown in Fig. 8.
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Fig. 7 Waveform of two-phase short-circuit current

Fig. 8 Waveform of two-phase short-circuit current

After phase mode transformation, three moduli of 0 mode, α mode and β mode
are obtained. The d8 wavelet transform is used to analyze the wavelet transform α,
and the detailed coefficients are shown in Fig. 9.

We can get t1 = 36 × 10−5 s, t2 = 103 × 10−5 s, and the set wave speed is
v = 293, 290.5 km/s.

The measured distance is

x = v × (t2 − t1)

2
≈ 98.252 km (7)

The error distance is 1.748 km, and the error percentage is 1.74%, which meets
the ranging requirements.
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Fig. 9 Two-phase short-circuit wavelet analysis diagram

4 Conclusion

The paper mainly uses wavelet transform as a mathematical tool to analyze and
process the fault information of the transmission line, and puts forward the theoretical
method and distance measurement on the basis of traveling wave theory. This useful
information can be extracted and analyzed by wavelet transform. After the phase
selection of the fault data is completed by wavelet transform, the traveling wave
theory is used for fault location. The error distance is 0.281 km in the 100 km single-
phase short-circuit location experiment. The error percentage is 0.28%. In the 100 km
two-phase short-circuit ranging experiment, the error distance is 1.748 km, and the
error percentage is 1.74%. It verifies the feasibility of traveling wave ranging and
obtains good experimental results.

Acknowledgements This research was funded by the National Natural Science Foundation of
China (grant number 61672226, 61903137).

References

1. Korkali, M.: Traveling-wave-based fault-location technique for transmission grids via wide-
area synchronized voltage measurements. IEEE Trans. Power Syst. 27(2), 1003–1011 (2012)

2. Qing, D., Yuan, Z., Zhigang, L.: A locating method of earth faults in large-scale power grid by
using wide area measurement system. Proc. Csee 33(31), 140–146 (2013)

3. Guangbin,Z.,Hongchun, S., Jilai,Y.:Optimal placement of travelingwave current fault location
devices in 220 kV power grid. Proc. Chin. Soc. Electr. Eng. 34(34), 6246–6253 (2014)

4. Rui, L.,Cheng,X., Fei,W.:OptimalDeployment of Fault LocationDevicesBasedonWideArea
Travelling Wave Information in Complex Power Grid. Transactions of China Electrotechnical
Society (2016)

5. Arifin, F.M., Hasan, M., Mahyudin, I., et al.: Development of fault distance locator for
underground cable detection. J. Phys. Conf. Ser. 1432, 012014 (2020)



1036 Z. Liu et al.

6. Huang, R., Li, X., et al.: Research on combined traveling wave fault location of overhead
line-cable hybrid line and influencing factors. Power Syst. Prot. Control 46(5), 73–81 (2018)

7. Zhang, W., Xiao, X., Zhou, K., et al.: Multi-cycle incipient fault detection and location for
medium voltage underground cable. IEEE Trans. Power Deliv. 1–1 (2016)

8. Kwon,G., Lee, C.K., Lee,G.S., et al.: Off-line fault localization technique onHVDCsubmarine
cable via time-frequency domain reflectometry. IEEE Trans. Power Deliv. 32(3), 1626–1635
(2017)

9. Gilany,M., Ibrahim,D.K., Eldin, E.: Traveling-wave-based fault-location scheme formultiend-
aged underground cable system. IEEE Trans. Power Deliv. 22(1), 82–89 (2006)

10. Li, Y., Wu, L., Li, J., et al.: DC fault detection in MTDC systems based on transient high
frequency of current. IEEE Trans. Power Deliv. 34(3), 950–962 (2019)

11. Huang,Q., Zhen,W., Pong, P.W.T.:Anovel approach for fault location of overhead transmission
line with noncontact magnetic-field measurement. IEEE Trans. Power Deliv. 27(3), 1–1 (2013)

12. Franca, R.L., Junior, F.S., Honorato, T., et al.: Traveling wave-based transmission line earth
fault distance protection. IEEE Trans. Power Deliv. 36(2), 544–553 (2020)



PCNetOP: Partial Completion Network
with Order Prediction

Yifan Wang and Yongping Xie

Abstract Self-supervised methods can solve scene de-occlusion without a modal
and order annotation, while supervised methods can only parse visible parts, leading
to incomplete and unstructured scenario interpretation. The existing supervised
methods that try to solve scene de-occlusion also need many manual annotations
of invisible masks, which are costly and inaccurate. PCNets that use self-supervised
method are introduced to solve this problem through new and unified frameworks that
restore the hidden scene structure without the need for ordering and a modal anno-
tations. This is achieved by Partial Completion Network (PCNet) -mask (M) and
-content (C), which restore the components of the object mask and content respec-
tively in a self-supervised way. We find that the accuracy of its order recovery in
complex scenes is still low. In response to this problem, we propose a new occlusion
order recovery method called PCNetOP (Partial Completion Network with order
prediction), which combines the attention mechanism to redesign the network struc-
ture and training strategy to improve the occlusion complement effect in complex
scenarios. Experiments show that our method solves the problem of self-supervised
occlusion completion better than PCNet-M.

Keywords De-occlusion · Self-supervised learning · Semantic segmentation

1 Introduction

A scene understanding system should be able to deal with modal perception, that
is, the region directly visible to perception, and the complete structure of perception
entities, including invisible parts. The emergence of advanced deep networks and
large-scale annotation datasets facilitates many scene understanding tasks, such as
object detection [1–4], scene parsing [5–7], and instance segmentation [8–11].

Nonetheless, these tasks focus mainly on modal perception, and amodal percep-
tion remains under-explored so far. One of the key problems in modal perception is
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the de-occlusion of the scene, which consists of restoring the latent occlusion order
and fulfilling the sub-task of the invisible part of the occluded object.

To solve scene de-occlusion, one possible way is to train amodel that can predict
the occlusion order and the amodalmask (i.e., the full instancemask). There are some
ways to get such true values from synthetic data [12, 13] or from manual annotation
on real data [14–16], but each method has specific limitations. The former brings
an ineluctable domain gap between the training data and the testing scene. The
latter depends on different understandings among annotators to divide the obscured
boundaries, thus it might create bias. This method requires repeated annotations
from different annotators to reduce noise, and therefore the method is laborious and
expensive. A more practical and extensible method is to get information from the
data itself for scene de-occlusion rather than annotations.

In [17], the author addresses this problem in a self-supervised way, which can
handle scene de-occlusion on real data without a manually annotated occlusion
order or amodal mask. Without a real value, the end-to-end supervised learning
framework no longer works. Thus, the author introduces a unique notion of partial
completion of blocked objects. However, in terms of order recovery, the proposed
method is based on the secondary inference of amodal completion results as part
of the post-processing of amodal completion, which actually performs poorly on
COCOAdatasets.We present a new network structure based on this problem, directly
predicting the occlusion order during the model inference phase. And we also add
a light-weight attention mechanism applicable to this network to achieve a better
result.

2 Related Work

2.1 Amodal Mask Completion

In the unsupervised domain, some works try to use depth to estimate whether
the target is occluded by other objects. However, depth is unreliable in occlusion
reasoning. The assumption proposed by these works that farther objects are blocked
by close objects is not always true. In the field of supervision, some works manually
annotate occlusion order [14, 15] or rely on synthetic data [13] to learn sorting in a
fully supervised manner.

Modal segmentation, such as semantic segmentation [6, 7] and instance segmen-
tation [8–10], aims to assign classification or object labels to visible pixels. Existing
modal segmentation methods cannot solve the problem of de-occlusion. Unlike
modal segmentation, the purpose of amodal instance segmentation is to detect objects
aswell as to recover their completemasks.Otherworks use a fully supervised learning
approachwithmanual annotation [14–16] or synthetic data [13].Asmentioned above,
manual annotation of invisible masks is costly and inaccurate. Methods that rely on
synthetic data also face domain gaps. Conversely, the self-supervised way converts
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the modal mask into an amodal mask. This unique ability takes the challenge out of
the training of amodal instance segmentation networks without the need for manual
amodal annotations.

2.2 Multi-task Learning

Compared with training separate models, multi-task learning aims to improve the
learning efficiency and prediction accuracy in each task [18]. It can be considered
as a method of inductive knowledge transfer to improve generalization ability by
sharing domain information between complementary tasks.

In computer vision, there are many works using multi-task learning methods.
Many people focus on semantic tasks such as classification and segmentation or
classification and object detection.

DeepMask [19] uses CNNs to generate segmentation proposals instead of
bounding box proposal algorithms with less information, such as selection search,
MCG, etc. After the feature extraction, the feature map is inputted in the two brother
branches. The top branch is based on the CNN object suggestion method, predicting
a class-unknown segmentation mask, and the bottom branch marks the possibility
that the estimated patch is centered on the whole object. The two branches share the
same parameters of the network.

SharpMask [20] contains a bottom-up feed-forward network and a top-down
network. The former is for generating coarse semantic segmentation masks, and
the latter refines these masks using refinement modules. The bottom-up CNN archi-
tecture in SharpMask produces a thick mask encoding. The exported mask encoding
is then fed into the top-down structure, where an optimization module un-pools the
mask usingmatching features from the bottom-upmodule. This process runs on until
reintegrating the final object mask.

2.3 Attention Mechanisms

Attention mechanisms have been proved to be helpful for various computer vision
tasks such as image classification and image segmentation. A successful example of
this is SENet [21], which can simply squeeze each 2D feature graph to efficiently
construct the interdependencies between channels. CBAM [22] further advances this
idea by introducing spatial information coding through convolution with large-scale
kernels.

Non-local/self-attention networks have recently been very popular due to their
ability to establish spatial or channel attention. But unlike these approaches that
exploit costly and cumbersome non-local or self-attention blocks, CA [23] considers
a more efficient capture of location information and channel relationships to enhance
the feature representation of mobile networks, and performs much better than other
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attention methods (e.g., SENet and CBAM) with the lightweight property by decom-
posing two-dimensional global pool operations into two one-dimensional coding
processes.

3 Methods

3.1 Summary

PCNets are the networks that use a self-supervised method to solve the problem
of scene de-occlusion, which include two parts: PCNet-M and PCNet-C. PCNet-M
processes the mask completing part, and PCNet-C processes the content completing
part. The model has been tested on COCOA and KINS datasets respectively. The
experiments show that the model’s accuracy on the COCOA dataset is much lower
than that on the KINS dataset.

After analyzing the above problems, we think that this is due to the scene-oriented
differences between the two datasets. The COCOA dataset is more close-shot than
the KINS data set for road street view, in which indoor scenes are the majority.
Thus the mask of the COCOA dataset is inevitably more complex and the geometry
is more irregular, which negatively affects the accuracy of the model. Moreover,
PCNets depend on the occlusion order prediction, and the order prediction results
are got from the quadratic prediction of imperfect PCNet-M prediction results. As a
result, the order prediction results are lower, whichmakes the final mask complement
results worse.

After the above analysis, we solve the problem from two aspects:
We propose a network that can directly predict the occlusion order while

completing the occlusion mask segmentation. The training label is predicted by
examining the intersection area of the occlusion mask truth value and the eraser.
We design a new loss and combine the attention mechanism to optimize the model
results.

We introduce an attention mechanism to guide the model to filter irrelevant
features, enhance informative features and extract the more informative features.

3.2 Rehabilitation of Occlusion Networks

3.2.1 Network Structure

According to PCNets, for the complex occlusion scene, the object with higher-order
occlusion order may indirectly block the target instance, so it is necessary to recover
the occlusion order. The eraser as model input at the inference stage shall consist of
the eraser of all occlusion order classes, i.e., Formula (1) shows
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Fig. 1 PCNetOP network structure

eraserall = eraser1 ∪ eraser2 ∪ . . . ∪ erasern (1)

Besides, for the task of unlabelled occlusion order recovery, including PCNets,
previous works adopt the method of judging occlusion order by using mask comple-
ment results. However, mask complement results are not accurate and therefore this
predictionmethod can lead to a higher misjudgement rate in the COCOAdataset than
in the KINS dataset. We consider this problem as a quadratic prediction problem,
that is, using the prediction results to predict another task.

For this secondary prediction problem, we can add an additional task branch
to train together based on segmentation tasks, so as to predict the occlusion order
directly in themodel reasoning stage. Inworks focusing onmultitask training, such as
DeepMask andSharpMask, the authors add a predictive branch for their segmentation
task. SharpMask ismore concise and efficient thanDeepMask in terms of the addition
of the branch, and the model is closer to the U-Net structure. Therefore, we add the
order prediction branch adapted to our task based on the U-Net network structure,
with reference to SharpMask.

The model structure we design is shown in Fig. 1. We modify the U-Net structure
to add a 1 × 1 convolution to its down sampling end and output the occlusion
sequence prediction results through three fully connected layers. Since the adopted
loss is Cross-Entropy Loss, the output size is 1 × 2. We name the network PCNetOP
(PCNet with order prediction).

3.2.2 Attention Mechanism

In addition to the impact of the accuracy of the occlusion order prediction, another
reason for the differences in the Mask completion results is the model’s insufficient
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grasp of the global information. Native U-Net cannot accurately capture the connec-
tion between the Target and eraser channels due to its lack of global information
retrieval.

The CA module, through introduction of the global pooling of H and W orienta-
tions, gets the global information that general pooling cannot extract, thus improving
global information extraction by the SE attention mechanism. The CBAM attention
mechanism is divided into two modules: ChannelAttention and SpatialAttention.
ChannelAttention performs feature enhancement by mean and maximum pooling
stacking, and SpatialAttention can average the entire tensor to enhance the edge
information, and enhance the acquisition of shape information. We add the CA +
SA attentionmechanism to each down block as well as the in Conv block.We replace
the channel attention mechanism in the CBAM with the CA module, and connect it
with the spatial attention mechanism to constitute a new attention mechanism, thus
further improving our model performance.

3.3 Loss Function Design

We determine the true occlusion order by examining the relationship between the
mask ground truth and the eraser, as shown in Eq. (2). When the intersection is not
equal to 0, we set 0 to express the occlusion case, and when the intersection is equal
to 0, we set 1 to express the case of no occlusion.

OCCvalue =

{
1 Target ∩ Mask = 0
0 Target ∩ Mask �= 0

(2)

The Cross-Entropy Loss is calculated using the 1 × 2 size output of the model
for training. The training loss calculation formula is shown in Formula (3), where
P (m)

θorder is the model order branch output.

Lorder =
∑

A,B∈D
L(P(m)

θorder,OCCvalue) (3)

When training with the occlusion mask complement branch, the multi-task
learning weight setting problem is involved. And we find that when SharpMask
is added directly, the weight setting is more difficult, and the task converges more
easily to the occlusion order branch task.

In order to solve this problem, we adopt the method of adaptive weight adjust-
ment. By giving a loss weight training gradient, AutomaticWeightedLoss dynami-
cally adjusts the weight value during training. We employ this method for two losses
to mitigate the trend that the dual task converts to the single task direction. Finally,
the total loss function is shown in Formula (4) as follows:
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Lsum = 1

2σ2
1

LMask + 1

2σ2
2

LOrder + log(1 + σ2
1) + log(1 + σ2

2) (4)

4 Experiment

4.1 Experimental Details

Our experiment sets the input image size as 256 × 256, eraser_front_prob as
0.5 to train the classification branch better. We use the Adam optimizer (batch
8, val_batch_size 32, lr 1e-3, iterations 62 k). We use GTX2080 experimental
equipment. The training framework is PyTorch.

The COCOA dataset is a subset of the COCO2014, at the same time labelled into
two pairs of order, modal mask, and amodal mask.We train our model on this dataset
and compare the result with PCNet-M. Figure 2 shows the loss drop curve.

4.2 Results

To test the new occlusion order prediction method, we also modify the model output
in the inference section. Model output is a tensor of size 1 × 2. First, the output of
the model order branch gets through a softmax. Then, according to the first element
of the tensor, we use 0.5 as the threshold to determine the category, assigning 1
and −1 respectively. Consistent with PCNet, a pair of non-adjacent object occlusion
categories are assigned to 0. And when generating order_matrix, the mask of each
pair of targets is traversed once, and then the final order_matrix is obtained by taking
the inverse number with a positive diagonal line as the axis. We do amodal mask
completion with this order_matrix. We test scores on COCOA datasets, and Table 1
shows the comparison results with the original method.

Furthermore, for the attention mechanism part, we take the middle layer output
of the fourth down block in the network for visualization to observe the effect of the
attention mechanism on the performance of the model. According to Formula (5),
all channels are added to the average value and then superimposed with the original
image:

Table 1 Comparison with PCNet-M original method on COCOA dataset

Method acc_allpair acc_occpair mIoU pAcc

PCNet-M – 0.871 0.8135 –

PCNetOP 0.96965 0.91632 0.81781 0.86752
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Train_loss Val_loss

Fig. 2 Training loss curve

Original CBAM    CA CA+SpatialAttention

Fig. 3 Visual comparison of different attentions

superimposed_img = f eature_resi zed × 10 + img (5)

where img is the superposition of the input two channels of normalized modal mask
and the eraser, i.e., the Formula (6) shows.

modal_ mask[eraser = 1] = 2 (6)

Figure 3 is the visual comparison of intermTediate results. ComparedwithCBAM,
in the CA module, the filtering effect of irrelevant features is very significant. But
the CA module lacks the spatial attention mechanism to extract spatial information.
Therefore, we replace the channel attention module in CBAM with the CA module
for this task.

4.3 Ablation Experiments

In this part, we show the influence of different optimization strategies on the
experimental results.
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Table 2 Attention mechanisms

Method acc_allpair acc_occpair mIoU pAcc

Original model 0.95065 0.82706 0.76812 0.82545

CBAM 0.95419 0.84416 0.79842 0.87186

To each block 0.95878 0.86486 0.81123 0.87761

CA module 0.9568 0.85667 0.80568 0.87634

CA + SpatialAttention 0.95781 0.86126 0.80741 0.87547

ReLU6 replaced with ReLU 0.96124 0.8769 0.81533 0.87501

Table 3 Loss design

Method acc_allpair acc_occpair mIoU pAcc

Original modal 0.95065 0.82706 0.76812 0.82545

New order 0.97207 0.92748 0.80673 0.86315

With autoweightloss 0.96965 0.91632 0.81781 0.86752

Table 2 shows the effect of the attention mechanism on model performance. The
results show that it is better to integrate attention modules into down blocks than
to add only one layer. The combination of the CA module and SpatialAttention is
better than a single CA module. When we replace ReLU6 with the ReLU activation
function, the new attention mechanism exceeds the CBAM performance.

Table 3 shows the results of adding occlusion prediction branches. As the result
shows, the model training results can be improved by using the AutomaticWeight-
edLoss.

5 Conclusion

We improve the results of the problem of poor occlusion order prediction in self-
supervised de-occlusion. We provide a recipe to deliver the occlusion order straight-
forwardly by adding the occlusion prediction branch and redesigning the occlu-
sion order label. The proposed method can effectively improve the occlusion order
prediction performance and further improve the mask completion results.

Furthermore, we argue that our approach can be applied to solve mutual occlusion
problems by making corresponding modifications to the post-processing section. As
the COCOA dataset contains only unilateral occlusion dimensions, performance on
mutual occlusion problems cannot be evaluated. We argue that the mutual occlusion
problem can be better solved by modifying the modal mask and eraser generation
methods, and by predicting both occlusion orders of unilateral occlusion and mutual
occlusion.
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Fastener Identification Method Based
on Two-Stage Positioning

Yan Li , Hongbin Liu , and Zhigang Liu

Abstract With the rapid development of railroad transportation in recent years,
the traffic safety and maintenance decisions put forward more and more stringent
requirements. Due to the harsh environment and other factors, railroad fasteners often
break ormiss. This poses a threat to railroad safety. Therefore, railroad fastener status
detection is one of the important means to ensure the safe operation of the railroad,
and the identification of railroad fasteners is the important technology of railroad
fastener status identification. In the paper, a fastener identification method based on
two-stage positioning is proposed. In the first step, the paper identifies the steel rails
and rail sleepers, and then roughly locates the fasteners according to the relative
position relationship of the steel rails, rail sleepers and fasteners. In the second
step, our method integrates the area statistics algorithm and the template matching
algorithm to achieve the precise positioning of fasteners. The experimental results
show that our proposed method can effectively identify fastener.

Keywords Fasteners · Identification · Two-stage · Positioning

1 Introduction

Railway is a form of transportation in China. It is the backbone of China’s trans-
portation system. In recent years, China’s comprehensive national power has surged
in pace with its increasingly boomed economy. Therefore, Railroad transportation
has also developed speedily. At the same time, the issue of railroad transportation
safety has gained the attention of scholars, enterprises and research institutions.

In the past time, universities like Beijing Jiaotong University and Southwest Jiao-
tong University and Institutes like China Academy of Railway Sciences gradually
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researched rail detection techniques based on image processing technology. Hong
Fan [1] designs an adaptive crossover method to locate the fastener area. The algo-
rithm has strong robustness. But the crossover method does not identify the fastener
region precisely. Therefore, Hong Fan [1] intercepts part of the images of fasteners
as templates to perform template matching in the region where the fasteners were
coarsely positioned. Qing Song [2] proposes a high-speed railway fastener detec-
tion and positioning algorithm based on convolutional neural network. Fan Xu
[3] proposes a fastener localization method based on deep learning. The method
combines the templatematching and the deep learning to use different fastener recog-
nition algorithms according to different track scenes. Hong Fan [4] uses the template
matching to identify fasteners. Yijin Qiu [5] proposes a fastener positioning algo-
rithm based on double template matching (DTM). The double template contains the
rail template and the fastener template. Xiukun Wei [6] proposes a fastener loca-
tion algorithm based on projection analysis and DB4 wavelet transform. Jianwei Liu
[7] and Zhiyong Peng [8] propose an identification method for the hexagon nut in
the fastener center. The precise positioning of fasteners can eventually be achieved.
Ruxun Xu [9] proposes a method of fastener recognition based on multi feature
fusion and training.

The crossover method has short running time, but the accuracy of fastener region
identification is not high. The template matching, furthermore, can improve the
accuracy of identifying fasteners, but the running speed is not high.

In viewof the above problems, this paper proposes a fastener identificationmethod
based on two-stage positioning. First, the rail and rail sleeper are identified, and then
the fasteners are roughly positioned according to the relative positions of the steel
rail, the rail sleeper and the fasteners. Then, the result obtained from coarse local-
ization is binarized and processed morphologically. The edges of the morphologi-
cally processed result are detected and regional statistics are performed. Since the
edges detected by the fastener integrity and fastener incomplete cases are different,
this paper sets a threshold T by experiment, and the maximum obtained from the
regional statistics is used as the index to judge whether the fastener is complete or
not. If the fastener is complete, the position of the maximum is used directly as the
fastener identification result. If the fasteners are incomplete, the method of template
matching is used to identify the fasteners. This is because the method of template
matching is more accurate in the case of incomplete fasteners. This method improves
the accuracy of fastener identification and also accelerates the operation speed.

This paper is organized as follows. In the first section, the background and signif-
icance of this paper are introduced, and the current status of domestic research and
the existing problems are described. In Sect. 2, the process of the fastener identifi-
cation method based on two-stage positioning proposed in this paper is described.
In Sect. 3, the experimental platform and data of this paper are introduced. Finally,
some conclusions are given in Sect. 4.
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2 The Fastener Identification Method Based on Two-Stage
Positioning

2.1 Initial Identification of the Fasteners

This paper first identifies the rail sleeper and the steel rail. As the installation of
fasteners follows certain guidelines, the position relationship between the fasteners
and the rail sleeper and the steel rail remains unchanged. Therefore, through the
relative position between the three to achieve the initial positioning of the fasteners.
As a result, the identification range is narrowed.

Positioning of the rail sleeper. It can be observed that the edge of the rail sleeper
shows a horizontal long straight line at the edge, and the upper edge and the lower
edge are parallel. Conversely, the straight lines of the edges of the railway ballast are
short and messy. The method of rail sleeper identification based on the Line Segment
Detection(LSD) [10] algorithm is proposed by the paper [11]. According to the above
characteristics, the LSD algorithm is used in the paper to detect the straight lines in
the image. Then the detected lines are filtered. Finally, the recognition of the rail
sleeper is realized. The overall algorithm steps are shown as Table 1.

Positioning of the steel rail. Analyzing the railroad images, we can conclude that
the steel rail is vertically distributed. Due to the friction of the vehicles, the brightness
of the surface part of the steel rail is high compared to the surrounding objects. The
rail recognition algorithm is proposed by the paper [12]. For this reason, the rail is
recognized by the area statistical method shown in Table 2.

Sg(b) =
WR∑

k=1

g(b + k) (1)

where, 1 ≤ b ≤ W0 + WR, H0. W0 is the height and width of the input image,
respectively.

Table 1 The method of rail sleeper identification based on LSD algorithm

Input image: acquired image of the railway line

Output image: localization image after identifying the rail sleeper

1. Detect the straight line of image I with LSD algorithm and get the result lines

2. Sort out the long horizontal lines from the lines that meet the following conditions: length >
threshold, and angle less than angle_thres

3. Calculate the distance between any two long horizontal lines and sort out the two
(approximate) parallel lines whose distance is in the range of dis_thres1-dis_thres2

4. Calculate the medians of the two groups of y-values for the more concentrated distribution of
line segments. Take the median values as the coordinates of the edges of the rail sleeper

5. End
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Table 2 The method of the steel rail identification based on area statistics

Input image: Acquired image of the railway line

Output image: Localization image after identifying the steel rail

1. Gray-scale projection of image I in the vertical direction. Projection value g (x) is the average
grayscale value of column x

2. Define the width of the shiny part of the rail as WR. Sum the projection results in steps of 1 for
eachWR as a unit, and record the projection value as Sg. The expression of Sg is shown in Eq. (1)

3. Find the maximum value of the sg and the position of the maximum value is the position of
the steel rail

4. End

Initial Positioning. According to the relative position of the rail, the rail sleeper
and the fastener, the fastener is positioned. Here are some assumptions. The coordi-
nate of the upper edge of the rail sleeper is y1. The coordinate of the right edge from
the steel rail is × 1. The distance of the right fastener from the upper edge of the rail
sleeper is d1. The distance of the right fastener from the right edge of the rail is d2.
The width of the fastener is W and the length is L. Then the position coordinates of
the right fastener in the horizontal direction are × 1 + d2, × 1 + d2 + W, and the
position coordinates of the right fastener in the vertical direction are y1 + d1, y1 +
d1 + L.

2.2 Accurate Identification of the Fasteners

In the second stage of fastener localization, the result of coarse fastener localiza-
tion is preprocessed. Then the preprocessed result is morphologically processed and
detect edges. Subsequently, the area statistics of the edge detection result, max, are
performed to obtain the maximum value of the area statistics. A threshold value T
is set by a small number of experiments. The max and T are compared to determine
whether the fastener is complete or not. Then select different methods to identify
different cases. The specific algorithm flow is shown in Fig. 1.

Image pre-processing. The preliminary results are saved as the image to be
measured. To make the image clearer, median filtering and histogram equalization
are applied to the image to be measured. Then the enhanced image is binarized using
the imbw function provided by MATLAB. Here, the graythresh function is used to
find a suitable threshold for the image to be measured by the maximum interclass
variance method, and then the result of the function is used as the threshold for the
banalization process. The result of the banalization is shown in Fig. 2a.

Morphological processing. In this paper, we use the structure shown in Structure
1 to do the closed operation first and then do the open operation, and finally use the
structure shown in Structure 2 to do the closed operation. The results are shown in
Fig. 2b.
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Fig. 1 The flow chart of the algorithm for precise positioning of fasteners

Fig. 2 a Result of banalization; b result of morphological processing; c result of edge detection; d
the image of the incomplete fastener; e the template
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Structure 1 Structure 2

Edgedetection. Edgedetection is performedon the results obtained frommorpho-
logical processing, and the edge detection operator is the canny operator. This is
because the canny operator is not easily disturbed by noise, the edge detection effect
of the canny operator is a little better. The edge detection results are shown in Fig. 2c.

Regional statistics. First, the vertical projection is performed on the image I1
of edge detection. In other words, the pixel values of all pixel points with the same
horizontal position in the graph are summed up. The horizontal projection of I1 is
also performed. Assuming that the length of the fastener is L and the width is W.
For the horizontal projection, the projection results are summed every L lengths in
steps of 1, and finally the y coordinate corresponding to the maximum value of the
summation result is sought. This y-coordinate is the position of the upper edge of the
fastener. (Fasteners generally miss a part in the horizontal direction, and are basically
intact in the vertical direction. Incomplete fastener is shown in the Fig. 2d. The area
marked out by the red rectangular box in the figure is the incomplete fastener. So
it is not necessary to determine whether the fasteners are complete or not at this
time). For the vertical projection result, the summation is performed once for each
W length in steps of 1. The final summation maximum, max, and its corresponding
x-coordinate are found. Set a suitable threshold value T by experiment. If max >
T, the fastener is judged to be complete and the x-coordinate corresponding to max
is the position coordinate of the left edge of the fastener. If max < T, the fastener
is judged to be incomplete and then the fastener is identified by the method of the
template matching.

Template Matching. Since this step is to identify incomplete fasteners, the right
half of the fastener is intercepted when the template is created, and the specific
template is shown in the Fig. 2e. The HOG features of the template are calculated to
obtain the HOG feature histogram. Create a window with the size of the template.
Slide the window over the fastener coarse positioning result in steps of 2 until the
entire fastener coarse positioning result is traversed. Calculate the similarity coeffi-
cient between the HOG feature histogram and the template for each window. The
formula for calculating the similarity coefficient is shown in (2). The window with
the smallest similarity coefficient is taken as the result of the precise positioning of
the fastener.

d(X,Y ) = x2 =
n∑

i=1

(xi − yi )
2

xi + yi
(2)

Up to this point, this paper has realized the precise positioning of the fastener.
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Fig. 3 Flowchart of the
fastener identification
method based on two-stage
positioning

2.3 Summary of this chapter

This chapter is divided into two subsections to introduce the fastener identification
method based on two stages. The overall algorithm flowchart is shown in Fig. 3.

3 Experiment

3.1 Fastener Identification Experimental Platform

The experimental process of this paper is all realized on the same platform, and the
details of the fastener identification experimental platform are shown in Table 3.

Table 3 Parameters of the
experimental platform

CPU Intel(R) Core(TM) i5-6200U CPU
@2.30 GHz 2.40 GHz

Memory 4 GB

Operating system Windows10

Exploitation environment MATLAB R2016a

Programming language MATLAB
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Fig. 4 Intersection and
concatenation

3.2 Evaluation Index

In this paper, the intersection-over-Union (IOU) is used to measure the accuracy of
the experimental results. The IOU, a concept used in target detection, is the ratio
of the overlap of the resulting candidate bound to the original ground truth bound,
i.e., the ratio of their intersection to the concatenation. The ideal case is complete
overlap, i.e., a ratio of 1.

As shown in Fig. 4, the area marked by the red box is the intersection of the
candidate box and the original marked box, denoted by C ∩ G. The area marked in
green is the concatenation of the candidate box and the original marked box, denoted
by C ∪ G.

The specific algorithm of IOU is shown in formula (3)

IOU = area(C ∩ G)

area(C ∪ G)
(3)

3.3 Experimental Results

Experiments on fastener identification method based on two-stage positioning.
By applying the two-stage fastener identification algorithm based on Sect. 2, the
fasteners are finally identified and marked out with blue boxes. The experimental
results are shown in Fig. 5. The fastener area is marked by the blue rectangle in the
Fig. 5.

3.4 Comparison Experiments

Template matching is the earliest and most widely used fastener recognition algo-
rithm. In this paper, the fastener recognition algorithm based on template matching
is used as a baseline method to compare with the algorithm proposed in the paper.
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Fig. 5 Result of fastener
positioning

The fastener identification algorithm based on template matching is to firstly
realize coarse identification of fasteners according to Sect. 2.1. Then the fastener
template is produced. The similarity coefficient between the HOG features of the
fastener template and the HOG features of the fastener coarse identification result is
calculated. Finally, the accurate identification of fasteners is realized.

After the program was written and run in MATLAB software, the precise posi-
tioning of the fasteners was finally achieved. Then the IOU was calculated and
the experimental results were counted. The experimental data of the algorithm and
template matching algorithm in this paper are shown in Table 4.

From the final experimental results, it is shown that the accuracy of the method
used in this paper has a little higher IOU, and its running time is faster the template
matching method.

4 Conclusion

In the actual detection system needs to achieve high real-time requirements. In order
to solve the problem of long template matching operation time, this paper proposes
a fastener identification method based on two stages. But the algorithm in this paper
uses fewer samples. At the same time, since there is no sample of missing fasteners
in the existing samples, the algorithm of this paper cannot realize the identification
of missing fasteners when they are missing. At present, there is not much research
related to fastener detection. But I believe that with the efforts of many enterprises,
universities and research institutions, we will soon make breakthroughs in this field
in this era of big data and the rapid development of machine vision field as well as
machine learning field.
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Table 4 Compare experimental data

Data number Fastener identification method
based on two-stage positioning

The method of template matching

IOU (%) Time (s) IOU (%) Time (s)

1 94.15 2.49 92.83 7.3760

2 97.80 2.34 95.66 7.5460

3 92.42 10.63 92.42 7.5470

4 97.12 2.37 95.97 7.1870

5 95 2.76 92.75 7.4060

6 90.99 2.61 95.09 7.7810

7 94.36 2.78 92.62 3.0150

8 95.95 2.74 94.78 2.9710

9 96 2.84 97.03 3.1560

10 93.68 2.19 89.26 2.6710

11 98.08 2.64 89.38 3.26

12 98.19 3.23 95.24 3.3140

13 96.2 3 89.16 15.1890

14 93.63 2.9 88.63 15.3910

15 93 2.89 83.96 15.6530

16 93.5 3.36 90.27 18.2650

17 96.39 3.7 94.09 18.03

18 92.81 3.44 94.12 18.1870

19 92.81 2.79 91.07 14.3270

20 91.8 2.22 83.36 14.2340

21 93.52 2.381 96.30 14.4190

Average 94.64 3.157 92.09 9.854
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EmbedLOF: A Network Embedding
Based Intrusion Detection Method
for Organized Attacks

Peng Chen , Yunfei Guo , Jianpeng Zhang , and Hongchao Hu

Abstract To increase the detection rate of organized attacks in cyberspace, a
new intrusion detection method, i.e., EmbedLOF, is proposed which combines the
network embedding and outlier detection method. The proposed method first prepro-
cesses the captured packets, generates network undirected graph, and calculates
connected components of the undirected graph. Then the Embed algorithm is utilized
to generate network embedding of each node for the connected components of the
undirected graph. The network embedding uses low-dimensional vectors to represent
latent features in network topology. Finally, the LOF algorithm is utilized to conduct
the outlier detection for each node’s embedding. Also, it issues alarms for possible
intrusions. The experiment results show that the method obtains high recall scores
and achieves more comprehensive and robust detections for organized attacks.

Keywords Network embedding · Outlier detection · Intrusion detection · Local
outlier factor

1 Introduction

Since the rise of the Internet in the late twentieth century, cyberspace has increasingly
become an indispensable space in people’s daily work and life. However, due to the
lack of awareness of cybersecurity among ordinary people and the defects in the
design of cyberspace infrastructure itself, crimes in cyberspace are endless, and cyber
attacks are difficult to eradicate. For instance, in China therewere about 42.08million
IP addresses attacked by computer malicious programs in the first half of 2020,
and there were about 220 high-rate DDoS (Distributed Denial of Service) attacks
whose daily peak traffic exceed 10Gbps, according to the report of the National
Computer Network Emergency Response Technical Team/Coordination Center of
China (CNCERT/CC) in September 2020 [1]. These attacks have caused serious

P. Chen · Y. Guo · J. Zhang (B) · H. Hu
Strategic Support Force Information Engineering University, Zhengzhou 450001, China
e-mail: zjp@ndsc.com.cn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. Yao et al. (eds.), The International Conference on Image, Vision and Intelligent Systems
(ICIVIS 2021), Lecture Notes in Electrical Engineering 813,
https://doi.org/10.1007/978-981-16-6963-7_93

1059

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6963-7_93&domain=pdf
http://orcid.org/0000-0002-5988-6614
http://orcid.org/0000-0002-7104-4209
http://orcid.org/0000-0002-4106-6562
http://orcid.org/0000-0001-6656-8246
mailto:zjp@ndsc.com.cn
https://doi.org/10.1007/978-981-16-6963-7_93


1060 P. Chen et al.

losses to the interests of individuals, enterprises, and government departments. As a
result, security issues in cyberspace have received widespread attention.

For defense against network attacks, or more broadly, network intrusions, the
common practice of enterprises and government departments is to deploy an Intru-
sionDetection System (IDS). Themachine learning based intrusion detectionmethod
is considered to be a promising detection method to deal with network intrusions,
especially novel unknown attacks [2–6]. In [5], the authors proposed to use nonsym-
metric deep autoencoder (NADE) for unsupervised feature learning, and proposed to
use stacked NADE to form a deep learning classificationmodel to solve the problems
that traditional Network-based IDSs (NIDSs) require too much manual intervention,
expertise, and have a high rate of error in detection results. Through experiments on
real datasets, the authors proved that the proposed classification model had higher
accuracy and recall. The authors in [6] proposed a combinatorial intrusion detection
model (DRRS) based on deep recurrent neural network (DRNN) and region adaptive
synthetic minority oversampling technique algorithm (RA-SMOTE) in view of the
low detection rate and high false alarm rate of existing intrusion detection models,
and ineffective response to low-frequency attacks. The model achieved a significant
increase in the detection rate of low-frequency attacks while improving the overall
detection efficiency, and had a certain detection rate for unknown new attacks.

Although machine learning based intrusion detection methods have made good
progress, the existing methods for organized attacks [7, 8], such as DDoS attacks,
cannot provide comprehensive robust detection [9, 10]. Nazrul Hoque et al. pointed
out in [9] that existing DDoS detection methods usually cannot detect low-rate or
high-rate DDoS attacks both, and can only detect some types of DDoS attacks, rather
than most or even all types of DDoS attacks. In addition, in [10], the authors believed
that an ideal defense mechanism requires more nodes in the network to participate
in the defense, detection and response of DDoS attacks to deal with the problem that
single deployment point detection has poor robustness.

In order to solve the above problems, the graph-based methods [11] have attracted
widespread attention from scholars. The network topology is constructed through
the communication relationship of IP addresses, and by learning and mining the
latent features [12] of the network topology, more accurate detection of organized
attacks can be achieved. Network representation learning, also known as network
embedding, is a technique that represents the nodes in the network as low-dimensional
dense vectors with a certain inference ability [13]. Through network representation
learning, the latent features in the network topology are embodied in the form of low-
dimensional vectors, so that existing machine learning algorithms such as clustering
and neural networks can be used for further detection.

Intrusion behavior is different from normal behavior, so researchers usually use
outlier detection algorithms to detect the vectors representing the intrusion behavior
in the formof outliers [14]. In [15], the authors proposed an algorithmcombiningLOF
(Local Outlier Factor) and DBSCAN algorithm to detect abnormal network traffic.
This algorithm improved the accuracy of network traffic scenarios and reduced the
time overhead in the case of large-scale traffic data. Yin Na et al. proposed a network
anomaly detection method based on hybrid clustering algorithm (NADHC) in [16],
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which combined distance-based clustering algorithm with density-based clustering
algorithm to achieve higher detection rate and accuracy, and low false alarm rate.

In this paper, we combine the advantages of network embedding and outlier detec-
tion, obtain node vectors of network topology through network embedding technique,
and utilize outlier detection algorithm to calculate network embeddings to detect
outliers, which are considered to be organized intrusions. In summary, the main
contributions and innovations are as follows:

(1) We propose EmbedLOF, an intrusion detection method for organized attacks
based on network embedding. EmbedLOF can perform more comprehensive
and robust detection of organized attacks in the network, and malicious nodes
corresponding to most types of attacks can be detected.

(2) We use the Embed algorithm [17] to calculate network embedding. This algo-
rithm greatly reduces the time complexity and space complexity required to
obtain network embeddings through K + β Reduction technique, so that the
EmbedLOF method can be applied to large-scale networks.

(3) The EmbedLOF method proposed in this paper has achieved high accuracy
and recall when experimented on the ISCX Botnet 2014 dataset [18], which
shows the effectiveness of the method.

2 Background

This section introduces the background knowledge involved in this article, including
some concepts in graph theory, network embedding and LOF outlier detection
algorithm.

2.1 Graph Theory

This paper involves the concepts of graph, undirected graph, connected graph,
and connected component in graph theory. The definitions of these concepts are
introduced below [19].

Definition 1 A graph G is a triplet consisting of a vertex set V (G), an edge set
E(G), and a relationship. The relationship makes each edge related to two vertices
(not necessarily different vertices), and these two vertices are called the endpoints
of this edge.

Definition 2 An undirected graph G is a triple, which contains a vertex set V (G),
an edge set E(G), and a function that assigns an unordered pair of vertices to each
edge. The edges of an undirected graph have no direction.

Definition 3 If there is a sequence u, e1, v1, ..., vk−1, ek, v, k ≥ 1 for any u, v ∈
V (G), so that for 1 ≤ i ≤ k, the endpoints of the edge ei are vi−1 and vi (v0 = u,
vk = v), then the graph G is said to be connected.
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Definition 4 The maximal connected subgraph of graph G is a connected subgraph
of G which is not included in any other connected subgraphs of G. The maximal
connected subgraph of graph G is called the connected component of graph G.

2.2 Network Embedding

In the traditional network representation, the nodes in the network are related to each
other to some extent through the edge set E. These relationships make calculations
in most network processing or analysis algorithms to be iterative or combinatorial,
resulting in higher computational complexity [20]. Network embedding aims to learn
low-dimensional vector representations of network nodes. Another similar concept is
graph embedding, which is also a low-dimensional vector representation of learning
nodes. In [20], the author pointed out that the main differences between the two
are: (1) the goal of network embedding is to reconstruct the original network and
support network inference, while the main goal of graph embedding is to recon-
struct the graph; (2) graph embedding is mainly suitable for graphs constructed from
feature represented datasets. The proximity between nodes can bewell defined by the
weights of edges in the original feature space. While network embedding is mainly
aimed at naturally formed networks. In this kind of network, the proximity between
nodes is not clearly or directly defined. Currently representative network embedding
algorithms include DeepWalk [21], Node2vec [22], LINE [23], SDNE [24], etc.

Currently, there are few applications of network embedding in the field of intrusion
detection, but there have been attempts in security-related fields to use graph embed-
ding to achieve better performance. In the field of malware detection, the authors in
[25] used the function call graph to generate graph embedding, which is used as the
input of the deep learning classification model together with API vector to realize the
detection of malware. In the field of malicious domain detection, Kai Lei et al. [26]
used graph embedding technique to automatically learn the dynamic discriminative
feature representation of labeled domains. Based on this, support vector machines
were used to achieve malicious domain detection. In [12], the authors obtained the
first-order and second-order graph embeddings by optimizing the objective functions
of the first-order graph and the second-order graph respectively, and then trained the
classifier using these graph embeddings. The experimental results on the CIDDS-
001 dataset and the CICIDS 2017 dataset showed that this method could learn latent
features better and improved the accuracy of anomaly detection.

In this paper, we use the Embed [17] algorithm to calculate the network embed-
ding, and utilizes the LOF algorithm to further process the network embedding, so
as to mine the latent features better and improve the recall of detection.
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2.3 LOF Outlier Detection Algorithm

The LOF algorithm is a density-based outlier detection algorithm, which is widely
used in outlier detection, and there are a large number of improved algorithms based
on LOF and variants of LOF [27, 28]. For dataset S, p, o, o′ are objects in S. We use
d(p, o) to denote the distance between p and o. Then the LOF algorithm is defined
as follows [29]:

Definition 5 The k-th distance of object p is

k − distance(p) = d(p, o), (1)

which satisfies:

(a) There are at least k objects o′ excluding p in the set S, satisfying d(p, o′) ≤
d(p, o);

(b) There are at most k − 1 objects o′ excluding p in the set S, satisfying d(p, o′) <

d(p, o).

Definition 6 The k-th neighborhood of object p is all objects within the k-th distance
of p, including the k-th distance, denoted as Nk(p).

Definition 7 The k-th reachability distance of object p with respect to object o:

reach − distk(p, o) = max{ k − distance(o), d(p, o)} . (2)

Definition 8 The local reachability density of object p:

lrdk(p) = |Nk(p)|
∑

o∈Nk (p)
reach − distk(p,o)

. (3)

Definition 9 LOF value of object p:

LOFk(p) =

∑

o∈Nk (p)

lrdk (o)
lrdk (p)

|Nk(p)| . (4)

According to the LOF value of each object, given a threshold σ , the objects whose
LOF values are greater than the threshold are detected as outliers.
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Fig. 1 Deployment of
detection nodes

Network node

Detection node

3 Method

This section will introduce the EmbedLOF intrusion detection method in detail,
including detection model, preprocess, Embed algorithm and intrusion detection
process.

3.1 Detection Model

As shown in Fig. 1, there are a total of n network nodes and w detection nodes. The
detection nodes capture the pcap data packets communicated between network nodes
in the network and construct an undirected network topology graphG(V,E) about the
networknodes,whereV is the set ofnnetworknodes, andE is the set of edges between
these n network nodes. In this paper, we will use the constructed network topology
to detect the intrusion of organized attacks. Since there are multiple detection nodes
in the network, when an organized attack is encountered, a single point of failure can
be avoided, thereby enhancing the robustness of intrusion detection.

3.2 Preprocess

The preprocess step first removes the Ethernet frames which do not contain the
network layer in the pcap file, so that each packet contains the source IP address and
the destination IP address. Then number each IP address starting from 0 as an index.
For the source IP address and destination IP address in each packet, we record one
and only edge, that is, for source IP address sip j and destination IP address dip j in
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packet j, the corresponding index of sip j is a j , the corresponding index of dip j is
b j , if the edges (a j , b j ) and (b j , a j ) are not in the current edge set E, then the edge
(a j , b j ) will be added to E. After this, the undirected network topology G(V, E) can
be obtained.

Since the Embed algorithm is only applicable to connected graphs, in the prepro-
cessing step, it is also necessary to extract each connected component of the network
undirected graph. For each connected component, its node number is renumbered
from 0 again.

In the following algorithm, each node is referred to by the number corresponding
to its IP address.

3.3 Embed Algorithm

Algorithm 1: Embed algorithm
Input: Edge setE of undirected connected graphG, objective function O(·), iteration
step size γ , balance factor α, iteration threshold δ, threshold of iteration rounds t

Output: Network embedding Xi = (x1i , x
2
i , ..., x

d
i ) of node i, where d is the

number of communities in network

(a) Initialization: use graph partition software METIS to generate initial partition
of graph G, and initialize the network embedding of node i as Currenti =
(x1i , x

2
i , ..., x

d
i ), where:

x j
i =

{
1/

√
2 if node i belongs to cluster j

0 others

(b) Iteration:
(1) For non-edge set En, sample a subset Es where | Es |=α| En |
(2) Calculate the direction vector Directioni
(3) Calculate new network embedding Nexti of node i using Nexti = Currenti −

γ Directioni ;
(c) if |O(Nexti )−O(Currenti )|/O(Currenti ) < δ or iteration rounds exceed

t, end iteration and output Currenti . Otherwise, let Currenti = Nexti and
repeat (b)

The Embed algorithm is the network embedding algorithm proposed in [17]. The
network embedding obtained by this algorithm has the following characteristics:

(1) The distance between network embeddings of nodes in the same community
is similar, that is, about 0;

(2) The distance between network embeddings of nodes in different communities
is close to 1, which is embodied in the large difference in some dimensions of
the network embeddings;
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(3) When a node connects to multiple different communities at the same time,
there are multiple dimensions which are obviously non-zero in its network
embedding. The LOF algorithm is based on this feature to detect nodes that
are connected to multiple communities at the same time. Such nodes are
usually malicious nodes that control multiple other nodes, such as command
and control servers or bot hosts in a botnet.

The Embed algorithm is shown in Algorithm 1. Where the function O( · ) is the
objective function in [17], namely

O
(
X1, X2, . . . , Xn

) =
∑

(i, j)∈E

∥
∥Xi − X j

∥
∥2 +

∑

(i, j)∈Es

(∥
∥Xi − X j

∥
∥ − 1

)2
. (5)

The Embed algorithm proposes the K + β Reduction technique to reduce
the computational complexity, where K is the maximum number of communities
connected by abnormal nodes, and β is the tolerance parameter. In each iteration,
the network embeddings Currenti and Nexti retains the largest K + β dimensions
instead of d dimensions, and the remaining dimensions are set to 0. This greatly
reduces the time complexity and space complexity of the algorithm.

3.4 Intrusion Detection Process

The algorithm’s flow chart is shown in Fig. 2. As shown in Fig. 2, the process of
using the EmbedLOF algorithm to detect intrusions is as follows:

(1) the detection nodes capture the traffic in the network, preprocess the pcap file,
and obtain several connected components of the network undirected graph;

(2) for each connected component, given objective function O( · ), iteration step
size γ , balance factor α, iteration threshold δ, threshold of iteration rounds
t, maximum number of communities connected by abnormal nodes K, toler-
ance parameter β, use Embed algorithm to get the corresponding network
embedding of each node;

(3) given k, calculate the LOF value of each node according to the network
embeddings;

(4) compare the LOF value of each node with a given threshold σ , and mark the
node whose LOF value is larger than σ as abnormal and issue an alarm.
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Fig. 2 Flow chart of EmbedLOF algorithm

4 Experiments Evaluation

4.1 Dataset

In order to verify the detection effect of the EmbedLOF algorithm on organized
attacks, we use the ISCXBotnet 2014 dataset from the University of NewBrunswick
to conduct experiments.

This dataset uses the overlay method to synthesize the ISOT dataset, ISCX 2012
IDS dataset and the botnet traffic generated from theMalware capture facility project,
and uses the packet generator BitTwist to map the botnet IPs to hosts outside the
current network. Then it uses TCPReplay to replay the malicious and benign traffic
and captures all the traffic as a single dataset using TCPdump.

This dataset explicitly lists malicious IP addresses, as shown in Table
1. We conduct experiments on ISCX_Botnet-Training.pcap and ISCX_Botnet-
Testing.pcap in this dataset. For the convenience of explanation, they are denoted
as Exp 1 and Exp 2 respectively. After preprocessing these two files, the largest
connected components contain 51,951 and 27,654 nodes respectively, and the second
largest connected components have no more than 82 nodes. Therefore, only these
two largest connected components are used for experiments to illustrate the perfor-
mance of the EmbedLOF algorithm. Among the 51,951 nodes in Exp 1, 12 nodes
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Table 1 Malicious IP addresses

Attack type IP address

IRCbot and black hole 10.0.2.15

Neris 147.32.84.180

TBot 172.16.253.130, 172.16.253.131, 172.16.253.129, 172.16.253.240

RBot 147.32.84.170

Menti 147.32.84.150

Sogou 147.32.84.140

Murlo 147.32.84.130

Zero access 172.16.253.132, 192.168.248.165

Virut 147.32.84.160

Zeus 172.29.0.116, 192.168.3.35, 192.168.3.25, 192.168.3.65

Smoke bot 10.37.130.4

Weasel Botmaster: 74.78.117.238, Bot: 158.65.110.24

Osx_trojan 172.29.0.109

IRC attack 192.168.5.122, 192.168.2.113, 192.168.2.112, 192.168.2.110,
192.168.4.120, 192.168.1.103, 198.164.30.2, 192.168.2.109,
192.168.4.118

correspond to malicious IP addresses; among the 27,654 nodes in Exp 2, 30 nodes
correspond to malicious IP addresses.

4.2 Evaluation Metrics

The evaluation metrics used in our experiments are accuracy, precision and recall.
These evaluation metrics are defined as follows:

Accuracy = T P + T N

T P + T N + FP + FN
, (6)

Precision = T P

T P + FP
, (7)

Recall = T P

T P + FN
, (8)

whereTP represents the number ofmalicious IP addresses detected,TN represents the
number of normal IP addresses that havenot been identified asmalicious IP addresses,
FN represents the number of malicious IP addresses that have not been detected,
and FP represents the number of normal IP addresses that have been identified as
malicious IP addresses.
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4.3 Experiment Results

The Embed algorithm in this paper is based on the C + + language, and the LOF
algorithm uses the LocalOutlierFactor function in the python sklearn library [30].
To show the performance of EmbedLOF algorithm specifically, we experiment on
the effect the threshold σ of the LOF algorithm, the parameter k, and the abnormal
percentage parameter contamination in the LocalOutlierFactor function. The Embed
algorithm uses the default parameters in [17], that is, γ is initially 1, and iteratively
updates, α|En| = |E |, δ is 0.001, t is 50, d is n/500, K is the average degree of all
nodes, i.e., 2|E |/n, and β is �K/4�.

The Effect of the Threshold σ of the LOF Algorithm. The LOF algorithm
considers the nodes whose LOF values are greater than the threshold σ as outliers.
According to the definition of the LOF algorithm, when the LOF value is less than
1, it indicates that the local density of the node is higher than the local density of
the node in the neighborhood, and this kind of node is not an outlier; when the LOF
value is equal to 1, the local density of the node is close to the local density of
the nodes in the neighborhood, and this kind of node is not an outlier. Therefore,
this experiment considers the case of σ ≥ 1. In Exp 1 and Exp 2, k = 5, and the
contamination parameter is “auto”. The results are shown in Figs. 3 and 4. In order
to better display the experimental results, the x-axis in the figures uses the symlog
axis, that is, it is linear near 0, and logarithmic in other places. It can be seen from
Figs. 3 and 4 that as σ increases, the number of malicious IP addresses detected
by the EmbedLOF algorithm decreases. This means that as the requirements for the
degree of outlier increase, the malicious behavior of some nodes will be ignored and
will not be detected, which is consistent with the general understanding.

The Effect of the Parameter k of the LOF Algorithm. In order to find the
appropriate k to make the algorithm’s detection performance the best, this experi-
ment will take k from 2 to 29, and observe the number of malicious IP detected,
accuracy, precision, and recall of the algorithm. In the experiment, σ is 1.5, and the
contamination parameter is “auto”.

Fig. 3 Effect of threshold σ

on number of detected
malicious IPs in Exp 1
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Fig. 4 Effect of threshold σ

on number of detected
malicious IPs in Exp 2

The experimental results are shown in Fig. 5, 6, 7 and 8. It can be seen from
Fig. 5 that in Exp 1, when k is 9 to 29, the EmbedLOF algorithm can detect 91.7%
of malicious IPs. It can be seen from Fig. 7 that in Exp 2, when k is from 11 to
21, the EmbedLOF algorithm can detect 93.3% of malicious IP, and the recall even
reaches 96.7% when k = 11, 17, 18. The high recall means that the various attacks

Fig. 5 Effect of parameter k
on number of detected
malicious IPs and recall in
Exp 1

Fig. 6 Effect of parameter k
on accuracy and precision in
Exp 1
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Fig. 7 Effect of parameter k
on number of detected
malicious IPs and recall in
Exp 2

Fig. 8 Effect of parameter k
on accuracy and precision in
Exp 2

listed in Table 1 can be detected, thus achieving a more comprehensive detection.
However, it can be seen from Figs. 6 and 8 that the precisions are very unsatisfactory,
which means that the false alarm rate of the algorithm is high, and the real intrusion
needs to be found from the alarm. Figures 6 and 8 also show that the accuracy of
the algorithm gradually decreases with the increase of k, which means that too much
consideration of neighboring nodes interferes with the judgment of the algorithm, so
there is a need to make a trade-off between recall and accuracy.

The Effect of Abnormal Percentage Parameter contamination. According to
the above results, in Exp 1, k = 9 is selected, at this time the recall is the largest,
and the accuracy is acceptable. Similarly, in Exp 2, take k = 17. Take σ = 1.5, and
take 0.01, 0.03, 0.05, 0.07, 0.1, 0.2, 0.3, 0.4, 0.5 for contamination. The experimental
results are shown in Figs. 9, 10, 11 and 12.

It can be seen from Figs. 9 and 11 that the value of contamination has a significant
impact on the performance of the EmbedLOF algorithm. If the contamination is too
small, most malicious IPs cannot be detected.

However, as contamination increases, the recall of the algorithm increases, while
the accuracy of the algorithm decreases. This can be seen in Figs. 10 and 12. There-
fore, when choosing an examination, you need to make a trade-off between accuracy
and recall. In addition, it can be seen from Figs. 10 and 12 that the precision of this
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Fig. 9 Effect of parameter
‘contamination’ on number
of detected malicious IPs and
recall in Exp 1

Fig. 10 Effect of parameter ‘contamination’ on accuracy and precision in Exp 1

Fig. 11 Effect of parameter
‘contamination’ on number
of detected malicious IPs and
recall in Exp 2

algorithm is still less than 2%with the change of contamination. This is a shortcoming
of this algorithm, and further research is needed.
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Fig. 12 Effect of parameter
‘contamination’ on accuracy
and precision in Exp 2

5 Conclusion

By combining network embedding with outlier detection, our workmakes an attempt
to apply network embedding in the field of intrusion detection. The EmbedLOF
algorithmproposed in this paper generates low-dimensional vectors from the network
topology. At the same time, the latent information about the intrusion in the network
contained in the network embedding is expressed in the form of LOF value through
the outlier detection algorithm, thus realizing intrusion detection. Experiments on
the ISCX Botnet 2014 dataset show that the EmbedLOF algorithm has high recall
and accuracy for organized attacks detection. As for future work, we can consider
combining network embedding with neural network for intrusion detection.
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An IoT Data Transmission Model Based
on Push Mechanism

Deguo Yang , Zeming Wang , Shuai Qi , and Lianqiang Niu

Abstract A server is needed to collect the data from the sensors and smart devices.
Generally, the end sensors will push data to the server. The traditional server is
directly connected with the terminal equipment, and there will be the problem of
server bandwidth and connection bottlenecks. To maintain connection and obtain
the data from the sensors and smart devices, the mesh, star or tree shape typologies is
necessary, and there should be a transmissionmodel pushing data to the server. In this
paper, an IoT data transmission model is proposed, and a multi-hop push typology is
suggested, and the algorithms are put forward for central server collecting data from
the end sensors and devices. The experiment shows that the transmission algorithm
is effective for IoT.

Keywords IoT · Transmission model · Computer network typology

1 Background

IoT (The Internet of Things) is used in many situations. The things include sensors
in various environment [1]. The connected architecture is that servers gather many
data from sensors. This capability of IoT is used in big data analysis, such as health
care, transportation, environment monitoring, farming, etc. [2].

IoT devices use the IEEE 802.15.4, Lora, or NBIoT standard. The smart devices
have the characteristics of less memory capacity, low bandwidth, limited processing
capability, short range, etc. [3]. Some nodes act as hosts, and other nodes may as
a router. This distinction is that different devices have different capabilities of the
device and power available. The standard of 6LoWPAN [4] does not define how
topology for IoT networks to be formed. MQTT is a main protocol for IoT collecting
data from sensors directly by star topology. The Ad hoc IoT network takes the form
of mesh topology. Other application is based on TCP connection, and tree topology
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is the best choice. Most of the methods are facing the problem that server bottleneck
and failure of single point.

Considering the problems of IoT, The some applications of IoT affect the design
of the routing requirements. In this paper, a data transmission mechanism based on
tree type topology is put forward for IoT applications and a algorithm is proposed to
send data to the server [5].

2 The Typical Architecture of IoT Topology

Generally, the IoT includes three layers: network layer, perception layer, and transport
layer. End sensors should link to the server, and the data is collected and processed
by the server.

The IoT applications support the heterogeneous interaction for devices. Two types
of network are widely used, i.e. wireless network and wired network. If a main wired
network is available, thewired network is the first choice [6]. Thewireless devices are
connected by the wireless method to the wired network. Because backbone network
is used the TCP/IP protocol, it is demonstrated that the interconnection of heteroge-
neous devices is successful. Generally, devices can be connected in this way, some
other sensors can be accessed by wireless method. By the way, some devices can be
accessed through the USB port, serial port, and so on. So the gateway is mostly used
to connect nonIP networks and IP networks.

A typical IoT architecture example is smart home, which is shown in Fig. 1. It
are necessary to connect and control sensors and devices in an environment with a
gateway. Gateway can collect all kinds of digital information of smart devices, such
as humidity, temperature, light, device switch status. Through the home gateway
operating system and a variety of applications can control and monitor all kinds

Fig. 1 The model of a typical IoT application
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of information. Sensors may use the protocol 802.15.4, and others devices can be
connected through Ethernet or wireless networks like 802.11g. Some sensors or
devices may act as gateways for other devices to provide device interconnection at
the network layer. Zigbee, NBIoT and Lora are new types of low power, are more
suitable for the IoT applications.

3 The Design of the Model

3.1 The Model of Measure

It is defined that the IoT model is based on the assumptions followed. Some devices
have enough energy to connect to other intermediary devices, some devices have IP
addresses, while some devices do not have IP addresses, such as a large number of
sensors and smart devices. Because some devices can only be powered by batteries,
such as sensors which are energy-limited. In this model, the residual energy is taken
as a value of their ability.

In this paper, intelligent devices can be easily connected to the gateway, such as
through USB, serial port or Ethernet. It is convenient for these devices to access the
backbone network, which is not described in detail in this paper. The sensors widely
used in the Internet of things have the characteristics of limited energy, and can not
be directly connected to the network through wired mode. They need to access the
network through other intermediate devices, so it becomes very difficult to access
the server, especially when the number of sensors is huge. We will emphasize on the
large number of sensors network used in the IoT.

Sensor network is different from ad hoc networks, because sensors in sensor
networks are usually fixed and not too far away from each other. The data is finally
sent to the server, and the position of the sensors for collecting data is relatively fixed.
Therefore, we need to construct an effective algorithm and structure for all sensors
to build a network to meet the application.

In this design, we use the algorithm similar to the application layer multicast tree
to improve the performance of sending data to the server. Tree topology structure is
s used for sensor data transmission [7].

The primary goal is to form a tree at the application layer. In order to achieve this
goal, we need to form a tree structure with server as the root, including all sensors
and intermediate gateway. In the process of construction, the data transmission path
needs to be optimized. Each end node has paths to the server, and all paths should
be chosen to minimize the cost.

We define a node (end sensors and gateways) model and state our assumptions:

(a) MC of the node
The capability of the sensors or gateways is important to be selected, so the

value should be traded off among many factors, such as capability of process,
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energy, delay, and so on. In this paper, the capability from one node to the
others is defined as the MC.

In our experiment, full energy of the node is expressed as constant value
1, and the rest of the energy is the percentage of remaining energy. The unit
of delay is second. The calculation formula of MC value is shown in Formula
(1).

MC = energy× p+ (1− delay)× (1− p) (1)

The parameter p is ranged from 0 to 1, and it can be changed in practice.
(b) Level of node

If the data of node reach the server through n intermediate nodes, the node is
named nth level node is marked with nodelevel. The number of nodes in n nodelevel
marked with Nnl .

3.2 Algorithm of Construction Tree

The skeleton of the algorithm is shown in Table 1, and the detail of the algorithm is
further elaborated in following section.

The tree is constructed according to the value of every nodes’MC in this algorithm,
andMC of the nodes can be adjusted by the parameter p to trade off the relationship
of energy and delay.

Table 1 The construction algorithms for transmission tree

It is supposed that there are N nodes in the application

nodenum = 1; Nnl = 1; nodelevel = 0;

0 level node = server;

Do

i = 0, j = 0;

Do

nodelevel node(s) calculate the MC of its adjacent nodes

nodelevel node(s) selects the L nodelevel + 1 level nodes whose MC is higher than the rest
nodes;(L is the number of child nodes that the parent node can support)

nodenum = nodenum + L;

i = i + 1; j = j + L;

Until (i < Nnl);

Nnl = j;

nodelevel = nodelevel + 1;

until (nodenum = N);
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Fig. 2 The result of algorithm for transmission tree (S stands for server)

We use twelve nodes as an example. The energy of the server is 1, and the energy
of n1, n2 is 0.9, and the energy of n3, n4, n5 is 0.8, and the energy of the rest nodes
are 0.5. We assume that the value of parameter p in the formula is 0.5. The delay of
n1, n2 node’s from server are 20 ms and 50 ms respectively, and the delay of n3, n4,
n5 are 10 ms, 20 ms, 30 ms respectively, and the delay of n6, n7, n8 n9, n10, n11, n12
are 100 ms, 100 ms, 100 ms, 100 ms, 300 ms, 400 ms, 500 ms respectively.

First, the server calculates the members’ MC. Taking n1 as an example, the MC
of n1 is calculated as follow.

MCn1 = 0.5× 0.9+ (1−0.02)× 0.5 = 0.94. (2)

The MC of the other nodes n2:0.925, n3:0.895, n4:0.89, n5:0.885, n6:0.7, n7:0.7,
n8:0.7,n9:0.7,n10:0.6,n11:0.55,n12:0.5. It is supposed that the server node can support
6 child nodes. The server selects n1:0.94, n2:0.925, n3:0.895, n4:0.89, n5:0.885, n6:0.7
as first level nodes. Then, the nodes n1, n2 select the second level nodes. The result
of the algorithm is show in Fig. 2a.

If the delay is the more important factor, we can adjust the weight of delay in the
formula by reducing p. For example, the value of p is set as 0.1, the nodes n1:0.972,
n2:0.954, n3:0.971, and n1, n3 will be the two nodes in the second level, and the graph
of tree topology is shown in Fig. 2b.

4 Experiment Result and Analysis

We used the embedded device made in Bochuang Electronic Technology Co.,
including a MID (Mobile Internet Device) as the gateway, which is with two USB
ports, three serial interfaces. The sensors include one base station board, which is
connected with the MID through serial port, ten light sensors, twenty flame sensors,
sixty temperature and humidity sensors and six flow sensors. All the sensors are
arranged indoor or outdoor. The gateway interacts with the user terminal through
Ethernet. The gateway adopts Linux kernel, yaffs2 file system and QTGUI interface.
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Fig. 3 The comparison of experimental results

The user terminal adopts Android operating system. The gateway can collect
sensor, camera and voice data to control the intelligent devices in the room. The user
terminal can receive information from the gateway server and send information to
the gateway for control (Fig. 3).

Three parts of the experiments were carried out. Firstly, we use MQTT protocol
to connect all sensors to MQTT server for data collection. Secondly, we use TCP
socket method to connect all nodes to the server and transmit data. Finally, we use
the method of constructing transmission tree proposed in this paper to connect some
nodes to the intermediate nodes, and the intermediate nodes connect to the server
through TCP connection. The results show that with the MQTT method and TCP
method, the memory consumption (10 k Byte) of server is 1.1 and 1.2 times that of
the proposed method, and the CPU consumption (percentage) is 1.4 and 1.2time of
the proposed method in this paper. Three methods are used for data transmission,
and the data delay time (ms) is less than 5 ms. The result is shown as It is showed
that the method used in this paper can reduce the burden of the central servers and
solve the server bottleneck problem to a certain extent, especially when the number
of nodes is huge, the effect will be more obvious.

5 Summaries

In this paper, an IoT data transmission model is proposed, a server collects the data
pushed by sensors and intermediate devices, and a algorithm of transmission tree is
proposed. The results of experiment show that the design is feasible and effective.

The future work includes two sides. On one hand, more sensors or intermediate
devices should be added to the measurement to construct the transmission tree. On
the other hand, it is should be tested that what is the parameter value to achieve the
best performance.
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Electrical Load Forecasting Using
Hybrid of Extreme Gradient Boosting
and Light Gradient Boosting Machine

Eric Nziyumva , Rong Hu , Chih-Yu Hsu , and Jovial Niyogisubizo

Abstract Ensemble learningmethods have been used to improve performance accu-
racy through bias-variance trade-off techniques. However, there is still room to
improve. This paper proposes an ensemble model to forecast the electrical load
behavior based on a hybrid of Extreme Gradient Boosting (XGBoost) and Light
gradient boosting machine (LGBM). Extreme gradient boosting (XGBoost), a Light
gradient boosting machine (LGBM) and a hybrid of XGBoost and LGBM models
are trained, evaluated, and compared. The experiments show that the proposedmodel
outperforms other methods by reducing more than 1% in mean absolute percentage
error (MAPE), root mean squared percentage error (RMSPE), and mean absolute
error (MAE). The dataset from the Pennsylvania-New Jersey-Maryland intercon-
nection power grid was used to validate the evolutionary capability of the proposed
method and the finding of optimal accuracy of the model.

Keywords Electrical load forecasting · Ensemble learning · Extreme gradient
boosting machine (XGBoost) · Light gradient boosting machine (LGBM)

1 Introduction

Energy power prediction is very important in our daily life. It is the first approach
to the best power system management and plays a great significance for all-electric
power-related activities. Moreover, this prediction not only presents its strongness
to the reliable grid operation but also for safe electricity planning, modern trans-
portation, communication and has a great positive impact on national security. Thus,
accurate electric load prediction is essential for power systems since accurate predic-
tion leads to the economic development of any country through substantial savings
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in operating and maintenance costs [1]. However, achieving the desired accuracy
is difficult due to the various factors influencing the electric load behavior include
human social activities, country policies, climate change, and economic development
[2].

Previously, electric load forecasting (ELF) had been almost entirely limited to
traditional statisticalmethods. The classical researches proposed include the adaptive
time-series auto-regressivemoving average (ARMA)model presented a good perfor-
mance of reducing the error compared to the other models. Due to its simplicity and
effectiveness, ARMA was popular and extensively used in ELF researches however
it is limited to only being used for stationary time-series data. Cheng-Ming Lee
and Chia-Nan Ko [3] proposed a new hybrid algorithm based on auto-regressive
integrated moving average (ARIMA) which has the advantage of introducing non-
stationary time-series data. Compared to other models used in their work, the simu-
lation results indicated also the highest forecasting performance. Unfortunately, the
random noise which disturbs the whole process, ARMA and ARIMA models use
only time and load as input data which implies the ARMAX and ARIMAX to be
discovered for introducing the exogenous variables. Then, Indian researchers Shilpa
G N and Dr. G S Sheshadri had used the ARIMAX model, an extension of ARIMA
with an exogenous variable for ELF [4]. However, the classical models are limited
due to only focus on the relationship between the dependent and independent vari-
ables. In addition, their forecasting accuracy is not good enough therefore themodern
models were introduced for making the most possible accurate predictions.

With modern science progress, load prediction technologies have been consid-
erably developed. Lately, the introduction of machine learning (ML) theories in
the electrical power engineering field became more and more popular which implies
great efficiency for improving the performance of forecastingmodels [2]. Thewidely
usedMLmodels include multiple linear regression (MLR) applied for ELF and gave
successful results. Even if it is easy for results interpretation, the regression models
may lead to erroneous and misleading results due to the wrong assumptions [5].
Salkuti, S. R. proposed anANN-based hybrid for predicting short-term electrical load
demand in which a better result was found. Besides, to avoid different drawbacks of
ANNs such as falling into the trap of local minima during the parameter optimization
process, Salkuti, S. R. used a hybrid approach of combining ANN, wavelet trans-
forms (WTs), and evolutionary-based differential evolution algorithm [6]. On the
other hand, Mohamed proposed a full wavelet packet transform and neural network-
based ensemble method. The simulation results show that the proposed approach
reduces MAPE by 20% in comparison with the traditional neural network method
[7]. Later, Chengdong developed a wavelet transforms-based model in which the
proposed method combines the fuzzy inference system and the periodicity knowl-
edge to generate accurate forecasting results [8]. Due to its double major advantages
of being used in optimization and prediction fields, the genetic algorithm (GA) has
been well-suited with nonlinear systems and it conducts a particular optimization
based on the natural selection of the optimal solutions found from a wide range of
forecasting model candidates’ population [9]. Then, expert systems-based models
had been increasingly developed for handling prediction issues.



Electrical Load Forecasting Using Hybrid of Extreme Gradient … 1085

Although the machine learning models had been widely used in various fore-
casting issues include ELF, their models’ performance present various gaps of erro-
neous results due to variance, bias, and noise. This affects the ELF which leads to
significant losses due to maintenance costs, unsafe power system operation, and all
power planning-related activities [10]. Moreover, inaccurate load forecasting has
great negative impacts on energy generating capacity scheduling which leads to
inadequate operating.

In this paper, the proposed approach aims to upgrade the forecasting performance
of machine learning algorithms. This is achieved by reducing the error between
actual and predicted values through the bias-variance trade-off. The main principle
behind this work is the combination of ensemble learning. At first, the extreme
gradient boosting (XGBoost), light gradient boosting machine (LGBM), Adaptive
boosting (AdaBoost), and random forest are firstly compared according to their
accuracy and training time. Then, the hybrid of XGBoost-LGBM has been done
to enhance the performance accuracy. The innovations of the proposed approach are
such as the combination of two models and performance improvement compared to
the remaining models used in this paper which leads to significant loss reductions.

The rest of this paper is organized as follows: Sect. 2 describes the methods used
in this paper. Section 3 evaluates, discusses, and compares the performance results
of models. Section 4 concludes the paper.

2 Methodology

The methodology used in this paper is graphically represented through Fig. 1.

Electric  dataset

Feature 
Engineering

Training

Validation

Hold out test

Split Dataset

Hyperparam
eter tuning

Build Models Training results

Models
Validation results

Test results Compare models

MAE

MAPE
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Fig. 1 Overall design of the study
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According to their performance accuracy and training time, the boosting-based
models include XGBoost, LGBM, Adaboost, and random forest, a bagging-based
ensemble learning model, are compared with a hybrid of XGBoost-LGBM, the
proposed model. The hyperparameter tuning of the models has been also computed.
This section explains the research methodology process. Finally, the performance
comparison of the models is done.

2.1 Overall Research Design

Figure 1 represents the development of the overall research design proposed to
conduct the study for enhancing electric load forecasting. After identifying the
inaccurate forecasting problems, the helpful steps of overcoming them have been
proposed as follows: First, the electric dataset was gained. Then, feature engineering
was conducted. Third, the ensemble machine learning-based techniques (Random
Forest, XGBoost, LightGBM, Adaboost, and XGBoost-LGBM) were trained, eval-
uated, and compared. The mean absolute error (MAE), mean absolute percentage
error (MAPE), and root mean square percentage error (RMSPE) were analyzed.

2.2 Description of Dataset

In this paper, the dataset used comes fromPennsylvania-New Jersey-Maryland (PJM)
website [11]. The extracted information holds data of 87,600 sampleswith a sampling
frequency of 1 h. The database covers a range of times starting from July, 1st 2008,
and the hourly load demand recorded from twelve electrical networks is expressed
in megawatts (MW). Various important techniques have been applied to this dataset
for improving the outcome of the models. The first technique is dataset filtering
done for selecting the sub dataset to be used for viewing and analysis. The second
concerns dataset training which has the role of training the algorithm so that it
can predict accurately. The third technique emphasis the evaluation of the dataset
which is considered as the performance comparison tasks done with the help of a
validation dataset to find the smallest error network. A model may overfit during
the validation procedure therefore the performance evaluation might be done to the
testing dataset. Cross-validation as the technique of evaluating themodels for limited
data by resampling had been used. The attributes after data filtering include the day
of the week, holidays, season, the hour of the day, month, and energy consumption.
The target variable is the consumption of electrical energy expressed in megawatts
(MW).
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2.3 Feature Engineering

Feature engineering expressed as the way of extracting variables from raw data
plays an important role in determining the key variables that will be useful to win the
upcoming applications and then to classify them as either low and high according to
their impacts. SinceML framework development is a process that begins by carefully
defining the requirements [12], the iterative process starts which involves building
and testing various models over a dataset. To explore and analyze the information,
the data gained from the dataset should be pre-processed and transformed. In the
end, the relationship between independent features such as the day of the week,
holidays, season, the hour of the day, month, year, and target variable (consumption
of electrical energy) is seen.

The next stage is model building to try and evaluate different models. Here, the
data is organized into three different split sets. With the help of the training and
validation sets, there is an optimization possibility of model parameters using cross-
validation procedures then hyperparameter tuning. The third set namely the “hold-out
test” is used for final testing and model comparison.

2.4 Ensemble-Based Machine Learning Models

With the fast improvement of machine learning, various techniques to increase accu-
racy have been proposed. All the previous works have been done to reduce the errors.
Here, we present a brief description of ensemble-based machine learning techniques
used in this paper.

Randomforest: The randomforest algorithmhas beenfirstly invented byTinKam
Ho using attribute bootstrap aggregating (bagging) in 1995 [13]. The functionality of
random forest consists of three main parts. Firstly, the samples are selected through
the bagging techniques which are used for extracting the N (number) times training
datasets from original data. Then, the prediction from each tree-based learner is
found. Finally, the result is found through the combinationmethods such as averaging
or voting. Random forests algorithm works very well compared to the decision tree
as it corrects the overfitting but its accuracy is lower than that of the gradient boosted
trees [14].

Adaptive Boosting (AdaBoost): Adaptive boosting is the first boosting-based
algorithm developed by the joint of Freund and Schapire [15]. The class of boosting
algorithm takes its description as the machine learning approach to increase the
forecasting performance level based on the combination of various weak learners
and inaccurate rules. As the first practical boosting algorithm, adaptive boosting is
widely used and studied and then applied in numerous fields. Its advantages were
seen in regression and classification issues handling.

ExtremeGradientBoosting (XGBoost): Through the researchproject conducted
by Tianqi Chen, the XGBoost that works under the principle of boosting gradient
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tree had officially come out on March 27, 2014 [16]. This model could be used
for handling regression or classification issues. Mathematically, the gain leads to a
regularized boosting techniques is defined by [17]:

Gain = 1

2

[
G2

L

HL + β
+ G2

R

HR + β
− (GR + GL)

2

HR + HL + β

]
− α (1)

where the first term is the score of the left child, the second the score of the right child
and the third the score if we do not split. β and α are ridge and lasso regularization
coefficients respectively.

Light Gradient Boosting Machine (LGBM): The Gradient-Based One-Side
Sampling (GOSS) decreases the computation costs since it uses a subset of smaller
instances rather than using all instances. Exclusive Feature Bundling (EFB) converts
exclusive features into less dense features. The combination of both GOSS and EFB
techniques produces LGBM [18]. Compared to the traditional gradient boosting
concept, the LGBM has an accelerated training process and higher performance
accuracy. Furthermore, this kind of gradient boosting can deal with the large dataset
since it supports GPU and parallel learning [10].

Hybrid of XGBoost-LGBM: The hybrid of XGBoost and LGBM, boosted-based
ML models, in which the individual’s components are sequentially coupled for
building a powerful meta-learner. The idea behind the proposed model is to find
the approach of reducing the contribution of both bias and variance to error since the
errors and predictions in any ML models are adversely influenced by bias, variance,
and noise [19]. A high bias and variance bring about the underfitting and overfitting of
the training data respectively while noise is considered as an irreducible error caused
by improper cleaning of data. The proposed approach is found through grouping
the individual models in sequential. The numerical simulations with cross-validation
(CV) and hyperparameters tuning verify the power of the newmeta-learner algorithm
by giving the best results compared to the single model as shown in Table 1. The
expected prediction error of a regression model using squared-error loss is expressed
as:

Table 1 Performance evaluation of models: LGBM, XGBoost and Random forest

LGBM XGBoost Random forest

CV MAPE RMSPE MAE MAPE RMSPE MAE MAPE RMSPE MAE

K1 1.88 2.12 199.66 1.94 2.04 200.1 2.16 2.58 205.86

K2 1.94 2.24 188.64 1.98 2.56 199.72 2.12 2.84 205.38

K3 1.78 1.94 189.30 1.84 2.52 199.04 2.14 2.92 200.72

K4 1.74 1.96 195.78 1.90 2.48 198.72 1.96 2.70 200.36

K5 1.72 1.78 193.72 1.74 2.46 197.84 1.90 2.66 220.04

K6 1.46 1.68 188.10 1.64 2.24 197.82 1.88 2.54 200.02

Mean 1.74 1.94 192.52 1.84 2.38 198.87 2.02 2.70 205.38
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where the first term represents an irreducible error, the second term is the contribution
of squared bias to error while the last term is the contribution of variance to error.
F and F̂ represent the actual and predicted values respectively while E represents
expected values then x = xi represents point value.

2.5 Evaluation Criteria

To evaluate and compare the performance of ML models, several performance
metrics are used. The mean absolute error (MAE), mean absolute percentage error
(MAPE), and root mean squared percentage error (RMSPE) have been utilized.
Mathematically, they are defined:

MAE = 1

N

N∑
i=1

∣∣∣Yi − Ŷi

∣∣∣ (3)

MAPE = 100

N
∗

N∑
i=1

∣∣∣∣∣
Yi − Ŷi

Yi

∣∣∣∣∣ (4)

RMSPE = 100∗

√√√√∑N
i=1

(
Yi − Ŷi

)2

N Yi
(5)

Yi and Ŷi are the actual and predicted values respectivelywhileN is the observation
number. The more the values of MAE, MAPE, and RMSPE, the worse prediction
accuracy.

3 Results and Discussions

The performance evaluation of four ensemble learning-based methods was judged
and compared with the proposed model. In this section, the results are presented and
discussed.
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Tabel 2 Performance evaluation of models: AdaBoost and XGBoost-LGBM

AdaBoost XGBoost-LGBM

CV MAPE RMSPE MAE MAPE RMSPE MAE

K1 2.14 2.44 202.24 1.78 1.92 199.06

K2 2.10 2.78 203.76 1.70 1.30 196.04

K3 2.06 2.76 200.32 1.62 1.44 188.62

K4 1.92 2.64 200.04 1.50 1.28 184.68

K5 1.86 2.56 199.7 1.46 1.08 182.04

K6 1.82 2.38 199.06 1.24 0.90 178.52

Mean 1.98 2.58 200.84 1.54 1.32 188.16

3.1 Comparison

The ML performance metrics are often used to compare the models for selecting
the best suitable for ELF. According to the literature, different models have been
proposed and compared based on the performance evaluation results with the execu-
tion time. Since the existing models have not yet satisfied the desired forecasting
quality, the research is still undergoing. Here, the hybrid of XGBoost-LGBM and
four singlemodels have been trained, tested, and then compared. Formaking an accu-
rate performance evaluation, the simulation process is repeated six times. The tech-
nique used here is popularly known as k-fold cross-validation (CV) which prevents
the model to overfit the new data [20]. Then, hyperparameter tuning has been also
applied.

The six-fold cross-validation results for each model are resumed in Tables 1 and
2. The performance results before applying CV techniques are worse than those
obtained after using it. The errors were higher which indicates significant losses due
to the inaccurate electric load prediction.

According to the mean absolute percentage error (MAPE) which is considered as
a loss function to define the error termed by the model evaluation. The mean results
for the k-folds cross-validation reveal that the proposed hybrid successfully limits
the forecasting error to 1.54% compared to the other remaining single models.

Figure 2 represents the comparison of theMAPE andMAE obtained from various
models used in this paper. The proposed model, a hybrid of XGBoost and LGBM,
shows the highest accuracy compared to the other remaining models.

In addition, the root mean squared percentage error (RMSPE) of the singlemodels
is greater than that of the proposed model. Based on the experiment results, the
hybrid ofXGBoost-LGBMreduces the error to 1.32%.Afterwards, themean absolute
error (MAE) expressed as the measure of how far the predictions were from the
actual output shows that the proposed model has the least values of error. Based on
the aforementioned discussions and performance metrics principle (the smaller the
values of MAPE, RMSPE and MAE, the better the model performance) therefore
it is reasonable and proves that the proposed model outperforms the other models
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Fig. 2 Comparison of the MAPE and MAE obtained

Fig. 3 Energy consumption versus Estimation and Error rate versus datetime

tested in this paper. However, the proposed model takes a longer time to be trained
compared to single models.

Figure 3.shows ELF with two months ahead. The left graphs represent the energy
consumption and prediction versus datetimewhile the right graphs show the error rate
versus datetime. For the first-row graphs, there are fewer losses as the actual energy
consumption is almost equal to the predicted electrical energy therefore the utilization
of generated energy is maximized. While for the second-row graphs, the significant
error values are greatly remarkable which indicates a significant difference between
predicted and actual values. Consequently, the first row-graphs show an accurate
model which leads to the main goal of ELF.

4 Conclusion

The overall development of any country is based on proper load forecasting. The inac-
curate forecasting affects negatively the planning and may lead to various significant
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losses. Hence, the performance accuracy should be improved. This paper proposes
the techniques of enhancing accuracy for electric load forecasting. The advantages
of both XGBoost and LGBM are combined for achieving the target. The proposed
model, a hybrid of XGBoost and LGBM, shows the highest accuracy compared
to the other remaining models tested in this paper. According to the mean absolute
percentage error (MAPE), themean results for the k-folds cross-validation reveal that
the proposedhybrid successfully limits the forecasting error to 1.54%compared to the
other remaining single models. In addition, the root mean squared percentage error
(RMSPE) of the single models are greater than that of the proposed model which is
not good. On the other hand, the mean absolute error (MAE) shows that the proposed
model has the least values of prediction error which leads to attractive results. More-
over, the accurate forecasting obtained from the proposed approach leads to the
reduction of the significant losses since the utilization of power-generated energy is
maximized. Furthermore, the contributions of this proposed approach include safe
power system operation, proper planning of transmission and distribution facilities,
proper financing (future expenditure and earnings), substantial savings in operating
andmaintenance costs, and then safe power planning related activities while its inno-
vations are such as the combination of two models and performance improvement
compared to the other models tested in this experiment. Based on the aforementioned
discussions and performance metrics principle (the smaller the values of MAPE,
RMSPE, and MAE, the better the model performance) therefore it is reasonable and
proves that the proposed model outperforms the other models tested in this paper.
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Research on Splicing of Horizontal
and Longitudinal Shredded Paper Based
on Hungarian Algorithm

Lizhi Shen , Zhixiong He , Lang Chen , and Rongyuan Chen

Abstract In order to solve the problems of traditional heuristic algorithm for solving
the splicing of horizontal and longitudinal shredded paper, such as high complexity
and low success rate when the order of magnitude is large. A method is proposed
to transform the horizontal and longitudinal shredded paper splicing problem into
an assignment problem. Then the Hungarian algorithm is used to solve the problem:
first, the fragments are numbered and the position information on both sides of the
fragments is extracted. For the shredded paperwith both crosscutting and longitudinal
cutting. The K-Means clustering algorithm is used to splice each row successfully.
Then, one side of any fragment is regarded as the person completing the task, and
the other side is regarded as the task, and the gray difference of the corresponding
position on both sides is regarded as the cost for the person to complete the task
(if the blank row is cut, the line spacing difference is used as the cost). Thus the
cost matrix is constructed. Finally, through the minimum cost sum obtained by the
row-column transformation of the Hungarian algorithm, the optimal solution of the
problem is obtained and the fragment splicing sequence is obtained. This method
transforms the nature of the problem ideologically and adopts a solution different
from the traditional heuristic algorithm. Compared with the simulated annealing
algorithm, the complexity of the Hungarian algorithm is obviously lower than that
of the simulated annealing algorithm. The amount of calculation is greatly reduced.

Keywords Shredding problem · Assignment model · Hungarian algorithm ·
Simulated annealing algorithm · Clustering algorithm

1 Introduction

The restoration of damaged images has important applications in the fields of judicial
material evidence restoration, historical literature restoration, banknotes andmilitary
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intelligence acquisition. In the past, the traditional splicing repair work was basi-
cally completed manually, the accuracy is very high, but the efficiency is very low.
Especially when the scale of the problem is enormous, it is difficult for manpower to
complete the task in a short period of time. Therefore, the research of using computers
to realize automatic splicing of fragments is of great practical significance [1–3].

At present, scholars at home and abroad mainly classify the splicing and repair of
text fragments into two categories: irregular and regular fragments. For the repair of
irregular fragments, the frequently used algorithms are boundary detection algorithm,
genetic algorithm and so on [4]. Xu Muhao et al. aiming at the problems of poor
adaptability and low success rate of automatic splicing of irregular fragments based
on machine vision, a new edge shape descriptor method and a multi-dimensional
matching irregular fragment stitching method combined with color information are
proposed [5]. Dang Yuechen et al. proposed a shredded paper splicing reconstruc-
tion algorithm based on evolutionary computation in view of the difficulty of manual
splicing [6]. Luo Zhizhong et al. studied the splicing repair of shredded paper from
the point of view of text features. They mainly make use of the edge shape outline
and edge grayscale information of the fragments. The main methods used to repair
fragments with regular shape are 0–1 programming, clustering algorithm, ant colony
algorithm, simulated annealing algorithm and so on [7]. Zhuang Sifa and Fu Ximei
proposed a horizontal sorting restoration algorithm based on 0–1 programming for
regular paper fragments cut horizontally and longitudinally, and a classification algo-
rithm for the case of both crosscutting and vertical cutting [8]. Liu Qiuju et al.
proposed a fragment splicing restoration method based on text features by estab-
lishing a dynamic programming model [9]. Fu Guanghui et al. in view of the fact that
the existing algorithms are not robust enough and the accuracy of intra-line splicing
of fragments is low, an improved method of automatic splicing of paper fragments
based on clustering and ant colony algorithm is proposed [10]. Han Yingying et al.
and Lan Yang et al. realize splicing by establishing a splicing model based on 0–1
programming [11, 12]. Zhong uses Q clustering analysis to splice the regular frag-
ments by constructing edge contrast matrix[13]; Zhou transforms the problem into
traveling Salesman problem and proposes improved genetic algorithm and greedy
algorithm to solve the regular fragments[14]; Liang et al. uses degenerate algorithm
to solve the regular fragments by constructing the corresponding gray matrix and
deducing the edge characteristics[15].

In the above research, many scholars regard the horizontal and vertical shred-
ding paper splicing problem as a traveling salesman problem or integer program-
ming problem, usually utilizing traditional heuristic algorithms such as ant colony
algorithm, simulated annealing algorithm and so on. In this paper, the Chinese hori-
zontal and vertical shredding paper splicing problem is transformed into the assign-
ment problem in operational research, and the minimum cost mathematical model is
established and solved by the Hungarian algorithm.
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2 Problem Modeling

2.1 Problem Description

In the above two sections, the properties of the assignment problem and how to use
the Hungarian algorithm to solve the assignment problem are described in detail.
Going back to the existing longitudinal shredding problem, we need a series of
transformations to convert it into an assignment problem. After numbering n pieces
of paper, the right side of each piece of paper is defined as the task ak to be completed,
and the left side of each piece of paper is defined as the person who completed the
task bk . At the same time, the position information of the left and right sides of each
pair of shredders is extracted and expressed as a position vector, the gray difference
between the left side of the i shredder and the right side of the j shredder means
that the cost of completing the j task is c1i j . From this we can get the cost matrix
C1 = (

c1i j
)
.

For the problem of horizontal and vertical shredding paper, the cost matrix is
divided into two parts: grayscale difference and line spacing difference. After the
rows are spliced successfully by K-means clustering algorithm, only the upper side
of each piece of paper is defined as the task to be completed, and the lower side of
each piece of paper is defined as the person who completes the task. At the same
time, considering the case of skimming and pressing in the font stroke, the gray
difference between each pixel on the lower side of the i shredder and the upper side
of the j shredder and the gray difference between the three pixels before and after
the matching is compared. If the match is successful, the value will be increased by
1, and the value of the successful match will be taken as one of the costs. When the
crosscut is cut through a blank line, the difference between the pixel distance dm and
the standard line spacing d between the last row of the i shredder and the first row
of the j shredder is taken as another cost. As a result, the cost matrix C2 = (

c2i j
)
of

horizontal and vertical shredding paper is obtained.
Set the variable:
Z : Total cost;
C1 = (

c1i j
)
: Longitudinal shredding paper cost matrix;

C2 = (
c2i j

)
: Cost matrix of horizontal and vertical shredding paper;

xi j =
{
1 Assign person i to task j
0 Do not assign person i to task j

}
, i, j = 1, 2, . . . , n

c1ij = sum{abs(bk − ak)}, k = 1, 2, · · · , 1980;

c2ij = abs{dm − d},m = 1, 2, · · · , 1368;
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where ak represents the right vector of any shredded paper; bk represents the right
vector of any shredded paper; dm represents the line spacing between the last pixel
of the i shredder and the first row of the j shredder; d represents the standard line
spacing.

2.2 Model Building

min z =
n∑

j=1

n∑

i=1

ci j xi j (1)

s.t.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

n∑

i=1
xi j = 1, j = 1, 2, . . . , n(1)

n∑

j=1
xi j = 1, i = 1, 2, . . . , n(2)

xi j = 0, 1 i, j = 1, 2, . . . , n(3)

(2)

where Z represents the total cost; ci j represents the cost of the i individual to complete
the j task; xi j indicates whether the i individual is assigned to do the j task, if it is
done, it is 1, and if it is not done, it is 0; constraint (1) means that each task can
only be completed by one person; constraint (2) means that each person can only
complete one task.

2.3 Nature Description

The process of solving the model is shown in Sect. 2 above, and we can find that the
last updated cost matrix has the following characteristics and properties:

• All elements take only 0 or 1;
• Per row of elements have and only one 1;
• Per column of elements have and only one 1;

Property 1: if a new cost matrix is obtained by adding (minus) a constant to each
element in any row (column) of the original cost matrix C, then the optimal solution
to the assignment problem of the cost matrix is the same.

Therefore, using the above properties, we can transform the cost matrix to the
existence of n independent zero elements (different columns in different rows), and
keep each ci j non-negative.At this time, let the positionof the n0 elements correspond
to the positions ci j = 1 and the other positions ci j = 0, and the optimal solution can
be obtained. Because it is a feasible solution with a target value of 0, and there is
always a
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z =
n∑

j=1

n∑

i=1

ci j xi j ≥ 0 (3)

3 Problem Solving

First of all, we transform the problem of paper fragments abstractly, regard it as an
assignment problem in operational research, number the pieces of paper, extract the
position information on both sides of each pair of fragments to construct the location
vector, and then regard the right side of one of the fragments as the task and the
left side as the person who completed the task. The gray difference between two
pieces of paper depends on the cost of the adult to complete the task, from which
the cost matrix can be constructed, and then the new cost matrix can be obtained by
the row-column transformation of the Hungarian algorithm, and the solution will be
finished when the end condition of the algorithm is satisfied. At this time, we get the
optimal splicing sequence of the fragments.

For the problem of paper fragments with both crosscutting and longitudinal
cutting, the K-Means clustering algorithm is first used to splice in the row direction,
and then the solution idea is consistent with the above description.

3.1 Overview of Assignment Problem

First of all, an overview of the problems solved by the Hungarian algorithm: in prac-
tice, there are n different tasks, one of which needs to be completed by n individuals,
and the time for each person to complete the task is different. So there is a question
of how to assign tasks to minimize time.

Generally speaking, there are n elements selected in the n * n matrix, and there is
one element in each row and column, which minimizes the sum. As shown in Table
1.

The above table can be abstracted into a matrix. If it is the minimum summation
problem shown in the table above, then the matrix is called the cost matrix. If the

Table 1 Cost matrix

Personnel/task A B C D

Personnel 1 3 12 42 15

Personnel 2 5 33 8 12

Personnel 3 35 6 13 24

Personnel 4 4 9 12 10
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Fig. 1 Flow chart of Hungarian algorithm

required problem is to maximize the sum, then the matrix is called the benefit matrix.
The optimal solution of the assignment problem has such a property that if the
smallest element of the row (column) of the matrix is subtracted from each element
of the row (column) of the matrix, the reduced matrix is obtained, and the optimal
solution is the same as that of the original matrix.

3.2 Hungarian Algorithm

The Hungarian algorithm is a combinatorial optimization algorithm for solving task
allocation problems in polynomial time, and promotes the later original dual method.
The algorithmwas proposed by Americanmathematician Harold Kuhn in 1955. This
algorithm is called the Hungarian algorithm because a large part of the algorithm is
based on the previous work of the Hungarian mathematicians D é nesKemonig and
Jen Egerv á ry. The flow chart of the algorithm is shown in Fig. 1.

4 Comparison Between Experimental Results
and Algorithm

4.1 The Solution of the Problem of Longitudinal Shredding
of Paper

Experimental setup. An image that is all in Chinese is cut longitudinally into 19
pieces, then it is randomly scrambled and numbered. In this case, the scale of the
problem is n = 19, and the cost matrix is 19*19. The pattern of the shredded paper
is shown in Fig. 2.

The program is realized by matlab R2018a programming, and the program runs
on a microcomputer with CPU2.40Ghz and 8 GB memory.
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Fig. 2 Several randomly disturbed pieces of paper

Experimental results. The program runs a total of 10 times, and the average
running time is 0.007 s, which shows that the algorithm can obtain the minimum cost
matrix and the optimal splicing sequence in a very short time. And the success rate
of the splicing result obtained by running the program for 10 times is 100%. Figure 3
shows the splicing result of 19 pieces of longitudinal shredded paper, and Table
2 shows the splicing sequence and the minimum cost of 19 pieces of longitudinal
shredded paper.

4.2 Solution to the Problem of Horizontal and Vertical
Shredding of Paper

Experimental setup. An image which is all in Chinese is cut longitudinally and
longitudinally into 11 * 19 pieces, then it is randomly scrambled and numbered.
First, each row is spliced successfully by using K-Means clustering algorithm, in
which the scale of the problem is n = 11 and the cost matrix is 11 * 11. Part of the
original scrap data set is shown in Fig. 4 and K-means clustering splicing of a certain
line of shredded paper is shown in Fig. 5.

Experimental results. The program runs a total of 10 times, and the average
running time is 0.008 s, which shows that the algorithm can obtain the minimum
cost matrix and the optimal splicing sequence in a very short time. And the success
rate of the splicing result obtained by running the program for 10 times is 100%.
Figure 6 shows the splicing result of 11 * 19 horizontal and vertical shredded paper,
and Table 3 shows the splicing sequence of 11 * 19 horizontal and vertical shredded
paper.

4.3 Performance Comparison

In the actual longitudinal shredding paper splicing scene, the most widely used
method is to transform the longitudinal shredding paper problem into a trav-
eling salesman problem based on traditional heuristic algorithms such as simu-
lated annealing algorithm. Therefore, the Hungarian algorithm used in this paper
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Fig. 3 19 pieces of longitudinally shredded paper splicing result

Table 2 19 pieces of longitudinally shredded paper splicing sequence and minimum cost

Splicing sequence of 19 pieces of paper Minimum cost value

9–15-13–16-4–11-3–17-2–5-6–10-14–19-12–8-18–1-7 65,512,725

Fig. 4 Display of shredded
paper from 11 * 19 parts of
the original horizontal and
vertical cut
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Fig. 5 The K-Means clustering splicing of a line of shredded paper

Fig. 6 11 * 19 pieces of horizontal and vertical shredded paper splicing result

Table 3 11 * 19 pieces of
horizontal and vertical
shredded paper splicing
sequence

Splicing sequence of 11 pieces of horizontal shredded paper

10–11-8–7-2–9-4–1-6–3-5

is compared with the simulated annealing algorithm represented by the traditional
heuristic algorithm, and the splicing time, splicing success rate and time complexity
of the algorithm are compared respectively.

For the problem of longitudinal shredding of paper, the simulated annealing algo-
rithm programwas run for 10 times, and the average running timewas 131.876 s. The
success rate of the splicing result obtained by running the program for 10 times is
100%, and the splicing result is the same as that in Fig. 3. Table 4 shows the splicing
sequence of 19 pieces of longitudinally shredded paper.

For the problem of horizontal and vertical shredding of paper, the simulated
annealing algorithm program was run for 10 times, and the average running time
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Table 4 Simulated annealing
algorithm for solving the
splicing sequence of 19
pieces of longitudinally
shredded paper

Splicing sequence of 19 pieces of longitudinally shredded paper

16–4-11–3-17–2-5–6-10–14-19–12-8–18-1–7-9–15-13

Table 5 Simulated annealing
algorithm for solving the
splicing sequence of 11–19
pieces of horizontal and
longitudinal shredded paper

Splicing sequence of 11 to 19 pieces of horizontal and vertical
shredded paper

6–2-7–11-10–5-8–3-4–1-9

was 161.147 s. The success rate of the splicing result of the shredded paper obtained
by running the program for 10 times is 100%, and the splicing result of the shredded
paper is the same as that of Fig. 6. Table 5 shows the splicing sequence of 11–19
horizontal and vertical shredded paper.

As can be seen fromTables 6 and 7, the bold data represent the fastest splicing time
and minimum time complexity of the two algorithms. From the analysis of the time
complexity of the algorithm itself, the time complexity of the Hungarian algorithm
used in this paper is O(n3), and the time complexity of simulated annealing algorithm
is O(nn). We can find that when the problem size n ≥ 3, the time complexity of
the Hungarian algorithm is better than that of the simulated annealing algorithm.
Under the premise that the scale of the longitudinal shredding problem set in this

Table 6 Comparison of splicing time and time complexity of different algorithms for longitudinal
shredding problem

Arithmetic Problem scale Splicing takes time Time complexity Splicing success
rate

Simulated
annealing
algorithm

19 131.876 s O(nn) 100%

Hungarian
algorithm

19 0.007 s O(n3) 100%

Table 7 Comparison of splicing time and time complexity of different algorithms for horizontal
and vertical shredding problem

Arithmetic Problem scale Splicing takes time Time complexity Splicing success
rate

Simulated
annealing
algorithm

11 161.147 s O(nn) 100%

Hungarian
algorithm

11 0.008 s O(n3) 100%
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paper is n = 19, the problem scale of the horizontal and longitudinal shredding
problem after K-Means clustering is n = 11, and the success rate of 100% shredded
paper splicing is guaranteed at the same time, the comparison of the solution time
of the two algorithms is the most intuitive embodiment. The two algorithms also
run 10 times, in the longitudinal shredding problem, the average running time of the
Hungarian algorithm is 0.007 s, the average running time of the simulated annealing
algorithm is 131.876 s; in the horizontal and vertical shredding problem, the average
running time of the Hungarian algorithm is 0.026 s, the average running time of the
simulated annealing algorithm is 161.147 s. It can be seen that the average running
time of the Hungarian algorithm is much lower than that of the simulated annealing
algorithm, and the gap between the two solving time will be geometrically enlarged
with the expansion of the scale of the problem. Thus it can be seen that the Hungarian
algorithm used in this paper not only greatly reduces the amount of time and code
running time in the process of splicing, but also ensures the success rate of splicing.

5 Conclusion

In view of the problems of traditional heuristic algorithm in splicing longitudinal
shredded paper, such as large amount of calculation, low success rate and narrow
application scene, this paper changes the idea of the problem and transforms the
problem into an assignment problem in operational research. The Hungarian algo-
rithm is used to solve the problem. The experimental results show that the Hungarian
algorithm used in this paper is better than the simulated annealing algorithm in
splicing timeand timecomplexity, and can ensure the splicing success rate. Therefore,
the algorithm used in this paper is feasible and efficient.

The Hungarian algorithm used in this paper mainly needs to be improved: when
a Chinese image and an English image are longitudinally cut at the same time and
randomly disturbed together, it is not advisable to directly use the Euclidean distance
calculated by the position vectors on the left and right sides of two random pieces
of paper as the elements of the cost matrix, and it is very likely that all two different
images will be spliced together. In addition, when the graphics fragments are irreg-
ular, it will increase the complexity of the construction cost matrix, at the same time
increase the difficulty of splicing, and increase the splicing time and splicing error
rate. Therefore, based on the above problems, in the face of more complex shred-
ding problems, the rule matching algorithm will be added to improve the solution
efficiency and splicing success rate of the whole algorithm.
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Rendezvous Control for Autonomous
Underwater Vehicles with Event
Triggered Cloud Access

Feng Zhou , Ge Zheng , and Kewu Tao

Abstract This paper investigates a multi-agent consensus control problem with
event triggered communication for underwater robots. The underwater robots can
only send and receive information through an asynchronous intermittently connec-
tion with cloud repository when they surface to the water for the reason that the
underwater communication devices are expensive. Tominimize the amount that robot
surfaces, a novel self-triggered control strategy that ascertain when the communi-
cation with cloud is needful is presented to guarantee the global consensus task.
Different with previous event triggered control, the underwater robot can’t receive
the newest triggering information of neighbors until the next time it surfaces. A
useful theorem is obtained to prove that the entire system removes the Zeno behavior
and also consensus building in the end. Simulation results show that the proposed
self-trigger consensus policy is correct and reliable.

Keywords Event-triggered control · Autonomous underwater vehicles ·
Rendezvous

1 Introduction

During the practice, the application of autonomous underwater vehicles has captured
wide notice, such as ocean exploration and patrol. Multiple autonomous underwater
vehicles have made many accomplishments, see as [1–3]. Most of these papers use
expensive sonar modems to achieve underwater communication. It is well known
that the communication underwater is indeed particularly severe [3, 4], the radio
communication is blocked. Even though the communication transmits through sonar,
the job range and frequency bandwidthwill also be limited.Moreover, theGPS signal
is not available underwater, the accurate positions of robots are hard to adopt in the
sea.
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Motivated by this fact, [5] proposed a periodic strategy for underwater agents
to surface and exchange information with each other on the water through wire-
less communication in which the expensive sonar modems are no longer essential.
However, this strategy requires all the underwater agents to surface at the same time.
In order to relax this requirement, [6, 7] introduce a cloud access for the underwater
multi-agent systems to support a shared asynchronous communication database.
Thus, the information can be stored in the cloud, and the underwater agents can
receive and send the information intermittently on the cloud in an asynchronous
way. The remaining also the most important work for this kind of scenario is how
to schedule the time sequence that each agent needs to surface to communicate with
cloud.

The method used in these papers is event-triggered control, which is designed
to tune the time intervals of control updates and communication transmission. If
a control signal update indicates that a specific event has occurred, which is the
only feature, [8, 9]. This incident is defined by making a tradeoff between resource
consumption (i.e. computation, communication, actuator efforts) and performance.
In [10], a criterion is presented to show how to determine the time that the control
signal should be updated. In [11], the problem of output feedback stabilization of
continuous-time networked systems with persistent external disturbances is solved.
To further resource consumption, in [12, 13], a kind of new event trigger synchro-
nization method is proposed, which combines event trigger control with periodic
sampling date control. Self-trigger control is based on event-trigger control in which
the next trigger time is computed based on the event condition and last trigger time
[14–16]. Thus the requirement of continuous verification that whether the event
condition is triggered is relaxed.

Event-triggered control is also widely used in consensus research on multi-agent
systems. For example, the work [17] proposed a time-dependent event-triggered
strategy in which the event condition uses only its own information to judge whether
it should be triggered. In [18] a centralized and decentralized consensus event-
triggered consensus strategy is proposed, its state-dependent threshold composed
of local information, the drawback of this strategy is that it required each agent has
perfect access to information of neighbors. Based on this method, [19] proposed a
similarity strategy where the requirement of continuous information of neighbors is
relaxed. In [20], a combinational measurement approach is proposed to event design,
the continuous measurement of neighbors is also avoided.

However, all of these previousworks are assumed that all the agents can receive the
information of neighbors immediately once the event is triggered by some neighbor
agent. This assumption is not applicable for underwater robots scenarios in this paper
since we consider the underwater agent can receive the information only when its
own event is triggered (i.e. it surfaces). Therefore, in this paper, we are interested
in developing a novel event-triggered strategy for underwater robots scenario. Our
work is similar to [6, 7], while [6] proposed an event triggered solution for under-
water agents with noise, in which the event condition is time-dependent and the
system finally reaches a ball range around the desired consensus state. In [7], a
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state-dependent self-triggered strategy is proposed to better schedule the events with
global consensus, but the possibility of Zeno behavior can’t be removal.

In this study, the distributed event triggered control is investigated for underwater
robots to reduce the amount that robot surfaces. The strategy doesn’t require the
agents can be aware of whether the neighboring agents are triggered and receive
the newest triggering state of neighbors immediately. Each agent schedules its own
sequence of timewhen it needs to surface to achieve the global task. The contributions
of this paper are twofold: first, a novel simply self-triggered consensus strategy is
proposed for underwater robots. Second, it is strictly proved in theory that guarantees
there is no Zeno behavior the overall system will achieve the consensus.

The rest of the chapters are as follows. Some symbols and problemdescriptions are
introduced in Sect. 2. In Sect. 3, a detailed event triggered consensus control design
method is presented, and it is shown how this strategy is attained by scheduling
the control updates in a self-triggered way. Section 4 shows the simulation results
of the proposed strategy. Section 7 concludes the paper with some possible future
developments.

2 Preliminaries and Problem Statement

This section introduces the related theories of graph theory. Let G(V, E, A) denote
a weighted directed graph, where V = {1, 2, . . . , N } is means there are N agents
and that’s the set of all agents and E = {(i, j) ∈ V × V } is the set of edges between
nodes, A = [

ai j
]
is the weighted adjacency matrix. An edge of G is (i, j) ∈ E ,

then ai j > 0. For undirected graph,ai j = a ji . The set of neighbors of the node i
is denoted by Ni = { j ∈ V : (i, j) ∈ E}. The degree matrix of graph G is denoted
by D = diag{d1, d2, . . . , dN }, where di = ∑

ai j , then the Laplacian matrix L is
defined as L = D − A. For connected graphs, L has exactly one zero eigenvalue
λ1(G) and the smallest non-zero eigenvalue λ2(G) is called algebraic connectivity.
Suppose the topology in this paper is a fixed undirected graph.

This paper studies a multi-agent system composed of N multi-agents based on
first-order dynamic model, described as

ẋi (t) = ui (t) (1)

where xi denotes the state of agent i(i.e.3D position), ui denotes the control input for
each agent. The consensus problem of underwater vehicles is studied in this paper,
such that xi (t) − x j (t) → 0 with t → ∞ for all i, j ∈ {1, . . . , N }.

It is assumed that each agent cannot communicate directly with other agents in
water, because the radio communication is blocked underwater, and expensive sonar
modems aren’t equipped on the robots. All the agents should surface to the water at
discrete time instants to connect a shared cloud to upload and download information,
such that the agents can have access to the information of neighbors asynchronously.
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Let
{
t ki

}
be the sequence of time that each agent surfaces. x

{
t ki

}
,u

{
t ki

}
are defined

as the current state and control input respectively responding to
{
t ki

}
. When agent i

surfaces to connect to the cloud, it has to do three tasks: download all the information
of its neighbors such as the last time its neighbors surfaced

{
t lastj

}
, last updated state

of its neighbors u j

{
t lastj

}
, and last updated control input u j

{
t lastj

}
. Using the received

information of its neighbors to compute the new control input ui
{
t lasti

}
. Upload the

information of itself such as current time it surfaces
{
t lasti

}
, current state xi

{
t lasti

}
and

the updated control input ui
{
t lasti

}
. Obviously, t lasti = t ki for any given t ∈ [

t ki , t
k+1
i

)
.

For simplicity, it is assumed that the communication with the cloud is instantaneous,
there is no communication delay.

Since the communication underwater is assumed completely disconnected, the
common distributed continuous control law ui = − ∑

j∈Ni

ai j
(
xi − x j

)
is unavailable

in this scenario, which requires each agent to have access to continuous information
of its neighbors. Moreover, the recent event triggered consensus control law is also
can’t be directly applied to underwater robots due to the drawback that all agents are
required to receive the information of neighbors immediately. In other words, the
neighbors are needed to be immediately aware of whether the agent I is triggered and
can update its control law accordingly. So the purpose of this paper is to develop a
novel event triggered consensus strategy to determine the sequence of time that each
agent surfaces such that the underwater system converges to consensus gradually.

3 Distributed Event Triggered Rendezvous Design

With the analysis above, control signal is updated only when an event is triggered
(i.e., when the agent surfaces). So the control input is a piecewise constant function
with event triggered updates

ui (t) = ui
(
t ki

) =
N∑

j=1

ai j
(
x j

(
t ki

) − xi
(
t ki

))
(2)

for t ∈ [
t ki , t

k+1
i

)
,x j

{
t ki

}
is the state of agent j at time t ki when agent i surfaces, which

can’t be obtained directly from cloud. However, agent i can use the information
available in the cloud to calculate the state of adjacent agents.

x j
(
t ki

) = x j
(
t lastj

) + u j
(
t lastj

)(
t ki − t lastj

)
(3)

For the purpose of introducing event triggered strategy, we define a mismatch
error ei (t) to every agent as
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ei (t) = ui (t) − zi (t) (4)

where

zi (t) =
N∑

j=1

ai j
(
x j (t) − xi (t)

)
(5)

is the common distributed continuous control law which also describes the state
error among each agent. When an event is triggered by agent i we will have ei

(
t ki

) =
ui

(
t ki

) − zi
(
t ki

) = 0,because t = t ki is an event triggering time for agent i .
In the event design, design event condition is the essential task. If the condition is

triggered, an event occurs and the controller updates. The design method for event
condition is described in the following part and a lemma is derived.

Lemma 1 Assuming that the communication graph is a connected undirected graph,
the multi-agent system (1) under control (2) is globally gradually consistent with the
event condition

‖ei (t)‖ ≤
√

σi
(
2a − a2

)‖ui (t)‖ (6)

for 0 < σi < 1 and 0 < a < 2.

Proof For system (1) with trigger condition (6), we choose the Lyapunov function
as

V (t) = 1

2
xT (t)Lx(t) (7)

Taking the derivative of V (t) along the trajectory (2) yields

V̇ (t) = xT (t)Lẋ(t) = −xT (t)Lu(t) = −zT (t)u(t) = −(u(t) − e(t))T u(t)

= −
N∑

i

‖ui (t)‖2 +
N∑

i

eTi (t)ui (t)
(8)

For any given a > 0, |xy| ≤ a
2 x

2 + 1
2a y

2 holds for undirected graph. Thus we
can get

V̇ (t) ≤ −
N∑

i

‖ui (t)‖2 +
N∑

i

a

2
‖ui (t)‖2 +

N∑

i

1

2a
‖ei (t)‖2

= −
N∑

i

(
1 − a

2

)
‖ui (t)‖2 +

N∑

i

1

2a
‖ei (t)‖2

(9)
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Applying the event condition (6), we will have

V̇ (t) ≤
N∑

i

(σi − 1)
(
1 − a

2

)
‖ui (t)‖2 (10)

Which implies V̇ (t) ≤ 0 for 0 < σi < 1 and 0 < a < 2.
Due to V ≥ 0, V̇ ≤ 0 that means V has a finite restraint and V̇ → 0 as t → ∞.

Then we can get

0 = lim
t→∞ V̇ (t) ≤

N∑

i

(σi − 1)
(
1 − a

2

)
‖ui (t)‖2 ≤ 0 (11)

Thus, from Eq. (4), we can get lim
t→∞ ui (t) = 0, lim

t→∞ ei (t) = 0.

In the meanwhile,

0 = lim
t→∞ V̇ (t) = lim

t→∞
(−z(t)T z(t) − z(t)T e(t)

)
(12)

Because lim
t→∞ ei (t) = 0. The equation can be rewritten as

lim
t→∞ V̇ (t) = lim

t→∞
(−z(t)T z(t)

) = − lim
t→∞

N∑

i

‖zi (t)‖2 = 0 (13)

That is lim
t→∞ zi (t) = 0 for i = 1, 2, . . . , n. According to the definition of zi (t),

we have lim
t→∞

N∑

j=1
ai j

(
x j (t) − xi (t)

) = 0. Therefore lim
t→∞ xi (t) = lim

t→∞ x j (t), i, j =
1, 2, . . . , n. Each agent comes to a consensus building over time in the end.

It should be special noted that the event condition (6) requires exact neighbors’
state of each agent which can be computed as

x j (t) = x j
(
t lastj

) + u j
(
t lastj

)(
t − t lastj

)
(14)

But this equation is only valid when t ≤ tnextj , tnextj is the next trigger time for
agent j after t lastj . If agent j resurfaces and updates its control input during the
time interval

(
t lasti , tnexti

)
, the Eq. (11) is no longer correct. So in the following,

we propose a self-triggered control to schedule and implement the event triggered
control updates.

From (4) one has ėi (t) = −żi (t). Thus in the interval
(
t ki , t

k+1
i

)
we can get

d

dt
‖ei (t)‖ ≤ ‖żi (t)‖ =

∥
∥∥∥
∥∥

N∑

j=1

ai j
(
ẋ j (t) − ẋi (t)

)
∥
∥∥∥
∥∥

≤
∥
∥∥∥
∥∥

N∑

j=1

ai j ui
(
tki

)
∥
∥∥∥
∥∥

+
∥
∥∥∥
∥∥

N∑

j=1

ai j u j

(
tk

′
j

)
∥
∥∥∥
∥∥

(15)
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where t k
′
j is the last triggering time of agent j before t . Observe that

‖ui (t)‖ ≤ ‖ei (t)‖ + ‖zi (t)‖ ≤
√

σi
(
2a − a2

)‖ui (t)‖ + ‖zi (t)‖ (16)

we can get
(
1 −

√
σi

(
2a − a2

))
ui (t) ≤ zi (t), then the Eq. (10) could be rewritten

as

V̇ (t) ≤
N∑

i

(σi − 1)
(
1 − a

2

)
‖ui (t)‖2 ≤ −

N∑

i

(σi − 1)
(
1 − a

2
)

(
1 −

√
σi

(
2a − a2

)) ‖zi (t)‖2 ≤ −σλnV (t) (17)

where σ = maxi=1...n
(σi−1)(1− a

2 )(
1−

√
σi(2a−a2)

) , Thus we have V (t) ≤ V (t1)e−σλn(t−t1).since

V (t) is non-increasing, one can obtain that for each agent ui (t) = zi
(
t ki

) ≤
√

λnV
(
t ki

) ≤
√

λnV (0)e−σλn tki . Then the Eq. (12) can be rewritten as

d

dt
‖ei (t)‖ ≤ di‖ui

(
t ki

)‖ + di
√

λnV (0)e−σλn tmin (18)

where di = ∑
ai j is denoted in the notation, tmin = min j∈Ni t

k ′
j is the smallest time

among the last triggering time of neighbor agents.

So the time when ei (t) evolves from 0 to
√

σi
(
2a − a2

)
ui (t) is when the next

event is triggered, which could be lower bounded by

t k+1
i = t ki +

√
σi

(
2a − a2

)∥∥ui
(
t ki

)∥∥

di
∥∥ui

(
t ki

)∥∥ + di
√

λnV (0)e−σλn tmin
(19)

Consequently, the interval between two triggering time is a strictly positive value.
the updates do not present accumulation points, that means Zeno behavior have been
ruled out.

Obviously, all the needed information by (16) is available or could be computed
through (7) and (11). Thus the event-triggered strategy could be realized for each
agent. From the analysis above we can conclude that the systems will consensus with
the sequence of self-trigger times

{
t ki

}
determined by (16). However, directly using

(16) is simply but rather conservative, since the control law of agent j may change if

agent j is triggered in the interval
(
t ki , t

k+1
i

)
,then the upper bound of ‖u j

(
t k

′
j

)
‖ will

change.
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We define t
′
min = min j∈Ni t

next
j is the smallest time among the next triggering time

of neighbor agents, and τ k
i is the next triggering time computed by event condition

(6) and neighbor trajectory (11). It is easily to see that the event condition (6) is not
satisfied when t > τ k

i .Then if τ k
i ≤ t

′
min,which means there is no neighbor triggered

when agent i dive in the water, thus the next triggering time could be easily set as

t k+1
i = τ k

i (20)

Otherwise, one or more neighbor agent will be triggered before its next surfacing.
The control laws and trajectories of neighbors will be changed when they are trig-
gered. Otherwise, one or more neighbor agent will be triggered before its next
surfacing. The control laws and trajectories of neighbors will be changed when they
are triggered. So for

[
t ki , t

′
min

)
, the information of neighbors are still available

d

dt
‖ei (t)‖ ≤ ‖żi (t)‖ =

N∑

j=1

ai j‖ui
(
t ki

) − u j
(
t lastj

)‖ (21)

For
[
t ′min, t

k+1
i

)
, the control law of triggering neighbors are no longer known, so

similar with (15), the evolution of ‖ei (t)‖ could be bound as

d

dt
‖ei (t)‖ ≤ ‖żi (t)‖ =

N∑

j=1

ai j‖ui
(
t ki

) − u j
(
tnextj

)‖

≤ di‖ui
(
t ki

)‖ + di

√
λnV (0)e−σλn t

′
min

(22)

Then the next trigger time for agent i could be lower bounded and computed as

tk+1
i = t

′
min +

√
σi

(
2a − a2

)‖ui
(
tki

)
‖

di‖ui
(
tki

)
‖ + di

√

λnV (0)e−σλn t
′
min

−

(
t
′
min − tki

) N∑

j=1
ai j‖ui

(
tki

)
− u j

(
tlastj

)

di‖ui
(
tki

)
‖ + di

√

λnV (0)e−σλn t
′
min

(23)

Remark 1 Note that in Eq. (19), the next trigger time tnextj is must known. Thus when
each agent surfaces to the water, it must do more works such as compute the next
triggering time of itself and upload to the cloud and download the next triggering
time of neighbors. Specifically, if some agent j and i are surfacing at the same time,
the next trigger time tnextj is still can be computed by (20). At this situation, we
have t ′min = min j∈Ni t

next
j = t ki , because the t

next
j downloaded from the cloud has not

updated yet.
Then the formal self-triggered rendezvous algorithm can be concluded in the

following Algorithm 1 and the main results are summarized in Theorem 1.
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Algorithm 1 Self-triggered
rendezvous algorithm

At every triggering time tki , agent i ∈ {1, ..., n} will do:
1: download t lastj , x j

(
t lastj

)
, u j

(
t lastj

)
, tnextj for all neighbors

j ∈ Ni from cloud;

2: compute the state of neighbors at time tki , x j
(
tki

) =
x j

(
t lastj

)
+ u j

(
t lastj

)(
tki − t lastj

)
;

3: compute the updated control input,

ui
(
tki

) N∑

j=1
ai j

(
x j

(
tki

) − xi
(
tki

))
;

4: compute for the τ ki by using event condition (6) and (11);

5: compute t ′min = min j∈Ni t
next
j ;

6: if τ ki ≤ t ′min then set tk+1
i = τ ki ;

7: else
8: compute the next triggering time tk+1

i by (20);
9: End if
10: upload the state information of itself, t lasti = tki , xi

(
t lasti

)
,

ui
(
t lasti

)
, tnexti = tk+1

i ;
11: dive into the water and run using the control law

ui (t) = ui
(
tki

)
for t ∈ [

tki , tk+1
i

)
, surface at timetk+1

i

Theorem 1 Consider the multiple autonomous underwater vehicles (1) with the
control law (2). Suppose that the communication graph is connected and undirected.
Then the underwater vehicle systems (1) are globally asymptotically rendezvous
with the triggering time sequence

{
t ki

}
determined by Algorithm 1 for all agent

i ∈ {1, ..., n}.

4 Simulations

Consider there are 4 agents in the system and apply the control design method
described in Sect. 3 to the system.

The initial value of each agent is chosen as x1(0) = [6; 11], x2(0) = [3; 2],
x3(0) = [17; 14] and x4(0) = [8; 9]. Choose a set of parameters a = 1, σ = 0.3.
the Laplacian matrix is given by

L =

⎡

⎢
⎢
⎣

2 0 −1 −1
0 1 −1 0

−1 −1 2 0
−1 0 0 1

⎤

⎥
⎥
⎦ (24)
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Figure 1, 2, 3, 4, 5 shows the simulation results. Figure 1 describes the state
trajectory of four agents under proposed self-triggered control. It can be seen from the
figure that the four agents converge gradually over time, indicating that the proposed
design method is correct. Figures 2, 3, 4 and 5 shows the evolution of the mismatch
error ‖e1‖ for each agent under proposed self-triggered control respectively. From
these 4 figure, we can see how the framework is realized in the distributed case for
each agent. Once an event is triggered at all hours, the error signal is reset to zero
immediately, and the control input is updated to the real value and held during the next
time interval. Thus the threshold is also a piecewise constant function. Specifically,
in Figs. 2, 3, 4 and 5, it can be seen that the event is triggered even though the error
signal is not surpassed the state-dependent threshold. This is because the time defined

Fig. 1 State trajectory of
four agents under proposed
self-triggered control

Fig. 2 The threshold for
node 1 and the evolution of
mismatch error ‖e1‖
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Fig. 3 The threshold for
node 2 and the evolution of
mismatch error ‖e2‖

Fig. 4 The threshold for
node 3 and the evolution of
mismatch error ‖e3‖

by Algorithm 1 is a little conservative. With the agents converging to rendezvous, the
state-depend threshold tends to zero. From the above analysis, it can be concluded
that the rendezvous control of the underwater vehicle can show good convergence
performance under the event trigger control.

5 Conclusion

In this paper, a novel self-triggered control strategy is proposed for consensus of a
network of underwater robots with single-integrator dynamics, in which the agents



1118 F. Zhou et al.

Fig. 5 The threshold for
node 4 and the evolution of
mismatch error ‖e4‖

can only communicate with each other via an asynchronous intermittently communi-
cation with a cloud. The strategy doesn’t require the agents can be aware of whether
the neighboring agents are triggered and receive the newest triggering state of neigh-
bors immediately. Each agent schedules its own sequence of time when it need to
surface to achieve the global task. Specifically, this strategy is pragmatic and strictly
proved in theory that guarantees there is no Zeno behavior the overall system will
achieve the consensus. Future work will be carried out to apply the proposed strategy
to other complex models or multi-agent systems with disturbance.
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Towards Distractibility Induced trust
Management Using BlockChain for Edge
Computing

Haochen Yang , Guanghui Wang , Lifeng Dong , and Xin He

Abstract Edge computing solves massive data processing problems by utilizing
the storage and computing functions of edge devices. Due to the openness of edge
computing, distracted devices inevitably participate in edge computing and affect the
network computing performance, which degrades trust management of edge devices.
To solve the above issue, this paper proposes a trust management framework based
on blockchain for edge computing scenarios (ECTMF). First, the ECTMF frame-
work slices users and provides corresponding services based on different require-
ments. It evaluates the trustworthiness of end devices and distinguishes distracted
devices in edge computing. Then, the Proof of Monitor (PoM) consensus mecha-
nism is proposed to continuously monitor distracted end devices in edge computing.
Simulations validate the effectiveness and efficiency of the ECTMF and PoM.

Keywords Edge computing · Trust management · BlockChain · Consensus
mechanism

1 Introduction

With the increasing number of portable smart devices, huge amounts of data need to
be processed. As a promisingmode of computing, edge computing can solvemassive
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data processing by utilizing the storage and computing functions of edge devices [1].
Edge computing usually divides users into different types by network slicing, and
provides corresponding services according to different needs [2].

Openness is a typical characteristic of edge computing [3], which inevitably intro-
duces distracted end devices. The end devices in edge computing are defined as
distracted devices when it performs tasks at a rate lower than its computing capacity,
termed as device distractibility. The device distractibility decreases the quality of the
edge computing tasks. For example, the network computing performance is decreased
because the distracted end devices execute edge computing tasks negatively. Trust
management is an effective way to evaluate the trustworthiness of end devices in
edge computing, which can be used to detect distracted end devices. Therefore, it is
an important problem to research on how to manage the trust of the distracted end
devices so as to accurately identify distracted end devices in edge computing.

Traditional trust management is centralized. The information of users in central-
ized trust management is usually stored in a central server [4]. The central server
existence a single point of failure problem. The process of centralized trust manage-
ment is not immutable and traceable. A center point will tamper information of users
for their interests. It is a desire to design a decentralized trust management framework
in edge computing.

Blockchain is an effective technology for decentralized trust management [6].
The blockchain technology has been successfully applied to the bit-coin system [5].
In the blockchain, the transaction information is stored in blocks, and the hash point
is used to link every block [7]. The blockchains is composed of blocks. All users
jointly maintain the blockchain. Decentralization, immutability, and traceability are
features of blockchain. At the same, the user publishing blocks is called miner. The
system selects the miner’s block by the consensus mechanism.

In this paper, the blockchain is utilized as a ledger of trust values to achieve decen-
tralized trust management, where the trustworthiness is calculated using the concept
of device distractibility. A consensus mechanism is proposed based on the number
of distracting behaviors, where the block structure is designed for the trust value
blockchain. Therefore, a blockchain based trust management framework is presented
to evaluate the trustworthiness of enddevices in edge computing,which is calledEdge
ComputingTrustManagement Framework (ECTMF).Anovel consensusmechanism
Proof ofMonitor (PoM) is designed based on an alliance chain tomonitor end devices
that negatively execute edge computing tasks. The contributions are summarized as
follows:

(1) We propose the ECTMF framework to manage and evaluate the distractibility
induced trust of the end devices in edge computing. The ECTMF framework
can identify the distracted enddevices effectively so as to improve the efficiency
of performing the edge computing tasks.

(2) We propose a novel consensus mechanism PoM for the ECTMF framework,
which can monitor distracted end devices continuously. The PoM is designed
for alliance chain. The PoMcanmonitor end devices effectively and possessing
no power consumption.
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(3) We design the block structure for the ECTMF framework by adding the number
of distracting behaviors in the block header. Simulation experiments are carried
out to demonstrate the superiority of performance for the proposed ECTM and
PoM.

The rest of this paper is arranged as follows. Section II is the related work.
Section III proposes the ECTMF framework and the PoM mechanism. Performance
evaluation is given in section IV and section V is the conclusion of this paper.

2 Related Work

This chapter analyzes the related work of trust management and blockchain. This
paper analyzes related work and designs a trust management framework based on
blockchain for edge computing scenarios. This blockchain-powered framework eval-
uates the trustworthiness of end devices and distinguishes distracted devices in edge
computing.

2.1 Trust Management

Trust management has been researched for many years. Trustworthiness is defined as
a firm belief in the ability of an entity to act reliably, safely, and reliably in a specific
environment in [8]. Yang et al. in [7] proposed a trust management scheme in vehic-
ular networks. They use the Bayesian inference formula to calculate the offset of
vehicle trust value. In [9], Feng et al. overcome the attacks in trust evaluation by
improving the feedback mechanism. [10] proposed a decentralized framework for
crowdsourcing based on blockchain. However, the framework lacks a trust manage-
ment approach to evaluate the trustworthiness in the network. In edge computing, the
distracted end devices affect the computing performance of the network. Thus, trust
management in edge computing is essential to distinguish the distracter end devices.
By managing trust in distracted devices, edge computing can effectively improve the
efficiency of task execution.

2.2 Blockchain

Blockchain was first proposed in [5]. Blockchain has been applied in various
scenarios, such as vehicle networks [7], Internet of Things (IoT) [12], etc. In [11], An
et al. consider privacy in node selection based on twice consensuses of blockchain.
Boussard et al. in [13] proposed a reputation management system for IoT, they
evaluate the reliability of each router and avoid the shortcoming of the centralized
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system by blockchain. [7] aims at the problem of slow update speed of effective infor-
mation in blockchain proposed a novel consensuses mechanism. This consensuses
mechanism is a joint of PoW and PoS, which makes effective information update
more timely. This paper proposes a novel consensuses mechanism PoM, which can
monitor distracted end devices. However, the existing research on consensus mech-
anisms for blockchains cannot continuously monitor distracted end devices in edge
computing. To improve the efficiency of edge computing, a consensus mechanism
that can effectively distinguish distracted devices in edge computing is needed.

3 System Model and Problem Setup

3.1 System Model

The ECTMF focus on evaluating and managing trustworthiness of end devices in
edge computing. The participants in the network are sliced. Intelligent devices and
mobile terminals in edge computing are sliced into end devices. The end devices are
used to execute edge computing tasks. The ith edge computing device is expressed
as Di in this paper. The edge computing tasks contain data storage, data collection,
data processing, etc. The ith edge computing tasks in the network is expressed as Ti .
The change of Di ’s trustworthiness in Tk is expressed as of f setki . Devices with great
computing power (i.e., edge computing devices) such as base stations are sliced into
miners. Miners mainly fulfill to send and receive task information. At the same time,
miners jointly maintain a blockchain, which stores trustworthiness information of
end devices in edge computing. The ith miner in the network is expressed as Mi .

3.2 Problem Setup

This paper proposes a decentralized trust management framework based on
blockchain. The goal of this framework is to evaluate and manage the trustwor-
thiness of edge computing. Moreover, a novel consensuses mechanism is proposed
to monitor distracted end devices. The design goals mainly include:

(1) Accuracy. The ECTMF can evaluate the trustworthiness of edge computing
end devices accurately by effective information in blockchain. Simulation
experiment verifies that the evaluated trustworthiness is accurate and fast.

(2) Timeliness. This paper proposes a novel consensuses mechanism PoM, which
can monitor distracted end devices continuously. The block contains infor-
mation on distracted end devices that can be more quickly publish in the
blockchain.

(3) Decentralization. The trust management framework is decentralized in this
paper. ECTMF uses blockchain to record the trustworthiness of end devices
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in edge computing. Blockchain is a distributed ledger, which not needs a
trusted third party. Based on blockchain, the evaluation of trustworthiness in
the ECTMF is decentralized.

4 Edge Computing Trust Management Framework

4.1 ECTMF

ECTMFprovides a trustworthiness calculationmethod, which evaluates end devices’
concentration degree. Then a novel consensuses mechanism PoM is proposed to
monitor distracted end devices continuously. The ECTMF is shown in Fig. 1. The
ECTMFcomposes of end devices andminers. In Fig. 1,miners are base stations. They
record trustworthiness information of end devices and jointly maintain a blockchain
that is used for storing trustworthiness information. Miners continuously monitor
the edge computing task information in the network. They take the trustworthiness
information of end devices into a block and broadcasts it. Miners who receive the
block will continue to monitor for t seconds. After monitor, the miner sortsm blocks
he received in t seconds. Then add the top-ranked block to the end of the blockchain
he maintains. The end devices accept and complete edge computing tasks.

The structure of the block in ECTMF is shown in Fig. 2. In ECTMF, a block
contains block header and block body. Block header contains block id, time-stamp,

Fig. 1 Edge computing trust management framework
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Fig. 2 Structure of block

number of distracting behaviors, hash the value of previous block.Where the number
of distracting behaviors is used in the PoM, which is described in the consensuses
mechanism part. The trustworthiness information of end devices is stored in the block
body in the form of theMerkle Tree. The root of theMerkle Tree is called theMerkle
Root.

4.2 Trustworthiness Evaluation in Edge Computing

Trustworthiness in this paper is end devices’ concentration degree when executing
edge computing tasks. Distracted end devices complete tasks at a speed slower than
their computing power. In ECTMF, end devices get a trust value offset in every edge
computing task. The data of trust value offset is stored in blockchain, and end devices
can get device trustworthiness by cumulating all their trust value offset. Suppose the
real computing power of devices can be obtained in advance. The real computing
power is the ability to perform a particular task. This hypothesis is valid because
the hardware attributes of devices are open source. Based on this hypothesis, Di ’s
trust value offset in Tk is expressed as Formula 1. The parameter α is expressed as
Formula 2.
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of f setki = α
(
Pk
i − Pexp

i

)/
Pexp
i (1)

α = 1/
(
numtask

i

)2
(2)

where Pk
i is computing power that Di used to execute T k . Pexp

i is true computing
power of Di .

(
Pk
i − Pexp

i

)
/ Pexp

i called concentration degree of Di . α is a parameter
to adjust the weight of trust value offset. If Di ’s concentration is certain, with the
number of tasks increases, the trustworthiness of Di tends to be stable. Therefore,
the value of α decrease with the number of task increases.

Data of of f setki is stored in the blockchain, other users get Di ’s trustworthiness
by accumulating of f set xi . Where x is Di completed tasks. The trustworthiness of
Di in range [0, 1]. Let Trui denote the trustworthiness of Di , Trui is expressed as
Formula 4.

Trui = min

[

max[
(

1−
n∑

k=1

of f setki

)

, 0], 1
]

(3)

4.3 Proof of Monitor

Miners pack trustworthiness information of end devices (i.e., trust value offset of
devices) into a block and broadcast it. Miners who receive the block will verify the
block. If the block is verified to be qualified, the miner will continue to listen for t
seconds. Suppose this miner receives b − 1 blocks in t seconds, then sort b blocks
by Algorithm 1. Finally, the miner adds the block with the highest priority to the end
of the blockchain. Algorithm 1 describes the proof of monitor.



1128 H. Yang et al.

Algorithm 1 Proof of Monitor
Require: b valid blocks(block1; block2…blockb)
Ensure: 1 block with the highest priority a�er sor�ng
DBi = max(DB1, DB2, …, DBb)
if DBi (DB1, DB2, …, DBi-1, DBi+1, DBb) then
out put blocki

end if
if DBi = DBj =… = DBk then

Compare the number of blocks published by miners who generated blocki,
blockj, …, blockk. Output the block packed by the miner with the least
number of published blocks.

else
Output blockiwith the largest hash value.

end if

In proof of monitor, miners sort b blocks by the number of distracting behaviors
recorded in blocks. Distracting behaviors are defined as end devices perform tasks
rate lower than its’ computing power, i.e., Pk

i − Pexp
i < 0. The number of distracting

behaviors recorded in block i is expressed as DBi. Miners compare the number
of distracting behaviors first. Output block with the most number of distracting
behaviors. If the number of distracting behaviors in b blocks is identical, output the
block packed by the miner who published blocks least. It can reduce centralization
in the blockchain. If these steps cannot output a unique block. Algorithm 1 compares
the hash value of these blocks and output the block with the most hash value. PoM
canmonitor distracted end devices in edge computing, so as to improve the efficiency
of edge computing. Compared with PoW, PoM has no power consumption.

5 Performance Evaluation

This experiment is implemented on an HP notebook with an Intel Core i7-8750 h
processor and 8.00 Gb (7.88 Gb available) memory. The number of miners, end
devices, and tasks is set 5, 100 and 20, respectively.

5.1 Evaluation Results of ECTMF and PoM

Simulation experiments are conducted to evaluate the performance of ECTMF and
PoM. Set the concentration degree of 50 end devices are 0.5 and others are 1.0. The
trustworthiness of 100 end devices is updated byPoWandPoMunder ECTMF. Select
50 end devices by the greedy algorithm, the average concentration degree of selected
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Fig. 3 Evaluation results of ECTMF and PoM

end devices is shown in Fig. 3a.At the same time, the simulation experiment evaluates
the centralization degree of PoM. Set 5 miners to occupy all computing power, and
the computing power percentage of miners is random (i.e., [0.1,0.4,0.05,0.35,0.1]).
All end devices’ concentration degrees are set 1.0. Miners ID 1–5 use the PoW, and
miners ID 6–10 use the PoM. After several consensuses, published blocks proportion
of 10 miners is shown in Fig. 3b.

In Fig. 3a, the average concentration of 50 end devices under PoM is 1.0, and under
PoW is 0.83. It can be seen, the PoM can discover distracted end devices and increase
the average concentration degree of edge computing timely. Without the ECTMF,
the result is equal PoW. At the same time, ECTMF as a decentralized framework
can avoid centralized server problems. When all end devices are concentrated, the
comparison of PoW and PoM is shown in Fig. 3b. After several consensuses, the
proportion of the published blocks of PoW is dependent on the computing power of
miners. The proportion is equal under PoM. It can be seen that computing power
does not affect on the number of published blocks under PoM. PoM can reduce
centralization in the blockchain.

5.2 Evaluation Results of Trustworthiness Evaluate

This paper uses ECTMF to evaluate the trustworthiness of three group end devices.
Sets 1000 end devices for every group. The concentration degree of the first group is
set (0.4, 0.6]. The second group is set (0.6, 0.8]. The third group is set (0.8, 1]. After
20 tasks, the trustworthiness cumulative probability of 3000 end devices is shown in
Fig. 4.

It can be seen ECTMF can evaluate trustworthiness exactly. The trustworthiness
can accurately reflect concentration degree. The trustworthiness of the first group
device is less than the second group and far less than the third group.
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Fig. 4 Trustworthiness
cumulative probability of
three groups devices

Fig. 5 Evaluation results of
ECTMF trust management

Trustworthiness evaluation of three kinds of end devices (i.e., devices with high
concentration degree, medium concentration degree and, low concentration degree)
is carried out. Set the concentration degree of the device with a high concentration
degree is 0.9, the device with a medium concentration degree is 0.6 and the device
with a low concentration degree is 0.3. The trustworthiness change of three kinds of
end devices in 20 tasks is shown in Fig. 5.

In Fig. 5, it can be seen that ECTMF can quickly evaluate the trustworthiness of
end devices in edge computing. The trustworthiness tends to be stable as the number
of tasks increases when the concentration degree of the device is changeless. After
20 tasks, the trustworthiness of end devices with high concentration degree is higher
than medium concentration degree devices. The trustworthiness of end devices with
low concentration degree tends to 0.

6 Conclusion

This paper proposes a distractibility induced trust management framework ECTMF
for edge computing, which is able to evaluate the effect of the distractibility on the
trustworthiness. A consensus mechanism proof of monitor PoM is presented for
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blockchain which stores trustworthiness information for ECTMF. The PoM mecha-
nism does not need power consumption and can monitor distractibility continuously.
The network computing efficiency is improved by using PoM. The simulation exper-
iment verifies that ECTMF can improve the average concentration degree of end
devices and reduce the centralization of blockchain.
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Social Robot Navigation Based on a 2D
Gauss-Gumbel Spatial Density Model
in Human-Populated Environments

Jianfang Lian , Wentao Yu , Kui Xiao , Feng Qu , and Chaofan Liu

Abstract Social robot navigation must consider not only task constraints, such as
the minimum path length, but also social conventions, such as satisfying the social
acceptability of the path. This paper presents a new strategy for social robot navi-
gation based on 2D Gauss-Gumbel spatial density function to consider the human
state (position, direction and motion) and social interaction information related to
robots, whichmodel the personal space and social interaction space respectively. The
personal space and social interaction space constitute aDynamic Social Space (DSS).
The DSS based human comfort and safety navigation can estimate the approaching
pose of a robot for a person or a group of people, so the robot can ensure not only
people’s safety but also comfort when approaching a person or group of people
in social situations. We evaluate the developed model through simulation and real-
world experiments using the newly proposed social individual comfort index and
social group comfort index.

Keywords 2D Gauss-Gumbel spatial density function · Socially aware robot
navigation · Dynamic social space · Individual and group comfort indices

1 Introduction

The pursuit of reducing labor and a more comfortable life is the development goal
of human society [1]. Mobile robots have gradually expanded from factories and
production workshops with a single environment to complex and changeable indoor
environments [2]. Navigation is the prerequisite for the autonomy of social robots.
Therefore, the ability of social robots to adjust their behavior according to social
convention is the key to social robot navigation [3].

Prototype engineering dates back at least 20 years ago, when human safety was
a primary consideration. Traditional navigation technology usually treats humans as
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ordinary obstacles. Commonly used navigation techniques include proactive avoid-
ance [4], A * algorithm [5], Artificial Potential Field Algorithm (APF) [6] and Bidi-
rectional Random Extended Tree Algorithm (BRRT) [6]. However, these methods
do not satisfy human social acceptability.

The concept of personal space is a widely studied aspect of the social customs
of spatial interaction [7]. The main idea is to create a comfortable space acceptable
to humans during robot navigation. Therefore, in recent years, the number of works
incorporating this personal space model concept in mobile robot navigation has
increased [8].

Papadakis et al. proposed that humans model the human’s personal space as a
probability function of nonlinear proportions in the robot state space, and design the
structure and shape of the interactive space through the kernel principal component
analysis (KPCA) algorithm [9]. In this way, complex social interactions of any shape
and size can be realistically simulated. Thereby predicting the approaching trajectory
of people. However, this model only applies to a pair of interacting people. And the
model does not consider the person’s direction, that is to say, models built by people
in different directions are the same.

In this paper, the human interaction space is modeled with a nonlinear scale prob-
ability function. The 2DGauss-Gumbel spatial density function was used to describe
the extended personal space and social interaction space according to the individual
state (location, direction, and velocity) of personal information and social group
information, respectively. The personal space and social interaction space consti-
tute a Dynamic Social Space (DSS), which considers the safety and psychological
comfort of humans.

TheDSSbased human comfort and safety navigation can estimate the approaching
pose of a robot for a person or a group of people, so the robot can ensure people’s
also comfort. On the basis of the comfort distance of waypoints proposed by Hall,
this article proposes two intuitive metrics to measure human safety and comfort—
Personal Comfort Index (PCI) and Group Comfort Index (GCI). The validity of the
structure of social interaction space is verified.

2 System Overview

Navigation is the prerequisite for mobile robot autonomy. The goal of social robot
navigation is to make the behavior of mobile robots meet certain social conventions,
thereby improving the social acceptability of planned paths. In order to achieve this
goal, this paper developed a navigation framework for social robots, as shown in
Fig. 1.

In the first part, the social map aims to distinguish humans from conventional
obstacles by extracting the social space–time features near the robots to develop a
dynamic social space map and predict the robot’s approach to humans or a group of
people.
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Fig. 1 Navigation framework for social robots

The second part is path planning, which refers to planning a collision-free optimal
path based on the surrounding environment information through a path planning
algorithm to reduce the energy consumption of the robot. This paper combines global
path planning and local path planning to generate paths. Global path planning uses
A* algorithm, local path planning uses DWA algorithm.

The third part is mobile robot positioning.We derive theMonte Carlo localization
algorithm.

Finally, this paper proposed two indicators to measure human comfort: Personal
Comfort Index (PCI) and Group Comfort Index (GCI).

3 Social Map

The social map proposed in this article is a bottom-up approach to solve this problem.
The traditional approach is to solve this problem through a top-down perspective.
From a top-down perspective, both humans and robots are regarded as one point,
which means that the distance between robots and humans and between humans
is constant. This method of treating both robots and humans as mass points does
not satisfy humans. Posture constraints. The dynamic social interaction space can
further promote the recognition and reasoning of mobile robots. Social maps have
comprehensively improved the situational awareness of robots. The construction of
a dynamic social interaction space needs to meet the following three goals,

1. Accurately describe the human psychological comfort space.
2. Grasp the dynamic changes of the state of social space
3. Simulated crowd social interaction area.



1136 J. Lian et al.

3.1 Human Model

Wedescribe the robot operating environment as a shared state space between humans
and robots, and humans are a vector in this space. The humanbody state obtained from
sensor information and visual information includes position, speed, and orientation.
Let S ∈ R2 be the space of the Global Map. An individual i is represented by its
pose (position, orientation, and velocity), hi = [xi , yi , θi , vi ]T , being [xi , yi ]T ∈ S,
and θi ∈ [0, 2π].

3.2 Personal Space Model

This paper uses hi as the underlying characteristic input to model the personal space,
and selects a single functional functionwith the following ideal attributes to construct
the personal space:

• Smoothness. Smoothness is designed to allow the robot to respond smoothly to
changes in human social sensitivity.

• Velocity dependent. The study of human–human and human–robot interactions
has inspired a reliance on human speed.

• Directionally dependent. Similarly, the study of human–human and human–robot
interactions has inspired a reliance on human direction.

• Sealing ability. Closure means the integrity of personal space. Closure is mainly
to ensure the absolute safety of human in the process of robot movement.

The one-dimensional Gaussian probability density function is symmetric and
does not satisfy the directional dependence of personal space. The Gumbel prob-
ability density function is monotonous and does not satisfy the closed character
of personal space. Therefore, we proposed two-dimensional Gauss-Gumbel proba-
bility density function, which is composed of a two-dimensional Gumbel probability
density function and a one-dimensional Gaussian probability density function.
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where A = e− (X−x)2

σ1 , B = e− (Y−y)2

σ2 , σ1 = σ2 = 1, a = 1. The size of σ3 and σ4

determines the shape of personal space.
When a person is stationary, σ3 = σ4 = 1.
When a person is in motion, the average human walking speed is 1.25 m/s.

Therefore, v = 1.25 m/s, θ ∈ (0, 360◦).
If 0 ≤ θ < π ,
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Fig. 2 The contour and
surface maps of a 2D
Gumbel-Gauss spatial
density function

σ3 = v*
√|sin(θ)|∗√|sin(θ)|∗√|sin(θ)| (3)

σ4 = v*
√|cos(θ)|∗√|cos(θ)|∗√|cos(θ)| (4)

If π ≤ θ < 3π/2

σ3 = v* sin(θ)∗ sin(θ)*sin(θ) (5)

σ4 = v* cos(θ)∗ cos(θ)*cos(θ) (6)

If 3π/2 ≤ θ < 2π

σ3 = v* cos(θ)∗ cos(θ)*cos(θ) (7)

σ4 = v* sin(θ)∗ sin(θ)*sin(θ) (8)

Figures 2a, b show the contour and surface maps of a 2D Gumbel-Gauss Spatial
Density Function, respectively.

The red arrow indicates the direction of an individual and the outermost blue circle
represents personal space of an individual.

3.3 Social Interaction Space

There aremany small groups in the social environment, that is, interactingwith others.
The number of members in a small group is generally between 2 and 4 people. In
traditional social practice, robots are not allowed to pass through in the interactive
group. This paper uses sensor information and visual information to obtain group
information around the robot. Based on the 2D Gauss-Gumbel social probability
density function to model the individual space, this paper uses the mathematical
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Fig. 3 Construction process of social interaction space

average value to set the position of the group, and makes the mathematical combi-
nation of the individual space in the group, so as to complete the modeling of the
social space of the group.

Thus, a human group social interaction space is defined as follows. Let ghi (xi , yi )
be the personal space function for each individual hi in the set of all P of all people
in S. a human group social interaction space G(P) is defined as follows.

G(P) = contour

(
X1 + X2 + · · ·Xi

i
,
Y1 + Y2 + · · ·Yi

i
,

[
g(X1,Y1) + g(X2,Y2) + · · · + g(Xi,Yi)

]

i

)
(9)

Contour is a contour function, and the construction process of social interactive
space is shown in Fig. 3.

3.4 Evaluation Index

To validate the proposedmodel, we proposed twometrics tomeasure socially accept-
able behaviour soft the mobile robot: Personal comfort index (PCI), Group comfort
index (GCI). The PCI value is used to measure the comfort of individual, while GCI
value is used to measure group psychological comfort.

PCI = max
i=1:N exp
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(xr , yr ) is the path point of the mobile robot; (x p
i , y p

i ) is the position of the ith
person on the global map S, N is the number of people in the global map.σ py

o =
σ
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0 = 5



Social Robot Navigation Based on a 2D Gauss-Gumbel Spatial Density … 1139

0 1 2 3 4 5 6
Distance to human

0

0.2

0.4

0.6

0.8

1

Va
lu

e 
of

 in
de

x

GCI
PCI

Fig. 4 The variation curve of rating value with distance from others

GCI = exp

(
−

((
xr−x

p
o

σ
px
k

)2

+
(
yr−y

p
o

σ
py
k

)2
))

(11)

(x p
o , y p

o ) is the center position of the o crowd in the global map S; M is the number
of people in the global map σ

py
k = σ

px
k = 5. The change curve of evaluation index

and distance to people is shown in Fig. 4.
The PCI value ranges from 0.0 to 1.0, where the closer the distance between the

mobile robot and the human, the higher the PCI value. When the relative distance
between the human and the robot is greater than 6 m, the PCI value is approxi-
mately equal to zero. The smaller the PCI value, the more comfortable humans feel.
According to the comfortable distance proposed by Hall, the PCI threshold Tc = 0.9
is set.

Similar to PCI, GCI values range from 0.0 to 1.0. As shown in Fig. 4, when the
robot moves farther from the center of the social space, the value of GCI decreases.
The shorter the distance between the robot and the center of the social group, the
higher the GCI value, indicating that the robot’s behavior is not accepted by the
society in the social environment. According to the comfortable distance proposed
by Hall, the GCI threshold Tp = 0.7 is set.

4 Experiment

In this section, we model different kinds of groups of people, including two persons
walked towards each other, two walked in company, one chased one, and three stood
talking.
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4.1 Personal Space

In this section, we conducted three sets of experiments. The first set of experi-
ments modeled humans as ordinary circular obstacles, the second set of experiments
modeled humans asGaussian probability density functions, and the third set of exper-
iments modeled humans as Gauss-Gumbel spatial density function. All experimental
path planning algorithms use the A*-DWA algorithm, and the starting point, target
point and initial state of the robot are consistent. In addition, the information of
people in all experiments is the same.

Figure 5a shows results of treating humans as ordinary circular obstacles, Fig. 5b
shows the results of modeling humans with 2D Gauss-Gumbel spatial density func-
tion, and Fig. 5c shows the results of modeling humans with Gaussian-Gamber social
probability density function. Experimental results. Figure 5d shows the path analysis
results of the three sets of experiments.

As shown in Fig. 5, the model method we proposed saves working space on the
basis of meeting social conventions, the planned path length is the shortest, and the
efficiency of navigation is improved.
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4.2 Social Interaction Space

In this section, simulation experiments are a group of three standing people. To test
the feasibility of the model constructed in this paper, we also tested the pros and cons
of the DWA algorithm and the fusion DWA-A* algorithm. In the first experiment,
the path planning of a mobile robot when everyone is treated as an ordinary obstacle
is studied. In order to achieve this, humans are modeled as circular obstacles, and
the path planning algorithm is DWA-A* algorithm. In the second experiment, the
path planning behavior of the robot when modeling the dynamic social area using
human status and human group information was investigated. The path planning
algorithm used the DWA-A* algorithm. In order to verify the effectiveness of the
proposed algorithm, in the third experiment, the social interaction space is modeled
using human status and human group information, and the path planning algorithm
uses the DWA algorithm. The experimental results are shown in Fig. 6a. The black
line, red line and blue line are the results of experiments 1, 2 and 3, respectively. The
PCI and GCI values along the robot trajectory are shown in Fig. 6b, c, respectively.
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As shown in Fig. 6a, the yellow square and the red five-pointed star represent
the starting point and the ending point, respectively. Path1 is the path planned by
the social interaction space model and DWA-A* algorithm, and path2 is the circular
obstacle model and DWA-A*. The path planned by the algorithm, path3 is the path
planned by the social interaction space model and the DWA algorithm. As shown in
Fig. 6b, c, although the PCI value of path2 is lower than the threshold Tc = 0.9, the
GCI value is higher than the threshold Tp = 0.7. The PCI value and GCI value of
path1 are both lower than the threshold. Compared with path3, path2 has a shorter
path. This result shows that the social interaction model can avoid the robot from
passing through the interacting crowd, but bypass the crowd, thereby improving the
human inner comfort. On the premise of considering human comfort, the path length
planned by DWA-A* algorithm is the shortest, that is, the path planned by DWA-A*
is better than the path planned by DWA.

5 Conclusion

This paper studies the navigation ofmobile robots in a human–machine environment,
and aims to solve the problem that robot behavior should satisfy human inner comfort.

The human interaction space is modeled with a nonlinear scale probability func-
tion. The 2DGauss-Gumbel spatial density functionwas used to describe the personal
space and social interaction space according to the individual state (location, direc-
tion, and velocity) of personal information and social group information, respec-
tively. The personal space and social interaction space constitute a Dynamic Social
Space (DSS), which considers the psychological comfort of humans. On the basis
of the comfort distance of waypoints proposed by Hall, this paper proposes two
intuitive metrics to measure human comfort—Personal Comfort Index (PCI) and
Group Comfort Index (GCI). The validity of the structure of social interaction space
is verified.

Next Step The proposed model will be experimented with a real robot. In addition,
the next step can be tomodel people in different postures (sitting or squatting). Social
interaction space modeling currently only models the interaction space between
people, and the next step can be based on the accurate judgment of human intentions
to increase the interaction space modeling between people and things.
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Fool a Hashing-Based Video Retrieval
System by Perturbing the Last 8 Frames
of a Video

Chao Hu , Liang Huang , and Ronghua Shi

Abstract Studies on adversarial attack have brought people’s attention to the safety
of deep neural networks (DNNs). Sparse adversarial attack, which is more dangerous
than dense adversarial attack, can fool a threat model with a low amount of pixels
and perceptibility. However, sparse adversarial attack has not been done extensively
on video hashing retrieval. We propose a method to craft sparse adversarial videos
on deep hashing retrieval by adding temporal masks on video frames. Adversarial
perturbation produces propagation during the video adversarial attack. To study the
propagation of sparse adversarial perturbation in video hashing in depth, we develop
a cosine similarity curve to show the difference between adversarial video frames and
clean video frames. The results show that the perturbation can only propagate from
front to back. In addition, to exclude the propagation of perturbations, we conduct
experiments to only perturb the last few frames in order to analyze the influence
of sparsity on the results. The experimental results show that even when there is
no propagation, perturbing the last eight frames can significantly show the ability
of adversarial attack to video hash retrieval model. We propose the first targeted
white-box sparse adversarial attack on hashing-based video retrieval.

Keywords Hashing · Video retrieval · Sparse attack · Propagation

1 Introduction

Nowadays, hashing networks are widely applied in content-based retrieval to effi-
ciently convert high-dimensional data into semantic low-dimensional hash code.
Video hashing is a hot topic [1, 2], but research on video hashing is difficult due to
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the complicated temporal and spatial characteristics of videos. Research on video
hashing has made substantial breakthroughs with deep neural networks (DNNs).
Learning-based video hashing methods such as Self-supervised video hashing and
Self-supervised temporal hashing [3, 4] can simultaneously preserve the temporal
and spatial characteristics of video.

In recent years, DNNs have been proven to be vulnerable to minor perturbations
[5]. A lot of studies have been done on adversarial attacks on images [6–8], audio [9],
and videos [10–12]. Some studies have shown that adversarial attacks have positive
effects. The use of adversarial examples as training examples can contribute greatly
to improving the robustness of the network [13]. Research on adversarial attack can
also promote human understanding of DNNs. Therefore, it is meaningful to study
adversarial attacks.

Adversarial attack can be divided into dense and sparse adversarial attack. Dense
adversarial attack has been used to make a great deal of progress on video tasks.
However, little work has been done on sparse video adversarial attack.

For these reasons, we decided to study sparse adversarial attack based on video
hashing retrieval. After calculating the gradient, we set the projected gradient descent
(PGD) as our optimizer. l2,1-norm and l2-norm are used to constraint the loss function.
We also set temporal masks on video frames to control the sparsity of the adversarial
attack. Our method can generate adversarial videos with imperceptible perturbations
to fool the targeted model. Figure 1 shows the query process of videos and the
procedure for creating adversarial examples.We also draw the cosine similarity curve
for the adversarial and targeted video frames to study the direction of propagation in
depth.Wefind that the adversarial perturbation can only propagate from front to back.
Whenwe perturbate the last frames, the performance of the attack is outstanding even
when there is no propagation.

Fig. 1 The process of querying videos and the creating targeted adversarial videos
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Our contributions are as follows:

• As far as we know, this is the first study to create sparse adversarial examples on
video hashing retrieval. We have experimentally studied the influence of quantity
and position of perturbed frames.

• We have analyzed the propagation direction of adversarial perturbations in video
hashing retrieval and have studied the influence of sparsity by experimentally
perturbing the last few frames in a video.

2 Related Work

Many optimization algorithms have been applied on adversarial attack. Szegedy
et al. [14] proposed L-BFGS to generate an adversarial example. Goodfellow et al.
[5] proposed the fast gradient sign method (FGSM) to generate adversarial examples
with the gradient of the targeted function. Nicolas et al. [8] proposed the Jacobian-
based saliency map attack (JSMA), which is based on the gradient of the output
layer. Kurakin et al. [7] proposed the projected gradient descent (PGD) to generate
adversarial examples with stable adversarial performance.

A lot of research has been done on adversarial attacks of images and videos. Zhao
et al. [15] exploited generative adversarial networks (GANS) to craft adversarial
images by perturbing visually insignificant areas. Yang et al. [16] introduced tanh as
the activation function to solve the problem of gradient disappearance.Wei et al. [12]
misclassified videos by exploiting the sparsity and propagation of video perturbation
with temporalmasks.Chen et al. [10] added adversarial frames to the targeted video to
reach the attack goal. Researchers have also used the generative adversarial networks
to craft real-time adversarial videos [11] and studied hashing-based video retrieval
using a voting mechanism [17].

However, little work has been done on adversarial video hashing retrieval. In
this study, we generate sparse adversarial videos on hashing retrieval and study the
propagation of adversarial perturbations, which have never been explored.

3 Methods

In this section, the problem definition, objective function, and optimization process
will be discussed in detail. Temporal masks will be introduced to enable the manual
control of sparse attacks.
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3.1 Problem Definition

For a given query video x , the hash code b is generated in a video hash model F(, ),
and the formula for generating the hash code is as follows:

b = F(x), b ∈ {0,−1}L (1)

L represents the length of hash code, y is a video with the targeted label, and F(y)
is the hash code of the targeted video y. The principle of generating an adversarial
video x̂ is minimizing the hamming distance between F(y) and F

(
x̂
)
.

Generally, there are two goals when generating adversarial videos. The first is to
make the difference which is hard for naked eyes to distinguish between the query
video x and the adversarial video x̂. Another goal is to make the result of generating
the adversarial video x̂ in the classification model the same as that of the targeted
video y. Unlike video classification that only returns one label, video hash retrieval
returns a couple of videos with mean average precision (MAP). Therefore, we define
a new goal, which is to reduce the MAP associated with the ground true label and
increase the targeted mean average precision (t-MAP). We also add temporal masks
on some frames to ensure that certain frames are not perturbed.

3.2 Formulation of Overall Objectives

Given x as the query video,x̂ as the adversarial video, and y as the target video, F(, )

is the video hash model used to generate the corresponding hash code of the video.
The targeted video y is stored in the database in the form of a hash code F(y). l(, ) is
the loss function used to calculate the difference between the hash code adversarial
video x̂ and the targeted video y.We use l2-norm and l2,1-norm to constrain the added
perturbation ε, ε = x̂ − x ; λ is a metric to balance ε and x . Hence, the formula of
the overall objectives is as follows:

argmin l(F(x + ε) − F(y)) + λ · ||ε||
s.t.||ε + x || ∈ [0, 1] (2)

In hashing-based retrieval systems, we set hamming distance to measure the
distance between hash codes. However, the hamming curve is non-convex and non-
smooth [11], which is not suitable for the calculation of the reverse gradient. There-
fore, we use the inner product instead of the hamming distance to make the loss
function easy to differentiate.We use the tanh function, which canmaintain the range
of the inner product value at (−1, 1), as the activation function of the hashing-based
retrieval model. We also introduce α to solve the problem of gradient disappearance.
The final objective function is shown below.
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argmin − 〈tanhαF(x + ε), F(y)〉 + λ · ||ε||
s.t.||ε + x || ∈ [0, 1] (3)

For sparse attacks, the temporalmask,m, is introduced.m is amatrix,m ∈ {0, 1}b,
and b is the number of video frames. Eachmt corresponds to a video frame, xt , where
xt is the t-th frame in the video.Whenmt is equal to 0, the corresponding video frame
xt can no longer be perturbed. The formula of the sparse attack can be expressed in
the following form:

argmin〈tanhαF(x + mε), F(y)〉 + λ · ||mε||
s.t.||ε + mx || ∈ [0, 1] (4)

3.3 Optimization Process

We will describe the training process in detail. The core idea is to compute the
minimumperturbation bygradient descent.Wewill achieve our goal throughmultiple
iterations. In our experiment, α will be tuned in a training process. Equation (3) is
easy to solve in a neural network using a gradient optimized algorithm (e.g., PGD)
because only one variable is present in the equation. We will obtain the convergency
value after some iterations. The complete entailed in Algorithm 1 is shown below.

Algorithm 1 Sparse adversarial attack

Require:

Query video x;

Targeted video y;

Hashing-based video retrieval model F(.);

Gradient optimized algorithm PGD;

Retrieval algorithm Faiss;

Adversarial video x
∧

Ensure:

1: Initialize the input video x

2: Add a perturbation m ∗ ε to video x

3: Calculate the hash code F(x + m ∗ ε)

4: Calculate the loss function L(x) between F(x + m ∗ ε) and F( y)

5: Calculate the gradient G(x) for x through loss value L(x)

6: Calculate adversarial perturbation ε and update x
∧

7: return x
∧
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4 Experiment

4.1 Dataset and Metrics

Dataset We use UCF101 [11] as the dataset for our experiment. UCF101 is one
of the largest collections of human actions downloaded from YouTube and includes
13,320 video clips worth 27 h. It contains 101 classes of human actions such as
haircutting, sky diving, and surfing. We extract 10,000 video clips as the training
data and use 3300 video clips for the database in the retrieval system. The remaining
20 video clips are used as query videos.

Metrics (1) t-MAP.The t-MAP [10] label is set as the targeted video label in the
retrieval process. The t-MAP is used to measure the average accuracy of targeted
attacks in a retrieval system. (2) Propagation. Propagation is the ability of adversarial
perturbation to propagate from perturbed frames to other frames during the gener-
ation of the adversarial examples. (3) Transferability. Transferability is a metric
used to measure the precision of adversarial examples under different experimental
conditions.

4.2 Implementation

In this paper, we use both ResNet152 and long-short term memory (LSTM) as a
hash model to generate the hash code of videos. ResNet152, which is a feature
extractor, can convert videos into their one-dimensional features. LSTM takes the
feature output fromResNet152 as an input vector. The last layer of the fully connected
layer is adjusted according to the length of the hash code. We use the PGD method
as the optimization algorithm for updating perturbation and use the Faiss method for
retrieval. All work is done using Pytorch 1.2.0.

4.3 Experimental Analysis

Tense Adversarial Attack To verify the effect of generating the adversarial exam-
ples on a video hashing system, we conduct four experiments using different hash
code lengths. We also conduct experiments based on l2 and l2,1-norm constraints.
Table 1 shows the results of the experiments.

The MAP and t-MAP of the 64-bit hash code are the highest compared to those
of other hash code lengths. The t-MAP under 64-bits is very close to the MAP of
clean videos, which shows that our method performs well on adversarial attack.
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Table 1 The MAP of a clean video query and t-MAP of an adversarial video query based on
l2,1-norm and l2-norm with different hash code lengths

Hash code lengths (bits) Query video MAP Adversarial video t-MAP

l2,1 norm l2 norm

16 0.418 0.347 0.380

32 0.512 0.401 0.512

64 0.539 0.524 0.530

128 0.409 0.356 0.372

Propagation To study the propagation direction of adversarial perturbation, we
conduct two separate experiments to perturb the first few frames and the last few
frames. We set l2,1-norm as the constraint function. Classification returns only one
label, but multiple related videos and labels are returned after retrieval, and this
is not conducive for directly determining the propagation direction of adversarial
perturbation. Therefore, we draw cosine similarity curves between adversarial video
frames and targeted video frames. The cosine similarity curves are shown in Fig. 2.
The hash code length is set to 64-bits.

Figure 2a shows that the cosine similarity curves of frames that are not perturbed
are not coincident with those of clean video frames. This means that perturbation
occurs on the rear frames. We conclude that adversarial perturbation can propagate
from front to back, but the perturbation cannot propagate forever because the differ-
ences in cosine similarity between the frames of the adversarial video and targeted
video gradually decrease over time. However, when the last few frames are perturbed,
the cosine similarity curves of frames that are not perturbed are coincident with those
of clean video frames (Fig. 2b). This means that perturbation only occurs in frames
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Fig. 2 Cosine similarity curves of frames in the adversarial video and targeted video under the
constraint of l2,1 norm
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Table 2 The results of perturbing the last few frames

M 4 8 16 32

t-map 0.469 0.561 0.553 0.516

Table 3 Results of perturbing the last eight frames of different video categories based on l2,1 and
l2 norms

Different kinds of video Long Jump Writing on board Military parade

l2,1 l2 l2,1 l2 l2,1 l2

t-map 0.523 0.535 0.521 0.549 0.519 0.522

that are set to be perturbed. Therefore, we can infer from Fig. 2 that adversarial
perturbation can only propagate from front to back.

Sparse Adversarial Attack Sparse adversarial attack can be divided into temporal
sparse and spatial sparse adversarial attack. In this paper, we study only temporal
sparse attack. In order to study the effect of the quantity of perturbed frames on the
experimental results of sparse adversarial attack,we set up the following experiments.
In order to eliminate the influence of propagation,we only perturb the last few frames.
The results are shown in Table 2. M represents the number of perturbed frames.

When the last four frames are perturbed, the t-map is the lowest out of all the other
experiments. This may be because the number of perturbed frames is not enough,
and hence, the t-map is low. When the last eight frames are perturbed, the t-map is
the highest, and this figure is similar to that for tense adversarial attack. This shows
that t-map performs well when the last few frames are perturbed. In order to rule out
contingency, we conduct three experiments on different video categories under the
constraint of the l2-norm and l2,1-norm. The results are shown in Table 3. All the
t-maps perform well when the last eight frames are perturbed.

Figure 3 shows visual examples of adversarial videos. Although the maximum
perceptibility is 10.00 × 10−3, we still cannot visually detect the difference between
the clean frames and the perturbed frames. Our experiment has a great visual
performance.

5 Conclusion

We generate sparse adversarial videos under the hashing-based retrieval system and
use temporal masks to control the intensity and location of sparsity. From the experi-
ments,we conclude that adversarial perturbation can only propagate backward.When
the last eight frames of a video are perturbed, t-map has great performance.We cannot
visually detect the difference between the clean frames and the perturbed frames.
The position and number of adversarial frames have different effects on experiments.
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Clean frames

Perceptibility:

Adversarial 
frames

Fig. 3 Three visualization examples of the sparse adversarial attack. The frames on the top row
are clean frames, and frames on the bottom row are perturbed

However, our experiment only sets the perturbed frame manually. Future studies
should be done to calculate the impact of each perturbed frame on the experiment,
and we plan to explore the reasons why the adversarial perturbed frames at different
positions have different effects on the experimental results.
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Multi-level Road Damage Identification
Algorithm Based on Vehicle-Mounted
Smartphone

Deng Ma , Kai Gao , and Ronghua Du

Abstract In order to improve the detection timeliness of abnormal road surfaces and
reduce the detection cost, this paper provides a road damage identification algorithm
based on the vehicle-mounted smartphone. The algorithm uses a vehicle-mounted
smartphone to detect whether the vertical acceleration exceeds the set threshold as
the direct condition of the road damage degree. An optimized Butterworth filter
was designed to denoise the vertical acceleration of the collected vehicles. Then, an
improved Gaussian background model was used to select the appropriate threshold
conditions, and the multi-grade classification of abnormal road damage was real-
ized based on the support vector machine algorithm. The experimental results show
that the classification accuracy of the algorithm can reach 92.34%. Compared with
the existing detection methods, the proposed method has lower detection costs and
realizes the fine classification of road damage, which is convenient for the road
maintenance department to take reasonable measures in time.

Keywords Road damage identification · Vertical acceleration · Smartphones ·
SVM

1 Introduction

With the rapid development of China’s social economy, the modernization level of
urban construction has been continuously improved, and the road traffic network
has been improved year by year. By the end of 2019, China’s total highway length
had increased to 5.0125 million km, with 672,000 km of roads at grade II or above,
including 149,600 km of expressways. In the same year, the highway maintenance
mileage was 4.9531 million km, accounting for 98.8% of the total highway mileage,
an increase of 0.6% compared with 2018 [1]. As an essential part of the transporta-
tion system, the highway has made significant contributions to the stable and healthy
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development of the economy. However, in the current social and economic sustain-
able development in the background, the highway transportation under pressure is
more and more significant, plus the highway investment must be diversified, mainte-
nance funding imbalance problems, such as highway maintenance demand in China
is not very good for a long time to meet with the development of science and tech-
nology, happening in our country existing highwaymaintenance pattern changeswith
each passing day, The information construction of highwaymaintenance industry has
become an important trend of future development.

Nowadays, the smartphone has become a necessity in People’s Daily life. It can
obtain the current position, acceleration, and other mobile phone states as an intelli-
gent terminal with numerical calculation and external perception. Because of its rich
sensors, more and more scholars in transportation are trying to apply smartphone
sensors to road disease detection and other aspects [2]. This paper designed a kind
of abnormal road recognition algorithm based on acceleration by calling the smart-
phone triaxial acceleration sensors in the vibration signal and use the Butterworth
filter to filter noise, after SVM algorithm to the pretreatment of data classification,
and then implements the abnormal damage of road surface is different degree of
recognition.

2 Foreign and Domestic Research Background

Domestic and foreign experts and scholars have conducted long-term research on
abnormal pavement identification technology. The existing abnormal pavement iden-
tification methods mainly include three kinds: based on 3D reconstruction, based
on visual recognition, and based on acceleration [3–10]. Koch proposed a detec-
tion method based on image recognition, which can automatically detect pits and
grooves in asphalt pavement [6]. Themethod uses image segmentation to compare the
texture of the defect area and non-defect area to realize the recognition of abnormal
road surface. However, Koch’s method could not effectively count the width and
depth of abnormal road surfaces. Jog proposed a recognition method combining
two-dimensional image recognition and three-dimensional reconstruction based on
Koch, which could identify abnormal road surfaces and measure the number, width,
and depth of abnormal road surfaces [7]. For improved accuracy of the collected
abnormal road surface, Aki used a three-dimensional laser scanner to reflect laser
pulses and obtain accurate three-dimensional point clouds to establish amathematical
model [8].

Chen acquires vehicle acceleration, speed, and position information by installing
some acceleration sensors and GPS modules on the vehicle and uses a Gaussian
background model to identify abnormal road surfaces [9]. In order to adapt the
abnormal road recognitionmethod to different vehicle speeds,Harikrishnanproposed
an improvement on Gaussian background based on Chen [10]. In order to improve
intelligent detection.Zhang Jinxi collectedvehicle vibration informationby installing
a three-axis accelerometer on the vehicle, extracted characteristic values by wavelet
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denoising, and then explored the relationship between signal characteristic values and
flatness by using the GA-BP neural network [11]. However, this method needs much
computation, and the interpretability of the neural network model is inadequate.

With the rapid development of smartphones, accelerometers, gyroscopes, and
other sensor modules equipped with them have become essential tools for detecting
abnormal road surfaces. Luis C used the accelerometer and gyroscope sensors in
smartphones to obtain the required acceleration and other data, compared the recog-
nition accuracy of various machine learning classification algorithms, and finally
selected the gradient-aided optimization strategy and random forest algorithm to
identify abnormal road surfaces [12]. Yi proposed an anomaly index algorithm based
on smartphones to monitor the road surface, but this algorithm has a poor effect on
recognizing abnormal road surfaces without speed bumps [13].

Domestic and foreign scholars havemade specific achievements in road condition
identification methods, among which two methods based on visual identification
and three-dimensional reconstruction have better identification effects. However,
these two methods have high equipment and high-cost requirements, which are not
conducive to popularization and use. Most of the abnormal road surface detection
methods based on acceleration are relatively single, andmanymethods need to install
accelerometers, gyroscopes, and other sensors on the vehicle. At present, with the
popularity of smartphones, its integrated acceleration sensor, positioning system,
mobile network, and substantial computing and processing ability provide necessary
conditions for its application in vehicle road detection.

3 Abnormal Road Surface Recognition Algorithm

3.1 Filter Design

A random noise will be generated by the difference of road conditions in-vehicle
driving, and the vibration of the vehicle body will also produce some noise. In order
to eliminate the influence of these factors, Butterworth’s seventh-order low-pass filter
is selected in this paper for noise elimination.

Butterworth filter is an electronic filter, which does not produce ripples in the
passband, and the response of frequency curve does not fluctuate in the passband,
and the response of the frequency in the stopband gradually drops to zero. Compared
with other kinds of filters, the Butterworth filter has the characteristics of maximum
flatness, and the processed result is smoother [14].

Butterworth lowpass filter has five technical parameters: order N, passband cutoff
frequency Wp, stopband cutoff frequency Ws, passband ripple peak Rp, stopband
ripple peak Rs. The acquisition frequency of triaxial acceleration set in this paper
is 400 Hz, so the signal acquisition frequency is set Fs = 400Hz here. References
show that abnormal road signals are usually concentrated in the frequency range
30 Hz, So set the passband cutoff frequencyWp = 30Hz, stopband cutoff frequency
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Ws = 2Wp = 60Hz, passband ripple peak Rp = 0.5 dB, stopband ripple peak
Rs = 30 dB. The Butterworth low-pass filter order is calculated by the formula

N = lg
√
E/ lg Ws

Wp
, where E = 10

Rs
10 − 1/10

Rp
10 − 1.

The signal time domain and frequency domain of the Butterworth low-pass filter
denoising after the above Settings are compared with the original signal time domain
and frequency domain. It can be seen from Fig. 1 that after filtering and denoising,
the high-frequency noise in the signal spectrum is effectively filtered out, and the
acceleration spectrum is concentrated in 0–30 Hz. Therefore, Butterworth low pass
filter meets the design requirements.

3.2 The Threshold Condition

After the Kolmokorov-Smilov test, it is found that the vertical acceleration of the
vehicle on the flat road conforms to the Gaussian distribution, so vertical acceleration
value of the vehicle will meet Formula 1 [15].

η
(
A|μ, σ2

) = 1√
2πσ

e− (A−μ)2

2σ2 (1)

Among them:

A Vertical acceleration of vehicle.
μ The expected value of the vertical acceleration.
σ The standard deviation of the vehicle’s vertical acceleration.

Because the vertical acceleration generated by the vehicle passing the abnormal
road surface does not obey the Gaussian distribution, the vertical acceleration
generated by the abnormal road surface should conform to Formula 2.

∣
∣∣∣
A − μ

σ

∣
∣∣∣ >

v

Tv
· Ta · σ (2)

Among them:

v Vehicle speed.
Tv Speed threshold.
Ta Acceleration threshold.

Considering the different suspension system parameters of different models, the
speed threshold and acceleration threshold are set as 20Km/h and 3m/s2 respectively
in this paper [16, 17]. After the threshold condition is added, the time domain diagram
of vertical acceleration is shown in Fig. 2.
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Fig. 1 Time-frequency
domain comparison of
signals before and after
filtering
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Fig. 2 Time-domain diagram of vertical acceleration after setting threshold conditions

3.3 Data Collection and Partition

At present, most smartphones are equippedwith accelerometers andGPS positioning
modules [18]. In this paper, a smartphone with the model of Redmi Note8 Pro is used
for data collection. In order to collect the original data, we installed an application
on the smartphone that can record the time, acceleration, velocity, longitude and
latitude coordinates, and other data detected by the smartphone. The page of data
collection is shown in Fig. 3. Different types of mobile phone accelerometers may

Fig. 3 The page of data collection
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Table 1 Size of training set
and test set

The road surface type Training set size Test set size

Light road surface 1116 272

Moderate road surface 751 178

Serious road surface 219 69

Flat road surface 1150 290

Total 3236 809

have different coordinate systems, but most detection accuracy can meet the required
data accuracy.

According to the degree of damage of abnormal road surface, the road surface was
divided into three types, namely light, moderate, and serious. The light, moderate,
and serious road surface were all damaged and the degree of damage increased
successively. The degree of damage is divided by a fuzzy logic control algorithm,
and threshold conditions are further set. Here, the threshold conditions for light,
moderate and severe damage are respectively 4 m/s2, 5 m/s2 and 6 m/s2. Then, 80%
of data from the dataset collected by the triaxial acceleration of smart phones were
randomly selected and divided into training sets, and the remaining data were divided
into test sets. The sizes of training sample sets and test sample sets are shown in Table
1.

3.4 Support Vector Machine Multi-classification

SVM is a linear classifier with the most considerable interval defined in the feature
space. It is a binary classification model and is often used to solve data classification
problems. It belongs to one of the supervised learning algorithms. The basic idea of
SVM is to divide the data set correctly and separate the hyperplane with the most
considerable geometric interval so that the data points in the training sample set can
be as far away from the classification plane as possible [19].

In this paper, Python language is used to complete the parameter setting of the
multi-classification support vectormachine and input the training set for classification
training. Then, the precision test of the trained support vector machine is carried
out by using the data in the test set. Among them, the penalty parameter of multi-
classification SVM was set as 3, and the kernel function was RBF Gaussian kernel
function. The results of the test set classification were shown in Fig. 4, and the
accuracy on the test set could reach 92.34%. As can be seen from Fig. 4, SVM can
effectively classify road surface types, and itsmain error comes from the classification
of flat road surface and road surface with light damage degree. The classification
effect of road surface with moderate damage degree is the best.

Considering the high frequency of data collection, it is difficult to collect data and
send it to other terminals for processing. Therefore, to realize the function of real-
time detection, this paper adds data processing, abnormal road surface recognition,
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Fig. 4 Comparison of classification results

and other functions on the basis of the application shown in Fig. 3 so that it can
complete the identification of abnormal road surface on the mobile terminal.

4 Conclusion

In view of the vertical acceleration in the process of vehicle driving, the support
vector machine classification is used after pretreatment by filtering noise reduction,
adding threshold conditions, and other methods and the following main conclusions
are drawn.

1. Using the real-time traffic data collected by the three-axis accelerometer and
denoising by Butterworth filter, the vertical acceleration data meeting the
requirements can be obtained.

2. The support vector machine algorithm can be used to classify the abnormal
pavement types effectively, and its classification accuracy can reach 92.34%.

At present, many scholars in the field of road are devoted to studying the detection
of abnormal road surface. Based on the research in this paper, vehicle types and road
surface roughness can be further expanded. In addition, intelligent algorithms such
as neural networks can be used to improve classification accuracy.
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A Digital Twin Model for Battery
Management Systems: Concepts,
Algorithms, and Platforms

Mi Zhou , Lu Bai , Jiaxuan Lei , Yibin Wang , and Heng Li

Abstract In this paper, we propose a digital twin model for battery management
systems (BMS). We first discuss the corresponding concepts about the digital twin
model of battery management systems. Then, the state-of-charge (SoC) and state-
of-health (SoH) estimation algorithms are presented in an integrated fashion for the
monitoring and prognostics. Concretely, the extended Kalman filter algorithm (EKF)
is used in this paper for the estimation of SoC, which improves the robustness of
digital twin model, and the particle swarm optimization algorithm (PSO) is used in
this paper for the estimation of SoH. The embedded system platforms are introduced
to implement the proposed digital twin model. In the end of this paper, by using
the experimental data obtained from the actual circuit experiment and using the
Simulink module of MATLAB to simulate the digital twin model proposed in this
paper, we verified that the digital twin model proposed in this paper for BMS has
good performance in the Gaussian white noise condition.

Keywords Battery · Digital twin · SoC · SoH · BMS

1 Introduction

Secondary batteries play an extremely important role in the emerging power and
energy systems, e.g., smart grid and electric vehicles, where batteries can be
discharged to support the load or charged to store the excessive energy [1]. Domi-
nated secondary batteries in the market include Lead-Acid batteries, Li-ion batteries,
and supercapacitors, where each of them has different applications, e.g., Lead-Acid
batteries have been utilized in the automotive industry for the starting, lighting and
ignition (SLI) purposes, and Li-ion batteries are popular in the electric vehicles, and
supercapacitors are mostly used in fast/discharging application scenarios [2].
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Battery management systems (BMS) are crucial for the safe and efficient oper-
ation of batteries [3]. The BMS is actually an embedded system, where various
sensors can be applied to collect the voltage, current and temperature of batteries.
The measurements are transmitted to the micro-controller, and based on which the
control signal is generated to manage battery cells. The functions of BMS include
state measurement and estimation, cell balancing, charging/discharging control [4].

The design of BMS includes two aspects: one is the hardware design and the
other is software design [5]. In the hardware design, different physical components
need to be analyzed and connected in a logical way, e.g., each cell needs to be
connected with corresponding sensors, where the sensor output is connected with
the analog-to-digital port of the micro-controller. Similarly, the control signal from
the micro-controller needs to drive the actuators (e.g., switches) of the BMS through
the electric wire. In the software design, two flows need to be considered: one is the
state estimation and the other is the state management. In the state estimation flow,
both the state-of-charge (SoC) and state-of-health (SoH) need to be estimated, which
is preferred in a collective way [6–9]. In the state management flow, different control
algorithms, e.g., cell balancing/charging control/discharging control algorithms are
designed to achieve the corresponding purposes [10–12].

Although extensive studies have been conducted on battery management systems
for the battery modeling [13], SoC estimation [6, 7], SoH estimation [8, 9], cell
balancing [10, 11], charging/discharging control [12], to name a few, existing explo-
rations are still restricted in an ad-hocway.Actually, in a batterymanagement system,
different factors are coupled together, which needs to be considered in a collective
way. For instance, the accuracy SoC estimation affects the battery balancing, and
the cell balancing control also affects SoC estimation accuracy. Thus, the battery
modeling, battery state estimation, and statemanagement ofBMSneed to be analyzed
and designed in a systematic way, which in turn, requires a systematic model to
represent the BMS.

A digital twin is digital counterpart of a physical system [14], where the digital
counterpart can be used to estimate and predicate the states of the physical system,
which can be further used to manage the physical system [15]. In the digital twin
framework, the physical part consists of the battery cells, balancing circuits, and
additional electrical components; and the digital twin consists of battery modeling,
battery state estimation, and battery state management [16–18]. In this sense, if we
can build the digital twin model of the battery management system, we can explore
the battery modeling, battery state estimation and battery state management in a
single model, which provides the insight to designing advanced BMSs.

In this paper, a digital twin model is proposed for battery management systems.
We first introduce the concepts of the BMS digital twin. Then, the battery modeling,
SoC estimation, SoH estimation algorithms are presented and analyzed in detail.
Thereafter, we introduce the digital twin platformused in the performance evaluation.
Experiment results verify that the proposed digital twin model can characterize the
BMS accurately.

The remainder of this paper is organized as follows. In Sect. 2, we introduce the
basic concept of the BMS digital twin. Section 3 presents the digital twin algorithms.
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The digital twin model is proposed in Sect. 4. Experiment results are provided in
Sect. 5. We conclude the paper in Sect. 6.

2 BMS Digital Twin Model

In this section, we introduce some basic concepts about the digital twin model of
the battery management systems. As shown in Fig. 1, the whole system consists of
three subsystems: battery cells, micro-controller, and the digital twin. The details are
introduced as follows.

2.1 Battery Cells

In a practical battery storage system, multiple battery cells are connected in series
and parallel to satisfy the voltage and power requirement of the application scenario.
Additional circuits are typically embedded in battery systems to achieve the balancing
of cells. Two categories of balancing circuits can be employed, i.e., passive balancing
circuit and active balancing circuit. In the passive balancing circuit, passive compo-
nents, e.g., resistors or diodes, are connected with cells to dissipate the excessive

Fig. 1 The digital twin model of the battery management system
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energy of high-voltage ones [19]. The energy efficiency of the passive balancing
circuit is relatively low, but the circuit benefits from the low cost and small size,
which is favored in low power applications. In the active balancing circuit, energy
storage units, e.g., inductors or DC-DC converters, are applied to transfer the energy
from the high-voltage cells to low-voltage ones [20]. The active balancing circuit
benefits from high efficiency, but both the size and cost are high, and thus is typically
applied in high power applications. Recently, the reconfigurable battery system has
emerged as a new BMS, where the configuration of the battery cells can be adjusted
dynamically according to the load requirement [21]. These balancing circuits provide
various choices for the designer when designing battery management systems.

2.2 Micro-controller

Micro-controller plays a vital role in collecting battery states and in sending
control signals to the battery cells. To do that, a correct and logical physical
connection is necessary. In the state monitoring flow, corresponding sensors, e.g.,
voltage/current/temperature sensors are connected to each cell to measure the battery
state. The output of the sensors is connected to the analog-to-digital port of micro-
controllers, and then are stored therein. With the measured states, the digital twin
algorithms can be implemented to model, estimate and control the battery states. In
the state management flow, the GPIO port of the micro-controller is connected to
the actuator of the BMS, e.g., switch, relay, or DC-DC converter. Different control
strategies including switching control, PWM control can be applied to regulate the
states of circuits and batteries.

2.3 Digital Twin

Adigital twin represents themathematical abstraction of the BMS.Micro-controllers
provide a physical platform for the digital twin to be implemented. Recently, with the
information technology development, the digital twinmodel can also be implemented
in the cloud server, where the role of micro-controllers becomes a “flow channel” to
transmit the battery state to cloud, and send cloud computing result to BMS.

A digital twin model including the algorithms: battery modeling algorithm, SoC
estimation algorithm, and SoH estimation algorithm, battery balancing algorithm,
and battery charging/discharging control algorithm. In the battery modeling algo-
rithm, the equivalent electrical model of the battery can be applied, which is further
discretized and programmed in micro-controller or cloud servers. In the SoC estima-
tion algorithm, classical observer-based approach and the emergingmachine learning
method can be applied to estimate the SoC of batteries in real time. In the SoH
estimation algorithm, different recursive methods can be adopted to estimate the
SoH in the long term. In the battery balancing algorithm, feedback control law is
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designed to balance the voltage/SoC of batteries based on the designed active or
passive balancing circuit. In the charging/discharging control algorithm, a bidirec-
tional DC-DC converter is typically adopted to achieve the energy flow between
batteries and the load.

In the following, we emphasize three digital twin algorithms, battery modeling,
battery SoC estimation, and battery SoH estimation.

3 BMS Digital Twin Algorithms

3.1 Battery Modeling

The existing battery models can be usually divided into two categories, i.e., elec-
trochemical model and equivalent circuit model. Among them, the electrochemical
model has high precision but many parameters and complex structure, which is not
suitable for SoC online estimation scenarios. Neural network model needs a large
number of experimental data for learning and training, and needs strong computing
ability. In comparison, the equivalent circuit model has fewer parameters and is easy
to identify, and has high estimation accuracy. As shown in Fig. 2, the Theveninmodel
is applied to characterize the battery dynamics:

U̇1 = − U1

R1C1
+ I

C1
(1)

U = Uoc − U1 − IR0 (2)

Thevenin model consists of a voltage source Uoc, resistance R0 and the parallel
network R1C1. U1 and U are the terminal voltage of RC circuit and the terminal
voltage of Thevenin model respectively. The structure of this model is relatively

Fig. 2 Thevenin battery
model
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simple, the parameters are less and easy to identify, and it can characterize the
dynamics of the battery, so it has good practical engineering application value.

3.2 SoC Estimation

The EKF was developed on the basis of the Kalman filter, which extends the Kalman
filter algorithm to nonlinear Gaussian systems.

Generally, the two main components of Kalman filtering are the prediction part
and the update part. As shown in Eqs. (3) and (4) are the prediction equations of the
Kalman filter, where A is the state transition matrix, B is the input control matrix, x̂−k
is a prior estimate of the state, x̂k is the posterior estimate of the state, uk is the input,
P−
k is covariance matrix of prior estimation error e−k = xk − x̂−k . Q is the covariance

matrix of process noise wk .

x̂−k = Ax̂k−1 + Buk−1 (3)

P−k = APk−1A
T + Q (4)

Correspondingly, the updated equations for Kalman filtering are (5)–(7), Where
Pk is covariancematrix of posterior estimation error ek = xk− x̂k , Q is the covariance
matrix of measurement noise vk .

Kk = P−k H
T
(
HP−k H

T + R
)−1

(5)

x̂k = x̂−k + Kk
(
yk − Hx̂−k

)
(6)

Pk = (I− KkH)P−k (7)

EKF is applicable to nonlinear systems. The space-state equations of EKF are (8)
and (9).

xk = f(xk−1, uk−1) + wk−1 (8)

yk = g(xk) + vk (9)

The primary expression of EKF can be derived by linearization of multivariate
function with the first-order expansion of Taylor series.

In summary, the I is selected as the input, SoC andU1 as the state, and the terminal
voltage U as the measurement, so the state equation and measurement equation can
be expressed as Eqs. (10) and (11):
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⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

SoC(k) = wocSoCoc(k) + wahSoCah(k)

U1(k) =
(
1+ 1

R1(SoC(k− 1))C1(SoC(k− 1))

)
U1(k− 1)

+ 1

C1(k− 1)
I (k− 1)

(10)

U(k) = Uoc(SoC(k)) − U1(k) − I(k)R0(SoC(k)) (11)

where T is the sampling period, and there are:

SoCoc(k) = U(k) + U1(k) + I(k)R0(SoC(k− 1)) − βn(k)

αn(k)
(12)

SoCah(k) = SoC(k− 1) − I(k)T

Qrated
(13)

3.3 SoH Estimation

Particle swarm optimization (PSO) can find more suitable parameters by simulating
the behavior of the group. It is widely used because of its high adaptability and
anti-interference ability. The main flow of particle swarm optimization is as follows:
Firstly, the position xi and velocity vi of all particles are randomly generated and
initialized, and the appropriate initial value is determined according to the number
of parameters. Then, in the algorithm iteration, the position and velocity are updated
according to the best solution of each particle in previous generations and the best
solution of all particles in previous generations.

The residual capacity of the battery will decrease during the operation of batteries,
resulting in the capacity attenuation of the battery. The SoH of the battery indicates
the aging level of the battery. The SoH of a battery can be defined as the ratio of the
nominal capacity to the remaining capacity.

Based on the current and voltagemeasurement data of particle swarmoptimization
algorithm, according to the fitness function f , resistance R0,1, capacitance C1 and
other parameters can be identified.

F = 1

N

N∑

i=1

(Ut,i − Ût,i )
2 (14)

where N is the number of particles, Ut,i is the voltage of the battery, and Ût,i is the
estimated battery voltage. When the estimated parameters converge, the algorithm
will stop. Then the SoH can be calculated with the identified parameters.
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4 BMS Digital Twin Platform

As shown in Fig. 3, the hardware platform is composed of four parts: main board,
switching resistance board, voltage measurement board, power supply and data
acquisition module.

1. Main Board: Considering the weight and price, Raspberry Pi was selected
as the main control module. It has a ARM Cortex-A72 CPU with 8 GB
LPDDR4 SDRAM, 5.0 Bluetooth, 2.4 GHz and 5 GHz dual-band WiFi and
other resources.

2. Switching Resistor Board: Three lithium-ion batteries are parallel connected
with the resistor through the corresponding relay channel.

3. Voltage Measurement Board: The ADS1256 chip is utilized with a 8-channel
analog-to-digital converter (ADC) and sampling rate of 30 kHz.

4. Power Sources: The power sources supply is divided into two parts. The
constant-current power supply charge batteries with a constant current. The
DC 24 V power supply provides the operating voltage for the micro-controller
and sensors.

5. Acquisition Platform: The data acquisition module includes PXI equipment,
measurement board and LabView of upper computer. The PXI platform
measures the battery voltages through the measurement board and displays
the voltage profiles in the upper computer.

The parameter settings in the circuit are as follows: the rated capacity of the battery
is 2600 mAh, the reference voltage v0 = 3.6V, the charging current ic = 3.6A,
balancing resistance R = 1�, and sampling period T = 0.001 s.

Fig. 3 Hardware setting of the digital twin platform
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We briefly discuss how the testbed operates during the charging process. As the
main control module, Raspberry Pi measures the terminal voltage of each cell by
controlling the high-precision voltage sampling module. Through measurement, the
controller adjusts the switching state according to the programming algorithm. The
measurement data of the battery is sent to the cloud server through HTTPS protocol
and stored in the database for data visualization in the Web application. HTTPS
protocol adds SSL layer on top of TCP/IP model. The client encrypts the data and
sends it to the server. The server obtains the data after decryption, which ensures the
security and privacy. On the Raspberry Pi operating system, Python development
and software programs are used to convert the cloud control signals into physical
values.

5 BMS Digital Twin Evaluation

In this section, we provide the experiment of the digital twin model of the battery
management system. The performance of the SoC estimation and SoH estimation
algorithms are evaluated.

Figure 4 shows the results of SoC estimation result based on Thevenin battery
model and OCVmethod. It is in fact an open-loop estimation method, where the SoC
is computed based on the battery mathematical model and OCV. Figure 5 shows the
results of SoC evaluation based on the extended Kalman filter approach. Using the
Thevenin battery model, the Kalman filter compares the model output with the actual
output, which is further used to update the estimation. It can be seen that the SoC
estimation method has a good estimation performance.

Figure 6 shows the state of health estimation results when the test data of different
batteries are intercepted at a shorter voltage segment. The particle optimization

Fig. 4 The SoC estimation based on Thevenin battery model and OCV method
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Fig. 5 The SoC estimation based on extended Kalman filter

Fig. 6 The SoH estimation based on the particle optimization method

method is applied to estimate the SoH of batteries. The absolute error of the esti-
mation results of most test samples is less than 5%. It can be seen that the shorter
the intercepted voltage segment, the worse the estimation accuracy of the model.
Therefore, in order to ensure the estimation accuracy of the model, a longer voltage
segment should be selected as much as possible.
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6 Summary

In this paper, a digital twin model is proposed for battery management systems. We
discuss the basic concepts of the digital twin model, including the physical layer and
the cyber layer. The digital twin model, algorithms and platforms are presented in
detail. The experiment results of the proposed digital twin model show that the SoC
and SoH can be estimated accurately. Future work will focus on the development of
digital twin model of the battery management system with the cell balancing.
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A Research on Remaining Useful Life
of Solenoid Valve Based on Millimeter
Wave Radar

Xin Liu , Shou Li , Weirong Liu , and Feng Zhou

Abstract Since the solenoid valves (SVs) are widely used, it is critical to pay close
attention to its operating conditions and remaining useful life (RUL). In this paper,
a detection technique for the SV core displacement based on millimeter wave radar
is proposed, and the RUL prediction is achieved by auxiliary particle filter (APF)
technology. First, the core detection of a single SV is realized by the phase change of
the FMCW radar, and the degraded data set is constructed. Second, the exponential
model and the Stochastic process model are combined with the APF technology, the
model parameters are updated by the latest measurement, and the dynamic model
parameters are constructed. Finally, the RUL prediction was completed through the
experiment platform. The experiment results verify the reliability of the method
proposed herein.

Keywords Frequency modulated continuous wave (FMCW) · Auxiliary particle
filter (APF) · Solenoid valve (SV) · Remaining useful life (RUL) · Predictable
maintenance

1 Introduction

The SV is the core component of the electro-hydraulic and electro-pneumatic control
system, and its reliability affects the operating efficiency and performance of the
entire control system. In order to replace the SV before it fails, to improve the
system’s reliability and reduce the maintenance cost, the RUL estimation theory is
introduced to realize the predictable maintenance of the SV [1].

In recent years, the development trend of RUL prediction is the combination of
physical failure model and data-driven fusion model prediction. Xilang et al. [1]
defined the SV coil drive current as a degradation indicator, and PF technology was
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used to predict its RUL. Yuefeng et al. [2] used battery capacity as a degradation
indicator constructed a degradation model of lithium batteries and estimated its RUL
combined with PF technique. However, after resampling the particles using the PF
technique, the diversity of the particle swarm decreases, resulting in a decrease in the
accuracy of the system’s prediction. This paper proposes an RUL prediction method
based on the APF technique to solve this problem.

According to the working principle of the SV, its core displacement is the most
direct reflection of operating conditions, so it is appropriate to select the distortion
degree of the core displacement as a degradation indicator. Most of the existing
research is to construct the degradation indicator of the SV by indirectly detecting
the drive signal. Alexander et al. [3] and Hao et al. [4] used a current sensor to
detect the operating current of the SV. They estimated the core displacement through
the SV and the inductance model analysis as a degradation indicator to monitor the
health of the SV. The current RUL research of SV is mainly based on the indirect
measurement of core displacement, which has low measurement accuracy. At the
same time, the installation of the detection device will destroy the original structure
of the equipment and cannot achieve the non-destructive detection of the SV.

The millimeter-wave FMCW radar has high-sensitivity detection capabilities and
can achieve high-precision non-destructive detection of the target’s small deforma-
tion or high-speed displacement [5]. Sacco et al. [6] andMostafa et al. [7] proposed a
vital sign detection method based on FMCW radar, which extracts vital human signs
by detecting small chest cavity displacements caused by heartbeat respiration.

In order to solve the problem of the existing SV RUL prediction, this paper
proposes a method based on millimeter-wave FMCW radar and APF technology to
realize the lossless RUL prediction of the SV.

2 Core Displacement Detection Based on FMCW Radar

The frequency of the chirps transmitted by the FMCW radar is periodic linearly-
increasing. Transmitted FMCW signal is

T (t) = exp

[
j

(
2π fct + πB

T
t2

)]
(1)

Among them, fc is the start frequency of the sensor signal, T is the duration of
the chirp, and B is the bandwidth. The signal at the receiver is a delayed version of
the transmitted signal as in

R(t) = exp

[
j

(
2π fc(t − τ) + πB

T
(t − τ)2

)]
(2)
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The delay time τ = 2R/C, Where R is the distance of the target from the radar,
and C is the propagation speed of the radar signal. After the transmitted and received
signals are mixed and filtered, the beat signal from an object at range R is given by

B(t) = T ′(t)R(t)exp

[
j

(
4π

BR

CT
t + 4π

λ
R

)]
(3)

The wavelength λ = C/ fc. If the radar measures the phase change �ϕ between
successive measurements, the target displacement is

�d = λ

4π
�ϕ (4)

Equation 4 shows that a phase change of 1 rad means that the target is displaced
by 0.31 mm, which is sufficient to detect the core displacement.

3 APF-Based RUL Prediction

3.1 Definition of Degradation Indicator

The core displacement curve of the SV can directly describe its operation. If the SV
performance is degraded or malfunctions, the core’s movement will change, which
means that the core displacement curve of the SV will be distorted. This paper will
use the distortion degree of the SV core displacement as a degradation indicator. In
order to describe its degradation indicator, the template core displacement of the SV
Xtemp at the beginning of operation is defined as follows

Xtemp = [
xtemp1, xtemp2, xtemp3, ..., xtempm

]
(5)

Here xtempm represents the mth template displacement waveform sample. When
the SV is usually working, the core displacement waveform in the kth cycle is defined
as in

Xk = [xk1, xk2, xk3, ..., xkm] (6)

Here xkm represents themth core displacement waveform sample in the kth cycle.
The Euclidean distance d

(
Xtemp,Xk

)
between Xtemp and Xk is used to represent the

distortion degree of the SV core displacement curve at the kth cycle.

d
(
Xtemp,Xk

) =
√√√√ m∑

j=1

(
Xk j − Xtempj

)2
(7)
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We use Eq. (7) to calculate the distortion degree of the SV core displacement
throughout its life cycle to construct the SV degradation data set.

3.2 RUL Estimation of SV Based on APF Technique

The APF technique increases the number of sampled particles by introducing auxil-
iary variables lik . It selects the joint probability density function of the auxiliary
variable lik and the measurement yk as the importance probability density function
and obtains the sampled particles in advance to enhance the credibility of the sampled
particles. This paper introduces the exponential model [8] and the Stochastic process
model [9] combined with APF technology to carry out RUL prediction experiments.

First, we obtain sampled particles from the prior p(�0) to construct the initial
particle distribution data set

{
�i

0, ω
i
0

}
N (� = [x, θ,υ], x is the degraded state, θ

is the model parameter, and υ is the measurement noise). Second, sample from
p(�k |�i

k−1) to extract auxiliary variables l
i
k , and get the normalized weights ωA

i (i).
According to the weight ωA

i (i), the particle set
{
�i

k−1

}
N is resampled to construct

a new particle distribution set
{
�

j(i)
k−1

}
N
. Then, the particle �

j(i)
k−1 is transferred from

stepk-1 to stepk through the state transition equation of the degradation model, and a
new set of particles {�i

k} is generated at stepk , its normalized weight ωi
k is obtained.

Then estimate the degradation state of the SV from the particle state and its weight.

x̂ =
N∑
i=1

ωi
k x

i
k (12)

Finally, resampling is introduced through themeasurement equation. The particles
with larger weights are copied, the particles with smaller weights are eliminated, and
the degradation model parameters and measurement errors are updated. In this way,
invalid sampling particles are reduced, and the estimation performance of the system
is improved.

Assuming that the RUL prediction starts at tk , we will use the particle state xik and
the model parameter θ i

k to estimate the degradation state of the future particles, and
recursively generate future measurement values through the measurement equation
of the degradation model. The estimated RUL of the SV at the current moment is
defined as

tend = in f {te, x(te) >= F} (13)

where F is the failure threshold, te indicates the moment when the degradation state
is greater than the failure threshold, and the function inf{·} indicates the minimum
value of the variable. We denote tend of the ith particle as t iend . When the degradation
states of all particles are greater than the failure threshold, the RUL estimate ends.
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We assume that RULi
k represents the prediction of RUL for the ith particle at tk , then

RULi
k can be expressed as

RULi
k = t iend − tk (14)

Through Eq. (14) we can get the RUL distribution of the SV at tk .

4 Experiment and Analysis

Two SVs (SV#1 and SV#2) with a cycling frequency of 50 Hz were used for the
degradation experiment to evaluate the proposed method’s feasibility. Table 1 shows
the FMCW radar parameters used in the experiment.

Table 1 FMCW radar
parameters

Parameters Value

Starting frequency f c (GHz) 77

Bandwidth B (GHz) 4

Number of TX antennas used 1

Number of RX antennas used 1

TX antenna gain (dB) 8

RX antenna gain (dB) 8

Fast time axis sampling 2 MHz

Slow time axis sampling 20 Hz

Chirp duration T 50 us

ADC samples per chirp 100

(a) SV #1 (b) SV #1   

Fig. 1 Core displacement curve difference versus cycle number
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Fig. 2 Degradation indicator throughout the life cycle

Figure 1 shows the core displacement curves of SV#1 andSV#2 in different cycles.
As the working cycle increases, the core displacement curve will change slowly. The
core displacement gradually increases, resulted from the aging of the spring and the
wear of the valve cavity. At the same time, the response time of the SV is getting
longer. The Euclidean distance d

(
Xtemp,Xk

)
calculates by Eq. (7) is plotted as the

raw distance curve in Fig. 2. The noise is too strong to reflect the degradation trends
of the SV. In order to obtain its degradation trend, smoothing and filtering processes
are used, represented by the real distance in Fig. 2.

In this experiment, the real distance is used as the SV degradation data set, and
the experimental parameters are set as follows. The initial degradation state x0 of
SV#1 and SV#2 are 0.0086 and 0.056, respectively. The failure threshold is set to
0.837 and 0.968, respectively. The particle number N is set to be 5000. The SV#1
and SV# 2 degeneration process runs to failure at 3,063,120 and 2,236,540 cycles,
respectively. The initial parameters of the degradation model are obtained based on
the degradation data set and the maximum likelihood estimation algorithm, and the
model parameters are updated in real-time through APF technology to construct the
dynamic model parameters.

Table 2 shows the RUL prediction results using the exponential model and the
Stochastic process model, respectively. And their estimated degradation process and
RUL distribution are shown in Fig. 3. FromTable 2, we can see that the RUL estimate

Table 2 RUL prediction results

Start cycle Exponential model Stochastic process model Real RUL

SV #1 500,000
1,000,000
1,500,000
2,000,000

759,940
546,790
349,700
Failure

3,855,180
2,725,410
1,912,790
1,267,790

2,563,120
2,063,120
1,563,120
1,063,120

SV #2 500,000
1,000,000
1,500,000

601,160
395,410
142,510

1,869,810
1,425,750
862,800

1,736,540
1,236,540
7,365,040
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Fig. 3 State estimation and RUL distribution

based on the exponential model is far from the real RUL. In contrast, the RUL
estimation based on the stochastic model process model is closer to the real RUL.
We can also get the same conclusion from the estimated degradation state in Fig. 3.

It can be seen from the above that it is unreasonable to use the exponential model
to predict the degradation process and its RUL, while the stochastic process model
is excellent in this respect. However, the RUL prediction performance based on the
stochastic process model is not satisfactory in the early stage, which can be seen
from the RUL prediction value in Table 2 and the RUL distribution in Fig. 3. As the
starting prediction time shifts, the estimated RUL will be closer to the real RUL, and
the RUL distribution will become more concentrated. This phenomenon is because
as the available measurements increase, the model parameters estimated based on
the APF will be more in line with the real degradation. The experimental results
show that the SV RUL prediction based on the stochastic process model and APF
performs well.

5 Conclusions

In this paper, the FMCW radar is used to measure the SV core displacement in
real-time, and the distortion degree of the core displacement curve is used as a
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degradation indicator to reflect the performance of the SV. Two degradation models
combined with APF Technique were used to conduct comparative experiments on
RUL prediction. The results show that the FMCW radar can accurately detect the SV
core displacement in real-time. The degradation experiment based on the stochastic
process model and APF technique can reflect the real degradation state of the SV.
This method can calculate accurate RUL and provide a basis for real-timemonitoring
of SV’s reliability to ensure the stable operation of the control system.
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AMulti-link Data Congestion Control
Algorithm in Spatial Delay Tolerance
Network

Li Yi and Renjie Zhang

Abstract The overall control effect of the current DTN data congestion control-
related results and the data transmission success rate performance are to be optimized.
It is proposed to introduce the ant colony algorithm into themulti-link data congestion
control in the spatial delay tolerant network. Based on the overall state of the data
cache, the nodes in the spatial delay tolerant network are divided into unsaturated
and saturated nodes. If the node’s remaining cache cannot hold a single piece of data,
then the node belongs to a saturated node; instead, it is a non-saturated node. The
state of each node of the communication range is obtained by using the judgment
result, and the data congestion in a given area is perceived in real time. Based on
network state awareness, the ant colony algorithm is introduced to form a spatial
delay tolerant network routing scheme by using the forwarding and copying data
distribution method. When the number of replicas is greater than 1, the replication
scheme is used, and the forwarding scheme is used to determine whether to forward
the data packet or not. Solutions to improve data congestion control performance.
Considering the situation of frequent and intermittent connections in the network
of spatial delay tolerance, a corresponding route maintenance strategy is proposed.
The experimental results show that the proposed algorithm can control DTN data
congestion well, and the data transmission success rate is high and reliable.

Keywords Information processing · Spatial delay · Many links · Congestion
control

1 Introduction

DTN (delay tolerant network) is a new network structure, which has the characteris-
tics of high delay and low data rate. In order to realize the interconnection between
heterogeneous networks and the stable transmission of asynchronous data, DTN
provides a series of mechanisms such as store and forward [1, 2]. The network has a
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very wide range of application prospects, such as sensor networks and global mobile
networks, and has been concerned and deeply studied by academia and industry. Due
to the great difference between DTN and DTN, the former routing and congestion
control schemes are not suitable for DTN [3]. In conclusion, many scholars have
been involved in the research of delay tolerant network link data congestion control.

Shi and others proposed a network multi-link data congestion control algorithm
based on QoS [4]. In the process, the algorithm is divided into contact congestion
judgment and data forwarding under QoS. According to the remaining available
contact capacity and the remaining data storage space of nodes, the data congestion
of each contact is predicted, and the contacts are divided into different congestion
levels. In the process of routing calculation, the highest congestion level of data in
a whole path is determined as the congestion level of the path, and traffic data with
different priorities are transmitted based on the congestion level. Tan Jing proposed
a delay tolerant network infection routing method with congestion control scheme.
In the process, according to the dynamic storage state model, the threshold of semi
congestion is adjusted to alleviate the data congestion [5]. Add the ACK index and
message control queue, promote the node storage to update with the overall load
of the network, and delete redundant packets. Based on the advantages of infection
routing and prophet routing in different congestion situations, select single or mixed
form to realize message forwarding, so as to prevent and relieve data congestion,
and complete data storage control and network congestion control. Cai Yueping
and others proposed using dftcp to control network congestion [6]. According to
the active queue management mechanism, dftcp transmits congestion information
through explicit congestion notification methods and uses the queue length of the
control switch to alleviate the packet loss of burst traffic, so as to solve the TCP incast
problem. In addition, DFTCP clusters TCP flows in terminal service equipment.
Once the network congestion occurs, it uses network state information and traffic
classification information to adjust the TCP congestion window correspondingly
and uses congestion backoff strategy to reduce the impact on other TCP flows in the
network, so as to reduce the delay.

The research results of data congestion control in delay tolerant networks need to
be optimized in terms of congestion situation and data transmission success rate. A
multi-link data congestion control based on Ant Colony Algorithm in spatial Delay
Tolerant Networks is proposed.

2 Multi-link Data Congestion Control in Spatial Delay
Tolerant Networks

Firstly, real-time sensing of data congestion in a given area is completed to enhance
the performance ofmulti-link data congestion control, reduce the congestion rate and
improve the success rate of data transmission. In this paper, the ant colony algorithm
is used to improve the performance of data congestion control.
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2.1 A Subsection Sample Node State Awareness in Spatial
Delay Tolerant Networks

Spatial delay tolerant network is a research hotspot in the field of wireless network
in recent years. Figure 1 shows a typical application scenario of spatial delay tolerant
network.

Here, the DTN multi-link data congestion is controlled. In fact, the overall occu-
pancy of node cache is directly related to multi-link data congestion. However, for
spatial Delay Tolerant Networks, single node congestion can not fully indicate that
other nodes in its subordinate region also have congestion [7, 8]. Therefore, the
following steps are used to sense the state of the network nodes, and the whole
network situation is perceived in a non-contact way, which lays the foundation for
multi-link data congestion control.

Based on the overall state of data cache occupancy, nodes in space delay tolerant
networks can be divided into unsaturated and saturated nodes. If the node’s remaining
cache can’t hold a single data, the node belongs to saturation node; On the contrary,
it is unsaturated node. Using the state of each node in the communication range, we
can sense the data congestion in a given area in real time.

In an ideal case, the upper limit of the number of saturated nodes transformed
from unsaturated nodes of all meeting nodes in a given time period Nmax(t) is the
total number of unsaturated nodes they meet in [t, t + �t], which can be expressed
in the form of Eq. (1):

Nmax(t) = Nc(t) (1)

Fig. 1 Typical spatial delay
tolerance network
application scenario

Satellite

Aerocraft

Ground
node1

Ground
node2

Ground
node3
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where Nc(t) represents the total number of the encounter nodes in the unsaturated
state at t, and there is Nc(t) = Nt(t) − Ns(t). Where Nt(t) represents the number
of encounter nodes at t time, and Ns(t) represents the number of saturation nodes
of all encounter nodes at t time. Assuming that Nt(t) is 0, it means that the node
does not create a connection with other nodes. If the current maximum connection
duration is �t, then the maximum data flow of this connection can be expressed as
B × �t, where B represents the channel transmission rate. Assuming that the node’s
remaining cache is larger than B× �t, the node’s state transition probability is 0; On
the contrary, if a node has a state transition, the upper limit of the amount of received
data Mmax can be expressed as:

Mmax = B × �t

msize
(2)

where msize represents the data size.
To sum up, based on the basic principle of spatial delay tolerant network data

forwarding, it can be observed that after any node nk and nq meet, if there are at least
Mmax of nk in node nq that have not been saved, the state of nk will change. Thus, the
nk state transition probability can be expressed as:

Pr (n, q) =
⎧
⎨

⎩

n

q
× Mnk

max

M
nq
max

, Mmax ≤ n < q

0, 0 ≤ n < Mmax

(3)

where, q represents the amount of data carried by nq.
To sum up, the actual number of state transitions in unsaturated nodes can be

expressed as:

Nact = Pr (n, q) × Nmax(t) (4)

According to the above ideal situation, because the saturated node cache cannot
hold additional copies of data, its overall state will not change. However, in the
specified time range of �t, due to the node actively discarding the data in the local
cache at the end of the active time, some saturated nodes in the network will be
converted to unsaturated nodes. To sum up, the number of saturated nodes in the
next moment mainly depends on two aspects: one is that the unsaturated nodes
are transformed into saturated nodes after receiving the data, and the other is that
the saturated nodes are transformed into unsaturated nodes after deleting the active
expiration data. Therefore, the number of saturated nodes in the process of node
encounter at the next moment can be expressed as:

Ns(t + �t) = Nact + (Ns(t) − Ns(t) × P(tmin < �t)) (5)
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In the formula,Ns represents the number of saturated nodes of all encounter nodes,
andP(tmin <�t) represents the probability value of data discarded by saturated nodes
in the time range.

Related studies show that in a relatively short period of time, the number of nodes
that can meet a given node follows Poisson distribution, that is to say, the number of
nodes that can meet a given node follows a generalized stationary random process
[9, 10].

According to the above calculation and analysis, we can estimate the number of
encounter nodes at the next moment through historical information, and predict the
number of encounter nodes according to the exponential smoothing method in the
generalized stationary random process. Here, α is defined as the weight, that is, the
probability value of nodes meeting, which is used to estimate the number of nodes
meeting at the next moment:

Sdit+1 = |α × Nt (t) + (1 − α) × St−1| (6)

where St−1 represents the predicted value of the previous moment. Therefore, the
probability of nodes meeting in �t can be expressed as follows:

α = 1 − e−�t (7)

According to the above calculation, it can be clearly observed that there is a
boundary in the range of motion of the network nodes within the specified time
�t. Therefore, it can be determined that the overall topology of the delay tolerant
network in the area where the nodes are located is relatively stable. The formula for
calculating the number of unsaturated nodes in the next moment is as follows:

Nv(t + �t) = Sdit+1 − Ns(t + �t) (8)

According toEq. (8), the number of unsaturated nodes in the network is calculated,
the status of each node in the communication range is obtained, and the real-time
sensing of data congestion in a given area is completed.

2.2 Data Allocation and Routing Maintenance Based on Ant
Colony Algorithm

According to 2.1 network node perception, this paper will use ant colony algorithm
to achieve multi-link data congestion control. The advantages of this algorithm are
that the method is simple, easy to implement, and the search value is good. The
specific implementation process is as follows: set the perception range, detect the
environmental information, find food according to the ant colony’s foraging rules,
namely pheromone, track the characteristics of ants moving towards pheromone
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and obstacle avoidance rules, and find the optimal foraging path. multi-link data
congestion control in spatial Delay Tolerant Networks via data allocation and routing
maintenance.

2.2.1 Data distribution

Data forwarding scheme.
Set the network nodes vi and vj to meet at t time. Considering the random packet

m′ in vi queue, the main problem is whether the vi forwards to vj or not. For the
target node vk = d(m′), τ k

i, j (t) > τ k
j,i (t) represents contact (vi, vj), and the overall

pheromone content is higher than contact (vj, vi), that is, the possibility of using (vi,
vj) to reach the target node at this moment is higher than (vj, vi). However, similar to
ant foraging, if ants encounter a fork in the process of foraging, they will choose the
path according to the pheromone content. For the purpose of reflecting this feature,
that is, when τ k

i, j (t) ≤ τ k
j,i (t) and vi determine whether to forward the packet in the

form of probability. At the same time, the higher the content of path pheromone, the
higher the probability of being selected. To sum up, for the target node vk = d(m′),
pki, j (t) is defined here to represent the probability that vi will forward the random
packet m′ to vj. The expression is:

pki, j (t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

τ k
i, j (t)

∑

v j∈N ′
i

τ k
i, j (t)

, v j ∈ N ′
i

0, v j /∈ N ′
i

(9)

where m ′
i represents the set of vi hop neighbors. Here, f i,j = {0, 1} is set to repre-

sent whether vi forwards packets to vj or not, and β is defined to represent the
random number generated by vi. To sum up, the forwarding scheme for multi-link
data congestion in spatial Delay Tolerant Networks can be expressed as follows:

fi, j =
{
1, τ k

i, j (t) > τ k
j,i (t)orβ ≤ pki, j (t)

0, else
(10)

In addition to Eq. (10), if node vi meets with multiple neighbor nodes at the
same time, it is judged one by one according to the descending order of forwarding
probability.

Replication scheme.
Because the network resources are limited, so the routing algorithm is also run in

the case of quota. Based on this, vi and vj meet at t time. For random packet m′ in vi
queue, the main problem is how many copies vi should copy and forward to vj. Set
vi to forward the replication packet to vj only when there is no copy of the packet
in vj. Set the number of copies of m′ in vi to L, which is greater than 1, then the ci,j
expression of the number of copies required is:
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ci, j =
⌊

L × 1

(δ + 1)

⌋

(11)

Among them, δ represents the sum of pheromones. In summary, the number of
remaining copies of vi is L = L − ci,j. Assume that L is 1, In other words, vi only
needs to determine whether to forward the packet or not, and then it helps to realize
the routing decision according to the forwarding scheme.

According to the above calculation and analysis, this paper introduces the routing
schemes in forwarding and replication modes respectively. f i,j and ci,j represent the
output results of the two modes, that is, when the number of replicas L is greater than
1, the replication scheme is used. On the contrary, the forwarding scheme is used to
determine whether to forward the packets, and the dual control scheme is used to
further improve the performance of data congestion control.

2.2.2 Route maintenance

Due to frequent breaks and intermittent connections in spatial Delay Tolerant
Networks, each node mainly updates all kinds of information in the routing table to
adapt to the changing topology. Using the pheromone dissemination and volatiliza-
tion rules in ant colony algorithm, the pheromone content related to contact can be
dynamically adjusted to provide support for routing maintenance.

In the pheromone dissemination rules above, ants are supposed to spread the
most pheromones when they find food or nest, and the number of pheromones will
decrease with the increasing distance. Therefore, the corresponding dissemination
pheromone of m′ will change after one transmission. The details can be expressed
as follows:

�m ′ = α × m ′, α ∈ (0, 1) (12)

In the pheromone volatilization rule, the pheromone content related to connec-
tion will volatilize gradually with the extension of time. If a certain connection is
interrupted for a long time, the corresponding pheromone amount will continue to
decrease until it is invalid. Pheromone volatilization can be expressed as the following
model.

τ(t + 1) = (1 − p) × τ(t), p ∈ (0, 1] (13)

The parameters in Eq. (13) will be adjusted adaptively with the change of network
scale and topology. In order to verify the effectiveness and feasibility of the proposed
method, simulation experiments are needed.
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3 Experimental Results and Analysis

In order to verify the overall performance of multi-link data congestion control in
spatial delay tolerant network based on ant colony algorithm, a correlation test is
carried out. During the experiment, NS2 network is used to build the experimental
platform, and the performance of the proposed algorithm is tested in different data
cache storage space and bandwidth simulation environment.

The parameters used in the test are as follows:

1. The model of the experimental node is two way ground;
2. The transmission rate of network channel is 2 Mbit/s;
3. The network routing protocol is epidemic;
4. The effective transmission distance is defined as 50 m;
5. The listening distance is defined as 250 m;
6. The test time is 2600 s;
7. The network coverage is defined as 1000 m×500 m;
8. The number of mobile nodes is set to 60, and the maximum speed of each node

is set to 20 m/;
9. The number of experiments was set to 35.

Based on the above experimental parameters, 50 out of 60 nodes are randomly
selected as data sources, and the experimental indicators are network data congestion
rate and data transmission success rate. The calculation formula of network data
congestion rate is as follows:

LN = Nv(t + �t)Pr (n, q)

�t
(14)

Pm = ci, j�m ′

�t
(15)

By analyzing the experimental results in Figs. 2 and 3, comparedwith the literature
results, the data congestion rate under multi-link data congestion control in spatial
delay tolerant network based on ant colony algorithm is lower, and the data trans-
mission success rate is higher, and the performance is superior. By sensing the state
of the network nodes, the algorithm can perceive the overall situation of the network
in a non-contact way, initially enhance the performance of data congestion control,
and lay the foundation for reducing the congestion rate and improving the success
rate of data transmission. Based on the network state perception, the ant colony algo-
rithm is introduced to control the data congestion by using the routing scheme under
the forwarding and replication modes. Through the dual control scheme, the perfor-
mance of data congestion control is further improved. At the same time, the routing
maintenance strategy is used to adjust adaptively with the change of network size and
topology, so as to better guarantee the smoothness of multi-link data transmission.
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Fig. 2 Comparison of
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4 Conclusion

Due to the data congestion in the process of network communication, which affects
the normal operation of the data, it is urgent to control the phenomenon, and which
control method is the focus of current research. In this paper, ant colony algorithm is
proposed to control multi-link data congestion in space delay tolerant network. The
node state perception of spatial delay tolerant network determines the stability of the
overall topology of the network, and calculates the number of unsaturated nodes in
the nextmoment. Considering the frequent fracture and intermittent connection in the
network, ant colony algorithm is used for data allocation and routing maintenance,
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and finally, network congestion control is realized. The experimental results show
that the proposed algorithm has strong control performance and robustness. In the
next step, we can analyze the data packet loss and throughput in the transmission
process to better meet the demand of congestion control in space delay tolerant
network.
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Data-Driven Fault Prognosis
for Pneumatic Valves in Train
Electropneumatic Brake System

Dianzhu Gao , Jun Peng , Ning Ding , and Yingze Yang

Abstract Pneumatic valves are key components of the train electro-pneumatic
braking system. In order to obtain health indicators of pneumatic valves and provide
faults early-warning, this paper proposes a fault prognosis method using principal
component analysis (PCA) and support vector regression (SVR). Two health indi-
cators (T 2 and SPE) of pneumatic valves are extracted through PCA method based
on the full life cycle data set, which came from the joint simulation model. Second,
a pneumatic valve fault prognosis model based on SVR is trained based on the
health indicators. Combined with the working model of the train electro-pneumatic
braking system, the proposed fault prognosis model can estimate the expected time
of pneumatic valve fault time accurately. Results from a semi-physical simulation
verification platform of DK-2 braking system indicate that the proposed method can
effectively predict the occurrence of faults. This work can provide a scientific basis
for the operation of braking system and maintenance strategy of pneumatic valves.

Keywords Pneumatic valve · Principal component analysis · Support vector
regression · Fault prognosis

1 Introduction

As the key link of circuit-pneumatic-mechanical control loop in the train braking
system, pneumatic valve plays an important role in system’s safety and reliability
[1]. Pneumatic valves gradually deteriorate with the accumulation of working time,
thus leading to a decline in performance [2]. Due to the complex structure, the internal
conditions of pneumatic valves cannot be directly observed, resulting in difficulty in
predicting when the faults occur.

D. Gao · N. Ding
School of Automation, Central South University, Changsha 410075, China

J. Peng · Y. Yang (B)
School of Computer Science and Engineering, Central South University, Changsha 410075, China
e-mail: yangyingze@csu.edu.cn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
J. Yao et al. (eds.), The International Conference on Image, Vision and Intelligent Systems
(ICIVIS 2021), Lecture Notes in Electrical Engineering 813,
https://doi.org/10.1007/978-981-16-6963-7_105

1195

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6963-7_105&domain=pdf
http://orcid.org/0000-0002-8649-8166
http://orcid.org/0000-0002-5485-2562
http://orcid.org/0000-0002-6355-7805
http://orcid.org/0000-0002-7186-0505
mailto:yangyingze@csu.edu.cn
https://doi.org/10.1007/978-981-16-6963-7_105


1196 D. Gao et al.

Current fault prediction methods consist of physical model-based methods, statis-
tical model-based methods and machine learning-based methods [3]. The physical
model-based methods use the thresholds generated by the actual and model values as
indicators for prediction [4]. Chetan et al. [5] used a mathematical model describing
the physical principles of component degradation, a Bayesian filter algorithm was
used for parameter state estimation and fault prediction. The physical model-based
methods require accurate mathematical models, but it is difficult to build an accurate
mathematical model for pneumatic valves [6].

Instead of building a physical model, the statistical methods use historical data
to establish health indicators of the degradation process [7]. Jin et al. [8] derived an
auto-regressive model for filtering fault-independent signals to track the degradation
process of the bearing and designed an extended Kalman filter for fault prediction.
Principal component analysis is widely used in the field of fault prediction where the
degradation state can be accurately measured according to the degree of deviation
of the statistical indicators [9].

In recent years, machine learning-based methods for fault prediction have drawn
a lot of attention, since only enough historical fault data is required to imple-
ment complex fault prediction problems [10]. For example, long and short-term
memory recurrent neural networks are used to performmulti-forward voltage predic-
tion for battery system failures prediction [11]. Hack-Eun et al. [12] introduced a
support vector machine classifier to estimate the health state and to make long-term
predictions of the bearing degradation state.

The purpose of this paper is to predict the degradation process in pneumatic valves
and to provide early warning before a fault occurs. A support vector regression-
based fault prediction method for pneumatic valves is proposed, and different fault
prediction models are established for different types of faults. Firstly, the similarities
in the failure characteristics of different pneumatic valves are discussed, and the
features are reconstructed according to the fault types. Then a principal component
analysis method is used to extract the health indicators. Finally, the support vector
regression model is trained separately for each fault type to predict the time of fault
occurrence.

The remainder of this paper is organized as follows. The degradation and simula-
tion models of pneumatic valves are established in Section II. Section III describes
the SVR-based fault prognosis method. Simulation results are presented in Section
IV. We conclude the paper in Section V.

2 Modeling

In this section, the structure and working principle of the pneumatic valve are
analyzed. The simulation models of the train/equalization control unit of the electro-
air braking system based on AMESim and Matlab are built to analyze the different
fault types and performance, and obtain the fault data to verify the proposed method.
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Pneumatic valve is a mechanical valve, which does not rely on electromagnetic
drive. In the braking system, pneumatic valves mainly include relay valves, and other
valves. Relay valve, as one of the core parts of braking system, is very representative
in different types of pneumatic valves. Therefore, this paper takes the relay valve as
the research object to verify the effectiveness of the method. The brake control unit
is built with Simulink toolbox in MATLAB.

The simulation model of train/equalization control unit is realized by AMESim
and Simulink toolbox in MATLAB. The model includes two parts: air channel
and brake control unit. The air channel is simulated by the Pnuematic Kit and the
Pnuematic Component Design Kit in AMESim.

The AMESim simulation model of the relay valve consists of three parts: the
air supply valve, the air evacuation valve and the main piston. The function of the
relay valve is to control the pressure of the train pipe according to the pressure of
the equalizing reservoir, and to realize the functions of air inflation, exhaust and
maintaining pressure.

The inflation function is to increase the pressure in the train tube so that the train
can run normally. The exhaust function is to reduce the pressure in the train tube to
slow down or stop the train. The pressure maintaining function is to keep the train
in the braking state.

As shown in Fig. 1, this paper proposes a fault prognosis method for pneumatic
valve based on health indicators and support vector regression. Different fault prog-
nosis models are trained with the data generated by different fault types. The impor-
tance of the degradation features was evaluated, and a group of features with the
highest weight for each fault type was selected as sample data. Principal component
analysis is used to calculate statistics T 2 and SPE as health indicators. The prognosis
model is established based on the support vector regression algorithm.

It mainly consists of two parts, features extraction using principal component
analysis and model establishment based on support vector regression.

Fig. 1 The proposed fault prognosis framework for pneumatic valve
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3 Fault Prognosis Using Health Index Extraction
and Support Vector Regression

Pneumatic valves are key components of train braking system. Effective fault predic-
tion method of pneumatic valves can avoid the failure of pneumatic valve and ensure
the safety and reliability of train operation. Therefore, a fault prediction model of
pneumatic valve based on health index and support vector regression is proposed in
this paper.

3.1 Health Index Extraction Based on Principal Component
Analysis

After the sample data reconstruction based on the importance of fault features, the
health indicators corresponding to the data samples should be extracted according to
the fault symptom types of the samples. Aiming at the problem of pneumatic valve
health indicators are difficult to extract, this section on the basis of the characteristics
of the reconstruction, this paper proposes a pneumatic valve health indicators on the
basis of the principal component analysis model, mainly through the orthogonal
transformation, the original data space decomposition is given priority to yuan space
and residual space, while reducing the data dimension reserves themain information,
and then extracted respectively from two Spaces health indicators.

The reconstructed degradation characteristics of pneumatic valves were used as
the input data of the health index extraction method. Given a two-dimensional data
matrix X ∈ R

n×m , n is the number of observations, m is the number of process
variables included in the principal component analysis.

X = X̂ + E = T P + E =
m∑

i=1

ti p
T
i + E (1)

where X̂ is the cross product sum of subspace, ti is the principal component vector;
pi is the projection direction of the principal component by transforming the basis
vector; E ∈ R

n×m is the residual matrix of the prediction error of the principal
component model. E is measures the weak trend in the change of uncertainty and
degradation process. According to the change trend, two statistics (T 2 and SPE) are
obtained to detect the system state, as shown in Eqs. (2) and (3):

T 2
k =

A∑

i=1

t2ki
σi

(2)
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Qk =
m∑

j=A+1

t2k j (3)

where T 2
k and Qk are the sample of T 2 and SPE at time k; t2ki and t

2
k j are the component

scores at time k; σi ∈ R is estimated variance of the score variable. For different
fault types, the data of pneumatic valve in normal working state are collected to
establish the principal component model, and different principal component models
are established for each fault type. When the pneumatic valve begins to degenerate,
the health index T 2 and SPE gradually deviate from the principal component model,
and when the deviation is too large, it indicates the failure of the pneumatic valve.
The threshold equation of health index T 2 can be represented as:

T 2
α = A(n − 1)

n − A
FA,n−A,α (4)

where n is the number of the samples, A is the number of the principal components. α
represents significance level, which value is set at 0.01. A and n-A are the confidence
of the F distribution.

The threshold equation of health index SPE can be represented as:

Qα = θ1

⎛

⎝
Cα

√
2θ2h20

θ1
+ θ2h0(h0 − 1)

θ2
1

+ 1

⎞

⎠

1
h0

(5)

where, Cα is the value of the normal distribution at α the significance level, θi and h0
can be calculated by Eqs. (6) and (7), which represents the eigenvalue of covariance
matrix.

θi =
m∑

j=A+1

λi
j (i = 1, 2, 3) (6)

h0 = 1 − 2θ1θ3
3θ3

2

(7)

Through the study in this section, the health indicators and threshold values corre-
sponding to the degradation symptom types of each sample can be obtained, which
the health indicator will be used to evaluate the current degradation state of the pneu-
matic valve and make a prediction, and the threshold value of the indicator will be
used to judge whether the predicted health indicator has a failure.
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According to the T 2 and SPE, the error conditions can be divided into four cases:

1. T 2 and SPE within their threshold limits;
2. T 2 within the threshold limits, but SPE is large than the threshold limits;
3. SPE within the threshold limits, but T 2 is large than the threshold limits;
4. T 2 and SPE are both large than the threshold limits;

Generally, (2), (3) and (4) are failure conditions, while (1) is a normal condition.

3.2 Error Prediction Based on Support Vector Regression

In this section, according to the health indicators of different fault types of pneu-
matic valves obtained, support vector regression models are built respectively for
numerical prediction of health indicators. The health indexes of pneumatic valves
were constructed as training samples

D = {(x1, y1), (x2, y2), . . . , (xm, ym)}
f (x) = ωT x + b (8)

where x ∈ R
n , yi ∈ R. f (x) is the estimated output of the model. ω and b are

respectively the weight and deviation corresponding to the input. But when in the
case the distance between f (x) and y is greater than ε, this case can be considered
to be an error. This means that ω is as flat as possible.

min
ωb

1

2
‖ω‖2 + C

m∑

i=1

�ε( f (xi ) − yi ) (9)

where C is the regularization constant, and �ε is ε- insensitive loss function, which
can be formulated as:

�ε(z) =
{
0 , i f |z| ≤ ε

|z| − ε, i f |z| > ε
(10)

where z = yi −ωx +b. According to Eq. (9), the ξi and ξ̂i are used as slack variable.
Based on Eqs. (10), (11) can be formulated as:

min
ω,b,ξi ,ξ̂i

1

2
‖ω‖2 + C

m∑

i=1

(
ξi+ξ̂i

)
(11)

where −ε − ξi ≤ z ≤ ε + ξ̂i , ξi ≥ 0, ξ̂i ≥ 0(i = 1, 2, . . . ,m). According to the
Lagrange multiplier and optimal constraints, the kernel method of support vector
regression model can be expressed as Eq. (12):
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f (x) =
m∑

i=1

(
α̂i − αi

)
κ(x,xi ) + b (12)

where κ(x, xi ) = φ(xi )Tφ
(
x j

)
is the kernel function. The commonly used kernel

functions of support vector regression algorithms include linear kernel function poly-
nomial kernel function radial basis kernel function and Sigmoid kernel function. The
radial basis kernel function has a good performance when dealing with regression
problems. The radial basis kernel function is selected as the kernel function of the
support vector regression prediction model.

As the degradation process of pneumatic valves generally takes a long time, it
is very difficult to obtain a large number of complete life cycle data. Therefore, in
order to fully apply the training samples and improve the accuracy of the model,
the idea of time sliding window is used to construct the prediction target artificially.
The degradation process data of a pneumatic valve is slide-wise intercepted into
multiple sample sets in the form of window, and each sample set includes training
data and prediction indexes. In order to better train the model, different data sample
sets are intercepted from the training set according to time, and each sample set
includes training number samples and test samples. The support vector regression
algorithm is used for multiple training, which can effectively improve the accuracy
of the model.

4 Simulation Results and Discussions

In this section, the simulation indicators are introduced, then the joint simulation
model fault acquisition method is described, and finally, it is revealed the time for
fault occurrence by predicting health indicators based on degradation data.

4.1 Failure Prediction Evaluation Index

The prediction of failure is to predict future health indicators based on existing health
indicators. In this paper, Mean Squared Error (MSE) and R Squared (R2) are selected
as the evaluation indexes of the pneumatic valve failure prediction model, which are
calculated as shown in Eqs. (13) and (14).

MSE = 1

m

m∑

i=1

(
ŷ(i) − y(i)

)2
(13)
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R2 = 1 −
∑
i

(
ŷ(i) − y(i)

)2

∑
i

(
y − y(i)

)2 = 1 −
∑
i

(
ŷ(i) − y(i)

)2
/m

∑
i

(
y − y(i)

)2
/m

= 1 − MSE
(
ŷ, y

)

Var(y)
(14)

According to Eqs. (13) and (14), the size of regression evaluation index MSE is
related to the dimension of the model. MSE increases with larger dimensions. With
consistent dimensions, the decrease in MSE will result in better model performance.
The regression evaluation index R2 removes the dimensionality of the model and
returns an accuracy between 0 and 1. Training models with a higher R2 will have
better accuracy.

4.2 Preparation for Fault Prediction Data

In order to obtain the process data with fault occurrence, a joint simulation model
of AMESim and Matlab was built, and Simulink was used to dynamically adjust
the real-time parameters of a part of the relay valve to obtain the fault process data
by artificially giving the degradation process curve of the part. When the real-time
parameters are given, the model parameters are the same for each cycle, and the
model parameters are different between cycles.

In Fig. 2, three degradation curves represent three different degradation processes.
We model the different degradation processes for the rubber ring wear in relay

Fig. 2 The degradation process relay valve supply air valve rubber ring wear failure parameters
change curve
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valve supply air valves and demonstrate how the proposed failure prediction method
accurately predicts the time of failure when the form of degradation is uncertain.

4.3 Extracting Health Indicators by Principal Component
Analysis

Theprincipal componentmodels are established for the degradation process of rubber
ring wear fault of relay valve air supply valve to extract health indicators. Since the
establishment of the principal component model needs to test whether the original
spatial data obey the normal distribution, K-S test is used to prove that the orig-
inal spatial data obey the normal distribution, and the principal component analysis
method is used to extract the health indicators T 2 and SPE from the original space.

Fig. 3 Health index T 2 of
relay valve

Fig. 4 Health index SPE of
relay valve
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Fig. 5 Fault judgment
results

In Figs. 3 and 4, the health indicators T 2 and SPE are represented by the blue
curve, and represents the control limits of the two indicators are represented by the
black dotted line. The fault judgment results are shown in Fig. 4.

In Fig. 5, the index T 2 is represented by the blue curve, the control limit of T 2

is represented by the blue dotted line, the index SPE is represented by the green
curve, the control limit of SPE is represented by the green dotted line, and the fault
detection results are represented by the red dotted line. When the red dotted line is
equal to 0, it means that the relay valve has no fault. When the red dotted line is not
equal to 0, it means that the relay valve has fault. It can be seen from the figure that
the relay valve fails after the 105th cycle.

4.4 Result Analysis

The grid search method is used to select the super parameter value of support vector
regression model. The value range and step size of super parameter are selected
according to experience, and then the grid search method is used to search each
super parameter combination within the value range according to step size.

It can be seen from Table 1 that the R-squared values of the first two training
samples are relatively large, and the prediction results are relatively good, while the

Table 1 SVR Evaluation of fault prediction results

Evaluating indicator R-Squared MSE

Health indicators T2 SPE T2 SPE

Sample1 0.93357006 0.96067862 16.08351596 6.15154239

Sample2 0.48019985 0.91665023 44.06930541 23.42579304

Sample3 0.74403404 0.90005641 43.07602770 76.77761936

Sample4 0.48877394 0.88889388 20.67797548 64.13940336
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R-squared values of T 2 health indicators of the last two training samples are rela-
tively small, indicating that the prediction results are relatively poor. On the whole,
the method proposed in this paper has good performance in both fault prediction
results and fault prediction accuracy, and can effectively realize the fault prediction
of pneumatic valve.

5 Conclusion

This paper proposes a novel data driven fault prognosis method for pneumatic valves
in train braking system. Two health indicators, i.e., T 2 and SPE, are extracted through
PCA method, which are further used to train a fault prognosis model based on SVR.
The proposedmethod is validated on a semi-physical simulation verification platform
of DK-2 braking system, results show that the proposed fault prognosis model can
estimate the expected time of pneumatic valve fault time accurately.
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A RCS Periodicity Extraction Algorithm
for Ballistic Target

Chaowei Li , Bing Xie , and Yu Pei

Abstract The flight of a ballistic missile can be divided into the boost phase, mid-
course flight and the re-entry phase. In the course of missile defense, the identifi-
cation and interception of mid-course targets are very important. In the mid-course
flight of a missile, the warhead is usually surrounded by a large number of targets,
which brings great difficulty to the identification of primary targets for early warning
radars. This paper establishes a ballistic target echo model, and then proposes a new
estimating method for the radar cross-section (RCS) sequence of non-stationary and
quasi-periodicity. First, the frequency components of RCS sequence are extracted by
the empirical mode decomposition (EMD) with fast Fourier transform. Then, these
frequency components are examined by the quantile plots, and finally the correct
precession period is extracted based on the results above. The simulation results
show that the proposed method extracts the precession period effectively which has
a strong anti-noise ability.

Keywords Precession period · Empirical mode decomposition · RCS sequence ·
Quantile plot

1 Introduction

The flight of a ballistic missile can be divided into the mid-boost phase and the
re-entry phase. The mid-course flight of a ballistic missile has a long distance and
a long time, usually accounting for more than 70% of the total flight. In the mid-
course flight, the warhead is usually accompanied by a large amount of debris of
the booster wreckage, and some decoy-carrying missiles will release various types
of decoys in the mid-course flight, which makes it difficult to identify the warhead.
When the warhead is flying, in order to hit the target, it will maintain a stable attitude
through high speed spin, and produce precession under the interference of themissile
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body separation, resulting in the periodic change of radar echo. Therefore, extracting
precession period of ballistic targets from the radar echo can provide a new way for
target recognition.

At present, the research mainly focuses on the cyclic auto-correlation methods
(CAUTOC), the cyclic average magnitude difference function (CAMDF) and the
analysis of variance. Yao et al. [1] analyzed the common precession period extrac-
tion methods under different radar line of sight angles, and proposed a multiple
auto-correlation method for period estimation under strong noise. Zhang et al. [2]
introduced the convex hull function into the CAMDF to extract the precession period,
which had a poor effect in long sequences. Yan et al. [3] combined the Viterbi
algorithm and the sum of time–frequency difference squares to estimate the period,
which had a poor noise resistance. Zhang et al. [4] proposed amulti-period estimation
method,which decomposed theRCS sequence into several periods and then extracted
the correct period separately. This method was only applicable to the sequence with
simple period components, and did not apply to the targets in mid-course flight.

In this paper, we first analyze the precessionmodel ofwarhead aswell as the law of
radar echo, and then propose a newmethod for estimating the precession period. First,
the possible periodic components of original RCS sequence are obtained through
empirical mode decomposition (EMD). Then, the rationality of each period is tested
by the quantile plot method. Finally, the correct precession period is obtained. Exper-
imental results show that the proposed method can effectively extract the precession
period from the RCS sequence, and it has certain robustness to the noise.

2 RCS Analysis of Precession Targets

2.1 Target Precession Model

During themid-flight process, thewarhead usuallymaintains its spin state and preces-
sion under the influence of jamming [5]. The precession model of an axisymmetric
tapered target is established here (see Fig. 1), in which r denotes the base radius
as well as β denotes the half-cone angle. The direction of precession axis is the
same as the direction of warhead velocity. The warhead rotates around its axis at
the angular velocity ω and precession angle θ

(
0 < θ < π

2

)
, while spins around its

axis of symmetry at angular velocity�. The warhead during mid-flight process is far
away from the early warning radar. The target attitude angle ψ is the angle between
radar beam and target symmetry axis, and the average line of sight angle γ is the
angle between radar beam and target precession angle. For the axisymmetric type of
warhead, its spin has no modulating effect on the radar echo. In this paper, we take
the target precession and translation into account.

According to relationship between the angles in Fig. 1, it can be obtained that the
attitude angle of the warhead changes with time as follows:
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Fig. 1 Radar detection
diagram

ψ(t) = arccos[cos θ cos γ (t)− sin θ cos(ωt + ψ0) sin γ (t)] (1)

The mean line of sight angle γ (t) is mainly affected by the warhead translation.
Here γ (t) is a constant if the warhead does not translate. But in fact, it changes slowly
with time during warhead translation. For θ = 10, ω = 0.8 rad/s, γ (t) = 20◦, the
attitude angle of warhead is shown in Fig. 2a in which changing as cosine periodic
curve. Amissile launches from (33◦E, 7◦N ) and lands at the placewith the shutdown
height of 118 km. Setting the radar deployment located at (120◦E, 7◦N ), we simulate
the warhead in mid-course flight by STK as shown in Fig. 2b. The vector of the

warhead velocity is denoted as
−→
v(t) and the vector of radar line-of-sight γ (t) is

denoted as
−→
r(t) = rradar − rtarget . While the warhead flies in direction of precession

axis, the mean angle of sight is calculated as follows:

γ (t) = arccos
−→
v(t) · −→

r(t)
∣∣∣
−→
v(t)

∣∣∣
∣∣∣
−→
r(t)

∣∣∣
(2)

Substitute the γ (t) above into the Eq. (1), we acquire the attitude angle of warhead
during mid-course flight. Based on the trajectory in Fig. 2b, the mean line of sight
and real attitude angle are simulated as shown in Fig. 2c and d.

2.2 Analysis of Warhead RCS Properties

The radar usually works in high frequency for target recognition. According to the
scattering center theory, the radar echo signals in high frequency area can be equal-
ized by sum of several scatter echoes in main parts. The warhead usually contains
several scattering centers, and these scattering centers result in thewarhead scattering
together. The scattering property of axisymmetric tapered targets mainly result from
the top and bottom, and the whole RCS can be denoted as [6]:
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(a) Radar detection diagram (b) Simulated warhead trajectory

(c) Mean line of sight (d) Real attitude angle

Fig. 2 The solving process of radar attitude angle

σ =
∣∣
∣∣∣

3∑

i=1

√
σi e

jφi

∣∣
∣∣∣

2

(3)

Here σi denotes the scattering intensity of the ith scattering center, which is related
to the size, attitude angle and shape of warhead. ϕi is the modulation parameter.

The scattering property of warhead in whole attitude angle is shown as Fig. 3
acquired from FEKO, and the parameters of warhead are shown in Table 1.

As shown in Fig. 3, the RCS of warhead in whole attitude angle fluctuates obvi-
ously, and the same warhead in different attitude angle may have the same echo
property. The attitude angle is the connection between static RCS and dynamic RCS,
so we can reconstruct dynamic RCS via static RCS. The dynamic RCS resulting
from procession is shown as Fig. 4a while the RCS resulting from procession and
translation is shown as Fig. 4b. From two figures above, we find RCS of warhead
combines non-stationary and non-linearity, which contains several frequencies.
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Fig. 3 Real attitude angle

Table 1 Parameters of warhead for simulation

Warhead length Radius of bottom Radar incidence frequency Polarization mode

2 m 0.8 m 5.56 GHz Vertical polarization

(a) Warhead with precession only (b) Warhead withp recession and translation

Fig. 4 RCS sequence of the warhead
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3 Precession Period Estimation

3.1 Empirical Mode Decomposition

The empirical mode decomposition (EMD) method decomposes the signal based
on its own property instead of specific basic function [8]. It is more appropriate to
a complex nonlinear and non-stationary signal than conventional methods. It will
gradually decompose a signal into different frequencies and tendencies, and then we
extract several intrinsic mode functions (IMF) with different scale information. The
decomposition of RCS sequence x(t) is as follows:

(1) First find the local minima and maxima of x(t), and then use the local extrema
to construct lower and upper envelopes Smax and Smin, respectively, of x(t);

(2) Form the mean of the envelopes Smean;
(3) Subtract the mean from x(t) to obtain the residual: h1(t) = x(t) − Smean(t);
(4) Check h1(t) and acquire the first IMF if the h1(t) satisfies the basic requirement.

Otherwise, let h1(t) = x(t) and return to step(1 ~ 3) until hi(t)(i = 1,2,3…)
satisfies the basic requirement as follows:

SD =
T∑

i=1

|hk−1(ti ) − hk(t)|2
h2k−1(ti )

and 0.2 < SD < 0.3 (4)

Here T is the length of sequence.
(5) Let r1(t) = x(t) − h1(t) and regard r1(t) as the initial signal, then we repeat

above procedures and obtain a series of IMF ci(t) (i = 1,2,3…) and a residue
rn(t):

x(t) =
∑n

i=1
ci (t) + rn(t) (5)

(6) If the residue rn(t) is a monotonic sequence, stop the decomposition of x(t).

Applying the fast Fourier transform algorithm (FFT) to these IMFs above, we
obtain the frequency distribution of them. Select the frequency with the highest
energy, which is the center frequency, to calculate the period of IMF.

3.2 Extraction of Precession Period

From the chapters above,we can see thatwarheadRCShas a certain periodicity under
the precession modulation, so the RCS sequence in each period should have the same
or similar undulation state. Therefore, if we segment the original RCS sequence with
correct precession period, each segment should have a similar distribution.
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In this paper, we utilize the quantiles-quantiles plot method (Q-Q plot), belonging
to non-parametric tests, to determine the final RCS period. Q-Q plot compares the
distribution of two samples by quantile plots instead of calculating each value. Non-
parametric tests can test the hypothesis of unknown population distribution, such as
whether the population distribution is the same or whether it is normal. The points
on Q-Q graph will approximate a linear distribution if two samples have the similar
distribution, otherwise it will distribute dispersively. An overview of the extraction
steps is as follows:

(1) Segment the original RCS sequence to m parts according to the those periods,
which T i(i = 1,2,3…) is denoted as RCSi1, RCSi2 … RCSim;

(2) Draw Q-Q plot Qixy for every two segments RCSix, RCSiy;
(3) The least square fitting method is used for Qixy and then calculate the fitting

residual Dixy;
(4) Calculate the average fitting residuals Di of Qixy in period T i as follows:

Di =
⎛

⎝
m−1∑

x=1

m∑

y=x+1

Dixy

⎞

⎠/m (6)

(5) Among all the T i(i = 1,2,3…), the with the smallest is the correct period.

The precession frequency of the warhead is usually a few hertz in reality, which
we can base on to select the proper T i(i = 1,2,3…) in engineering application.

4 Experimental Results and Analysis

In this section, the effectiveness of our method is evaluated. The radar transmission
frequency is set to 9 GHz and sample frequency is set to 20 Hz. The parameters of
warhead are the same as Table 1. Furthermore, the precession angle θ = 10◦ and
precession frequency f = 0.16 Hz. The SNR of RCS sequence is set to 10 dB. The
original RCS sequence and its decomposition from EMD method are illustrated in
Fig. 5a and b. Then adopt FFT to extract the frequency of IMF2 and fit one of the
samples using Q-Q plot based on the segments from that frequency as shown in
Fig. 5c and d. Check each T i(i = 1,2,3…) and the results are shown in Table 2.

As shown in Table 2, the fitting residual of IMF2 period is the smallest among all
the periods, thus the corresponding frequency 0.156 Hz is regarded as the precession
frequency, which is 2.5% lower than the correct frequency. The results fromCAMDF
[6] and CAUTOC [7] are displayed in Fig. 6a and b for comparison, which are 6 s
and 5.5 s respectively. The results are 4.17 and 12.5% higher than the standard, and
these methods are prone to false peaks in noise.

The algorithm performances in different noise are shown in Table 3. Due to the
original sequence is decomposed into different frequencies by EMD, our algorithm
has a stable performance around the correct value with the SNR increased.
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(a) RCS sequence (b) The decomposition of RC Ssequence by EMD

(c)FFT of IMF2 (d) Least square fitting of Q-Q plot. 

Fig. 5 The solving process of probable frequencies

Table 2 The center
frequency of IMFs and the
average periods

Modality The center
frequency (Hz)

Average period
(s)

The fitting
residual of Q-Q
plot

IMF1 0.452 2.21 8.34

IMF2 0.156 6.41 4.79

IMF3 0.089 11.24 13.47

IMF4 0.025 40.00 10.23

IMF5 0.018 55.56 7.92

Bold value represents intrinsic mode functions

5 Conclusion

In this paper, we first establish the precessionmodel of the warhead, and then analyze
the law of RCS of the precession target. Based on the research above, we propose an
effective method for precession period extraction. The RCS sequence is decomposed
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(a) CAMDF (b) CAUTOC

Fig. 6 Results from other methods for comparison

Table 3 The extraction of
precession period in different
noise

SNR Correct precession
period

Experimental results Bias (%)

15 4.55 4.42 2.82

18 4.55 4.68 2.92

21 4.55 4.45 2.25

24 4.55 4.47 1.91

27 4.55 4.48 1.57

into different frequency components by EMD and then each precession period is
checked by Q-Q plot which finally determine the period. The experimental results
demonstrated the effectiveness of the method.
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