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Preface

Smart Technologies for Energy, Environment & Sustainable
Development are going to facilitate low-carbon society, and
expedite local socio-economic development.

Substantial amounts of smart technologies are going to be integrated in the near future
for development of environmental friendly infrastructure. They will be important
part of the electricity, heat, gas, transport, building sectors, etc. However, energy
security, greenhouse gas emissions, sustainable buildings, cleaner transportation, and
resilience are key challenges, and they need to be solved for a low-carbon economy
through focused and integrated efforts with the use of smart technologies.

Smart Grid performs an important role in the ‘Energy Transition’ to integrate
environmental friendly energy systems within the distributed network infrastruc-
ture (e.g. electricity, heat, gas, transport, etc.) for the sustainable development. The
necessity for ‘Energy Transition’ is broadly understood and shared, as the world
starts to embrace a transition towards sustainable energy systems by shifting from
fossil fuel-based energy production to decentralized renewable energy and energy
efficient systems.

As the Editors of the Select Proceeding of ICSTEESD-2020, ‘Smart Technologies
for Energy, Environment and Sustainable Development’, Special Volume of Springer
Proceedings inEnergy (ISSN: 2352-2534),wewish to express sincere gratitude to the
authors for diligent research dissemination as well as to the reviewers for providing
constructive and critical comments in improving the quality of the selected articles.
The objective of this special volume is to present advancements in smart technologies
for environment friendly energy systems and their management, policies for making
an energy transition towards sustainable societies. The selected peer-reviewed arti-
cles are classified in the categories of (i) Sustainable Electrical Energy Systems, (ii)
Environmental Management, and (iii) Industrial Engineering with focus on sustain-
able development. The ICSTEESD-2020 is a major multidisciplinary sustainable
engineering conference organized with the objective of bringing together academia,
industry practitioners and engineering graduates to analyze scientific studies focusing
on both clean energy technologies, environmental sustainability and smart network
concepts to integrate the relationship among them. The ICSTEESD 2020 is envi-
sioned to analyze the increasing penetration of environment friendly technologies
with energy efficiency and management as central topics with effective participation
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vi Preface

from the academicians, industry practitioners, governmental policy makers, as well
as of community service providers. The ICSTEESD-2020 has been organized at G.
H. Raisoni College of Engineering (GHRCE), Nagpur, India on 04-05 Dec 2020.

As editor(s) of this special issue of the Springer’s proceeding of ICSTEESD-2020,
we want to tribute deep sense of appreciations to the international academic part-
ners (e.g. University of Agder, Norway; University of Ruhuna, Sri Lanka; Kyushu
Sangyo University, Japan; University of Dundee, UK; Mie University, Japan) for
academically assisting the ICSTEESD-2020.Wewish to express our sincere appreci-
ation to the authors, plenary speakers, presenters, participants, supporters, reviewers,
technical committee members as well as the entire team of G. H. Raisoni College
of Engineering, Nagpur (India). We are very grateful to Shri Sunil Raisoni, Chair-
person of the Raisoni Group of Institutions; Dr. Sachin Untawale, Director, GHRCE,
Nagpur; Dr. Rupesh Shelke, Dr. Bhalchandra Khode and the ICSTEESD 2020 orga-
nizing committee members for contributing effectively in making the Springer’s
ICSTEESD-2020 and publication of the special volume successful.

We strongly believe that the ICSTEESD 2020 has provided an effective platform
to integrate academia, industry practitioners and engineering graduates to share their
research and innovations for the sustainable development of the society.

Kristiansand, Norway
Nagpur, Maharashtra, India
Nagpur, Maharashtra, India
December 2020

Prof. Dr. Mohan Lal Kolhe
Prof. S. B. Jaju

Prof. P. M. Diagavane

https://www.uia.no
https://ghrce.raisoni.net/
https://ghrce.raisoni.net/
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Quality Enhancement of Bituminous
Concrete Using Cenosphere Fillers

Maitri Mallick, Bhabanisankar Sahani, Mohini Priya Padhi,
Jyoti Prasad Ganthia, Nihar Ranjan Mohanta, and Dhanada Kanta Mishra

1 Introduction

Ahighwaypavement is usually a design that has preparedmaterials on topof a healthy
soil sub-grade. The primary purpose ofwhich is to transfer loads of the used vehicle to
the sub-grade. Pavement is a real travel surface, especially made long-lasting as well
as practical to withstand the traffic load commuting on it. Pavement offers friction for
vehicles, thereby providing an acceptable operating quality surface, adequate skid
resistance, optimal reflective lighting and low noise pollution. The essential objective
is to ensure that the stresses transmitted due to the load of the wheel are sufficiently
minimized so that they do not exceed the load capacity of the sub-grade.

2 Bituminous Mix Design

The design of a bituminous mixture is intended to decide the proportion of bitumen,
filler, fine aggregates and coarse aggregates to produce a mixture that is workable,
solid, durable and economical. Generally, the construction of the highway pavement
required a large cost of money. Reasonable architecture, therefore, saves detailed
speculation. Appropriate pavement design includes structural design and mixing
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design.Theobjective of structural intent is the thickness designof the pavingmaterial,
and the mixing design consists of a dry mix design and a wet mix design.

2.1 Coarse Aggregate

The aggregates retained on a 4.75 mm sieve are calla coarse aggregates. Coarse
aggregates of crushed rock, angular in form, free from dust particles, mud, vegetation
and organic matter, offering compressive and shear strength and strong interlocking
properties, should be screened. For the preparation of bituminous mixtures (SMA,
DBM, BC) aggregates as per MORTH grade of a specific form of binder in the
appropriate quantity are mixed as per Marshall Procedure. The coarse aggregate is
chosen on the basis of the necessity and suitability of the mixing design and should
be as defined. Specifications shall include physical specifications as set out in the
MORTH standards.

2.2 Fine Aggregate

Clean sifted quarry dusts should befine aggregate and free fromclay, loam, vegetation
or organic matter. A local crustor with fractions of 4.75 mm has been collected and
retained on 0.075 mm IS sieve, which consists of fine aggregates consisting of stone
crushing material. The vacuum is filled in the grower and the binder is steeped.

2.3 Filler

The sieve is called a filler machine that passes through 0.075 mm. The vacuum is
completed, the bond is reinforced and permitting. The mineral filler must consist of
finely divided materials such as rock dust, broken slag, cement, ash-flying content,
hydrated lime, etc. Stone dust for preparing the control mix is used as standard filler
for this analysis, while stone dust and cenosphere are used for substitution purposes
as 0fillers both. In Figs. 1 and 2 the cenospheric materials are shown.
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Fig. 1 Different size of aggregates

Fig. 2 Different size of aggregates of cenosphere materials
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3 Cenosphere

The division of carbon fly powder with an empty circular structure is one of the most
critical considerations. Cenosphere, because of its specific characteristics, such as
low mass thickness, high warm opposition, high workability and high efficiency, can
be related in many applications. During the carbon combustion process, the general
cenosphere and other particles are produced. A cenosphere has a lightweight, idle,
hollow sphere of vast quantities of silica and alumina, filled with air or inactive gas,
which is normally processed in warm power plants as a result of coal burning. The
cenosphere varies from almost black to nearlywhite and its real gravity is between 0.4
and 0.8 g/cm3, offering exceptional lightness. The cenosphere components are SiO2

(quartz), Al2O3 (alumina), Fe2O3 (haematite), CaO (calcium oxide), TiO2, MgO
(periclase) and H3PO4 (phosphoric acid). The cenosphere’s spherical nature allows
for a low volume surface area that needs less resin, binder and water, and is therefore
an adjustable tool for polymers and various polymer composites. Cenosphere is the
only part of the surface. Cenospheres can be used as a lightweight concrete filler with
a decreased water release for building applications. This is ideal for sturdy bridge
desks, paves and highways.

4 Marshall Test Experimental Program

Marshall test is a standard laboratory method that is used worldwide to define
bitumen-coating paving mixtures’ strength and flow characteristics. The way to
describe bituminous mixes is very common in India. Because of its ease and low
cost, this test method is well known. Since the Marshall method has numerous bene-
fits, the best binder content (OBC) method has been determined to use this method
(Fig. 3).

5 Experimental Results

Experimental analysis is categorized into four contents:

• Initial deals with characteristics and parameters
• Second deals with control mix and calculation using Marshal test
• Third deals with result analysis and compositional contents
• Fourth deals with the strength of the tensile test.

Result analysis of control mix results is shown in Table 1 and (Table 2).
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Fig. 3 Marshal test of
material mix

Table 1 Characteristics of control mix for BC

Bitumen mix
content (%)

Strength
stability
(KN) at
60°C

Content flow
(mm)

Mix bulk
density(gm/cc)

Mix air
voids (%)

VMA
content
(%)

VFB
content
(%)

6 10.87 2.8 2.85 5.2 15.62 72.6

6.5 12.58 3.0 2.65 4.2 15.34 80.6

7 13.21 3.5 2.64 3.25 15.55 81.6

7.5 11.07 4.0 2.52 3.05 15.20 82.2

The changes are occurring that the mixture’s stability is closely correlated to the
density and versatility of themix. That is if the consistency of themix is longer, either
the mix density should be greater or the mix versatility should be greater, or both.
With excess filler, consistency also improves, but the combination gets unstable and
sudden cracking. In cases of filler failure, but the mixture is soft, stability decreases.
The stability of the mix and the volume density are identical in nature here. Here it
is found that the stability decreases from the combination of 60–100% cenosphere.
The decrease in density can be induced. Density is a compaction and material type
feature. Compaction depends on the compactive effort, the form of material and the
quality of bitumen.
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Table 2 Result analysis of Mix

S. No Bitumen
mix
content
(%)

FC (% by
vol.)

Strength
stability
(KN) at
60°

Content
flow (mm)

Mix bulk
density
(gm/cc)

Mix air
voids (%)

VMA
content
(%)

1 6.012 95 SD +
10 C

12.20 2.64 3.463 4.64 70.20

2 6.012 85 SD +
20 C

12.01 2.74 3.464 4.54 71.18

3 6.012 75 SD +
30 C

13.12 2.72 3.465 4.12 71.56

4 6.012 65 SD +
40 C

13.46 2.92 3.469 4.24 72.12

5 6.012 55 SD +
50 C

14.10 2.95 3.566 4.46 74.46

6 Conclusion

From the above experimental study, it is found that cenosphere mix content enhances
the filler by 70%. Furthermore, it has become more breakable. Hence using the
bitumen mix reduces the brittleness and increases the tensile strength of the material
mix. This research helps the other researcher to use the material percentage with the
use of advanced testing techniques to get better material for roads and pavements.
The tensile strength increases by 94.2% with optimum analysis and satisfies the
minimum necessary of 80% of strength and stability.
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Analysis of Liquid Storage Concrete
Containers Partially Restraint at the Base

Rameshwar J. Vishwakarma and Ramakant K. Ingle

1 Introduction

The design of concrete circular containers is largely affected by the type of restraint at
the base. Widely used guidelines like IS: 3370 (Part IV) 1967 (Reaffirmed 1999) [1]
and PCA (1993) [2] provided coefficients for the analysis of circular containers with
different restraint conditions at the base. However, analysis due to loss of restraint
is not specified in these guidelines. Practically, the base of the container is not
completely restraint; some yielding occurs at the base and hence outward deflec-
tion of the container wall at the base will not be zero. If the site consists of very soft
ground overlying amuch harder stratum, the tankwill normally be supported on piles.
In general, the piles will all be vertical. The floor stretches (radial deformations) and
the bottom of the wall may move outwards reducing the restraint. Practically in such
cases, the bottom of the wall should not be considered as fixed (fully restraint). Loss
of restraint should be accounted for while determining the internal forces developed.

The continuity analysis method gives exact results considering the restraint/end
conditions at the base of the wall.
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2 Analysis Procedure

Pure membrane state of stress is not possible in actual practice and the edge displace-
ments are actually restrained. This gives rise to secondary stresses in the form of
moments and hoop stresses.

In practice, the base of a tank is not always rigid and may undergo angular defor-
mations at the edges. In some cases, even radial deformations are possible. The same
is the case with the roof of the tank. The extent of angular and radial deformations
occurring at the ends of the wall will influence the hoop tensions and moments in
the wall at various levels.

Analysis of the container can be done using methods like membrane analysis, IS
code method, finite element method and continuity analysis. In this paper continuity
analysis and finite element analysis are done to obtain the response of the container
for hydrostatic pressure.

If T is the hoop force per unit height of the wall, caused at any depth ‘h’ below
the top, it will give rise to horizontal radial inward forces on the wall equal to T/R
[3]. Let Ph = T/R and y be the net outward deflection at any point at a depth ‘h’.

Where, t is the uniform thickness of the wall, E is the modulus of elasticity of
concrete, R is the radius of the tank wall, H is the total height of the wall, and w is
the density of water.

T = yE

R
t

Ph = T

R
= yEt

R2

In the beam, the relation between load and its deflection is given by

yEt

R2
+ E I

d4y

dh4
= wh

If µ4 = t
4R2 I

d4y

dh4
+ 4µ4y = wh

E I

This is a differential equation whose general solution can be obtained by finding
the complementary function and particular integral.

y = wh

4EIµ4
+ {

eµh[Asinµh + Bcosµh] + e−µh[Csinµh + Dcosµh]
}

(1)

For complete restraint, we know the deflection of the wall at the base y = 0, i.e.,
at h = H
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wH

4EIµ4
+ {

eµH [AsinµH + BcosµH ] + e−µH [CsinµH + DcosµH ]} = 0 (2)

wH

4EIµ4
= wHR2

Et
asµ4 = t

4R2 I

wHR2/Et is the amount by which the base of the wall would move outwards if it
had a frictionless sliding joint. The term wh/4EIµ4 in Eq. (1) is the equation of the
‘free stretch’ line and the term in the curly brackets is the amount by which the shape
curve of the wall departs from the free stretch line.

In this case, it is assumed that the upper end of the wall is free and the base of the
wall is not completely restraint (i.e., there is no 100% fixity).

As the top of the wall is free, the bending moment and shear force will be zero.
Hence at h = 0,

(
d2y

)
/
(
dh2

) = 0 and
(
d3y

)
/
(
dh3

) = 0.
We get C = A and D = B-2A.
Here ‘C’ and ‘D’ are eliminated in terms of A and B. Now, apply the boundary

conditions at the base of the wall to find the values of A and B.
At bottom of the wall, the slope will be zero and there will be some outward

deflection at the base of the container wall. The effective restraint is P%.
Hence yielding at the base will be y = (100−P)wh

100×4EIµ4 at h = H

y = (100−P)wH
100x4EIµ4 = wH

4EIµ4 + A
(
eµH sin µH + e−µH sin µH − 2e−µHcos µH

)

+ B
(
eµHcos µH + e−µHcos µH

) (3)

0 = PwH
400EIµ4 + A

(
eµHsin µH + e−µHsin µH − 2e−µHcos µH

)

+B
(
eµHcos µH + e−µHcos µH

) (4)

As slope at the base is zero at h = H, dy
dh = 0

dy
dh = 0 = w

4E Iµ4 + A
[
µeµH (sinµH + cosµH) + µe−µH (sinµH + 3 cosµH)

]

+B
[
µeµH (cosµH − sinµH) − µe−µH (sinµH + cosµH)

]

(5)

Now, Eqs. 4 and 5 are two linear simultaneous equations with A and B unknown
only. Solving these equations, we get all the constants of the equation and can calcu-
late hoop tension, vertical moment and shear force throughout the height of the wall
using the following equations:

Hoop Tension (N∅) = yEt
R

Vertical Moment (M) = −E I d2 y
dh2

Shear Force (V ) = E I d3 y
dh3



12 R. J. Vishwakarma and R. K. Ingle

3 Validation of Analysis Results

A finite element model is developed to obtain internal forces. Shell element [4–9] is
used to model container walls in SAP 2000 software. Hydrostatic pressure is applied
as a surface load from inside of the container wall. Results obtained from continuity
analysis are verified using finite element results for different restraint conditions at
the base of the wall. Figures 1 and 2 show that the results obtained by continuity
analysis are in good agreement with the results obtained from the finite element
model with the same conditions.
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4 Results and Discussion

To study the effect of the release of restraint in the cylindrical container, different
containers are considered and the results obtained are compared.

A cylindrical container having 10 m diameter, 2 m height, 0.2 m thickness with
only 75% effective lateral restraint is considered. The results obtained are given in
Table 1.

Here we have H2/Dt = 2 with the lateral restraint as only 75% effective; the
deformed shape of the wall is as shown in Fig. 3 and the base displaces outward

Table 1 Analysis results for container with complete and 75% effective restraint

Height from
the base

Complete restraint 75% Effective restraint

y (m) H.T. (kN/m) Mmt
(kNm/m)

y (m) H.T. (kN/m) Mmt
(kNm/m)

2 0.000023 22.59 0.00 0.000016 16.44 0.00

1.8 0.000025 25.00 0.08 0.000021 21.37 0.06

1.6 0.000027 27.20 0.28 0.000026 26.13 0.21

1.4 0.000029 28.72 0.54 0.000030 30.39 0.41

1.2 0.000029 28.95 0.78 0.000034 33.67 0.61

1 0.000027 27.31 0.94 0.000035 35.50 0.76

0.8 0.000023 23.45 0.91 0.000036 35.53 0.79

0.6 0.000017 17.46 0.59 0.000034 33.71 0.63

0.4 0.000010 10.12 −0.15 0.000030 30.44 0.17

0.2 0.000003 3.26 −1.45 0.000027 26.85 −0.68

0 0.000000 0.00 −3.44 0.000025 25.00 −2.04
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by 25%. Figure 3 also shows the shape if the restraint is complete; hence the base
displacement is zero for 100% effective restraint. Figure 4 shows that reducing the
effective restraint will increase the hoop tension. Figure 5 shows the corresponding
vertical moments developed in the wall for both restraint conditions.

Themoment at the base of thewall falls from−3.4397 kNm/m to−2.0407 kNm/m
(a reduction of 40% in the moment for a loss of 25% of the restraint) and the restraint
shear falls from 11.88 to 8.21 kN (a reduction of 30%).

To understand clearly the effect of the release of restraint on hoop tension and
moments, one more example is considered and given below.

Cylindrical container having 10 m diameter, 5 m height, 0.25 m thickness.
H 2/Dt = 10 for this case.
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From Figs. 6 and 7 it can be seen that hoop tension in the middle and bottom
sections of the wall increases and decreases at the top with the reduction in restraint,
while vertical moment decreases with the reduction in the restraint.
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5 Conclusion and Recommendation

This study represents the analysis results for containers with uniform wall thickness
subjected to water pressure with loss of restraint at the base. The following broad
conclusions and recommendations are made:

• Loss of restraint should be taken into account while designing the container
because a large amount of variation in hoop tension as well as in vertical moments
can be seen.

• Exact analysis will also help to provide the correct amount of reinforcement at
the appropriate location. This will ensure the economy as well as the safety of the
structure.

• Membrane analysis does not take into account the effect of restraint, therefore
should not be used where continuity analysis or finite element analysis is possible.
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A Study on Behavior of Reinforced
Concrete Exterior Beam-Column Joint:
A Literature Review

Yogesh Narayan Sonawane and Shailendrakumar D. Dubey

1 Introduction

1.1 Beam-Column Joint

In the RC frame structure, the beam-column joint is a really complicated and vulner-
able zone, where the beam and column elements meet in all three directions [1].
Such a joint always confirms the continuation of structure and transfer various forces
that are induced at the end of all structural members. In earthquake-prone regions,
buildings are to be designed in such a way that reduces the damages after the earth-
quake. The structural behavior of RC moment-resisting frame structure in the latest
earthquake around the world has emphasized the performance of the beam-column
joints [2]. Therefore in the RC framed structure, such beam-column joint should be
designed and constructed to resist earthquake effects. Over the last few decades, the
research on the reinforced concrete beam-column joints has been focused on their
seismic behavior, because such joints are a major source of energy dissipation. So
proper design should be required. If not properly designed, they may experience
an excessive reduction of both strength and stiffness due to load reversal. In India,
traditional separation structural steel and reinforced concrete construction practice
does not effectively modify the design guidelines for seismic beam-column joints.
The current seismic method is more useful than the capacity design method where
the beam-column joint and its associated connecting system are recommended for
sustainable performance [3]. During an earthquake, the overall response of the RC
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Fig. 1 Beam-column joints are a critical part of a reinforced framed structure

framed structure is mainly controlled by the behavior of its joints. The beam-column
joints of a non-seismic detailed structure areweakest in the earthquake as compared to
the joints of a seismically detailed RC framed structure. It has been most recognized
that the deficiency of these beam-column joints ismainly created by insufficient trans-
verse reinforcement and anchorage capacity in the beam-column joints. As a result
of lack of reinforcement details, constituent materials have partial strength, resulting
in an inadequate structural performance with joints having limited force-carrying
capacity even under moderate earthquake (Fig. 1).

1.2 Classification of RC Beam-Column Joint

In an RC moment-resisting structure, majorly three types of beam-column joint can
be recognized, which are exterior, interior, and corner joint, as shown in Fig. 2.
According to ACI 352 R-02, the classification of the beam-column joint based on
various loading conditions are Type-1 and Type-2. A Type-1 beam-column joint is
made of amember designed to satisfyACI 318–02 strength requirement for amember
without significant inelastic deformation, i.e., without considering special ductility
requirement. Type-1 design is for resisting gravity load and normal wind load.

In another Type-2 connection, framemembers are designed tomaintain a constant
strength under structural deformation reversal into the inelastic range. This joint is
specially designed to resist lateral load due to earthquake, blast, and cyclonicwindfall
[4].

In RC moment-resisting frames, basically, three joints are classified into: (i)
Interior B-C joint, (ii) Exterior B-C joint, and (iii) Corner B-C joint.
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    i) Interior             ii) Exterior iii) Corner 

i) ‘Roof’- Interior ii) ‘Roof’- Exterior iii) ‘Roof’- Corner

Fig. 2 Classification of joints in moment-resisting frame structure ( Source: ACI-352R-02) [4, 5]

The researchers are majorly concerned about the following three things about the
behavior of beam-column joints:

1. Deformation due to joint seismic behavior.
2. Joint shear demand.
3. Joint shear capacity.

To fulfill the above joint requirement, the anchoragemechanismplays a significant
role to enhance the performance of the beam-column joint under earthquake. There
are many papers related to the behavior of beam-column joints under various loading
patterns published inmany journals and conferences around theworld. Belowwewill
focus the literature review on beam-column joints under various broad sections such
as review of codes, the performance of joint under static, seismic loading, various
anchorage mechanisms, etc. for easy understanding of the research purpose.

1.3 Review of Codes

In India, the Indian standard code does not include the required recommendations
on reinforced beam-column joints. If such a joint is not designed and detailed prop-
erly it may cause failure due to the overturning of forces in the beam-column joint
throughout an earthquake. The IS 1893: Part 1—5th revision has brought more than



20 Y. N. Sonawane and S. D. Dubey

Fig. 3 Anchorage of beam
bar at the exterior
beam-column joint (IS
13920:2016)

50% of the entire country under moderate and severe zone [6]. Therefore reinforce-
ment detailing of joints assumes more importance. But unfortunately, specific guide-
lines for designing beam-column joint are not clearlymentioned in the Indian code of
practice (i.e. IS 456:2000 and IS 13920:1993). We have many standard codes associ-
ated with the beam-column joints, and they are IS 13920:2016, ACI 352–2002, ACI
318.2011, NZS 3101:2006, EN 1998:2003, etc.

Anchorage: At exterior beam-column joints

As per IS 13920:2016, Cl. No 6.2.5, at the exterior beam-column joint, the upper
and lower bars of the beam shall be provided with a length of anchorage outside the
inner face of the column, which is always equal to the development length tension
plus 10d minus the grant for 90° bend (refer Fig. 3).

Design: Beam-column joint for distortional shear

Shear strength of concrete in joint: As per IS 13920:2016, Clause No. 9.1.1, in
beam-column joint the nominal shear strength τjc of concrete shall be taken as.

τ jc =

⎧
⎪⎪⎨

⎪⎪⎩

1.5 Aej
√
fck

1.2 Aej
√
fck

1.0 Aej
√
fck

For joints confirmed by beams on all four faces

For joints confirmed by beams on all three faces

For other joints

where Aej = effective shear area of beam-column joint by bjwj

bj = effective breadth of joint perpendicular to the direction of shear force; and

wj = effective breadth of the joint along the direction of shear force.
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Fig. 4 Plan of effective breadth and width of beam-column joint (IS13920:2016) [7]

The effective depth of joint bj shall be obtained from the following (refer Fig. 4):
min [bb : bc + 0.5 hc] if bc < bb.

where
bb= width of the beam
bc= width of the column and
hc= depth of column in considered direction.

The width of B-C joint: If the beam tension reinforcement is extended by the beam-
column joint, the size of the minimum width parallel to the beam will be 20 times
the largest longitudinal beam bar diameter [7] (Fig. 5).

1.4 Exterior Beam-Column Joint

In the exterior beam-column joint, the bond failure is commencing and progresses
toward the joint core at the face of the column due to yield penetration and splitting
crack after a few cycles of inelastic loading. Due to the gradual loss of bond, the
longitudinal reinforcement barwill be pulled out if a straightened bond. Failing to pull
out of the longitudinal bars, the bond results in a complete loss due toflexural strength.
This type of failure under any circumstances is not acceptable, therefore appropriate
anchorage assemblage of beam longitudinal reinforcement bar in a beam-column
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Fig. 5 a Typical ductile detailing IS 13920–2016 [7]. b Reinforcement steel congestion at beam-
column joint

joint is of greatest importance. This failure (pull out) of a bar in an exterior beam-
column joint can be achieved by making hooks for the bar or by providing beam-
column anchorage. Hooks are always required in achieving satisfactory anchorage
(Fig. 6).

(a) Anchorage Details (b) Hook Details

Fig. 6 Details of exterior joint [8]
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Forces acting on the exterior beam-column joint. In the beam-column core region,
shear and flexural stresses are performed simultaneously. The design of the beam-
column joint is frequently controlled by the shear force. At the joint of a building
frame structure, moments, and shear forces are generated, and stress resultant at the
faces of the beam-column joint core is introduced (Fig. 7). To resist a large amount
of lateral loads without occurring severe damages, the building needs strength and
energy dissipation capacity. It is very uneconomical to design RC framed structure
for the highest probable earthquake ground motion with no damages.

The symbols that refer to stress resultant are:
Cc= Compression in the concrete.
Cs = Compression in the reinforcement.
T = Tension force in reinforcement.
V = Sum of shear stress.

In the panel zone of the above joint (Fig. 8a) from the position of stress resultant,
it is obvious that compression stresses (fc) and diagonal tension (ft) are induced.
The ultimate capacity of adjoining members develops when diagonal stresses can be
high and may cause extensive cracks. The intensity of diagonal tension is affected
by the magnitude of flexural steel and the axial compression load on the column [10]
(Fig. 9).

Failure mechanism of joint. The beam-column joint has several possible failure
modes such as:

1. Failure of the beamplastic hinges adjacent to the joint through shear and flexure.
2. Shear failure.
3. Bond failure of the longitudinal reinforcement in beam.

In the seismic design philosophy of RC framed structure, the structural beam-
column joint is designed on the concept of a strong column and weak beam. It
means that moment in the beam and moment in the column ends, i.e., Mb and Mc,
respectively, at the node should satisfy the equationMc >Mb [11]. The joint behavior
shows the composite relation between the bond and the shear [12].

(a) Forces (b) Poor detailing (c) Satisfactory detailing

Fig. 7 Reinforcement detain at the exterior joint [9]
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(Forces acting on panel zone) (Steel and bond forces)
(a) Stress resultants (b) patterns of crack and bond forces

Fig. 8 Forces acting at the exterior B-C joint

Fig. 9 Horizontal shear is an exterior beam-column joint [11]

Bond strength of beam-column joint. In terms of stability of the whole structure,
the least serious of these is a bond failure. This failure mode reduces the strength and
stiffness of the beam; therefore the beam may prefer the failure mode. The longitu-
dinal bar of the beam-column joint requires a sufficient length of development. So
the overall size of the beam-column joint decides on the requirement of the bond [8].
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Shear force on the joint. Due to some external forces which are acting on the
face of the B-C joint, high shear stresses are developed within that joint. Wide
cracking occurs inside the joint under load reversal conditions, disturbing its stiffness,
strength, and overall performance; hence such joint becomes flexible and is sufficient
to experience considerable shear deformation. It is essential to determine the shear
force in the horizontal and vertical directions.

Shear force is an exterior joint

Figure 8 shows features of the exterior beam-column joint. The horizontal shear force
and column shear in the joint can be calculated on the basis of equilibrium principles.

The column shear force is

Vcol = TbZb + Vb
hc
2

lc

and the horizontal shear across the beam-column joint can be expressed as

Vjh = Vcol

(
lc
Zb

− 1

)

− Vb

(
hc
2Zb

)

2 Concluding Remarks

A review of the existing literature shows that beam-column joint needs special atten-
tion with respect to its reinforcement detailing with proper anchorage systems. The
important source of failure of the beam-column joint is a large amount of shear force
experienced at the juncture. Indian standard code IS 13920 is quiet on many crucial
concerns related to the essential design of RC beam-column joints under earthquake
loading which does not include the required recommendations on reinforced beam-
column joints. If such a joint is not designed and detailed properly it may cause
failure due to the overturning forces in the joint throughout an earthquake. Although
there is a special need for extending research in this area to determine the alterations
in the research findings, it is required to incorporate some provisions in the Indian
code. The mechanisms in a joint efficiency with respect to shear and bond are also
revived.
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Encouragement of Magnetic Treated
Grey Water in High-Strength Concrete

E. Prabakaran, M. Nithya, Jessy Rooby, and A. Vijayakumar

1 Introduction

The number of supplementary materials produced in developing countries increases
day by day for energy production and other activities. Infrastructural development
becomes important for a nation to ensure its living condition for its citizens. As a part
of industrial growth and infrastructural growth in a verticalmanner, the need for high-
strength concrete comes as a necessary one in urban areas. Concrete utilization per
person increases day by day and leads to greenhouse gases. In high-strength concrete
making the utilization of super-plasticizer or water reduction agents plays a vital role
to give an impact on strength parameters [1]. The rate of urbanization increased 34%
in India and 1.82% worldwide, which leads to environmental pollution. The rate of
consumption of water for the construction industry increased day by day and the
virtual water for construction influenced the GDP of the nation.
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2 Magnetic Water

The magnetic field can change the ion arrangement in the water and the clustered
water molecules become aligned and produce more bond strength. The molec-
ular arrangement of water after magnetization of the hydrogen ions and oxygen
ions come in a linear way [2, 3]. The water passed through electromagnetic force
(EMF) improves the bond between hydrogen ions, and the relative resistivity is also
improved. The EMF value can improve the pH value due to ion rearrangement. The
hardness of water is reduced bymagnetic treatment [4]. The termmagnetization does
not mean that water will attract magnetic elements; instead, it is the fact that when
water is subject to the magnetic field it produces either a permanent magnet or an
electromagnet for a specific duration. The water molecules get reoriented in much
more minor size [5]. The water molecules have a bond angle of 104°, bulkier in size,
which when magnetized get reduced to a smaller angle and make them more soluble
and efficient [6]. The magnetized field will be perpendicular to the orientation of
water molecules; thus this helps to de-clutter the large cluster into smaller groups of
molecules [7].

3 Materials and Methodology

The high-strength concrete (M50) is produced with and without the use of grey water
by using fly ash with various magnetic field intensities. OPC 53 grade cement is used
with a specific gravity of 3.14 [8]. M-sand is used as a fine aggregate with a specific
gravity of 2.61. Coarse aggregate has a specific gravity of 2.65. The grey water was
collected and allowed for aeration taken. The collected normal water and treated
grey water properties are shown in Table 1. The magnetic setup is prepared with disk
magnets of N40 to produce 1.2 T magnetic strength. The magnetically treated grey
water and normal magnetic water properties tested as per [9] are mentioned in Table
1. Class F fly ash fromMettur thermal power plant is collected with a specific gravity
of 2.81. Concrete mix design done by using IS10262:2009 [10, 11] and mix for M50
is 0.35:1:1.404:2.90.

The concrete was tested in a fresh and hardened state to determine the variation
of properties when using grey water with and without magnetic field influence.

4 Tests and Results

The samples with various proportions as shown in Table 2 are taken for the test.

• CNWa-Concrete with Nominal water.
• CF10NWa -Fly ash concrete.
• CGWa -Nominal mix with treated water.
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Table 1 Properties of grey water and normal water in a magnetic field

Properties NW Mag.Wa (1.2 T) Gr. Wa Gr.Mag.Wa
(1.2 T)

Std. values (As
per IS456)

Temp

pH 7.17 7.33 7.41 7.9 6.5–8 29 °C

Chlorides,
mg/l

74.97 54.98 104.68 94.69 500 mg/l

Total solids
(mg/l)

0.8 0.8 1.2 0.8 –

Turbidity
(NTU)

8.1 3.6 8.2 3.3 2000 NTU

Hardness,
(mg/l)

25 21 900 85 –

Sulphates 25 18 125 52 0–150

Nitrates,
mg/l

9.96 9.94 0.07 0.07 45 ppm

Calcium 96 72 100 76 200 ppm

Potassium 2.7 2.6 4 3.6 12 ppm

Sodium 35.6 34.2 45.1 45 45 ppm

Table 2 Slump values for
different samples

Designation of samples Slump value (mm)

CNWa 38

CF10NWa 34

CGWa 40

F10GWa 34

CF10MNWa 45

CF10MGWaa 49

• CF10GWa -Fly ash concrete with treated water.
• CF10MWa -Fly ash concrete with treated water.
• CF10MGWa -Fly ash concrete with treated magnetic water.

4.1 Fresh Concrete Properties

Slump cone test was carried out to know the plasticity of concrete for placing, and the
results are shown in Table 2. The normal conventional concrete is made using super-
plasticizer conplastSP430. Slump value is lower than concrete made with magnetic
water. Grey water produces an equivalent slump with conplast430. The same grey
water produces more slump with magnetic field influence without conplast430.
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4.2 Hardened Concrete Properties

The compression test was finished affirming to IS 516–1959. All the solid examples
were tried in a 2000 kN limit of the pressure testing machine. Solid 3D squares of
size 150 × 150 × 150 mm were tried for compressive quality. The split elasticity of
solid example is tried following 7, 14 and 28 days restoring and it is given beneath the
table. A cylindrical specimen is utilized to test the split elastic test. The limit of the
machine is 2000 kN and the size of the example is 300 mm in stature and 150 mm in
dia. The ultrasonic pulse speed test is completed to know the porosity of specimens.
Tables 3 and 4 show that the results were determined for various hardened concrete
properties.

Concretewith 10%flyash replacementwith normalwater provides a 13% increase
in compressive strength compared to conventional concrete mix [12, 13]. Concrete
with treated greywater provides a 10% increase in strength compared to conventional
concrete. Fly ash 10% replaced concrete with treated grey water and provides a 7%
increase in strength compared with conventional concrete. Concrete with 10% fly
ash replacement with magnetic water (1.2 T) provides 18% increase in compressive
strength compared to the conventional concrete mix. Fly ash 10% replaced concrete
with treatedmagnetic grey water (1.2 T) provides 20% increase in strength compared
with conventional concrete.

Table 3 Compressive
strength

Designation of samples Compressive strength (MPa)

7 days 14 days 28 days

CNWa 37.3 42.63 53.28

CF10NWa 42.15 48.17 60.21

CGWa 41.03 46.89 58.61

F10GWa 39.91 45.61 57.02

CF10MNWa 44.01 50.30 62.88

CF10MGWa 44.76 51.15 63.94

Table 4 Split tensile strength Designation of samples Split tensile strength (MPa)

7 days 14 days 28 days

CNWa 1.98 2.83 3.16

CF10NWa 2.26 3.11 3.68

CGWa 1.69 2.54 3.39

F10GWa 2.26 2.54 3.11

CF10MNWa 1.98 2.83 3.71

CF10MGWa 1.69 2.56 3.59
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Table 5 Ultrasonic pulse velocity

Designation of
samples

Ultrasonic pulse
velocity, (km/s)

Pulse velocity (km/s) Approximate
compressive strength
(MPa)

CNWa 4.6 >4.5 Above 40

CF10NWa 4.4 >4.5 Above 40

CGWa 4.8 >4.5 Above 40

F10GWa 4.7 >4.5 Above 40

CF10MNWa 4.6 >4.5 Above 40

CF10MGWa 4.9 >4.5 Above 40

All specimens with magnetic field show improved tensile capacity of concrete.
Grey water specimens show improved strength parameters compared with conven-
tional concrete.

4.3 Quality of Concrete Through UPV

The quality of the solid relies upon the holding quality between concrete glue and
total. The denser concrete produces more strength due to the maximum coverage of
pores with cement paste hydration particles. Table 5 shows the more CH crystals
formation due to magnetic field influence.

5 Conclusion

• The new and solidified properties of cement with attractive typical and grey water
alongside fly ash as halfway substitution for concrete were acceptable.

• Higher slump can be attained through the magnetic water due to ionization that
takes place in water molecules at higher magnetic intensity. Magnetic water
improved the slump values and thus the workability. A 20% increase in slump is
observed for 10% fly ash concrete with magnetic water and treated magnetic grey
water.

• Magnetic treated water concrete in 1.2 T specimen provides a constant increase
in strength behaviour compared to normal water concrete.

• Fly ash replaced concrete attains later age strength, and the maximum strength
capacity is due to minimum porosity due to fly ash addition.

• Treated grey water (GW) specimen provides equal strength compared to normal
water in all ages and concrete made with magnetic grey water provide the
maximum strength at the 1.2 T magnetic strength.
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• Porosity has reduced 35% in F20GWC with 1.2 T when compared with control
concrete.
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Spiritual Elixir: Application of Ganga
Water in Treatment of Wastewater

Monika Negi, Ayushi Maithani, and Sakshi Gupta

1 Introduction

Ganga river is known to be the firm backbone of our Indian culture and its distinctive-
ness. Basically, it’s a junction of Mandakini, Alaknanda and Bhagirathi rivers visible
in Devprayag of Uttarakhand. It originates from the Gangotri glacier in the Garhwal
region of the Himalayas and ends up into the Bay of Bengal after moving through
entire North India thoroughly. The Holy Ganga waters are known for the holy dip
into it setting the devotees not only free from common skin diseases but also giving
them long extended life [1] but the interpretations done earlier on the divinity of river
also throws light on this bacteriophage’s anti-microbial properties being unrespon-
sive to a number of analytic agents [4]. These not only nullify the bacteria but also
many other pathogens causing disorder in the human body functioning. This is the
reason that owing to these healing properties of Ganga water it is often considered
‘Spiritual Elixir’, meaning giving life forever. Referring to this property of bacterio-
phage to remove even toxic bacteria like Escherichia coli, therefore, it can be even
concluded that it has found applications not only for medical purposes but also in
aquaculture, agricultural field and in food industries.Microbes contaminating potable
water result in causing a large number of water-borne diseases, which require proper
control as an initiative to enhance public health. In this work, the use of Ganga water
sample containing these bacteriophages finds application in the treatment of water
for improving its drinking standards due to the capability of Ganga waters to enhance
the wastewater treatment in a positive way, thereby reducing the disease-causing as
well as undesirable microbes present in water [3]. The Ganges water comprises the
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largest river water body structure covering over more than five state boundaries in
India, backing a population of more than 500million and also sufficing various needs
of people like industrial requirements, domestic needs, irrigation water for crops etc.
But despite being a life-providing asset, certain breaking of laws led to disposal
and discharge of contaminated as well as untreated industrial and municipal effluent
discharges resulting not only in polluting river water system but deteriorating the
quality of water. Unfortunately, these surface sources including rivers and streams
are only treated as the most easily available and accessible disposal sites to dump all
kinds of effluent discharges without even measuring proper disposal standards of the
effluent and depreciating overall health and quality of these surface sources and as
an outcome risking the sustainability of entire ecosystem [5]. Therefore today, this
Holy Ganga has sadly become a highly polluted water body having not only human
waste but also contaminants from effluents of wastewater treatment plants pushing
the existing government authorities to initiate extensively high-budgeted projects for
cleaning this Holy Ganges water, including Ganga Mahasabha and Ganga Action
Plan (GAP), National River Ganga Basin Authority (NRGBA), Ganga Manthan,
Ganga Programme etc. So with experimentation, we are looking into the perspective
of this pathogen-resistant property of Ganga water and if it can be used as a treatment
methodology further.

2 Research Done in This Field

The word ‘Bacteriophage’ comes from the word ‘bacteria’ and the Greek word
‘phage’ which means to feed on. Biologically bacteriophage is a kind of virus that
feeds on bacteria and even has the ability to reproduce itself with time. This plays
an important role and this is the main attribute of these viruses to be used for the
wastewater treatment process. This treatment actually works on the dreadful actions
caused by these bacteria and this has been worked upon experimentally long back in
1896 by a British bacteriologist [2]. He actually studied the microbiological proper-
ties of Ganga waters and reached the conclusion that the bacteria which are usually
present in tap water causes most of the common water-borne diseases like cholera
that usually die out in Ganga water. He further went on with his research and even
studied the antibacterial effects of Ganga waters and even concluded that these bacte-
riophages cannot survive the hot temperatures as he conducted similar experiments
with boiled Ganga water as well but ended into negative results. Today, this particular
property of bacteriophage has taken up much popularity, and researchers across the
globe are working upon it and it can be expected to provide a promising future for
wastewater treatment, for sure. Also during the entire mechanism of these viruses on
bacteria present in wastewater, there is absolutely zero harm to the ecosystem around
[7].

During current times these bacteriophages have been put into use for uprooting
these harmful contaminants and the results are highly appreciable and positive.
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Removal of pests in the agricultural sector, food sectors, biotechnology, pharma-
ceuticals industries is all using this treatment efficiently including even treatment of
infections happening due to lung diseases or any surgical wound. It has already been
successfully used for treating patients suffering from dysentery as well as staphylo-
coccal septicemia due to the anti-staphylococcal nature of these bacteriophages and
therefore injecting administration is used for this treatment very effectively, thereby
reducing its severity as well as in the elimination of the species of these Staphylo-
coccal aureus ones from cerebrospinal fluid. Other uses include DNA transportation
as well as for delivering vaccines [6].

3 Methodology Used

There has been vast and draining research done on this subject so far but what our
work aimed was on looking over the use of this Ganga water as a liquid to be injected
in a sample to be tested for treatment having certain colonies of bacteria for the same.
For this streaking technique is used, wherein a sample of microorganism species is
taken from a pure sample plate and microbiological culture is grown on a new plate
alongwith the traces of Gangawater and study the resultant effect on colonies formed
for further studies. For carrying out the experiment various samples were collected
categorized as dairy wastewater from the dairy farm of Graphic Era Deemed to
be University, Dehradun campus, domestic wastewater from kitchen outlets, Ganga
water sample aswell asmunicipal wastewater sample fromRispanaRiver, Dehradun.
Out of all these samples of wastewater microbiological culture was made to grow
on different new plates to study the growth pattern and changes in the colonies
of bacteria if any. We have used the serial dilution method which usually involves
diluting a sample with a solution of different dilution factors usually in a logarithmic
progression to have a good range of results. It involves developing colonies by using
agar media which acts as food for bacteria on a petri plate and after colonies are
grown, then a certain portion is used by using the serial dilution method to observe
the nature and density of the colonies formed.

3.1 Instruments, Apparatus and Salts Used

(a) Nutrient agar media (NAM)
(b) EMU agar media
(c) Autoclave
(d) Laminar airflow
(e) BOD incubator
(f) Petri plates and test tubes
(g) Micrometer and tips
(h) Bunsen burner
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(i) Samples (domestic wastewater), (dairy wastewater), (municipal wastewater)
(j) Ethanol

3.2 Procedure

3.2.1 Labeling of a Petri Plate for Testing

(a) Petri plates are usually labeled on the underside.
(b) Labeling needs to be done very carefully along the margins only so as to give

enough space to observe the dish after the incubation period.
(c) Labeling includes the date of sampling and the name of the organism.
(d) It is very important to eradicate any water drops present in or around the petri

dish by using ethanol through sterile swabs of cotton.

3.2.2 Preparation of Nutrient Agar and EMB Agar

(a) Suspend 2.8 g of nutrient agar powder and 3.596 g of EMB agar in 100 ml of
distilled water each, respectively.

(b) This mixture is to be heated properly with proper mixing so that all the
components get dissolved properly.

(c) It is also important to preheat the autoclave before using it.
(d) The mixture of this nutrient agar is kept in the autoclave for about 15 min at

121 °C.
(e) After 15 min it is allowed to cool but it should be noted that it does not get

solidify.
(f) The nutrient agar is put into each dish and then these dishes are left till agar gets

solidified on the same sterile surface.
(g) The laminar airflow is switched on for about 15 min before streaking is carried

out.
(h) Before the immediate start of streaking switch off UV light.

3.2.3 Streak

(a) Make sure your hands should be cleaned with ethanol once they enter the
laminar airflow chamber.

(b) Also note, open all autoclaved plates inside the airflow chamber only.
(c) The wire loop is to be sterilized.
(d) It is equally important to cool it by brushing on the corners of the sterile (agar)

dish.
(e) After that, the loop is touched one by one to the culture formed having the

entire bacteria mixture.
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(f) The next process includes moving the loop on the upper one-third portion of
the petri dish back and forth in a zig-zag format but the lid of the dish should
be opened only sufficient for inserting of the loop.

(g) By doing so, the loop will be having a large number of bacteria obtained from
the agar’s surface.

(h) The loop has to be sterilized in the flame.
(i) Now the petri dish having the agar is to be turned at 90° and the loop is to be

dragged in a zig-zag way in the reaming half of the petri dish so that the area
is the same where we have streaked earlier top one-third but without touching
the earlier streaks.

(j) Again the loop is to be sterilized in the flame.
(k) Petri plate is again turned at 90° and the same procedure is repeated for the

remaining portion of the petri dish (in a zig-zag pattern) but none of the areas
which has to be streaked earlier has to be touched.

(l) Finally, the plate is incubated for around 24 h, and after that, the isolated
colonies formed can be seen on the petri dish if streaking is done properly.

(m) Count the number of colonies over the digital colony counter.

4 Results

Table 1 showcases the bacterial colony count of samples consisting of equal volumes
(5 ml each) of the original raw wastewater sample and old Ganga water sample. The
mix samples were diluted for better and countable results, dilutions being performed
up to 10–6 and thereafter incubation for 24 h was provided with these results (Fig. 1).

Here, we followed the quadrant method to count the colonies manually, by
counting one quadrant colony and then multiplying it by 4. Also, it may be noted
that a big colony comprises more number of bacteria than smaller ones, hence the
count can be only counter-checked with a pictorial representation of experimental
results obtained. Figures 2, 3, 4, 5 and 6 show the same scenario. There are two dish
plates in every figure onewith a raw sample ofmunicipal discharge, dairy wastewater
and domestic wastewater on the left side of the figures, respectively, and the other
dish plates having raw samples and old Ganga water samples on the right side of
the figures. It can be clearly observed that the dishes having old Ganga water show
less number of colonies formed after the experimentation and hence a low count of
bacteria. Hence it justifies the fact very well that the bacteriophage present in Ganga
water has the ability to treat the bacteria present in contaminated water. It may also be
noted that the results that didn’t follow may be wrong due to human error pertaining
to contamination in spreading of the sample over media or may be due to the inability
of bacteria to thrive properly within 24 h pertaining to cold wintertime during the
time of experimentation (Fig. 1). As we followed a practical approach, we assume
that 83.3% turnout proves to be favoring our theoretical claim. Though the optimum
results were obtained at a dilution of 10–5, therefore, the figures that follow symbolize
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Table 1 Bacterial count of different samples on agar and NAM (nutrient agar media) media

Agar Media Nutrient Agar Media

S.
no

Original
sample
(10 ml)

Old
Ganga
sample
(5 ml) +
Original
sample
(5 ml)

Remarks
(follows
theoretical
approach)

Common for both
media

Original
sample
(10 ml)

Old
Ganga
sample
(5 ml) +
Original
sample
(5 ml)

Remarks
(follows
theoretical
approach)

Dilutions Sample
type

1 (63*4) +
1 Big
colony

(79*4) Follows 10–4 Domestic
sample

(62*4) (101*4) Doesn’t
follow

2 (35*4) +
Big
colonies

(82*4) Follows 10–5 (61*4) (52*4) Follows

3 (107*4) 14 +
1Big
Colony

Follows 10–6 (52*4) (25*4) Follows

4 35 + Big
Colonies

(76*4) Follows 10–4 Dairy
sample

35 (100*4) Doesn’t
follow

5 (25*4) +
Big
colonies

(83*4) Follows 10–5 (25*4) (17*4) Follows

6 (30*4) +
Big
colonies

(70*4) Follows 10–6 (30*4) (54*4) Follows;
as smaller
colonies
were seen
in place of
original
larger ones

7 99 + Big
colony

(56*4) Follows 10–4 Municipal
sample

45 +
Big
colony

(62*4) Follows

8 (107*4) (82*4) Follows 10–5 107 +
Big
colony

(78*4) Follows

9 (98*4) (81*4) Follows 10–6 (17 (100*4) Doesn’t
follow

robust differentiation between archaic samples and the amalgamated ones (after the
addition of old Ganga water).
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Fig. 1 Old Ganga +
Municipal (NAM)

Fig. 2 Old Ganga +
Municipal (Agar media)

5 Conclusion

The Ganges and many such freshwater streams which exhibit self-healing prop-
erties open up the scope for liquid filtration rather than opting for separation of
bacteriophage first and then putting it to use infiltration mechanism.

With our experiments we were able to gather that out of 18 samples (nine for
agar media and nine for nutrient agar media), 15 outcomes, i.e., 83.3% favored our
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Fig. 3 Old Ganga + Dairy
(NAM)

Fig. 4 Old Ganga + Dairy
(Agar media)

theoretical concept which was mixing of bacteriophage-supporting Ganges waters
with the selected wastewaters (from domestic, municipal and dairy sources) to get
rid of hazardous E. coli and alike bacteria, thus enabling cogent filtration technique.

6 Suggestions for Further Scope

A varied range of opportunities could be witnessed in this field as in our research,
we worked upon stale Ganga water samples which were approximately 2 years old
for all tests. Therefore, tests with fresh Ganga water sample is left for exploring.



Spiritual Elixir: Application of Ganga Water in Treatment of Wastewater 41

Fig. 5 Old Ganga +
Domestic (NAM)

Fig. 6 Old Ganga +
Domestic(Agar media)

Also, further studies could be carried out on the specifics of types of bacteria so that
a higher level of filtration could be attained.
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Seismic Response of Base Isolated
Elevated Circular Water Tank

Tanuja Khati, Smita Kaloni, Shashi Narayan, and Chetana

1 Introduction

Water tanks are very common in India for supplying water as the water demand is not
constant throughout the day. In elevated circular water tank, as the water is at certain
height, the chances of failure of tank become more. The main causes of failure of
water tank are shear failure in beams, column fails axially, sloshing. Sloshing is the
free water movement inside the tank (Fig. 1).

In earthquake prone areas, structure can be resisted from earthquake either by
increasing themass of the structure or by decreasing the forces to be transmitted in the
structure. Increasing the mass of the structure also makes the structure uneconomic.
Rather than increasing the mass of the structure, base isolation takes a different
approach. The purpose of base isolation technique is to decouple the structure from
the ground and mitigate the acceleration transmitted to the ground. Base isolation
technique makes the structure more flexible, which results in more time period than
the rigid one.

Housner [5] inspected a partially filled tank as 2DOF’s and empty or full tank
as SDOFS. Furthermore, the water mass in the tank was divided into two parts as
convective and impulsive mass.

Jadhav and Jangid [8] investigated the seismic response of water tank with and
without base isolators by selecting real earthquakes. Newmark’s step-by-stepmethod
was used to solve coupled differential equation. A convenient model was introduced
to study the effect of base isolation technique. From the results, it was concluded that
lead rubber elastomeric bearing is more effective than sliding systems in reducing
the seismic responses.

Omidinasab and Shakib [10] modeled an elevated intze water tank and presented
the study of dynamic behavior of tank and the effect of staging height on the analysis.
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Fig. 1 Failure of water tank

The author adopted the seven real ground motion for the linear and nonlinear time
history analysis of tank. The author concluded that for nonlinear analysis as the
height of staging increases, structure becomes more vulnerable to earthquake. For
linear analysis, lower height is more susceptible to earthquake.

Kakkerla et al. (2016) studied the various spring-mass parameters for a circular
water tank elevated by different staging heights. Hydrodynamic parameters were
calculated using guidelines given by IIK-GSDMA. The nonlinear static analysis was
executed so study the ductility characteristics for different staging heights.

Jivani (2017) made an attempt to understand the dynamics of the elevated water
tank with the variation of the height of staging for a number of different ground
motions. Fluid–structure interaction has been considered. The analysis is done using
SAP2000.

Nayak and Thakare [9] studied the performance of staging of the elevated water
tank.The effect of bracingwas considered in the study for the full and empty condition
of the water tank. A nonlinear time history analysis was carried out using SAP 2000
under Uttarkashi earthquake. Results show that retrofitting technique was found to
be effective in reducing the seismic response.

Hashemi and Aghashiri [4] presented the study of rectangular tank and compared
the effect of two lead rubber bearings and friction pendulum bearing to isolate the
tank. The author concluded that with increasing the flexibility of base isolation, base
isolators perform better in reducing the seismic response.

The presented work consists of the study of dynamic analysis of elevated circular
water tank, isolated by elastomeric bearing and friction pendulum bearing. The base
isolators are placed at the top of staging and at the bottom of the staging. The main
objectives of the study are to (a) compare the seismic response of fixed end support
condition with base isolators and (b) reduce seismic response transmitted to both
water tanks (Fig. 2).
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Fig. 2 Elevated water tank
using finite element software

2 Materials and Methods

A time history (nonlinear) analysis is performed on the elevated circularwater tank.A
real ground motion, Northridge earthquake 1994, is used for the dynamic analysis of
water tank recorded at Simmi Valley Station of PGA (g) 0.41, of magnitude (Richter
scale) 6.70. The first 24.99 s is used in the analysis. The analysis is done for empty
and full tank conditions. Time period and frequency are analyzed for the water tank
using modal analysis for different modes. The analysis of the water tank is done
using finite element software.

3 Results and Discussions

See Table 1.
Tables 2 and 3 show the time period of fixed support conditions and base isolators

at different placing of staging. Table 2 shows the decrease of time period as the
mode number increases. Table 3 shows the results that time period of the water tank
increases after the implementation of base isolators. Rubber isolator is found to be
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Table 1 Specification of water tank

S. no. Components Size (mm)

1 Roof slab 120

2 Wall 250

3 Floor slab 150

4 Floor beams 400 * 600

5 Internal diameter 6000

6 Circular column (8) 450

7 Shaft 250

8 Bottom cone 300

Table 2 Elevated circular
water tank with fixed support
condition

Support
condition

Mode1 Mode2 Mode3

Fixed Time period
(s)

Time period
(s)

Time period
(s)

1.8612 1.8521 1.7512

Table 3 Elevated circular
water tank with base isolators
at different placing of staging

Mode no. Base isolator At bottom of
staging

At top of
staging

Mode 1 Rubber
isolator

Time period (s) Time period
(s)

2.7944 1.6302

Friction
pendulum
bearing

2.0251 1.2026

Mode 2 Rubber
isolator

2.7864 1.6163

Friction
pendulum
bearing

2.2041 1.1274

Mode 3 Rubber
isolator

2.269 1.6163

Friction
pendulum
bearing

1.8412 1.0930

more effective at increasing the time period at the bottom of the staging rather than at
the top of the staging. Analysis shows the residual displacement of 0.0046. Figures 3
and 4 show the comparison of base shear of elevated circular water tankwith different
base isolators placed at the top andbottomof stagingwithfixed support end condition.
Results show that base isolator performs better at reducing the base shearwhen placed
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Fig. 3 Base isolators placed at top of staging
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Fig. 4 Base isolators placed at bottom of staging

at the bottom of the staging rather than at top of the staging. Figures 5 and 6 show
the comparison of roof displacement of different base isolators at elevated circular
water tank at the top and bottom of staging with fixed support end condition. Both
base isolation systems perform better at reducing the roof displacement at the top of
the staging rather than at bottom of the staging. Out of the two base isolation system,
friction pendulum bearing gives a better result than rubber isolator at reducing the
roof displacement (Table 4).
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Fig. 5 Base isolators placed at top of staging
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4 Conclusion

The following conclusion can be drawn from the results:

1. The seismic response of elevated circular water tank seems to be reduced after
the implementation of base isolators. However, the effect of base isolators at
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Table 4 Comparison of seismic response of different base isolators

Seismic response At top of staging At bottom of staging

Rubber
isolator

Friction
pendulum
bearing

Rubber
isolator

Friction
pendulum
bearing

Fixed end
support

Maximum base
shear (kN)

315.4521 228.6367 103.4998 179.2956 454.0278

Maximum roof
displacement (m)

0.0095 0.0067 0.0181 0.0211 0.0312

Residual
displacement (m)

0 0 0 0 0.0046

reduction of seismic response depends on the placing of base isolators at the
water tank.

2. At the bottom of staging, rubber isolator reduces the base shear 77.2%, friction
pendulum bearing reduces 60.5% and at the top of the staging base isolator
reduces the base shear 30.52%, friction pendulum bearing reduces 49.64%.

3. At the bottom of staging, rubber isolator reduces the roof displacement 70.2%,
friction pendulum bearing reduces 79.4.5% and at the top of the staging base
isolator reduces the roof displacement 40.5%, friction pendulumbearing reduces
30.2%.

4. Time period decreases as the mode number increases and frequency increases
as the mode number increases.

5. The analysis shows the residual displacement of tank for fixed support
conditions.
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Analysis of Pauri Garhwal Forest Fire
Burned Area for the Years
2015–2019—A Case Study

Pooja Dobhal, Rishi Prakash, Nitin Mishra, and B. V. Khode

1 Introduction

Forest fire is a disaster causing a threat to biodiversity. Though it’s a vital mediator
in many ecosystems by promoting diversity and natural regeneration, but also cause
serious natural disturbance to ecosystem [1, 2]. In Uttarakhand, forest fire occurs
very frequently due to the existence of highly inflammable Pine-Trees [3]. Though
the fire in study region is mainly due to anthropogenic reasons [4], but due to high
temperature and less moisture content in the atmosphere during the summer season
from April to May, the forest fire becomes predominant in the Uttarakhand region.
Due to frequent occurrence of fire, the extinction of various plants, animals, and the
reduction of forest regions has been taking place. Moreover, at regional and local
levels, fire plays a vital role in socio-economic consequences as well,both affect the
lives and property [5].

Therefore, there is an urgent need for fire management system here. For dealing
such situations, remote sensing is the solitary method that allows capturing the form
of data that humans cannot intellect such as near infrared and thermal electromag-
netic spectrum [6]. Recent statistics grounded on Earth observation (EO) satellites
estimates that approximately 4 million km2 are burned annually all across the globe
[7, 8]. Though currently MODIS and SNPP/VIIRS have been used for monitoring
the active of forest fire in Uttarakhand and analyzing the burnt area, but due to its
coarser resolution, the accuracy is low.
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Therefore, we have used Landsat-8 data, which has much finer resolution than
MODIS and other existing detection systems, but due to its coarser temporal resolu-
tion, it cannot be used for monitoring purpose, but can give more accurate statistics
of burned area analysis and detect change over time due to the forest fire. Here, we
have used Landsat-8 imageries to detect and analyze burned area of Pauri Garhwal
Region by using Normalized Burn ratio and classify the area as per severity range
proposed by USGS.

2 Study Area

PauriGarhwal is one of the districts inUttarakhand. It is one of the regions in the state,
which is highly prone to forest fire due to the existence of pine and other extremely
inflammable trees. It is situated between the latitude of 29°45′N to 30°15′N and
longitude 78°24′E to 79°23′E encompassing an area of 5329 km2 with an elevation
of 1650 m. Pauri region generally has pleasing in summer and cold in winter with a
maximum temperature of 45 °C in June at Kotdwar and drop to a min of 1.3 °C in
January at Duthatoli, giving an average temperature from 25 to 30 °C [9].

There are huge variations on the forest type in Pauri Garhwal such as Khair/Sisso
and Chir Pine, which grow between 900 and 1500 m elevations while Oak forest
grows at ranging from 800 m to the highest elevations in the region. Deodar forests
are restricted to higher elevations only and the most alluring types of trees occur in
the Himalayan region.

Pauri Garhwal region has hilly terrains with thickly afforested slopes that receives
ample amount of rainfall usually begun frommid-June to mid-September. Study area
has an average rainfall of 218 cm out of which 90% is generally confined in the
monsoon period (Fig. 1).

3 Data Used

In this paper, Landsat-8 satellite imageries of pre- and post-fire season and shape
file to clip study area has been used. Landsat-8 Level 1 imageries have been down-
loaded from USGS-Earth Explorer website. It was developed by National Aeronau-
tics and Space Administration (NASA) carrying two sensors, i.e. the Operational
Land Imager (OLI) and Thermal Infrared Sensor (TIRS). Landsat-8 is positioned on
a sun-synchronous orbit at the altitude of 705 km with 10:00 am equatorial passing
time. Landsat-8 typical terrain corrected Level 1 T from OLI data has been used in
this study. It consists of 9 spectral channels and a spatial resolution of 30 m for bands
1–7 and 9 (15 m for Panchromatic Channel 8 and 100 m for TIRS bands) and a scene
size of 185 km × 180 km [10]. Temporal resolution of Landsat-8 satellite data is
16 days. The shape file for Uttarakhand state and India has been taken from arcgis.
com.

http://arcgis.com
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Fig. 1 Location of study area

4 Methodology

The aim of this paper is to calculate the burnt area of a region by using the method of
normalized burnt ratio (NBR) and to classify the study area as per its severity range
proposed by USGS. This study shows that Landsat-8 can provide more accurate
statistics of burnt area using better spatial resolution than the present analyzing
sensors. Subsequent steps describe the methodology of extracting and classifying the
burnt area pixels in Landsat-8 Level 1 image. Figure 2 demonstrates the flowchart
of the methodology adopted to analyze burned area [11].

Step 1: Using shape file of the observed area, the Landsat-8 Level 1 image of pre-fire
and post-fire has been extracted.

Step 2: Cloud masking algorithm has been applied to remove the clouds from image
for better calculation of burned area.

Step 3: Now calculate the Normalized Burnt Ratio of pre-fire and post-fire scenes.

Step 4: Calculate the difference of pre-fire and post-fire normalized burnt ratio
(dNBR).

Step 5: Classify the dNBR on different burn severity class and thresholds as ranges
proposed by USGS.

Step 6: Calculate the statistics per class.
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Fig. 2 Flowchart showing methodology adopted for analyzing burned area

5 Results and Discussions

Landsat-8Level 1 data are in the digital form so it does not showanydirect association
with physical properties of landcover. To obtain the value of physical properties such
as atmospheric temperature, surface temperature and surface moisture, we need to
convert these DN into surface reflectance values. Equation (1) has been used to
convert DN into surface reflectance (Fig. 3).

R = M × DN + A (1)

where

R = Top of atmospheric planetary spectral reflectance,
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Fig. 3 Conversion from digital number to reflectance. a Data in DN. b Data in reflectance value

M = Reflectance multiplicative scaling factor for respective band,
DN = Level 1 pixel value in DN.

Cloud masking has been done to remove clouds, snow and shadows from satellite
images so that it cannot disturb the further processing of images. By mosaicking,
the composite images with the smallest possible clouds and snow extent are created
(Fig. 4).

Normalized Burn Ratio (NBR) uses the near-infrared and shortwave infrared
wavelengths, which highlights the burned areas and estimates burn severity (www.
Un-spider.org). Healthy vegetation has a very high value of NIR and a low value in
SWIR before fire, but after fire vegetation shows low reflectance values in the NIR
and high reflectance values in the SWIR. NBR is calculated for pre- and post-fire by
using Eq. (2) (Fig. 5).

NBR = ρNIR − ρSWIR

ρNIR + ρSWIR
(2)

where

NBR = normalized burn ratio
ρNIR = reflectance of near infrared band, i.e. Band 5
ρSWIR = reflectance of short-wave infrared band, i.e. Band 7.

http://www.Un-spider.org
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Fig. 4 Cloud masking on reflectance data. a Pre-fire data. b Post-fire data

Fig. 5 Normalized burn ratio. a Pre-fire data. b Post-fire data

Now to detect the burned area, post-fireNBR is subtracted from pre-fire to obtain a
difference normalized ratio (dNBR), which can be used for burn severity assessment
(Fig. 6).

dNBR = NBRpre − NBRpost (3)

where

dNBR = difference in normalized burnt ratio
NBRpre = normalized burnt ratio of pre-fire image
NBRpre = normalized burnt ratio of post-fire image.
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Fig. 6 Difference in Normalized Burn Ratio (dNBR)

The impact of fire on vegetation is not binary like burned and unburned; it is rather
having a variety of conditions, dependent on the type of fire and its behavior. It is also
affected by the time between the extinction fire and time of image acquisition [12].
On the basis of dNBR calculation, we can state that an area with high dNBR shows
more intense damage whereas areas with the values of negative dNBR might show
increased vegetation productivity [13]. Classification of dNBR has been done as per
burn severity ranges suggested by the United States Geological Survey (Fig. 7).

6 Five-Year Analysis

This study has been carried out from the year 2015–2019 for a detailed study of the
burned area of the region. Figures 8, 9, 10, 11, 12, 13, 14, 15, 16 and 17 show the
classified dNBR and graph of related values for the years 2015–2019, respectively.
Tables 1, 2, 3, 4 and 5 show the statistics of the data.
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Fig. 7 Difference in normalized burn ratio (dNBR)

7 Conclusion

Landsat-8 has much finer spatial resolution (Band 1–7—30 m, Pan bands—15 m)
thanMODIS (>= 1 km) and VIIRS (375 m) due to which it provides accurate details
of the burned area and can be highly helpful in applying various techniques to reduce
the impact of fire. Burned area analysis provides several details such as change in
forest area with time, area more vulnerable for fire area and how fire is impacting
our environment (Table 6).

From statistics, it can easily be observed that burned area in the region mostly
lies between moderate and low severity. Though high enhanced regrowth has been
observed mostly in 2016 and 2018, almost same pattern of burning and regrowth is
observed every year (Figs. 18 and 19).
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Fig. 8 Statistics of classified dNBR for the year 2015

0

50000

100000

150000

200000

250000

300000

350000
Burned Severity Analysis

Area in Hectares

Fig. 9 Graph to represent statistics of classified dNBR 2015



60 P. Dobhal et al.

Fig. 10 Classified difference in normalized burn ratio for the year 2016
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Fig. 12 Classified difference in normalized burn ratio for the year 2017
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Fig. 14 Classified difference in normalized burn ratio for the year 2018
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Fig. 16 Classified difference in normalized burn ratio for the year 2019
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Table 1 Statistics of classified dNBR for the year 2015

Class Hectares Percentage Pixels

NA 0.09 0 1

High severity 658.08 0.1 7312

Moderate–high severity 3577.68 0.57 39,752

Moderate–low severity 37,527.66 5.94 416,974

Low severity 194,068.62 30.72 2,156,318

Unburned 296,065.62 46.87 3,289,618

Enhanced regrowth, low 88,490.88 14.01 983,232

Enhanced regrowth, high 6029.91 0.95 66,999

Table 2 Statistics of classified dNBR for the year 2016

Class Hectares Percentage Pixels

NA 0 0 0

High severity 367.38 0.07 4082

Moderate–high severity 17,919.45 3.29 199,105

Moderate–low severity 90,821.88 16.67 1,009,132

Low severity 143,419.95 26.32 1,593,555

Unburned 197,595.45 36.26 2,195,505

Enhanced regrowth, low 63,105.21 11.58 701,169

Enhanced regrowth, high 28,312.38 5.2 314,582

Table 3 Statistics of classified dNBR for the year 2017

Class Hectares Percentage Pixels

NA 0.9 0 1

High severity 1014.21 0.16 11,269

Moderate–high severity 18,467.19 2.93 205,191

Moderate–low severity 117,098.28 18.56 1,301,092

Low severity 200,657.7 31.8 2,229,530

Unburned 243,474.48 38.59 2,705,272

Enhanced regrowth, low 43,477.11 6.89 483,079

Enhanced regrowth, high 4628.97 0.73 51,433
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Table 4 Statistics of classified dNBR for the year 2018

Class Hectares Percentage Pixels

NA 0.09 0 1

High severity 1230.39 0.19 13,671

Moderate–high severity 26,169.12 4.14 290,768

Moderate–low severity 100,346.58 15.88 1,114,962

Low severity 213,556.68 33.79 2,372,852

Unburned 233,645.31 36.97 2,596,059

Enhanced regrowth, low 8357.04 1.32 92,856

Enhanced regrowth, high 48,624.93 7.69 540,277

Table 5 Statistics of classified dNBR for the year 2019

Class Hectares Percentage Pixels

NA 0.9 0 1

High severity 1342.89 0.21 14,921

Moderate–high severity 14,786.01 2.35 164,289

Moderate–low severity 91,650.33 14.54 1,018,337

Low severity 221,776.11 35.18 2,464,179

Unburned 252,615.6 40.07 2,806,840

Enhanced regrowth, low 43,998.3 6.98 488,870

Enhanced regrowth, high 4264.29 0.68 47,381

Table 6 Statistics representing area (in ha) per class for the years 2015–2019

Class Area (in ha)

2019 2018 2017 2016 2015

NA 0.9 0.09 0.9 0 0.09

High severity 1342.89 1230.39 1014.21 367.38 658.08

Moderate–high severity 14,786.01 26,169.12 18,467.19 17,919.45 3577.68

Moderate–low severity 91,650.33 100,346.58 117,098.28 90,821.88 37,527.66

Low severity 221,776.11 213,556.68 200,657.7 143,419.95 194,068.62

Unburned 252,615.6 233,645.31 243,474.48 197,595.45 296,065.62

Enhanced regrowth, low 43,998.3 8357.04 43,477.11 63,105.21 88,490.88

Enhanced regrowth, high 4264.29 48,624.93 4628.97 28,312.38 6029.91
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Fig. 18 Graph representing area (in ha) per class for the years 2015–2019

Fig. 19 Map representing the difference in classified dNBR of the year 2016 for the month. a
January to June and, b January to July
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Fig. 19 (continued)
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Enhancement of Seismic Properties
of Reinforced Concrete Beam–Column
joints—A Review

P. Nikita and V. M. Preethi

1 Introduction

There has been a substantial increase in structure failure caused due to earthquakes in
the past few decades all over theworld. The need for improving the seismic resistance
of buildings arises in this situation. Numerous research studies have been conducted
in this domain in the past few decades. Strengthening of seismic characteristics of
structures includes solutions ranging fromwrapping FRP sheets externally to the use
of different types of concrete.

The beam–column joint is one of the most important zones of an RC structure.
These joints are considered as crucial zones for the effective load transfer from the
beam to the column. It is prone to heavy forces in times of earthquake excitation.
Therefore, its behavior affects the performance of the entire structure. Inadequate
splicing of reinforcement, poor compaction, absence of transverse reinforcement
are some of the reasons that cause failure. Closely placed steel reinforcement at
beam–column joints and insufficient development length further validate the need
for analyzing and strengthening the beam–column joints. The seismic behavior
of the structure can be analyzed by considering the parameters like failure mode,
crack pattern, energy dissipation capacity, ductility, stiffness degradation, load-
displacement characteristics, shear strength, and more. The specimens are subjected
to reversal cyclic load and pseudo-static load as it gives a similar effect to the earth-
quake. In practice, structures are not cast monolithically, whereas, in lab, specimens
are cast monolithically. Therefore, casting and testing of such specimens are taken
into account.

The basic modes failure mode of beam-column joints is beam yielding, joint shear
failure after beam yielding, joint shear failure, compressive flexural failure at beam
end. Beam yielding occurs when shear strength is greater than joint shear stress. If
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shear stress is greater than the shear strength joint shear failurewill occur. The last one
occurs due to the crushing of concrete. Structures in the seismic zones should be built
by adopting Seismic design. The defected beam–column joints can be rehabilitated
by wrapping FRP sheets. The seismic property of the structure can be enhanced
by wrapping FRP sheets in the beam–column joints [1–8], using fiber reinforced
concrete [9–12], and by using other types of concrete [13–16]. The debonding of
FRP sheets is identified as a major issue during the usage of FRP sheets [1, 3, 4, 8],
which has been addressed.

Adetailed studyof the beam–column joints becomes a requisite in the construction
field [17]. This literature study consists of the seismic strengthening techniques of
beam–column joints used by various researchers, focusing on the external wrapping
of polymer sheets and the usage of different types of concrete.

2 Enhancement of Beam–Column Joint by Wrapping
Polymer Sheets

The seismic performance of RCC buildings can be enhanced by providing a proper
beam–column joint as it is the most vulnerable part of the building when subjected
to dynamic loads. One of the commonly used methods to enhance the beam–column
joint is the wrapping of polymer sheets. Some of the parameters considered here
are failure mode, energy dissipation capacity, stiffness, ductility, shear strength, and
hysteresis behavior.

2.1 CFRP Sheets

Kien-Le-Trung and team [1] andMahmoud et al. [2] studied the strengthening of the
beam–column joint bywrappingCFRP (CarbonfiberReinforced Polymer).Different
orientations like T shape, X shape, L shape, U shape were followed also with combi-
nation of strips and sheets. When T and L shape sheets were used, the failure was
due to the debonding of sheets from the specimen. It was observed that X-shaped
sheets produced flexural cracks and an insignificant number of shear cracks. The
combination of two layers of T, L sheet along with the beam–column interface along
with strips reduced the shear failure. Wrapping CFRP sheets is considered as an
important method to improve the load-carrying capacity of beam–column joints.
The sheets when aligned in a similar direction to the principal axis of the struc-
ture, higher values were obtained [1]. CFRP material added in the form of strips
can increase load crying capacities. However, adding U-shaped strips on columns is
found to be more beneficial. The shape of the sheets used can affect the performance
to a great extent. X-shaped configuration was found to be appropriate. The load-
carrying capacity was maximum when the layer of sheets was increased [1]. The



Enhancement of Seismic Properties of Reinforced Concrete Beam–Column … 71

use of L-shaped CFRP sheets was inferior to X-shaped sheets in the improvement of
ductility [2]. Reference-defected specimen and strengthened specimen showed lower
ductility when compared with the control specimen. The orientation of the CFRP
plays a major role in altering seismic performance. Diagonally overlying sheets were
seen to strengthen the specimen with the absence of joint stirrups. The performance
of inadequate spliced columns was improved by near-surface mounted CFRP sheets.
The vertical deflection was seen to be lower for NSM CFRP sheets. The strength-
ened specimens had higher stiffness when compared with the control specimen and
defected specimen [2]. Debonding was seen at greater drift ratios for specimens with
CFRP sheets. Increasing the number of CFRP sheets can improve energy dissipation.
In T joints when two layers of CFRP sheets were used, a 30% increase in value was
observed concerning the control specimen. The usage for FRP fans can significantly
increase energy dissipation and prevent debonding [3].

2.2 EBROG Technique

Ilia and team [4] andMostofinejad andHajrasoulihab [5] studied the retrofitting of the
RC Strong Beam—Weak Column joint by EBROG (Externally Bonded Reinforce-
ment on Groove) and EBR [Externally Bonded Reinforcement]. The beam–column
was wrapped by CFRP sheets in X orientation along with CFRP fans. Brittle shear
failure was observed when columns and joints were retrofitted with CFRP sheets.
Whereas, when the beam along with the column and joint retrofitted, plastic defor-
mation moved away from the column face. Due to the application of the EBROG
technique, CFRP sheets were not de-bonded. The specimen that was retrofitted by
the EBR technique was failed by debonding of CFRP sheets [4]. The specimens
whose beam, column, and joints retrofitted with CFRP sheets and CFRP fans by
EBROG had improved ductile behavior when compared with other specimens, i.e.,
81, 139, 111% with control specimen. When the EBR technique was applied the
ductility improved but it was lower than the EBROG technique. Strengthening of
beam–column joints with FRP fans is an effective method to improve performance.
The peak load of 84.6 kN was recorded at a drift ratio of 5.2%, which shows that
the grooving method along with FRP fans used has led to a significant enhancement
[5]. The specimen with three layers of carbon sheets on top and bottom with four
CFRP fans showed the maximum energy dissipation of 60% at a drift ratio of 4.5%.
It was also found that the specimens strengthened using the EBROG technique can
contribute to the survival of structure under high lateral displacements in the perfor-
mance. The usage of EBROG also helps to ensure effective bonding. The stiffness
value of the specimens retrofitted with CFRP sheets and CFRP fans by EBROG was
91 and 109% (at 4.5% drift) higher than the control specimen [4]. The specimen with
seismic design had 59% higher stiffness (at 4.5% drift) than the control specimen.
The retrofitted specimen in the beam–column joint had 109% (at 4.5% drift), higher
stiffness than the control specimen [5].
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2.3 Epoxy Resin Injection

Karayannis [6] studied the rehabilitation of RC beam–column joints. The tested
control specimens were repaired with epoxy resins and CFRP sheets and compared
with specimens, which were strengthened with CFRP sheets. The specimens with
CFRP sheets had damages away from the beam–column joint. CFRP sheets effec-
tively increased the load-carrying capacity of specimens. Epoxy resin injection helps
to repair the structure. Specimens with no shear reinforcement and CFRP wrapping
displayed an increase of 186% of the maximum observed load in comparison with
the control specimen. Specimens repaired with externally bonded U-shaped CFRP
sheets showed higher energy absorption than the ones with only epoxy resin injec-
tion. The combination of resin injection and CFRP sheets on beam–column joints
showed the maximum increase in energy absorption.

2.4 Other Techniques

Roy and Islam Laskar used glass fiber reinforced polymer for retrofitting joint
specimens [7]. Specimens were not cast monolithically. Wrapping of GFRP sheets
changed the crackingpattern.Delaminationof sheetswith less number of shear cracks
was observed. The ductility of the GFRP retrofitted specimen was higher than the
control specimen (57–144%). For different flexural ratios, the load-carrying capacity
was maximum for the CFRP sheets. Specimens with GFRP wrapping dissipated a
higher amount of energy than the control specimen. (34–118%). GFRP wrapped
specimens had higher initial stiffness than the control specimen. The rate of stiffness
degradation rate was also reduced. Shaabana and the team studied the behavior of
beam–column joint retrofitted with ferrocement layers [8]. Meshes were oriented in
45′, 60′, and 60′ with steel bars and tested with single, double, triple layers. Initia-
tion and propagation of cracks were delayed and had less number of shear cracks.
The orientation of the mesh and the number of layers played an important role in
controlling the crack.

3 Enhancement of Seismic Behavior Internally

To strengthen beam–column joints, wrapping of CFRP sheets was done. Apart from
this, the joint can be strengthened by using fiber reinforced concrete. Fiber-reinforced
concrete can be prepared by adding steel fibers, polypropylene, nylon fibers, carbon
fibers, etc. It improves the tensile strength of the structure as well as enhances the
ductility, which is one of the most important parameters in seismic study. Proper
reinforcement in the beam–column joint is necessary for seismic resistance. Placing
conventional concrete in such cases is quite difficult. This can be avoided by using
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self-compacting concrete. The use of self-compacting concrete has also influenced
the seismic resistance.

3.1 Fiber Reinforced Concrete

Rather et al. [9] and Jannal Shannang et al. [10] studied the use of hooked steel
fibers [HSF], brass-coated steel fibers [BCSF] in reinforced beam–column joints.
HSF, BCSF were used in concrete at a proportion of 1.5% [9], 2, 4% [10] of volume
of concrete, respectively. The joint had a combination of shear and flexure failure.
Specimens with HSF had reduced the propagation of cracks than BCSF, and this
was due to good bonding between concrete and HSF. The HSF and BCSF had a
good impact in improving the ductility. This was due to better confinement of beam–
column joints than the reference specimen. Increasing the percentage of steel fibers
improved the loading carrying capacity. The use of HSF and BCSF in the mix had
reduced stiffness degradation.

Fine aggregatewas replacedwith crumb rubber in 10, 15, 20, 25% [11]. Steel fibers
with hooked ends of 35, 65 mm were used in the ratio of 0.35 and 1% and used two
different sizes of coarse aggregate (10 and 20 mm) in individual specimens. As the
crumb rubber percentage was increased, the failure mode shifted from beam yielding
(B) to joint shear failure after beam yielding mode (BJ). When steel fibers were used,
shear strength of the joints was improved. When 20 mm coarse aggregate was added,
the failure mode shifted from BJ to B mode and this was due to interlocking of
aggregates. Ductility was improved when 1% of steel fiber and 25% crumb rubber
were used. When crumb rubber was increased to 25%, there was a reduction in
ductility, and initial stiffness was reduced. When the same proportion of crumb
rubber and a different size of coarse aggregate were used, there was a reduction in
the ductility as well as in initial stiffness due to the formation of a large interfacial
transition zone. In the mixtures with 20 mm aggregate, increasing the percentage
of CR (20%) increased the ultimate load and displacement. In the case of 10 mm
aggregates, the optimum percentage of CR (15%) showed better performance. The
use of steel fiber along with the crumb rubber reduced the stiffness degradation rate.

Coarse aggregate was replaced by polyvinyl alcohol fiber in construction [12].
Specimens with different transverse reinforcement ratios and different design loads
were cast. FRC was used only in specified portions of beam–column joint, i.e., to the
width of 1 times the depth of beam and column and 1.5 times the depth of beam and
column. The specimen failed by shear failure along with yielding of reinforcement
in beam and column. Greater axial load ratio resulted in improved load carrying
capacity and gave less pinched loops. The compressive strength of the concrete also
affected seismic performance. The higher compressive strength of FRC drastically
increased the load-carrying capacity and reduced the deformation capacity. Using
polyvinyl alcohol (PVA), fiber improved the energy dissipation capacity compared
with the control specimen.
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3.2 Other Types of Concrete

High Strength Self Compacting Concrete (HSSCC) was used in the core of the joint
[13]. The failure was not due to the slippage, and the shear stress was transferred
successfully to the joint. When conventional high strength concrete (CHSC) was
used, the failure was due to the slippage of reinforcement. The hysteretic loop of
the specimen with HSSCC was fatter and showed less pinching loops. At a given
drift ratio, specimens with HSSCC will experience fewer cracks in the joint area
compared with other concrete specimens.

The addition of flyash as a partial replacement of cement was found to be an effec-
tive method to improve seismic properties [14]. Five specimens were prepared with
20, 30% flyash replacement with and without the use of superplasticizers. The spec-
imens failed by the formation of a plastic hinge and which was similar to the control
specimen. The ductility of flyash incorporated specimens with superplasticizer was
higher than the specimen without superplasticizer. The hysteretic loop was found to
be more stable for the specimen, which had 20% fly ash with a superplasticizer. It
also showed a higher load carrying capacity compared with the control specimen
and other specimens. There was a decrease in initial stiffness of the specimens with
flyash but specimens with superplasticizer had higher stiffness than the specimens
without superplasticizer.

Electric Arc Furnace slag is used as a replacement for coarse aggregate and its
seismic behavior was studied [15]. The specimens had diagonal cracks in the joint.
The ductility index of the specimen with EAF concrete was higher than the control
specimen. EAF concrete allows the beam–column joints to take higher loads. The
specimens with EAF had higher initial stiffness than the control specimen and a
slight increase in energy absorption was observed. Valeria Corenaldesi et al studied
the use of recycled concrete aggregate as in beam–column joints [16]. The specimen’s
failure was similar to strong column–weak beam design andwas due to flexure stress.
Specimens with recycled concrete aggregate had high energy dissipation.

4 Conclusion

The structures will only be able to resist the heavy lateral forces if the beam–column
joints are strong enough. Various research activities are going around the world
aiming to develop newmethodologies to improve the seismic resistance of buildings.
Providing high ductility to structures, with enough stiffness allows the structure to
dissipate seismic energy. CFRP possesses high superior strength among all polymer
sheets and shows higher energy dissipation values. In cases where joint stirrups are
not present, diagonally lying sheets are effective.

From Fig. 1, it is concluded that X-shaped sheets have high energy dissipation
capacity, and addition of CFRP fans was seen to improve the strength. Brittle shear
failure can be precluded by the application of the EBROG technique. Epoxy resin
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Fig. 1 Energy dissipation of externally strengthened specimens

injection helps to restore structural integrity and improve bonding. It was studied
that NSM sheets help to overcome the problem of debonding. However, the bonding
of glass fiber reinforced polymer sheets showed lesser energy dissipation compared
with CFRP sheets. It was found that the X-shaped CFRP sheet specimens with CFRP
fans showed an increase of 43.33% energy dissipation values compared with those
without fans.

Beam–column joints can also be enhanced by using fiber-reinforced concrete.
The use of fibers in the concrete can reduce the congestion of reinforcement in the
joints and simultaneously improve the ductile behavior. It can be inferred that the
use of steel fibers can reduce and delay the crack propagation. Energy dissipation
values of specimens with polyvinyl alcohol fibers were found to be 95.96% higher
than that of specimens with electric arc furnace slag.

From Fig.2, it is concluded that concrete with polyvinyl alcohol fiber is the best
method in the internal strengthening techniques. The use of steel fibers helps in
improving shear strength as well.

High ductility values ensure that the structure can undergo large deformations
without failing. Figure 3 confirms that CFRP sheet is a potent material to increase
seismic resistance. X-shaped CFRP sheets show an 84.05% increase in displacement
ductility ratio when compared with brass-coated steel fibers. From the comparison
results of the graphs, it can be concluded that external wrapping of polymer sheets
to beam–column joints can effectively prevent structures from seismic failure.
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Fig. 2 Energy dissipation of internally strengthened specimens

Fig. 3 Displacement ductility factor of various techniques
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Geotextile Filters in Earthen
Dam—A Review Study on Construction
and Rehabilitation

Hridesh Kumar Trivedi, Nikita Choudhari, and Sumit Gandhi

1 Introduction

In earthen dams, filters play a crucial role in inhibiting the “prolongation” and “devel-
opment” of erosion. The possibility of piping and internal erosion is reduced by
suitable filters. A filter must possess two correlated and essential requirements other
than the principal necessity (i.e. retention) as follows.

1.1 Permeability

Filters are meant to provide sufficient passage for water seepage and to restrict the
generation of extreme pore water pressure. According to Fell et al. (2004) [5] over
narrow filter zone, there is the development of high gradients because of extended
cracks causing concentrated leaks. This weakens the properties of filter material due
to the formation of suffusion, hydraulic fracture or backward erosion.

1.2 Self-healing and Collapsibility

As per Soroush [28] and Tahmasebipoor et al. [30], filter materials should work as a
whole, i.e. filter layer should defy core cracking (caused due to earthquake, hydraulic
fracturing, differential settlement, rapid drawdown and so on) or discontinuity. For
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limiting the core cracking filter and drain material should possess collapsibility and
self-healing properties. Fell (2005) [7] proposed that filter crack holding capability
is affected by fines (amount and plasticity).

According to Mittal et al. [20], filters (like chimney and horizontal) are used for
lowering the phreatic level and for safety issues and integrity of the complete dam
structure. Projects, where the presence of granular material is not in abundance at the
nearby site or where the appropriate sized aggregates cannot be obtained in sufficient
amount, make it an uneconomic and tedious task to design and construct a filter.
Therefore, it is either difficult or expensive to construct a graded filter. Efficiency of
filters can also be affected, hence in order to overcome such situations, geotextile
filter can be used and can replace granular filter.

2 Theory

Universally accepted terminology commonly called as “geotextile” was introduced
in 1977. Geotextiles are majorly used for separation, filtration, drainage and rein-
forcement. In earthen dams, geomembrane was introduced as waterproofing element
in Italy (during 1959) and as chimney drains in France (during 1973) as suggested by
Srivastava et al. [29].During 1970s, a number of different standards for “filter fabrics”
were suggested, someof them influenced by granular filter criteria byTerzaghi. Previ-
ously followed criterion (1970s) for filter fabrics is kF > kS, 0.150 mm < OF < d85S,
4% < AR < 36%.

According to US filter criteria, nonwoven fabrics as filters can’t be used as they
violate the Terzaghi’s criteria of filters. Progressively, the basis for the above criteria
disappeared for nonwoven fabrics and new criteria that are applicable to all types
of fabrics are kF > kS, OF < d85S, AR > 4%. For the experimental evaluation of
drainage performance of geotextile and soil assembly, the selected test procedure
should imitate the genuine soil and geotextile interaction. Haliburton andWood [12]
studied that the estimation of geotextile’s drainage performance should be done by
gradient ratio tests, and the clogging resistance of a geotextile is somehow related
with its ‘equivalent opening size’ (EOS). Hoare [11] and Sato et al. [27] found that
under unidirectional conditions of flow, the filtering mechanism can be obtained
via,erosion of fine particles toward the filter away from the zones in the soil, bridge
formation by coarse particles, formation of self-induced filters.

Robert et al. [25] studied that cross-planeflow involves the fact that geotextile has a
porous structure, i.e. the recognition of soil and fabric filtration caseswere introduced
during the first use of geotextile. However, the in-plane flow characteristic of fabric
has received less recognition, but there exist many research areas for geotextiles that
are capable of in-plane drainage. It includes

i. Road drain interceptors,
ii. For lowering consolidation time (as drain wells),
iii. For the hydrostatic pressure elimination behind the retaining walls,
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iv. For the seepage force dissipation in earth and slope of rock strata,
v. In earthen dams (as chimney drain and drainage gallery),
vi. For pore water pressure dissipation (in embankments and fills, fabric retaining

walls and encapsulated soil systems),
vii. For transmitting water under the railroad ballast,
viii. In the areas of frost action for leading subsurface water off,
ix. In frost heave and arid areas for breaking capillary zones,
x. For the dissipation of gas pressure under the pond liners.

In-plane flowability of most of the woven geotextiles and nonwoven geotextiles
(mainly heavy arranged and heat set) is not significant. Conversely, in-plane flow can
be observed in nonwoven geotextiles, which are thick needled or resin set because
of their very open structures.

For construction of earthen dams, its renewal geotextiles can be used. Usually,
the repair and replacement work are done on those dams where the function of
geotextile is not crucial for dam’s safety. As geotextiles are susceptible to estab-
lishment damages and can be clogged possibly, there exists an uncertainty in their
reliability and hence the use of geotextiles as deeply buried filters is limited in dams.
Recently, the criteria for geotextile filter are re-evaluated andverified the acceptability
of geotextiles for large earth dams. The re-evaluation criterion needs permeability
criterion, retention criterion, porosity criterion and thickness criterion.

As per Zornberg [34] governing factor for filtration is the filter opening character-
istics (i.e. size, shape, density and distribution). Three of the filter opening charac-
teristics (i.e. size, density and distribution) are addressed by the above four criteria.
According to Giroud [10], the filter opening shape is of minimum consideration and
hence not included in the above criteria. Whereas, for some manmade and woven
geotextile filters, shape can be a governing issue. Ultimately, the above-suggested
criteria for geotextile filters reasonably allow their safe design.

3 Discussion

3.1 Effect of Properties of Geotextile on Filtration/Drainage

Hydraulic Properties. Several researchers studied that the filtration of a geotextile
depends on various hydraulic properties (such as permeability, porosity, viscosity,
pore size, Reynold’s number, drag coefficient, shape factor, specific gravity of fluid,
filter opening size, tortuosity etc.) of the filter, fluid and the base material under the
influence of compressive force. Palmeira and Gardoni [22] studied that:

k = g
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π
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f

(1 − n)
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CDREg
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On the basis of Kozeny [15] and Carman [4], classical approach following
equations has been presented by Giroud [9]:

k = β�wg

16ηw

n3
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Based on extended theories anticipated for packed spheres, cylinders or other
fluids, the Kozeny-Carman equation for flow through packed spheres [19] for
nonwoven geotextiles is:
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Air flow through porous medium of geotextile is governed by the equation (Lord
1995) [17] :

k = 1

17.72
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Miszkowska et al. [18] studied the normal permeability behaviour of geotextile
under different loading conditions in the laboratory from the sample of 23 years
exploited Bialobrzegi Dam in Poland. Details are mentioned in Table 1 and Fig. 1.

Under the load of 2, 20 and 200 kPa, there is a reduction of 1.2, 2 and 4 times in
the permeability coefficient, respectively. This study suggested that even in the worst
conditions of clogging and compression, the permeability of geotextile (i.e. under
200 kPa, kg = 0.0008 m/s) is approximately 10 times that of the soil permeability,
which was found to be ksoil = 7.65 × 10–5 m/s, this result is desirable as Giroud [8]
suggested that the permeability of geotextile must be only 10 times greater than soil
permeability. After 23 years, thewater permeability of nonwoven geotextile becomes
0.00268 when tested which is 1.5 times less than the virgin value. Robert et al. [25]
and Rollin et al. [26] presented an empirical formula for permeability of geotextiles
(woven and nonwoven) for both in-plane and cross-plane flow as:

Table 1 Permeability
coefficient under the different
loads for nonwoven geotextile
Miszkowska et al. [18]

Load (kPa) Water permeability coefficient of geotextile kg
(m/s)

Without load 0.0019

2 0.0017

20 0.0013

200 0.0008
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Fig. 1 Variation of load and flow velocity index for tested materials [18]

k = 0.00212 × γ
−1/2 (6)

γ = 2.31(1 − n)

πd2
f

(7)

n = 1 − m

ρt
(8)

In the above relations, porosity of fabric is critical as it significantly changes
under load. Moreover, Rollin et al. [26] studied the fabric properties through image
analyzer technique and suggested an analytical relation for permeability calculation
of geotextiles.

k = d f (d f + d p)nρμ

A
(9)

Strength ofGeotextile.Fourie andAddis [6] presented that for the design criteria of
a geotextile filter, the filtration opening sizemust relate with a characteristic diameter
of soil to be retained as:

O95

d85
≤ x (10)
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Table 2 Properties of geotextiles by Zhang et al. [33]

Geotextile Warp tensile
strength
(kN/m)

Weft tensile
strength
(kN/m)

Elongation at
break (%)

Apparent
opening pore
size (mm)

Mass unit
area (g/m2)

Warp Weft

W1 20.5 17.5 18.1 17.4 0.08–0.5 120

W2 26.2 19.9 18.6 18.1 0.08–0.5 160

When the geotextiles are subjected to a tensile load of 2.06 kN/m from an un-
tensioned case, FOS reduces to 0.59mm fromapproximately 0.82mm.This results in
the 28%decrease in the d85 of soil in which geotextile can retain. As equal orthogonal
in-plane small tensile load is applied, the small pores start to close and only on
increasing the tensile load bigger pores start collapsing and as unequal orthogonal
tensile load applied, the shape of woven geotextile openings starts distorting and
hence pore spaces decreased. The notable change is the excessive change in woven
geotextile behaviour due to small load change, which suggests the importance of the
smaller pore size or spaces.

Srivastava et al. [29] studied a 10 m high and 5 m top width homogeneous dam
section with 1 V: 2H (u/s) and 1 V: 3H (d/s) slopes, full condition and 2 m freeboard
height through FEM analysis (mesh is generated by 15-node triangular elements).
This study proved that the use of geosynthetics as seepage barrier manages the
seepage losses as well as increases the stability under static and dynamic loading
conditions of the dam section. Factor of safety under static loading condition is
increased by 1.45 times, and for the deformation of the crest of the dam and acceler-
ation of crest reduces to almost 3 times and 2.5 times, respectively. Zhang et al. [33]
studied warp tensile and weft tensile loads effect over permittivity of the geotextile.
Two geotextiles (namely W1 and W2) were selected with different properties as
shown in Table 2.

This study proves that the increase in warp tensile force causes permittivity to
decrease promptly for geotextiles (both W1 and W2); as soon as the tension reaches
a value of 1 kN/m the permittivity becomes steady. When warp fibres are in relaxed
state, the gaps between adjacent weft fibres and also between weft and warp fibres
become larger. Through the gap between warp and weft fibres, water can flow and
then reaches adjacent weft fibres. Due to the warp tension, geotextile is stretched, and
the gap between weft and warp fibres is reduced continuously that resulting in flow
reduction through that gap and ultimately permittivity of geotextile reduced sharply at
early stage of loading but as the tension reaches to 1 kN/m, the gap between weft and
warp fibres did not decrease further, causes a steady permittivity. In the case of weft
tension, the results are opposite from warp tension. As the geotextiles are subjected
to weft tension, the permittivity increases because the weft fibres increased in size,
get thinner and open up the weave, which allows water to flow uninterrupted. Also,
the geotextile having more strength has less permeability because the arrangement
of fibres is tight and thick (Fig. 2).
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Fig. 2 Permittivity of
geotextile with warp tension
for a W1 and b W2

There are various mechanisms through which the impervious core of an embank-
ment dam can crack along with differential settlement, seismic activity and desicca-
tion,which leads to a high compressive soil pressure on geotextile, if the embankment
crack is in the direction perpendicular to the plane of the geotextile then the geotextile
may tear because it will experience stretching over short distance. Failure criteria for
embedded fabric, with interface friction top and bottom:

P = Tult
FS

= 2Lσ tanδ = 2L(Kaγh)tanδ (11)

Elasticity of the fabric, where there is an effective embedment on both sides of
the crack centre:

eult = c

2L
(12)
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Table 3 Properties of geotextiles used by Miszkowska et al. [18]

Geotextiles Mass per unit
area (g/m2)

Thickness
(mm)

Opening size
(μm)

Tensile strength
CMD

Tensile
strength MD

A 420 4.5 83 27.1 26.7

B 280 2.6 80 24 20.3

C 200 2.0 100 14.5 16

Table 4 Results of change in permeability after the test [18]

Type of geotextile kn for Unworn Nonwoven
Geotextile (m/s)

kn for Nonwoven
geotextiles after artificial
clogging (m/s)

Decrease of kn (%)

A 0.0042 0.0018 57.1

B 0.0013 0.0002 84.6

C 0.0017 0.0006 64.7

Combining above two equations

c = Tult ∗ eult
Kaγh tan(δ)FS

(13)

Compression and Clogging on Geotextile. Miszkowska et al. [18] studied the
artificial clogging test at constant compression of 10 kPa for three types of nonwoven
geotextiles (as A, B and C) with properties as mentioned in Tables 3 and 4.

Clogging depends on material’s physical properties, such as: opening size, thick-
ness and mass. Miszkowska et al. [18] presented the study that protection of bank
under cyclic flow condition can be done if wide geotextile with lesser shrinkage is
used. Moreover, Palmeira and Tatto [23] proposed that for the slopes under cyclic
load and water flow, base soil with geotextile filter of larger width can minimize
the values of maximum pore pressure due to damping effects. The CT images were
presented byMiszkowska et al. [18], which confirmed that the clogging of geotextile
pores was due to soil particles but entrapment of more fines was observed (Fig. 3).

Maheshwari and Gunjagi [16] studied the variation in permittivity of woven and
nonwoven geotextiles and presented that there was a little amount of clogging and
piping occurs with sand, and there is a development of blinding layer over the non-
woven geotextile with clayey soil, and there was a slight development of piping
with the first layer of clay soil but it disappears as these layers increase. But woven
geotextiles are moderately clogged and little piping occurs in case of sandy soil
whereas, with clayey soil, very heavy clogging takes place because of a smaller
number of filter openings and formation of blinding layer over the geotextile.

Aydilek and Edil [2] studied that percent open area (POA) is defined as the ratio
of open area to the total area of woven geotextile and compared with the apparent
opening size (AOS) of the manufactured woven geotextiles. POA and permittivity
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Fig. 3 Variation of permeability with time [18]

are directly related, which affects the geotextiles’ filtration performance. For the
calculation of POA, the image analysis technique is suggested by Austin et al. [1],
Mlynarek and Lombard [21]. This method includes the counting of white and black
pixels in a binary image that corresponds to pore opening and filaments, respectively.
Giroud [9] suggested an equation for woven geotextiles (only for monofilament and
multifilament) POA calculation. The equation is as follows:

POA =
[

OF

(OF + dF)

]2

(14)

The transmissivity of saturated fabrics was found to be decreased in water flow
test as normal stress increased but becomes steady at higher stresses. This result is
significant as Zhang et al. [33] presented almost the same result years later.

Furthermore, Robert et al. [25] studied that inlet air pressure influences the trans-
missivity as well as permeability of geotextile in the air flow tests but remains unal-
tered by normal stress application. Importantly, the air flow properties are of higher
order than water flow properties for the same geotextile. This is mainly due to the
lesser density and viscosity of air than water. Result shows that air can also penetrate
easily through the saturated geotextiles because of hydrophobicity of polymer and
permslectivity of air. Therefore, geotextiles should be designed such that they must
have maximum water transmissivity and adequate air escape capability.
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Giroud [10] presented mathematical relations for calculations of geotextile filtra-
tion opening size based on the coefficient of uniformity and the density of soil as
follows:

For C′
u ≤ 3:

OF ≤ (
C′
u

)0.3
d′
85S for a loose soil

OF ≤ 1.5
(
C′
u

)0.3
d′
85S for a medium dense soil

OF ≤ 2
(
C′
u

)0.3
d′
85S for a dense soil

For C′
u ≥ 3:

OF ≤ 9 d′
85S

(C′
u)

1.7 for a loose soil

OF ≤ 13.5 d′
85S

(C′
u)

1.7 for a medium dense soil

OF ≤ 18 d′
85S

(C′
u)

1.7 for a dense soil

According to Palmeira and Gardoni [22], the normal and in-plane permeability’s
values of nonwoven geotextiles are mostly varied with the characteristics of the
microstructure of geotextile and normal stress acting on it. This result is signif-
icant as Giroud [9] presented a satisfactory accuracy for virgin geotextile coeffi-
cient of permeability prediction under compression. The permittivity and compress-
ibility of geotextiles reduce when it gets clogged. However, the values of speci-
mens of soil impregnated geotextile are found to be within the range as compared
with virgin geotextile whereas glass bead impregnated geotextile specimens showed
values above the range. This property suggests that impregnated geotextiles are low
compressible.

State of Soil and Geotextile. The unsaturated condition of the materials (soil
and geotextiles) affects the overall hydraulic behaviour of the earthen system as
there is a chance of redistribution of water content profile. Nonwoven geotextiles
behave similarly to coarse soils as having very low air entry values between 0.4
and 0.9 kPa. Bouazza et al. [3] observed that geotextile required low suction below
1.2 kPa to drain or filter, whereas, on increasing suction, the drainage or filter capacity
decreases rapidly. Capillary break develops at the interface of unsaturated soil and
geosynthetic layer, causing an increase in soil pore pressures, hence soil losses its
strength and ultimately structure collapse. The above study supports the work of Iryo
et al. (2003) [13], they experimentally observed the water characteristic curve and
hydraulic conductivity function of unsaturated geotextiles using van Genuchten’s
equations and FEM analysis.

Mittal et al. [20] studied that if the small earthen dam has to be made, the local soil
can be replaced by fly ash (product of thermal power plant) and bentonite (abundant
in India). They examined the base material with geotextile, granular filter, without
filter using laboratory analysis and analytical tool SEEP/W. The author’s results are
mentioned in Table 5.



Geotextile Filters in Earthen Dam—A Review Study … 89

Table 5 The results drawn from the study are summarized as below [20]

Parameters Without any filter With granular filter With geotextile filter

Time taken by water to appear at
downstream slope (hrs)

3.5 2.5 2.75

Seepage rate per unit width
(m3/s)

4.24 × 10–6 15.87 × 10–6 11.81 × 10–6

Failure of downstream slope Yes No No

Seepage rate per unit with
obtained from SEEP/W analysis
(m3/s)

4.43 × 10–6 11.43 × 10–6 11.42 × 10–6

3.2 Performance

In the drainage system, there are many factors that affect the durability of geotex-
tile filters but one of the dominating factors is clogging, which is caused by phys-
ical, biological and chemical processes. According to Veylon et al. [32] study for
a long service, the geotextiles (both woven and nonwoven) function well in terms
of mechanical resistance. The filtration performances are affected due to binding by
granular cake, internal clogging; chemical clogging by calcite precipitation on the
downstream face of the geotextiles, which also decrease its hydraulic performance.

Portelinha et al. [24] observed that nonwoven section has 40% less tensile strength
than woven sections as well as unconfined stiffness (at 5% strain) three times lower,
even though both type geotextiles show similar behaviour for internal displacement
and reinforcement strain. Generally, the maximum displacement and reinforcement
strain observed in nonwoven section but serviceability limit state analysis shows that
confined tensile properties of non-woven geotextiles gave better field performance.
After a certain period, the average suction of soil became constant, which was a
positive contribution to the performance of both sections.

According to Zornberg [34] in homogenous earthen dam, the clogging was negli-
gible (only 0.2%) of the pore volume of the geotextile, as tested on the geotextile after
22 years used in the Valcros Dam. This supports the work of Portelinha et al. [24]
and Veylon et al. [32] that most of the displacement and deformation of geotextiles
soil filtration system/interface take place during construction and its performance
is influenced by many factors such as type of soil and geotextiles, field conditions,
filtration and hydraulic behaviour.

The rapid pore pressure dissipation resulted in high effective stress in permeable
geotextile reinforcement, which enhances its stability than with geogrid reinforce-
ment or without any reinforcement. Hence, it shows that even in case of poorly
draining soil, the permeable geotextile satisfies the dual functions of reinforcement
and drainage behaviour as suggested by Tan et al. [31].
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3.3 Limitations of Using Geotextile Filters

Koerner and Koerner [14] studied 69 cases of geotextiles failure and group them into
four categories that are design, atypical soils, atypical permeants and field condition.
A summary of the geotextile filters failure is given below in Table 6.

Table 6 Geotextile filters failure

Category Type Number of occurrences Resulting situation

Design Poor fabric
selection

1 Inadequate fabric
voids

Poor fabric design 5 Inadequate fabric
voids

Socked drainage
pipe

2 Inadequate fabric
voids

Reversing flow
conditions

6 Soil loss and piping

Atypical soils Cohesionless fines 6 Soil loss and piping

Gap graded soils 3 Soil loss and piping

Dispersive days 2 Excessive fabric
clogging

Ochre clogging 6 Excessive fabric
clogging

Atypical permeants Oil and sludges 2 Excessive fabric
clogging

Turbid water 2 Excessive fabric
clogging

High alkalinity
water

2 Excessive fabric
clogging

Landfill leachates 10 Excessive fabric
clogging

Wastewater and
agricultural

5 Excessive fabric
clogging

Field installation Lack of intimate
contact

16 Soil loss and piping

Glued filter fabric 1 Excessive fabric
clogging
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4 Conclusion

Geomembranes and geotextiles can be used as filters in earthen dams for seepage
control as well as stability. The filtration property is affected by strength of the
geotextile and base material, hydraulic characteristics, compression and clogging.

Usually, filtration reduces as compression and clogging increase, hence it reduces
the stability of the dam but geotextiles have the property of collapsibility that enables
them to widen the pores and recover the filtration rate. At the same time as soon
as geotextile comes under the influence of in-plain vertical tension, the filtration
increases, as the weave of the geotextile opens up.

It is important to use geotextile filters as it has many advantages over graded
granular filtermaterial due to lower risk of contamination and segregation of drainage
aggregate during installation. However, the quality of fabric is to be ensured for its
designdue to atypical soil quality as atypical soil governsmanygeotextile parameters.
This can be overcome easily for its efficient use in all such hydraulic structures.

5 Notations

A
=

CD × RE

AR
=

Relative open area of the filter fabric (area of openings/total area of filter fabric)

CD
=

Drag coefficient

C
=

Crack aperture (feet)

C ′
u =

Coefficient of uniformity

CMD
=

Cross-machine direction

d’
=

Geotextile thickness

d ′
85S =

Linear particle size of the soil corresponds to 85% by mass

df
=

Geotextile fibre diameter

dp
=

Average fabric pore size

d85
=

Characteristic diameter of the soil to be retained such that 85% particles are
smaller than

dsp
=

Diameter of the spheres

(continued)
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(continued)

eult
=

Ultimate strain (at Tult) (%)

FS
=

Factor of safety

G
=

Acceleration due to gravity

H
=

Depth (feet) elasticity of the fabric, where

K
=

Permeability coefficient / hydraulic conductivity

ko
=

Pore shape factor, generally ko = 2.5

Ka
=

Earth pressure coefficient

L
=

Effective embedment length (feet)

MD
=

Machine direction

O95
=

FOS, such that 95% of the pores are smaller than this size

OF
=

Geotextile filtration opening size (FOS)

P
=

Pullout force (lbs)

REg/RE
=

Reynold’s number

T
=

Tortuosity factor, generally T = 2.0 and koT = 2.22

T
=

Fabric thickness

Tult
=

Ultimate tensile strength (lbs)

X
=

Experimentally determined value, [generally x = 1 or 2 (Carroll,1983; Christopher
& Holtz,1985]

N
=

Kinematic viscosity of the water

N
=

Porosity of the medium

B
=

Shape factor, a function of tortuosity (T) Giroud [9] suggested average value of β

= 0.11

	w
=

Specific gravity of water

ηw/μ
=

Dynamic viscosity of water

(continued)
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(continued)

�

=
Fibre density of the fabric

	

=
Stress normal to plane of geotextile (psf)




=
Interface friction angle between soil and geotextile

�

=
Unit weight of overburden (pcf)
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Seismic Response Control of RCC
Building Using Dampers

Chinmay Gurmule, S. S. Sanghai , and P. Y. Pawade

1 Introduction

Seismic isolation of a structure can help in reducing the ground motion produced
from any earthquake, transfer to the structure. There are various types of system
available to reduce these effects. Such devices may increase the cost in any structure,
but by optimization, the number and location of damper can be done. Such devices
help in reducing the seismic effect on buildings. There are many structures all around
the globe where such devices are used in seismic zones for ground forces and wind
forces with an aim of reducing vibration in structure. The use of such devices in
future can help in limiting damages to structure and life as well.

2 Dampers and Types of Dampers

Various studies [1–3] have shown that buildings are generally designed for vertical
loadings, as due to growing population and urbanization, the structures in metro
cities are slimmer and taller. When any natural calamity like earthquake occurs, the
structures are unable to resist the seismic forces, which causes failure and leads to
loss of life. To resist such forces, lateral load resisting mechanism, structural control
techniques are formed. These include the use of various types of control system
and different types of dampers, which include control systems like, passive control
system, active control systemand semi-active control system.Thepassive systems are

C. Gurmule
Structural Engineering, G. H. Raisoni College of Engineering, Nagpur, India

S. S. Sanghai (B) · P. Y. Pawade
Department of Civil Engineering, G. H. Raisoni College of Engineering, Nagpur, India
e-mail: sanket.sanghai@raisoni.net

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. L. Kolhe et al. (eds.), Smart Technologies for Energy, Environment and Sustainable
Development, Vol 2, Springer Proceedings in Energy,
https://doi.org/10.1007/978-981-16-6879-1_11

95

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6879-1_11&domain=pdf
http://orcid.org/0000-0001-6028-6694
mailto:sanket.sanghai@raisoni.net
https://doi.org/10.1007/978-981-16-6879-1_11


96 C. Gurmule et al.

further classified as passive strengthening, base isolation, passive energy dissipation,
tuned mass damper and tuned liquid dampers. The dampers are classified as friction,
metal, viscous, viscoelastic, shapememory alloys, liquid dampers andmass dampers.
For new constructions, the cost of lateral strengthening is generally high, whereas, for
existing structures, the lateral load strengthening system is technological intensive
and is considered to be inconvenient. This type of system not only resists the seismic
forces but also wind forces. To achieve satisfactory results for earthquake response
as per the study [4], three methods are identified:

i. Structural isolation method—which is very efficient but expensive and difficult
to carry out.

ii. Active control system—needs to keep the dampers activated all the time,
which may be undependable during earthquakes as the power supply may
get disrupted.

iii. The passive energy dissipation systems—are able to resist the seismic energy
due to which the demand on structural members is reduced, which reduces the
structural damage.

3 Working of Dampers

As per study [2, 4–6] during an earthquake, high energy is developed and is directly
applied to the structure. Dampers dissipate this energy into heat energy, which are
kinetic energy and potential (strain) energy to structure, and is absorbed or gradually
reduced. Dampers help in protecting the building from structural and non-structural
damage induced by earthquake and wind loads. If the structure has no damping,
the vibration will be continuous and if the structure has material damping then the
vibration will be reduced gradually. The increase in dampness reduces structural
response damping effect at low frequency and has no effect on spectrum amount at
high frequency. Dampers are based on rotational friction concept; they consist of
layers of long and short steel plates that are bolted together with a high capacity
bolt in each joint, and between the plates, circular friction pads are placed, this
regulates the movement of plates during seismic activity. When an external force
acts on a frame structure, the top of the structure starts to displace horizontally. The
frictional force developed due to this will be resisted by the steel plates, and friction
pad will resist the force in horizontal. When the structure moves to and from due to
seismic excitation, dissipation of induced energy is done due to tension-compression
in dampers. The use of dampers is very popular amongst engineers, as the dampers
are easy to assemble and very flexible in arrangement.
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4 Structural Analysis Programs

Many studies [7–15] show that the manual procedure of seismic analysis for any
structure with dampers will prove to be lengthy and time consuming. It includes
the calculation for stiffness and solution of matrix. Mainly used structural analysis
programs are ETABS, SAP2000, and ANSYS. The procedure of analyzing structure
with the help of such software can be time saver. While modeling and analyzing the
structure, specific construction code for the analysis purpose is available in software.
The software analysis procedure includes modeling of the model, assigning section
and material properties, assigning load patterns and load cases. Selection of code
is required for analysis purposes. The analysis type includes static, dynamic, linear,
non-linear, response spectrum analysis. Depending on the load cases, the values
of maximum base shear, absolute acceleration, absolute displacement, story drift
from the analysis obtained can be varying for different stories. The various results
obtained can be compared and then the design or data for damping system to be used
can be determined. There can be difficulty in assigning a particular analysis type for
a particular damping system, to obtain the results. In one of the study [10], it was
mentioned that, specific type of analysis should be carried for design and placement
of different types of damping system. Which will be used is found out.

5 Targeted Performance

Various studies [16–21] have tried to formulate or put forward the terms, which
can affect the performance of controlled systems, their impact due to seismic forces
on structure, and how the values of such terms can be maintained so as to keep the
structure stable and safe.Adopting incremental dynamic analysis canhelp to calculate
the seismic response of a structure at various earthquake intensities. By developing
IDA curve, the collapse of the structure can be determined. Each curve is related to
the maximum relative displacement. To avoid failure, the ultimate displacement ratio
should be designed [16]. In the study [17–20], damping can influence the response of
structure during earthquake, in the first mode 20–25% of total damping is sufficient.
Additional damping may lead to increase in acceleration values, which may cause
reduction in interstory drift. Utilization of optimal damping can help in minimizing
the repair cost caused to a structure by an earthquake. The use of dampers is needed,
as it reduces peak acceleration and number of large response cycles and duration
of shaking of the building. Displacement-based design can help in minimizing the
effect due to groundmotion [21]. A five-step procedure starting from target reduction
to obtaining the characteristics for reduction purpose, the relation between damping
coefficients and target reduction factors was in existence for shear, equal floor mass
and lateral stiffness [22].
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6 Optimization Techniques

Damper optimization is a new area of research in recent years. As providing dampers
at all stories or at a particular spacing will not prove to be economical and will be a
very costly affairwith the cost of construction taken into account.Various studies [22–
28] have been done to find different techniques of optimizing the number of dampers
required, by different types of algorithmand equations considering nonlinear analysis
to satisfy the required capacity. Dampers dissipate energy in proportion to velocity
and not displacement and therefore do not cause a large increase in earthquake
forces but estimating damper cost can be uneconomical. Optimizing the properties
of dampers can help in minimizing the number of dampers to be used [22]. Spectral
analysis, developed and conducted in the frequency domain, is an attractive method,
it is found to be flexible with good performance and shows that computational time
period is reduced [23]. A new semi-active algorithm is adopted to adjust the damping
capacity according to the deformation results. It can be used for different ground
excitations and shows uniform distribution of inter-story drift [24]. To minimize the
maximum displacement at the top of the structure, inter-story drift and the accelera-
tion at the top of the structure simultaneous optimization using the firefly algorithm
are done. It is a function-based algorithm by which performance for preferred func-
tion type can be done [25]. The backtracking search optimization algorithm (BSA)
is used, recommended as an effective tool for optimum design of friction dampers
for optimum and economical design [26]. To reduce the top floor displacement for
more than one mode, Differential Evolution (DE) algorithm used for optimization is
found to be effective [27]. The analysis of structures installed with seismic control
devices must be done by a step-by-step time history analysis, since the devices intro-
duce strong nonlinearities in the system. If some measures of structural response are
reduced then, this may lead to an increase in some other response quantities, and
therefore, there is no unique way of defining an optimal problem, but a pre-selected
design objective can help in obtaining desirable flexibility in the design [28].

7 Location and Number of Dampers

Using dampers in structure is costly. Therefore, the number and proper location
of damper in a structure are important. A very less study or research is available
on the numbers and placement of dampers for dynamic response of any structure.
The change in numbers and placement of dampers can play an important role in
behavior in structure for resisting such dynamic forces. Various studies [29–33]
have been performed on software, by comparing the results of dampers located at
various stories and after using optimization techniques. The placement of dampers
seems to play an important role in resisting such forces. A large number of damper
placements do not always lead to a good result, the best arrangement for number
and placement of damper is one damper per story with the same damping constant
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[29]. A new mathematical model of location optimization called as improved weight
coefficient method, resulted in to use of a greater number of dampers, while in
practical applications, the number of dampers should be confirmed by including
cost factor [30]. When dampers and base isolation both are used together, maximum
bending moment was reduced. Seismic dampers at proper location can reduce the
story drift to a greater extent and thus reduce the bending moment [31]. On the basis
of energy dissipation criteria [32], top roof displacement, maximum base shear and
percentage energy dissipated were some factors taken for comparison purpose, the
number and position of dampers influence the structural response for seismic forces.
A large number of dampers do not always give the best result. The placement of
damper on bay of floors including ground floor is done, the optimum bay is the
first bay in the direction of earthquake, placing dampers at each and every bay is not
recommended as it is not effective, placing dampers at groundfloor is ineffective [33].

8 Conclusion

The conclusions from the above studies are:

i. Various types of dampers are used in buildings globally. It can help in reducing
the seismic effect on structure. Practical and experimental research approves the
use of dampers. A satisfactory response of structure under seismic conditions
can be achieved with the help of dampers. The construction and working are
found to be easy and very effective.

ii. Structural analysis of building with damping system using software can help in
evaluating the performance andfixing the targeted response values for structure,
by modifying those values a better response can be obtained. Story drift, base
shear values are reduced in structure with damping system as compared with
same structure with no damping system, and the behavior of structure with
damping system is a way better than structures with the absence of damping
system.

iii. A number of optimization techniques are available, which can be used to obtain
the significant number of dampers required for better performance of structure.
The number of dampers required after optimization proves to be economical
rather than placing dampers without optimization. The position and number of
dampers in a building can affect the cost of construction, and therefore, proper
number of dampers per story must be selected after optimization.
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Utilization of Sugarcane Bagasse Ash
for the Stabilization of Pavement
Subgrade: A Probabilistic Approach

Monalisa Priyadarshini and Jyoti Prakash Giri

1 Introduction

Subgrade is mainly functioning to possess adequate support to pavement, and it
should offer good resistance of load carrying capacity, better drainage quality under
adverse climate with loading conditions. Generally, the subgrade soil sometimes
might be not having enough strength to support the traffic loading coming over it.
The soil that comprises clay particles expresses substantial mark of distress due
to loss of strength during wet seasons and shrinkage during dry conditions. Black
cotton soil is one of such type of soils, which lose its strength during the rainy season
due to their expansive behaviour, and this type of soil is found in maximum part
of our country. Due to its poor properties, this type of soil becomes unsuitable for
engineering construction purposes like road construction. To counteract this issue,
stabilization of soil is required [1, 2]. Soil stabilization is referred to the improvement
of the soil stability or load carrying capacity of the pavement layer by the controlled
compaction; proportioning and/or addition of suitable admixture or stabilizers [2, 3].
In the past few decades, number of researchers were tried to improve the properties
of black cotton soil with different types of solid wastes and the results are also a
promising one [4]. Based on the same trend, the aim of the study is focused on to
stabilize the subgrade layermadewith black cotton soil incorporatingwastematerials
named as sugarcane bagasse. The utilization of this waste that may result in reduction
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in wastage also makes the environment sustainable. In addition, a probabilistic study
has also been done to confirm its suitability for soil stabilization in the construction
of pavement.

2 Experimental Programme

2.1 Materials

In the present study, the soil (black cotton) was collected from the local source at
Rajam (Fig. 1), Andhra Pradesh, and the different physical properties were tested
in the laboratory as shown in Table 1. Similarly, cement and sugarcane bagasse
(Fig. 2) were collected from local distributor and nearby sugar factory respectively.
The specific gravity of cement and sugarcane bagasse found in the laboratory was
3.01 and 2.18, respectively.

Fig. 1 Black cotton soil

Table 1 Basic properties of
used soil sample

Black cotton soil Results

Liquid limit 68%

Plasticity limit 34.2%

Shrinkage limit 21%

Plasticity index 35.4

Consistency index 1.26

Liquidity index 0.08

Specific gravity 2.61
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Fig. 2 Sugarcane bagasse
ash

2.2 Test Performed

2.2.1 California Bearing Ratio Test

The California Bearing Ratio (CBR) is the measurement of the resistance to penetra-
tion of standard plunger under controlled density and moisture conditions according
to IS 2720-16 (1987) [5] of a material. The controlled density (maximum dry density,
MDD) and moisture contents (Optimum Moisture Content, OMC) were observed
from the standard proctor test [6] as shown in Table 2.

TheCBRvalues for unsoaked and soaked specimens are calculated andmentioned
in Table 3. From the table, it was observed that the higher CBR value was offered
when the soil was stabilized with 5% of cement. However, the black cotton soil
stabilized with bagasse ash offered a higher soaked and unsoaked value at 10% by
weight of soil mass.

Table 2 MDD and OMC of
stabilized soil

Material MDD (kN/m3) OMC (%)

Black cotton soil 1.671 16

Soil + 5% cement 1.964 20

Soil + 5% bagasse ash 1.665 16

Soil + 10% bagasse ash 1.590 18

Soil + 15% bagasse ash 1.465 20

Soil + 20% bagasse ash 1.313 22

Soil + 25% bagasse ash 1.253 24

Soil + 30% bagasse ash 1.117 26
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Table 3 CBR and UCS
values for the different
subgrade specimens

Material CBR
(Unsoaked)

CBR (Soaked) UCS
(KN/M2)

Black cotton
soil

6.8 2.9 104.8

Soil + 5%
cement

23.2 13.5 312.4

Soil + 5%
bagasse ash

12.4 4.5 187.5

soil + 10%
bagasse ash

15.5 8.3 257.8

Soil + 15%
bagasse ash

13.8 7.2 234.2

Soil + 20%
Bagasse Ash

11.9 5.8 173.2

Soil + 25%
bagasse ash

10.7 4.9 155.6

Soil + 30%
bagasse ash

8.5 4.2 146.9

2.2.2 Unconfined Compression Strength Test (UCS)

The UCS test is generally used to determine the compressive strength of a material,
which is calculating the unconsolidated and undrained shear strength under uncon-
fined conditions according to IS 2720–10 [7]. The UCS test results observed for all
the combinations of stabilized subgrade soli are presented in Table 3. From this, it was
found that the sample prepared mixed with cement offered higher strength compared
with others followed by soil with 10% sugarcane bagasse. As general, when the
percentage of waste was increased in the mixed the strength also decreased. This
may be due to a lack of bonding between soil and waste material like bagasse ash.

3 Probabilistic Studies

For getting a model that can find the proper regularities in the distribution models,
statistical study is done in this present study. 100 sampleswere preparedwith the fixed
composition for the probability study. 25 selected probability distribution functions
were chosen having two to three and four parametric distributions. The parame-
ters for generating distribution curves were evaluated as shown in Table 4 at 0.05
of significance level of that follow the acceptance criteria by the goodness of fit
test as Kolmogorov–Smirnov (K-S), Kolmogorov- Smirnov-Lilliefors (K-S-L), and
Anderson–Darling (A-D) and chi-squared tests, bywhich the remaining distributions
cannot be considered for the analysis as shown in Table 5. The A-D test is a modified
version of the K-S test and is found to be more sensitive to deviations in the tails
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Table 4 Parameters used in various probability distribution functions

Distribution type Parameters

1 Beta (4P) α1 = 6.8457, α2 = 3.2152, a = 4.3679, b = 6.2353

2 Burr (3P) k = 9.0259, α = 26.768, β = 6.2322

3 Burr (4P) k = 102.79, α = 7.167, β = 3.1947, γ = 4.0717

4 Erlang (2P) m = 461, β = 0.01221

5 Erlang (3P) m = 241, β = 0.01728, γ = 1.4685

6 Fatigue Life (2P) α = 0.0469, β = 5.6322

7 Fatigue Life (3P) α = 0.00309, β = 84.348, γ = −78.71

8 Gamma (2P) α = 461.85, β = 0.01221

9 Gamma (3P) α = 188.12, β = 0.01967, γ = 1.9404

10 Gen. Gamma (4P) k = 1.5895, α = 185.06, β = 0.21317, γ = −0.04892

11 Gumbel Max(2P) σ = 0.20457, μ = 5.5203

12 Johnson SB (4P) γ = -1.5094, δ = 1.9702, λ = 2.4616, ξ = 3.9808

13 Kumaraswamy (4P) α1 = 323.39, α2 = 81.019, a = -68.394, b = 6.7802

14 Log-Gamma (2P) α = 1345.4, β = 0.00128

15 Log-Logistic (2P) α = 36.246, β = 5.6273

16 Log-Logistic (3P) α = 1.3159E + 8, β = 1.9738E + 7, γ= -1.9738E + 7

17 Lognormal (2P) σ = 0.04689, μ = 1.7285

18 Lognormal (3P) σ = 0.02875, μ = 2.2118, γ = −3.4989

19 Nakagami (2P) m = 118.22, � = 31.86

20 Normal (2P) σ = 0.26237, μ = 5.6384

21 Pearson 5 (2P) α = 451.01, β = 2537.4

22 Pearson 5 (3P) α = 401.8, β = 2147.2, γ = 0.27588

23 Pearson 6 (4P) α1 = 51,673.0, α2 = 34,377.0, β = 24.904, γ = −31.797

24 Weibull (2P) α = 25.977, β = 5.75

25 Weibull (3P) α = 7.0494, β = 1.6616, γ = 4.0845

Note α1, α2, α, k, δ andm = continuous shape parameters;β, σ andλ= continuous scale parameters;
γ , μ and ξ = continuous location parameters; a and b = boundary parameters; andΩ = continuous
parameters

of the distribution than the K-S test [3, 8]. The test (A-D) was also used in many
previous studies [9, 10]. From the goodness of fit (GOF) results as tabulated, the JSB
distribution ranks the first and that conforms the best distribution among all distribu-
tion for the soaked CBR values, which is a bounded distribution to four parameters
(4P). TheseGOF tests are nonparametric and aremostly used for continuous distribu-
tions. The GOF tests were conducted to fit out the ranks of each distribution through
which one can predict the best suit distribution with the least rank value among all
distributions for the CBR value of subgrade are as shown in Table 5.

A comparison graph is drawn for PDF and CDF for all 25 distributions considered
in the study, presented in Fig. 3a, b. From the figure, it was observed that the JSB
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Table 5 GOF test for compressive strength of data sample

S.n Distribution K-S and K-S-L A-D Chi-Squared

1 Beta (4P) 0.03362 2 0.12434 2 0.62016 2

2 Burr(3P) 0.04935 5 0.22558 5 3.0346 15

3 Burr (4P) 0.04079 4 0.15856 4 2.3678 11

4 Erlang (2P) 0.08873 24 0.72101 23 2.4871 13

5 Erlang (3P) 0.08266 21 0.61652 21 2.361 10

6 Fatigue Life (2P) 0.07607 18 0.54101 18 3.578 18

7 Fatigue Life (3P) 0.06847 11 0.41169 9 2.0086 7

8 Gamma (2P) 0.07294 15 0.48817 14 5.8567 24

9 Gamma (3P) 0.0727 14 0.51071 16 2.4489 12

10 Gen. Gamma (4P) 0.07226 13 0.46481 13 4.5714 22

11 Gumbel Max (2P) 0.13719 25 3.5579 25 9.0047 25

12 Johnson SB (4P) 0.03331 1 0.11673 1 0.57657 1

13 Kumaraswamy (4P) 0.06041 8 0.37427 7 3.3651 17

14 Log-Gamma (2P) 0.07956 20 0.61008 20 3.5891 21

15 Log-Logistic (2P) 0.08472 22 0.70931 22 2.7753 14

16 Log-Logistic (3P) 0.05759 7 0.42342 11 2.3352 9

17 Lognormal (2P) 0.076 17 0.54025 17 3.5782 19

18 Lognormal (3P) 0.0746 16 0.50085 15 5.856 23

19 Nakagami (2P) 0.06973 12 0.44607 12 2.0051 4

20 Normal (2P) 0.06675 9 0.38578 8 2.0072 6

21 Pearson 5 (2P) 0.07908 19 0.59989 19 3.5877 20

22 Pearson 5 (3P) 0.08769 23 0.72322 24 2.3253 8

23 Pearson 6 (4P) 0.0681 10 0.4142 10 2.0064 5

24 Weibull (2P) 0.05095 6 0.34093 6 3.1836 16

25 Weibull (3P) 0.03882 3 0.15196 3 0.68292 3

Fig. 3 PDF and CDF plots for all the distributions
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Fig. 4 PDF and CDF plots for the JSB distributions

distribution is found to be the best suit distribution, the PDF and CDF plots for JSB
distribution are shown individually in Fig. 4a, b.

The probability density function for JSB distribution

f (x) = δλ√
2π(x − ξ)(ξ + λ − x)

exp

{
−1

2

[
α + δln

(
x − ξ

ξ + λ − x

)]2
}

(1)

f (x) = ∅

(
α + δln

(
x − ξ

ξ + λ − x

))
(2)

where, ξ = location parameter; δ and α = shape parameters ( δ > 0); λ = scale
parameter (λ > 0); and φ = Laplace’s integral. The function domain is bounded as ξ

≤ x ≤ ξ þ λ.
The different performances of JSB distribution are also studied. A probability–

probability plot (P-P) is a graph between the observed CDF values that are plotted
against the fittedCDFvalues. The quantile–quantile plot (Q-Q) gives the plot between
the observed data against the fitted distribution quantiles. Both the P-P and Q-Q plots
were drawn present in Fig. 5a, b to study the suitability between observed data and
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Fig. 5 P-P and Q-Q plots for the JSB distribution
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the modelled distribution. From the P-P and Q-Q plots, it can be observed that the
data with the JSB function were almost linear along the 45° line, which referred to
both predicts the variability of CBR value of soil specimen with significant accuracy.

4 Conclusions

The present research is based on the study of experimental as well as statistical
variations of the subgrade properties stabilized with waste material for pavement
construction. The different properties are found out by taking various compositions
by replacing the sugarcane bagasse. From the experimental study, it was observed
that as usual as the soil stabilized with cement offered better results compared with
other combinations considered in the study. The minimum value of soaked CBR
that satisfies the minimum value according to IRC 37 (2018) is taken for further
analysis. However, the black cotton soil stabilized with sugarcane bagasse ash also
offered a promising result in terms of CBR (both soaked and unsoked) and UCS test.
Furthermore, the samewas also validated through probabilistic study for soakedCBR
values. For this, 25 distributions were chosen to get the best fit of the probabilistic
model that closely represents the soaked CBR value of the stabilized subgrade layer.
The best fit probability distribution was found based on the goodness-of-fit tests on
the available experimental dataset as Johnson SB (JSB) probability distribution. The
P-P and Q-Q plots are also studied that confirmed the appropriateness of Johnson SB
(JSB) distribution to model the soaked CBR value as it also satisfies the minimum
value according to IRC specification for pavement construction.
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Experimental and Analytical Study
of Negative Stiffness Device
for Protection of Structures Against
Earthquake—A Review

Vaishali Kishan and Priyanka Jadhav

1 Introduction

Typically structures which are designed as per codes experience considerable irre-
versible deformations at the time of severe earthquakes, causing degradation in stiff-
ness, deterioration in strength and escalation in inter-storey drift. By making use
of systems for passive seismic protection like supplementary damping devices, the
inelastic effects obtained could be reduced to some extent. This concept was devel-
oped effectively to lower the response and lessen the damage by moving the irre-
versible energy dissipation from the framing system to the dampers [1–3]. Some
of the examples of passive systems are fluid dampers [1, 4], active and semi-active
control devices [3], base isolation systems [5, 6, 7, 8, 9], adaptive friction dampers
[10], adaptive tuned mass dampers [11], friction dampers [12].

However, the acceleration and total storey forces obtained using these approaches
were still on the higher side.

Adaptive systems are more refined compared to the typical passive systems. It is
a combination of an adaptive stiffness device and damping device. Depending on the
amplitude of displacement, it changes stiffness and damping of the devices [10, 11].
It shows force–displacement behaviour and by adding structural properties it shows
better features than the earlier structure.

Recently pseudo-negative-stiffness dampers (PNSD) efficient of creating
negative-stiffness hysteretic loops was suggested by Iemura and Pradono [13] It was
shown that the total force could be considerably reduced by supplementing negative-
stiffness hysteretic loops. This method was successfully validated on structures such
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as cable-stayed bridges, highway bridges and buildings for different kinds of ground
motion. These do not assist structure to move in the direction of the motion unlike
the NSD.

All the approaches reported above have some or the other limitation. The active
control device needs feedback and ample power whereas the semiactive control
device needs feedback and nominal power. The passive control device may decrease
displacement but cause more base shear. On combining adaptive negative stiffness
with a damping device, the base shear and displacement response obtained in the
structure is reduced. However, negative stiffness systems have acquired compara-
tively less attention than the semiactive and pseudo negative stiffness systems and
hence show a considerable gap. Thus, it is essential to reduce the inelastic behavior
movements in the frames by developing new true negative stiffness devices. NSD
can minimise destruction in structural main system by minimizing the base shear,
inter-storey drift and inelastic deformation.

To reduce the inertia forces, earthquake-resistant structures are currently designed
by reducing the design strength to ensure ductile behavior during seismic activity.
At the most, this approach secures safety of life during the design seismic event and
prevents failure of structure during the maximum considered event. It is observed
there are large story drifts, permanent deformations and subsequently structure loses
its functionality following strong seismic events.

To minimise simultaneously accelerations and inter-story drifts in the retrofit of
structures, [14, 15] brought in the idea of decreasing the structure’s strength and
stiffness by adding additional viscous damping. The same objective was achieved
for new construction as per the approach specified in ASCE 7, Chapter 18 [16] for
structural design with damping [17] .

Cimellaro et al. [18] suggested design approach of weakening the structure
wherein damping devices were added using control theory to ensure structural
stability and the positions and magnitude of the changed structural elements were
determined. The procedure suggested was to first find out the new structural param-
eters with the help of nonlinear active control algorithm, ensuring the stability of the
structure. Then by either removing or weakening some structural elements and by
adding energy dissipation systems, the characteristics of similar structural param-
eters of passive system were determined. With the help of optimization algorithm,
the design of passive dampers and weakened elements were carried out to acquire a
response as close as possible to an actively controlled system.

Nagarajaiah et al. [19, 20] and Pasala et al. [21] have developed an alternative
“adaptiveweakening” strategy called the adaptive negative stiffnessmethod (ANSS).
All reactions such as acceleration, inter-story drift and base-shear of the structure
were reduced significantly by using the supplementary damping devices along with
the negative stiffness device NSD. The idea regarding apparent yield was proposed
where yield could be replicated in the structural system by providing an NSD and
moving the yield away from the main structural framework. The original rigidity of
the structural framework is not changed unlike the weakening concept which was
suggested earlier. The integrated unit assembly acts similar to a structure that is
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yielding by engaging the NSD at an adequate displacement. A true negative stiff-
ness system produces forces that help motion and not resist it like positive stiffness
system. The NSD is able to produce true negative stiffness and therefore may not
require additional power, sensors and controllers to obtain the desired forces. It was
observed that NSD greatly decreases base shear and acceleration, and by incorpo-
rating a passive damping device with a marginal damping coefficient for the elastic
and inelastic structures, the inter-story deformations can be minimized. Numerical
findings showing the efficacy and remarkable results of the ANSS /NSD by analysis
were also published.

This report introduces the working principle, description, development, operation
of NSD and study of the behaviour of NSD.

2 Working Principle

To imagine the effect of true negative stiffness on a structure, viscous damper with
damping coefficient C and NSD with stiffness Kn have been added, consider the
relations of force–displacement as shown in Fig. 1a (The structure’s force displace-
ment relation is indicated in green, viscous damper is shown in magenta and NSD
is shown in red). When NSD is applied to the structure, indicated in Fig. 1b, there
is reduction in the stiffness of assembly from Ke to Ka = Ke–Kn for displacement
more than x1 as shown in blue line, Fig. 1b.

For a system which is perfectly linear (shown with green line in Fig. 1b if F2
is the maximum restoring force and x2 is the maximum displacement then, for the
same load, for assembly of the structure and NSD, the maximum restoring force is
F3 and maximum displacement is x3 (blue line in Fig. 1b. Stiffness of the NSD, Kn

is chosen to obtain the optimal decrease of base shear. Force applied by the NSD is
indicatedwith a red line in Fig. 1b. Even though, decrease in the base shear is obtained
for the assembly of structure and NSD, the maximum deformation may increase as
compared to the structure without the NSD. Reduction in the deformation of this
system can be obtained by incorporating passive dampers in addition to the NSD

(a) (b) (c)

Fig. 1 a Component forces, b Structure + NSD, c Structure + NSD + Damper
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(Fig. 1c). If a linear viscous damper is added to an assembly of structure and NSD,
there is reduction in the maximum displacement (x3 < x2).

3 Description and Operation of Negative Stiffness Device

The photograph of Negative Stiffness Device (NSD) (Fig. 2) and schematic diagrams
of NSD in un-deformed shape (Fig. 3a) and deformed shape (Fig. 3b) are shown.

The NSD produces a thrust in the similar direction as that of the forced displace-
ment. It can be set up either in an isolated structure between isolation level and
ground or in the middle of the storeys. About its level of installation, the NSD causes
reduction in the total force. As a consequence of this similar reduction of stiffness
and strength is obtained, resulting in the decrease of acceleration and forces due to
inertia.

Fig. 2 The photograph of Negative Stiffness Device (NSD)

Fig. 3 Schematic diagrams of NSD in a un-deformed shape, b deformed shape
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A Gap Spring Assembly system (GSA) in the NSD ensures a significant effect
of positive stiffness for slight displacements and assures requirements of service-
ability. The GSA is a group of springs that give stiffness to the NSD for displace-
ments between zero and a predetermined limit. The GSA shows a bilinear elastic
behaviour because of which for displacements less than the predetermined limit, the
combined system has zero or slight negative or positive stiffness. In case of greater
displacements, the system has the negative stiffness of the NSD.

TheNSDconsists of a precompressed spring, twoGSAs, pivot plate, lever, top and
bottom chevron braces and two double-hinged columns [22]. Using link mechanism
the precompressed spring shifts the horizontal loads to the bottom and top part of the
frame. When the device undergoes deformation, the precompressed spring rotates
and applies a force along the direction of the displacement thereby creating negative
stiffness. For smaller values of displacement, the GSA opposes the NSD function
so that the device gives zero or some small negative or positive stiffness up to a
displacement of predetermined value. When the displacement increases, the force in
the precompressed spring reduces thereby reducing the negative stiffness value for
higher displacements. At greater displacement, the NSD provides positive stiffness
which is a desirable characteristic during large earthquakes.

The performance ofNSD is assessed by themotion of the pivot plate and preloaded
spring (motion of points A, B, C, D, E) and also by the properties of spring of stiffness
Ks, initial length DE and preload Pin. Consider there is displacement of the top of
the NSD towards the right by u as shown in Fig. 3b. A displacement is imposed by
the lever on (point B) the top edge of the pivot plate thereby causing the plate to
rotate about the pivot C. By virtue of the stiffness of the lever and its insignificant
rotation, the displacement at point A and point B are basically the same. As when
the pivot plate rotates around point C, point D shifts in a direction contrary to the
imposed displacement. It should be observed that point E, which is the bottom pin
of the precompressed spring is rigidly attached to the upper part of the NSD via the
top chevron brace and thus undergoes an equal displacement as that of point A. Due
to the kinematics of the spring’s top pin Point D and bottom pin Point E, there is
rotation in the precompressed spring and as the spring is precompressed and rotated
in the direction opposite to the imposed displacement, it assists the motion instead
of opposing it. This gives rise to negative stiffness. The spring displays its least
span when the NSD is not deformed. When the NSD deforms, the spring expands
and there is reduction in precompression force, increase in its angle of inclination
because of which there is reduction in the horizontal component of force produced by
the NSD. This causes gradual decrease in negative stiffness intensity, which finally
leads to positive stiffness. This takes place at greater displacements and it is called
stiffening all through this report. This behaviour of NSDwith GSA and without GSA
is illustrated in the graphs (Fig. 4).

TwoGSA are positioned at the bottom of theNSD, each operating in compression.
AGSA is joined to one side to the lower part of the NSD via the end plate as indicated
in Fig. 3a while the other side is connected to (point E) the head of the top chevron
brace of the NSD and therefore it transfers only compressive forces. Thus, both GSA
devices function in one direction whereas together, they produce forces along both
directions.
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Fig. 4 Behaviour of NSD with GSA and without GSA

The combined force–displacement relation ofNSDwithGSA (Fig. 4c) is obtained
when lateral force–displacement relations of the compressedGSA (Fig. 4b) andNSD
(Fig. 4a) are clubbed together.

For the displacements lesser than the apparent-yield displacement u’y, the negative
stiffness is cancelled. The GSA could be developed to produce a positive stiffness
either equivalent to or slightly more than the negative stiffness at zero displacement
such that, the total stiffness produced by the NSD for displacements lower than u’y
is almost or slightly above zero as shown in Fig. 4c. It is to be observed that the
compressive forces in the preloaded spring and the double-hinged columns of the
assembly are in equilibrium.

4 Basic Force–Displacement Relations of Negative Stiffness
Device

Derivation of the basic relations of force–displacement is shown in this section. The
equations so obtained are based on assumptions that members of the frame are rigid,
all the elements have no mass and the hysteresis in the joints of NSD is insignificant.

4.1 Analysis of Negative Stiffness Device

For the analysis of the NSD, balance of forces and kinematics in the deformed
configuration has to be taken into consideration. Consider an NSD is set up in a
structure and is subjected to a lateral displacement of known magnitude u to its
top (Fig. 3b). The force generated by the device along the direction of the imposed
displacement is derived as follows:

Consider the FBD of the pivot plate shown in Fig. 5a. Forces FB, FC and FS act on
the pivot plate while force Fg of the GSA does not act on the pivot plate is as shown.

The FBD of the bottom chevron is shown in Fig. 5b.
Also additional assumptions made are as follows:
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Fig. 5 a Forces acting on pivot plate, b Free body diagram of bottom chevron

Fig. 6 Force displacement loops of NSD (Green-Base structure, Red-NSD, Blue-Assembly)

• It is assumed that the lever has zero rotation. Hence the lever force will act in
the horizontal direction and the points A and B will have the same displacement.
Practically the lever rotates; rotation is very small if the lever is long.

• The loss in the height of the NSD because of inverted pendulum motion is
neglected. This loss in the height, however little, will cause vertical displacement
of point E, minute lever rotation and some loss in the spring preload.
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When a displacement of u is imposed on the top of the NSD following actions
take place

(1) The lever induces the pivot plate to rotate and point B moves horizontally by
an equal amount as the applied displacement.

(2) PointE is connected rigidly to the top channel via top chevron and it experiences
the applied displacement u.

(3) Point D moves horizontally in the direction opposite to u.

uB = u, uE = u, uD = −u
l1
l2

(1)

where l2 is the distance between point C and point B and l1 is the distance between
point C and point D in Fig. 5a.

Point B moves down and point D moves up by:

vB = l2 −
√
l22 − u2

vD = l1 −
√
l21 −

(
u
l1
l2

)2 (2)

The vertical distance between points E and D is:

vDE = l p + vD = l p + l1 −
√
l21 −

(
u
l1
l2

)2

(3)

where lp is the length of the precompressed spring in the un-deformed configuration
(Fig. 2a).

The spring length in the deformed configuration is obtained by using Eqs. (1), (2)
and (3)

ls =

√√√√√
⎛
⎝l p + l1 − l1

√
1 −

(
u

l2

)2
⎞
⎠

2

+ u2
(
1 + l1

l2

)2

(4)

Taking moments about point C of the pivot plate in Fig. 5a, and calculating the axial
force in the lever at point B

FB = Fs√
l22 − u2

⎡
⎣cos θs

(
u
l1
l2

)
+ Fs sin θs

⎛
⎝

√
1 −

(
u

l2

)2
⎞
⎠l1

⎤
⎦ (5)
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where θs is the angle of inclination of the spring and Fs is the force of the
precompressed spring.

This force varies with displacement and is given by:

Fs = Pin − Ks
(
ls − l p

)
(6)

where Pin is the precompression force of the spring (a positive value) and Ks is the
stiffness of the precompressed spring.

It is to be noted that force in the spring increases when the lateral displacement
is zero.

The sine and cosine of the spring inclination angle are given by:

sin θs = u

ls

(
1 + l1

l2

)

cos θs = 1

ls

⎛
⎝l p + l1 −

√
l21 −

(
u
l1
l2

)2
⎞
⎠

(7)

The total force generated by the NSD, except for the GSA force, is the resultant of
force acting on point C and the horizontal component of forces in the double-hinged
columns. From vertical equilibrium in Fig. 5b, the vertical component of the axial
load in the double-hinged columns is equal to the vertical component of the spring
force.

The component along the horizontal direction of the axial load in the double-
hinged columns is given by:

FLx = 1

2
Fs cos θs tan θ ≈ 1

2
Fs cos θs

u

h
(8)

where θ is the inclination angle of the double hinged columns.
The total force exerted by the NSD, inclusive of the GSA force, is given by:

FNSD = − Fc − 2FLx + Fg (9)

where Fg is the GSA force and FC is the horizontal force at point C as calculated
from horizontal equilibrium of the pivot plate and given by:

Fc = FB + Fs sin θs (10)

Substitutions of Eqs. (5) to (8) and (10) into (9) and after some algebra yields the
total NSD force as:

FNSD = −
(
Pin + Kslp

ls
− Ks

)(
l1
l2

)
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⎛
⎝2 + l p + l1√

l22 − u2
+ l2

l1

h + l p + l1 − (l1/ l2)
√
l22 − u2

h

⎞
⎠u + Fg (11)

The force–displacement of the gap spring assembly (GSA) is given by:

Fg =
⎧
⎨
⎩

ks1u, 0 ≤ u ≤ u′
y

ks1u
′
y + ks2ks1

ks2 + ks1

(
u − u′

y

)
u > u′

y

⎫
⎬
⎭ (12)

where kS1 is the stiffness of the inner spring S1, kS2 is the stiffness of the outer spring
S2 and u’y is the displacement at which the assembly shows change in stiffness.

4.2 Analytical Model of NSD

It is clear from the above equation that fundamental parameters that define negative
stiffness are stiffness of the precompressed spring (Ks) and NSD spring preload (Pin)
and on optimising them seismic response can be reduced to a large extent. The above
Eq. (12) can be solved using Python code, Matlab or excel sheet. Using the nominal
properties of the NSD (Table 1), given as an example, calculations are done and
results obtained are as shown in Fig. 6.

Using Eq. (11) and putting Fg = 0, NSD force–displacement relation without the
GSA is obtained and shown in red.UsingEqs. (11) and (13),NSDforce–displacement
relation with the GSA is obtained and is shown in blue. Using Eq. (13) the force–
displacement relation of only GSA is obtained and shown in green.

Table 1 Nominal NSD
properties [23]

Quantity Symbol Value Units

Length BC of pivot plate 25.4 cm

Length CD of pivot plate h 12.7 cm

NSD spring length h 76.2 cm

NSD spring stilTncss K 1.4 kN/cm

NSD spring preload Pi, 16.5 kN

Double hinged column height h 124.5 cm

Lever length /,v 67.3 cm

NSD engagement displacement 1.65 cm

GSA spring SI stiffness 4.9 kN/cm

GSA spring S2 stiffness 0.3 kN/cm

GSA spring S2 preload Pi, 2 8.1 kN
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The results obtained by solving the equations could be used in any of the commer-
cial software like capable of modelling nonlinear force–displacement relation of
NSD.

The characteristics of bi-linear hysteresis can be captured by the Sivaselvan-
Reinhorn model [24].

With an objective of reducing the base shear of the structure and at the simul-
taneously limiting the maximum displacement of structure, NSD has to be used in
addition with a non-linear passive damper.

By adopting optimisation method as proposed by Cimellaro et al. [18, 25], the
optimal properties of the damper could be found out such that error between force
produced due to passive device and the active control force is minimal. It is shown
that a viscous damper with damping ratio of 20% is very effective with the assumed
properties of NSD.

Below equation gives the force generated by the passive damper

FNPD = 2ξ
√
Kem ẋ (13)

where, FNPD is the force generated by the damper, ξ is damping ratio, Ke and m are
the elastic stiffness and mass of the structure respectively.

5 Experimental Outcomes

Performance study of true negative stiffness and an adaptive negative stiffness system
on a shear structure having five degrees of freedom was carried out by Gisha et al.
[26] and optimum parameter values and number of damping devices were evaluated
depending on response of structure under seismic activity. Experimental analysis on
a three-storey model, seismically isolated structure equipped with NSD was carried
out by Pasala et al. [27] and results obtained both analytically and experimentally
were compared to verify the analyticalmodels ofNSD.AnNSDwas incorporated in a
Reinforced concrete structural frame consisting chevron bracings byOnkar et al. [28]
using SAP 2000. Study on a model of G + 5 RCC building with ANSS was done by
Mirza Arif and Chakrabarti [29]. The NSD equations were worked out in MATLAB
and data obtained was utilised for analytical modelling in SAP2000. Analysis was
carried on 2D and 3D steel buildings with NSD by Jadhav et al. [30] and seismic
response was studied for different time history loadings. NSD equations were solved
usingMATLAB and ETABS 2016 was used for the analytical modelling and optimal
placement of NSD was obtained based on the structural response to seismic activity,



124 V. Kishan and P. Jadhav

6 Conclusions

This paper explained the description, operation and modelling of an innovative
Negative Stiffness Device (NSD) having the following features:

(1) The NSD minimizes the lateral stiffness of the structure after a prescribed
displacement. This is carried out by using Gap Spring Assembly which facili-
tates positive stiffness up to a predetermineddisplacement. It generates negative
stiffness bymeans of an extremely compressed spring that creates a force along
the direction of motion. By using a double negative stiffness magnification,
the amount of spring force is amplified and thus NSD can be designed using
spring with a realistic stiffness and preload. The NSD has nonlinear elastic
behaviour and the magnitude of the negative stiffness decreases with increase
in the displacement thereby ensuring stability of the system at considerable
displacements.

(2) NSD causes reduction in stiffness because of which viscous damper’s effective
damping becomes considerably larger when they are supplemented in parallel
toNSD.This results in significant displacement reduction about the levelwhere
the NSD is installed.

(3) NSD is passive as it does not need external power source and structural response
feedback.
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Laboratory Study of Permeability
for Sub-Base Using Flyash and Fibre

Dharampal Singh Kandari, Deepak Kumar Singh, and Shashank Kothari

1 Introduction

Roads are an important mode of transport in India. In India, national highway covers
a distance of 142,126 km, state highways stretch across a distance of 176,166 km
and rural roads stretch across a distance of 39,35.337 km [1]. There are three causes
for the failure of a pavement, one is drainage, two is drainage and three is drainage.
Monsoon damage to road surfaces in India iswell known.As rain falls, water flows on
the road surface, some of the water seeping into the pavement structure. Any surface
irregularities present mean stagnation of water [2]. Any cracks present likewise facil-
itate ingress of water and permit water to act on larger areas of surface courses and
other layers. Presence of pot-holes makes matters still worse. As traffic moves on a
road surface which is flushed with water both on top and inside, hydrostatic pressures
are generated which aggravate the rate of breakup. As breakup gets initiated, it tends
to accelerate at such a geometric progression that the road surface becomes unrecog-
nizable in a few days. The infiltration of water into the pavement can be minimized
(a) by providing proper roadside drainage (b) by providing sub-surface drainage (c)
by providing permeable base or sub-base for rapid removal of water which enters the
pavement structure (d) by providing a filter layer such as geotextile to prevent the
migration of fines into the permeable base from the subgrade, subbase material. The
quality of GSB layer is very important for the useful life of the road. Therefore, the
permeability of GSB materials is very important for evaluating the drainage capa-
bility. Due to shortage of conventional materials, the use of alternate materials like
fly ash, fibres, construction and demolition waste, etc., in road construction would
solve this problem. Granular Sub-base (GSB) is the layer just above the compacted
soil layer (subgrade soil). It transfers traffic loads to the subgrade while providing
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drainage and frost protection [3]. Subbases for flexible pavements must have rela-
tively free drainage and must be free of frost action. Strength is not so important,
however, since the course is lower in the pavement structure and therefore withstands
much smaller loads. Permeability is one of the importantmaterial properties that have
to be considered in the design thickness of GSB [4]. The coefficient of permeability,
k, is an important value which is used for expressing the drainage capability of soils.
The permeability coefficient is the property of the porous material to allow water
to pass through it. The coefficient of permeability a soil can be determined in the
laboratory by two different methods (a) Constant head method which is suitable for
granular materials (b) Falling head method which is used for less permeable soils.
The permeability coefficient is dependent on the properties of the permeating liquid
as well as the porous medium.

2 Material Selection

2.1 Aggregate

In the present study, Type-I aggregate and Type-II aggregate were collected from
Chamoli district, Uttarakhand. Type-III aggregate was collected from local area.
The various tests such as specific gravity, water absorption, crushing, L.A. abrasion
and impact were conducted on aggregates. The test results for Type-I aggregate are
presented in Table 1. The test results for Type-II aggregate are presented in Table
2. The test results for Type-III aggregate are presented in Table 3. The particle size
distribution curve for aggregate is shown in Fig. 1. The grading for close graded GSB
material is presented in Table 4.

Table 1 Results of tests
conducted on Type-I
aggregate

Sr. no Tests on aggregates Test results

1 Crushing value (%) 15.10

2 L.A. abrasion value (%) 28.61

3 Impact value (%) 15.90

4 Specific gravity 2.65

5 Water absorption (%) 0.70

Table 2 Results of tests
conducted on Type-II
aggregate

Sr. no Tests on aggregates Test results

1 Crushing value (%) 16.1

2 L.A.abrasion value (%) 27.45

3 Impact value (%) 18.55

4 Specific gravity 2.78

5 Water absorption (%) 0.25
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Table 3 Results of tests
conducted on Type-III
aggregate

Sr. no Tests on aggregates Test results

1 Crushing value (%) 11.2%

2 L.A.abrasion value (%) 28.96%

3 Impact value (%) 14.60%

4 Specific gravity 2.61

5 Water absorption (%) 0.65

Fig. 1 Particle size distribution curve for aggregate

Table 4 Grading for close
graded [5] GSB materials

IS sieve size, mm Upper limit Lower limit Adopted
gradation

75 100 100 100

53 100 80 90

26.5 90 55 72.5

9.5 65 35 50

4.75 55 25 40

2.36 40 20 30

0.425 25 10 17.5

0.075 10 3 6.5

2.2 Fibre

In the present study, polypropylene fibre was used. The different percentages of
polypropylene fibre (0.5%, 1.0%, 1.5% and 2.0% by dry weight of mix) was mixed
in GSB mixtures. Table 5 shows properties of polypropylene fibre.
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Table 5 Properties of
polypropylene fibre

Sr. no Particulars Value

1 Polypropylene formula (CH2-CH2)

2 Average diameter(mm) 0.3

3 Aspect ratio 100

4 Specific gravity 0.9

Table 6 Properties of flyash Sr. no Particulars Test results

1 OMC 23%

2 MDD 1.38 g/cc

3 Liquid Limit 15.3%

4 Specific gravity 2.03

2.3 Flyash

In the present study, specific gravity test and compaction test were conducted on
flyash. The different percentages of flyash (22, 25 and 28%by dryweight ofmix) was
mixed in GSBmixtures. The percentages of flyashwere decided by using Routhfutch
method. Table 6 shows the properties of flyash.

3 Laboratory Study and Analysis of Results

3.1 Standard Proctor Test

The optimum moisture content(OMC) and maximum dry density(MDD) of various
GSB mixtures were obtained by conducting [6] heavy compaction test (Figs. 2 and
3). Figures 2 and Fig. 4 show variation of OMC of GSB mixtures with varying
percentage of flyash and fibre, respectively. Figure 3 and Fig. 5 show variation of
MDD of GSB mixtures with varying percentage of flyash and fibre, respectively.

As flyash content increases, OMC increases andMDDdecreases. TheMDDvalue
decreases due to low value of specific gravity of flyash. The OMC increases with
increase in flyash content because more water content is required due to their larger
surface area. The addition of Polypropylene fibre toGSBmixeswith varying percent-
ages reduces MDD and increase OMC. The OMC increases with increase in fibre
content. This is due to adsorption of water particles on the surface of polypropy-
lene fibre. The MDD value decreases with fibre content because of the low value of
specific gravity of fibre.
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Fig. 2 Variation of OMC of GSB mixtures with varying percentage of flyash

Fig. 3 Variation of MDD of GSB mixtures with varying percentage flyash

3.2 Permeability Test

In the present study [7] the constant head method (suitable for granular materials)
was used to determine the coefficient of permeability of various GSB mixtures. The
permeability values for GSB mixtures with varying percentage of flyash and fibre
are shown in Fig. 6 and Fig. 7, respectively.

It was found that value of permeability of GSB mixtures increases with increase
in polypropylene fibre because fibre increases the void content due to absence of
cohesiveness and poor distribution of fibres. The permeability value of GSB mix-
flyash mixtures decrease with increase in flyash content. This is due to increase
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Fig. 4 Variation of OMC of
GSB mixtures with varying
percentage of fibre

Fig. 5 Variation of MDD of
GSB mixtures with varying
percentage of fibre

in surface area with the increase in flyash content, generating more resistance to
water flow through void between particles. Thus, leading to reduction in the value
of permeability.

4 Conclusion

The inclusion of flyash to GSB mixtures increases OMC, decreases MDD and
decreases permeability values. The optimum value of flyash is observed to be 22%
based on greater CBR value. The inclusion of fibre to GSBmixtures increases OMC,
decreases MDD and increases value of permeability. The optimum value of fibre is
observed to be 1.5%. Inclusion of fibre beyond 1.5% caused problems in mixing.
Also, increase in strength of mix is insignificant. Between fibre and flyash, fibre is
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Fig. 6 Permeability value of GSB mixtures with varying percentage of flyash content

Fig. 7 Permeability value of GSB mixtures with varying percentage of fibre content

the most suitable GSB material which increases the value of permeability from 4.83
× 10−3 cm/s to 6.94 × 10−3 cm/s, 7.23 × 10−3 cm/s to 10.11 × 10−3 cm/s and
6.095 × 10−3 cm/s to 11.972 × 10−3 cm/s for GSB mixture-I, GSB mixture-II and
GSB mixture-III, respectively.
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Comparative Analysis of CFST Columns
and RC Columns Under Uniaxial
Compressive Loads

Shashank Kothari, Deepak K. Singh, and Pankaj Chamoli

1 Introduction

The steel–concrete composite sections provide a highly advantageous system which
is capable of carrying very high amount of axial load resulting from the interaction
between steel section and the concrete. The steel section provides reinforcement
to the concrete to resist any tensile forces, shear forces and bending moments. If
concrete is compacted in a very composite column, then apart from resisting the
compressive loading it also effectively reduces the buckling effect of the steel section.
In comparison with reinforced concrete columns, such composite columns either
sheathed or in-filled leads to much reduction in size of columns needed for holding
the equivalent load. Hence, appreciable economic savings may be achieved. Such
columns of smaller cross-sections can be used in places where they are the main
reason of hindrance like automotive parking and commercial workplaces. In high-
rise buildings which are susceptible to experiencing large amount of lateral loads,
composite columns with close spacing in connection with surface beams may be
used to provide lateral resistance by the tabular idea. In several unstable resistant
structures concrete sheathed steel composite sections are recommended for once the
concrete enclosing cracks below severe overloading of flexural nature, the stiffness
of the section reduces however the steel core provides ductile resistance and shear
capability to succeeding cycles of overload.
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2 Literature review

Concrete filled steel tube (CFST) columns are also recommended for several columns
in high-rise buildings, earthquake-resistant structures and bridge piers subjected to
high strain rate from railways decks and traffic. Since the shoring system and form-
work used in construction can be avoided by using the steel tubes, hence CFST
structures may be having higher constructability. When used next with concrete
sheathed steel composite sections, CFSTs give high compressive and torsional resis-
tance concerning all axes. The very first research attempt in this field to study the
structural behavior of CFST elements was made by Abdalla [1]. In his research,
he conducted a test program on concrete, steel tube and CFST. According to the
test results of his study, it has been observed that the CFST columns are having
larger load-bearing capacity in comparison to the sum of steel and concrete capac-
ities when tested individually. Several studies on CFST columns done by many of
the researchers such as Neogi et al. [2], Klöppel and Goder [3], Salani and Sims [4],
it was concluded that due to the confinement of steel tube on concrete infill, devel-
opment of ultimate axial resistance of CFST columns occurs. The study conducted
by Prichard and Perry [5] suggests that on providing additional lateral confinement
to the minimum fundamental, maximum contact force can be gained inhibiting the
dilation of concrete. However, increasing the thickness will not decrease dilation by
any significant degree. Also, increasing the stiffness of the confining materials will
increase contact forces among the confined specimens. But the stiffness of confining
materials and contact force are non-linearly proportioned. O’Shea and Bridge [6]
observed that local buckling is significantly affecting load-carrying capacity in case
of hollow circular steel tubes. However, by providing internal lateral restraint in
square-shaped tubes, buckling strength of columns can be improved but this is not
valid for circular steel tubes. Instead, the internal concrete did not affect the outward
buckle of tube. Also, the degree of confinement provided by a thin-walled circular
steel tube to the concrete infill depends upon the loading condition.Maximum degree
of confinement can only be achieved by such loading where the axial load is trans-
ferred purely upon the concrete while the steel tube in CFST column is acting as
circumferential restraint. Also, such composite sections result in high resistance to
local buckling if the bond between concrete and steel tube is sufficiently strong. Thus,
the effect for local buckling needs not to be considered in provisions of Euro code
4 [7] when strength of concrete infill is up to 80 MPa without reducing the steel’s
strength from local buckling and biaxial effects and without increasing confinement
of infill concrete. Hou et al. [8] modeled and analyzed the CFST sections using finite
element analysis software ABAQUS and by verifying it against the experimental
data extracted from previous work done by Huang et al. [9]. Numerical analyses
on circular CFST columns have proved that smaller width to thickness ratio (b/T)
can provide larger confinement effect to the in-filled concrete. Square-shaped CFST
columns are not capable of providing a large confining effect to the in-filled concrete
particularly when the width to thickness ratio (b/T) ratio is large. Confinement of in-
filled concrete in square CFST columns can be improved by providing reinforcing
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ties which are closely spaced and larger in diameter. Na et al. [10] discussed the
impact behavior of CFST and CFT stub columns and concluded that it is notice-
able that for the same magnitude of impact loading, the CFST strain is lesser than
the CFT indicating the improvement in resistance. The model also clarifies that the
impact wave was getting transferred in form of unidirectional plane wave through
specimen. However, due to avoiding the concrete damage in modeling of material,
the calculated maximum strain for test results is comparatively greater than that of
calculated using the model.

3 Description of the Model

The results reported in this paper are for service axial load on RC columns when
comparedwith the similar dimensionedCFST columns for von-misses stress, vertical
displacement and critical buckling load capacity.

Columns: The RC column is having length of 3.5 m and diameter of 450 mm. The
concrete used is ofM25 grade and grade of steel is Fe250 whereas for CFST columns
the thickness of steel tube is 8 mm contributing the overall diameter of 450 mm and
length of 3.5 m.

Loading: The columns are subjected to axial compressive load of 30 kN/mm2 over
the top cross-sectional area and the bottom end is fixed at base with the foundation
for stress analysis whereas for critical buckling analysis, the axial load has been taken
as 100 kN (Fig. 1).

Fig. 1 Description of column dimensions for RC and CFST columns
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4 Numerical (Finite) Modelling of the Columns

The columns are modeled in ABAQUS 6.13 software, as 3-D element where the
concrete and steel reinforcement are modeled using eight node brick element (C3D8)
as rigid elements and instanced in their positions for binding those using rigid
embedded connection so that it may behave as a composite section. In CFST columns
the steel tube is modeled as general purpose linear 4-sided shell component (S4R).
The load applied on top of column is taken as distributed load over the whole
cross-section.

5 Results and Analysis

For stress along Y-direction on equating the radial strain in concrete and radial strain
in steel at the interface we get (Fig. 2),

σy
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)
+ σy
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2 ∗ 0.004 ∗ 2∗105
(
1 − 0.3
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)
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σy = −1.4788N/mm2

The stresses, strains and displacements are evaluated and compared for all the
three axes. The results are graphically presented as in figures (Figs. 3, 4, 5, 6, 7, 8,
9, 10, 11 and 12).

Fig. 2 FE model of CFST column and cross-sectional view of stresses along Y-direction
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Fig. 3 Strain in x-direction (for CFST and long RC columns)

Fig. 4 Strain in y-direction (for CFST and long RC columns)

Now for buckling analysis of columnswe need to assume it as awired steel column
using 2-DFE analysis. Using the given dimensions and finding the eigen value. Based
on the calculated eigen value the different buckling modes are graphically analyzed
for different shapes of columns.



140 S. Kothari et al.

Fig. 5 Strain in z-direction (for CFST and long RC columns)

Fig. 6 Stress in x-direction (for CFST and long RC columns)

On comparing the stress in steel at interface, it has been observed that analyti-
cally it is −1.4788 N/mm2 whereas using FE analysis it is −1.211 N/mm2. Also on
comparing the results of buckling analysis the critical buckling load is 1.774% more
in case of FE analysis as compared to analytical result.
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Fig. 7 Stress in y-direction (for CFST and long RC columns)

Fig. 8 Stress in z-direction (for CFST and long RC columns)

6 Conclusion

1. The critical buckling loadofCFSTcolumn ismore thanRCCcolumn.Anegative
buckling factor simply means that the structure will buckle when the directions
of the applied loads are all reversed. It implies that shell would buckle if subject
to excessive external pressure.

2. The critical buckling load in square column is more than circular shape of
column. Moment of inertia is the important factor in the buckling analysis of
the column. Moment of inertia of the square column is more than the circular
column so the value of critical buckling of a square column is more as compared
to circular column.
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Fig. 9 Displacement in x-direction (for CFST and long RC columns)

Fig. 10 Displacement in y-direction (for CFST and long RC columns)

3. The stress in CFST column is less as compared to RCC column in all directions.
The strain in the CFST column is less than RCC columns in all directions.

4. Strain in a CFST short column is less as compared to strain in RCC short
column. Displacements in both RCC and CFST columns are varying in different
direction.
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Fig. 11 Displacement in z-direction (for CFST and long RC columns)

Fig. 12 Critical buckling loads for CFST and RCC columns
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Use of Bagasse Ash as a Filler Material
in Soils

Rahul Vaishnava, Ajit Kumar, and Sanjeev Kumar

1 Introduction

India is an agricultural country. Sugarcane is one of the important commercial crops
grown in India and supports the livelihood of 50 million farmers and 5 lakh workers
employed in sugar mills. Mainly, sugarcane is used for sugar production by crushing
it in sugar mills. India on average produces 310 million tons of sugarcane annually.
Bagasse produced after extracting juice from sugarcane is used as a fuel in boilers
of sugar mill to produce steam and electricity, generating about 9 million tonnes
of bagasse ash annually. Accretion and piling up of bagasse ash, demands for its
safe and economical disposal. Therefore, the present study is an effort to explore the
constructive use of bagasse ash in the stabilization of soils.

Hernández [1] observed that the reaction between lime and Sugarcane bagasse
reaction has brought up changes in the microstructure of material as the formation
of new products makes material denser and tougher to fracture. Cordeiro et al. [2]
studied the filler and pozzolanic effects of Bagasse ash in lime and cement mortars
and found that virtual packing density of BA increased with increase in grinding
time period. Also, when compared to a material (Crushed Quartz) of same fineness
he confirmed that due to the pozzolanic activity of bagasse ash the compressive
strength of BAmortar was 31% greater than the strength of Crushed Quartz mixture.
Anupam et al. [3] and Kharade et al. [4] found that the CBR values of soil increased
with the addition of bagasse ash when compared to the virgin soil. Jain et al. [5] and
Yadav [6] confirmed of reduction in the liquid limit of soil admixed with optimum
BA dosage and on further addition of BA, the plastic limit of the soil mix decreased
almost linearly as a result the plasticity index was reduced. Hasan et al. [7] and
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Fig. 1 Bagasse ash collected from ash pond

Dang et al. [8] studied the use of bagasse ash with hydrated lime and the compaction
results indicate that there was a decrease in dry density with increase in the admixture
content.

2 Materials

The study is conducted on soil and sugarcane bagasse ash (BA). The soil used in the
study was collected from Shaktifarm, Sitarganj region of district U.S. Nagar, state
Uttarakhand, country India. Soil was classified as CL (Clay with low plasticity).
Waste bagasse ash was collected from Ash pond of the Kichha Sugar Company Ltd.
(Fig. 1) Kichha, District Udham-Singh Nagar (Uttarakhand) which was commis-
sioned in the year 1972. Collected bagasse ash was thoroughly mixed and was
sundried. Bagasse ash used in this study was sieved through various sieves so as
to study the effect of fineness on the geotechnical properties of soil (Fig. 2; Tables 1
and 2).

3 Methodology

In order to examine the effect of fineness on various geotechnical properties of the soil
different experimental programmes were carried out as per IS standard procedures.

(a) Grain size analysis.
(b) Specific gravity.
(c) Atterberg’s limit analysis.
(d) Standard proctor test.
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Fig. 2 Bagasse ash passed through various sieves

Table 1 Geotechnical properties of soil

S. no Property Value

1. Specific gravity 2.58

2. Particle size distribution

Gravel (%) 0.00

Sand (%) 7.35

Silt (%) 77.00

Clay (%) 15.65

3. Consistency limits

Liquid limit (%) 25.14

Plastic limit (%) 14.00

Plasticity index (%) 11.14

4. Maximum dry density, kN/m3 18.56

5. OMC (%) 16.19

Table 2 Chemical composition of bagasse ash

S. no Composition Description Percentage content

Nigeria* India**

1. CaO Calcium oxide 3.23 2.75

2. SiO2 Silica 41.17 65.03

3. Al2O3 Alumina 6.98 0.49

4. Fe2O3 Iron oxide 2.75 0.49

5. MgO Magnesia 0.11 3.26

6. K2O Potassium oxide 0.872 1.73

7. TiO2 Titanium dioxide 1.10 0.08

8. LOI Loss on ignition 17.57 24.84

Source *Osinubi et al. [9], **Umamaheswaran [10]
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The overall testing programme was conducted in two phases:

First Phase: Geotechnical characteristics of the soil were determined by conducting
grain size analysis, specific gravity test, consistency limits test, standard proctor test.

Second Phase: The soil was mixed with a constant dosage of 10% of bagasse ash
obtained after passing the ash fromdifferent sieves. The ratio ofBagasseAsh to virgin
soil (1:9) was considered as the optimal ratio obtained from the result of studies done
by various researchers previously. Thereafter geotechnical properties of soil-bagasse
ash mixes were determined by performing a series of consistency limits tests and
standard proctor tests.

4 Results and Discussion

The Particle size distribution curve of the bagasse ash shows a broad range of particle
sizes ranging from 2 mm to 2 microns as shown in Fig. 3. Depending upon the
percentage finer content obtained from the sieve analysis bagasse ash used for the
study was of varying fineness. The collected bagasse ash was dark black in color and
non-plastic in nature with the presence of some impurities and unburnt particulate
matter.

Table 3 shows the grain size distribution and the increment in specific gravity of
bagasse ash as its fineness increases by passing it through various sieves.

Consistency limits are essential in soil identification and its classification. These
parameters are an indication for some of the common geotechnical problems such
as workability, shrinkage and swell potential (Fig. 4).
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Fig. 3 Particle size distribution curve of bagasse ash
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Table 3 Specific gravity and
grain size distribution of the
bagasse ash

S. no Properties Value

1 Specific gravity

B.Ash obtained from sugar factory 1.60

B.Ash passing 1 mm sieve 1.70

B.Ash passing 425 µ sieve 2.18

B.Ash passing 75 µ sieve 2.29

2 Grain size distribution

% Finer than 1 mm 98%

% Finer than 425 µ 87%

% Finer than 75 µ 29%
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Fig. 4 Variation of consistency limits and plasticity index with increasing fineness of bagasse ash

As observed from the results of consistency limits, soil initially can be classified
as medium plastic but as soon as the bagasse ash was introduced in the virgin soil
its plasticity index reduced by 75%. Also, as the particle size of the bagasse ash was
reduced plasticity index of the mix showed a linear decrement (Fig. 5).

The engineering properties of soil depend upon the moisture and density at which
the soil is compacted. Generally, a higher degree of compaction improves the engi-
neering properties of a soil. As seen from the compaction curve it was observed that
as the bagasse ash was introduced into the soil moisture demand initially got reduced
but as the fineness of the bagasse ash was increased moisture demand of the soil mix
got amplified from its initial value.

The increase in the moisture demand might be due to the increase in the reactivity
between free silica and free lime present in the soil and bagasse ash as confirmed by
the Cordeiro et al. [2] Hasan et al. [7] and Dang et al. [8] (Fig. 6).
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Fig. 6 Variation of maximum dry density with increasing fineness of bagasse ash

Maximum dry density of soil got reduced with the introduction of the additives
but as the fineness of bagasse ash was increased dry density of the soil mix started to
increase. The decrease in the dry density might be due to the replacement of higher
specific gravity of soil particles by lighter bagasse ash particles. Also, as the fineness
of bagasse ash was increased the dry density started to grow. It might be due to
increase in the specific gravity with the increase in fineness of bagasse ash. Cordeiro
et al. [2] also found that virtual packing density of BA increased with increase in
grinding time period.
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5 Conclusions

It was observed that the bagasse ash is very much efficient in curtailing down the
plasticity Index of the medium plastic soils. Also, greater the degree of fineness
of bagasse ash higher is the specific gravity values. Also, fineness will increase
the surface area of the bagasse ash particles which will increase the rate of reaction
between free silica and lime present in the soil and bagasse ash. From the compaction
test it was confirmed that with the addition of bagasse ash, moisture demand of soil
got increased while maximum dry density (MDD) got reduced. But as the fineness
of bagasse ash was increased moisture demand and maximum dry density values of
the mix got increased. From the complete study, it can be concluded that the fineness
of bagasse ash has a great impact on the geotechnical properties of soil. Further, the
study can be used in determining the effect of bagasse ash and cementitious material
such as lime or cement admixed together with the plastic soils.
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Assessing the Accuracy of Open Source
Altitude Data for the Hilly Area in Tehri
Garhwal District of Uttarakhand, India

Kishan Singh Rawat, Sanjeev Kumar, Anil Kumar Mishra,
and Sudhir Kumar Singh

1 Introduction

Digital surface model (DSM) envisage the earth’s surface and includes all objects
present on it and digital terrain model (DTM) represents a bare surface without any
objects like plants and buildings whereas DEM represent raster or a vector-based
triangular irregular network (TIN) and it is a subset of a DTM. DEM has many
applications such as extracting terrain parameters for geomorphology, hydrolog-
ical modeling [1], groundwater potential zone mapping [2–5], soil wetness, creation
of relief, terrain analysis in geomorphology and physical geography, morphometry
[6–10]; surface analysis [11], hypsometry [12]; land use planning [13, 14], infras-
tructure development, precision farming, intelligent transportation systems andmany
more. The DEM acquisition techniques such as photogrammetry, lidar, InSAR, land
surveying, etc. [15].

Digital elevation model systematic stores the elevation information and remote
sensing-based DEMmodel have wide applicability such as mitigation, management
and planning works. Previous studies have focused on comparative evaluation of
different remote sensing-based DEM model with the observed or mapped topo-
graphic points. The DEM data have horizontal and vertical accuracy. Rawat et al.
[16] have compared the horizontal accuracy ASTER and SRTM DEM with respect
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to CARTOSAT-1 DEM in a flat terrain. Szabo et al. [17] performed accuracy assess-
ment of SRTM and GDEM and found that slope angle and aspect affects the vertical
accuracy of SRTM. Xing et al. [18] estimated the glacier thickness change by SRTM
DEM and ASTER GDEM and found that SRTM DEM results are consistent with
the GPS measurements. Li et al. [19] compared the SRTM DEM (SRTM1), ALOS
DEM (AW3D-30m) and global DEMversion 2 (GDEM2). They reported that terrain
slopes and land cover types jointly affect the vertical accuracies of AW3D30, and the
former is likely to have a greater impact than the latter. Suwandana et al. [20] have
compared the ASTER GDEM2, SRTM DEM, Topo-DEM with Real-Time Kine-
matic differential Global Positioning Systems (RTK-dGPS) data and observed that
ASTER GDEM2 have large number of undulations effects which may cause error in
hydrological studies. Rawat et al. [21] evaluated vertical accuracy of SRTMDEMand
ASTERDEM with respect to CARTOSAT-1DEM (IRS-P5) and statistical measures
show that CARTOSAT-1DEM have good vertical accuracy.

In this paper, we have evaluated the suitability of SRTMDEM, ASTERDEM and
Google Earth DEM with the Survey of India digital elevation model.

2 Methodology

2.1 Study Area

Tehri Garhwal district is located in mid Himalayas which comprises of low line
peaks rising contiguously with the planes of the northern India. It is surrounded
by Dehradun district in the west, Rudraprayag district in the east, Pauri Garhwal
District in the south, and Uttarkashi District in the north. Total geographical area
is 3796 km2 [22]. Tehri district covered by four SOI toposheet, in which two SOI
toposheet (ToposheetNo: 53 J

11 and 53 J
12 are not for publication or frozen), therefore

we constraint our study area within two toposheet No: 53 J
7 and 53 J

8 . Agriculture
is the main occupation of the people (see Fig. 1).

2.2 Statistics Test for Accuracy Assessment of Altitude
Information

Total twelve statistical tests were applied for statistical analysis of altitude accuracy
from different DEMs or source. These tests namely are Standard Error of Estimation
(SEE, [22, 23], Root Mean Square Error (RMSE, [23, 24]); Relative RMSE (R-
RMSE, [23–33]; Percentage RMSE (% RMSE); Volume Error (VE); Correlation
Coefficient (CORR, [14, 23–26, 28–31, 33, 34]); Normalized RMSE (NRMSE);
Mean Absolute Error (MAE, [22–34]); Mean Bias Error (MBE, [21, 23–26, 29, 30,
34, 35]);MeanAbsolute PercentageError (MAPE); Index ofAgreement (d);Average
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Fig. 1 Map of study area

Index Ratio (IR, [23–25]); Percentage of Error (PE). For ranking of altitude models,
we used K factor analysis to provide proper weight to selected statistical index tests
as Rawat et al. [28].

2.3 Data Arrangement for Analysis

For analysis data are arranged in such a way that, result must be appear for complete
data set and classe wise (Forest, Settlement, Tower, Boundary pillars (BP), and
Temple).

3 Result and Discussion

3.1 Statistical Performance Evaluation Under Full Data Set

Figure 2, show a co-relationship between elevation obtained from (i) Toposheet
DEM and SRTM30m (T—SRTM30m), (ii) Toposheet DEM and SRTM90m (T—
SRTM90m), (iii) Toposheet DEM and ASTER30m (T—ASTER30m), and (iv)
Toposheet DEM and GE (T—GE). In each case correlation between toposheet and
different models (SRTM30m, SRTM90, ASTER30m and GE) are very good. In each
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case, correlation is higher because date sets estimated from toposheet and different
models are so close. Due to this fact it was not a correct logic to assign rating and
rank only based on correlation, therefore we used 12 statistical tests (SEEM, RMSE,
R-RMSE,%RMSE, VE, NRMSE,MAEM,MBEM,MAPEM, d, IR and PE) to accept
correlation (CORR) test for fixing an appropriate rating to model. According Fig. 2
SRTM30, SRTM90m, ASTER30m and GE models having R2 value of 1.0, 1.0, 1.0,
and 0.998, respectively. Now on the basis of r2 value, it is very difficult to assign any
rank among SRTM30, SRTM90m, and ASTER30m. Therefore we need other ways
(except R2 test) to distinguish in micro level. Therefore we adopt K factor/weightage
analysis for ranking of models.

Table 1 is tabulated format of all statistics tests report. Table 1 reveal that SEE
(1T) and RMSE (2T) value (2.61 and 2.63) are least for SRTM30m model while 1T
and 2T have highest value of 22.53 and 22.47 for GEmodel. Table 1 indicates all tests
(1T–13T) values for SRTM90mandASTER30mare existed between SRTM30mand
GE model. Based on statistics tests and K factor analysis, a least value of K (0.0006)
was assigned for SRTM30m while GE model score highest K (0.0044). SRTM90m
and ASTER30m models have same K value of 0.0007.

Based on statistic test repot and K factor analysis it is very difficult to decide
which model is has high altitude accuracy. This problem an be easily solved by
adopting weightage analysis [21]. Table 2 is show weightage value along nT (where
n, is any number 1–13). Table 2 indicates rating column which is sum of all nW
(where n, is any number 1–13) along corresponding row. Lowest rating converted
into first rank (1st), similarly highest rating converted into last rank (4th). Based on
Table 2, SRTM30m, SRTM90m, ASTER30m and GM models are ranked as first,
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Fig. 2 The data sets plot of classes (Forest + Settlement + Tower + Boundary pillars (BP) +
Temple) versus toposheet
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second, third and fourth respectively. Rank of model is showing accuracy level of
altitude with respect to SOI toposheet.

3.2 Statistical Performance Evaluation

Analysis with full data set will not give us altitude accuracy at class wise, it will
provide an overall average accuracy level of altitude. Therefore, class wise altitude
accuracy analysis is required, because Optical, Thermal and SAR remote sensing
techniques output will be different with different classes.

Figure 3, represent 2D scatterplot of elevation value of forest area between (i) T—
SRTM30m, (ii) T— SRTM90m, (iii) T—ASTER30m, and (iv) T—GE. All models
areworkingwell with Toposheet based altitude values, becauseR2 value for allmodel
is very high 1 or near to 1 (or ~0.9968). We have applied another statistical test also
(Table 3). Total 13 statistical tests were applied for identified model accuracy (Table
3) but final identification result obtained as rank/rating in Table 4.

From Tables 3 and 4, SRTM30m matches with toposheet for forest group of data
sets. This is due to high resolution and SAR technique (in SRTM30mandSRTM90m)
based mapping of hill forest. Because, SAR technology is capable to easily identify
altitude differences between ground and dense group of trees (or forest). This ability
will be increasing with increasing of resolution of sensing like 90–30 m. In case of
thermal remote sensing, identificationof temperature differences betweenground and
forest for plane area are somehow easy. But in hilly region (cold area) both (ground
+ forest) temperature will be almost same sometime. Therefore ASTER30m ranked
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Fig. 3 Forest class wise data sets
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as third (3th) while SRTM30m and SRTM90m are ranked as first (1st) and second
(2nd), respectively.

From Fig. 3, 2D scatter plot of Tower’s altitude data set from toposheet against
SRTM30m, SRTM90m, ASTER30m, and GE. According to Fig. 3, toposheet based
and altitude from SRTM30m DEM have high and best value R2 as compared to
other models and topographic sheet-based altitude. High value of R2 (=1) is due to
good resolution and use of microwave technology in ground mapping. In case of
other models and topographic sheet based altitude data also show high value of R2,
because data sets value is very high (in range of 1000 m) but variation or differences
between two (models and topographic sheet) data sets is very low in unit degree of
order.

From Tables 5 and 6, all statistical tests for SRTM30m suggest that SRTM30m
has high rank (Table 6).

Figure 4 are graphical representation of settlement elevation group data from
different models (SRTM30m, SRTM90m,ASTER30m, andGE drive elevation) with
respect to altitude information from topographic sheet. According to Fig. 4, toposheet
based and altitude from SRTM30m and SRTM90m DEM have high value of R2 in
compare to other model with respect to topographic sheet-based altitude. Again, high
value of R2 (=1) is due to SAR technology used in groundmapping of AOI. In case of
another two models (ASTER30m and GE) also show good value of R2 because data
for settlement from thermal mapping and aerial photograph based extracted altitude
information are almost near to real value or a low variation between models and
topographic based altitude (see Fig. 5).

Based on Tables 7 and 8, SRTMmodel of 30 and 90m both are good for predicting
altitude value for settlement. In SRTM90m has low or less corner effect therefore
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Fig. 4 Tower class wise data sets
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Fig. 5 Settlement class wise data sets

SRTM90m ranked as first (1st). Another models (ASTER and GE) are comparable
and not fit for predicting altitude for settlement area.

Boundary pillars (BPs) are cement constructed small size pillars build by survey of
India (SOI), it has fixed latitude, longitude and altitude values which also mentioned
in SOI toposheet of particular place. Therefore, these fixed BPs are selected for
accuracy assessment of models. This is a good way to assess accuracy of models
because BP’s lat., long., and altitude are fixed and known. From Fig. 6 SRTM30m
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Fig. 6 BPs class wise data sets
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and SRTM90m are showing a perfect alignment with toposheet based altitude infor-
mation of fixed BPs. ASTER30m also showing a good match with known altitude
information because these BPs are not close to each other therefore easily altitude
information can be read by space-based sensor like SRTM and ASTER.

From Table 9, all statistical test is showing a good value for SRTM30m, like least
RMSE ss 2.13, respectively. Therefore, in Table 10 SRTM30m has first rank.

Figure 7, showing a co-relationship between known altitude information of
fixed small size constructed structure named as Temples and models (SRTM30m,
SRTM90m, ASTER30m and GE-based altitude information) based altitude of these
permanent structure. Figure 7 show SRTM30mmodel giving perfect alignment with
known altitude information from SOI toposheet (No: 53 J

7 and 53 J
8 ). FromTables 11

and 12, ASTER30m model is best out of other three (SRTM30m, SRTM90m, and
GE) because rating/ranking processes are based on combination of 13 statistical test
results and Fig. 7 is based on only single statistical test of correlation. Therefore,
ASTER30m has rank one (or 1st) while SRTM30m has greatest value of R2 (=1.0).
Both Tables 11 and 12 are inter-connected where Table 11 showing 13 statistical
tests result cross-ponding to each model. Where Table 12 represent weightage with
each model rank/rating.

From Fig. 8, 2D scatterplot of altitude of different tree species of the temperate
forests includingHimalayan cedar (Deodar cedar), Himalayan (blue) pine, oak, silver
fir, spruce, chestnut, elm, poplar, birch, yew, cypress, and rhododendron tree (not part
of forest) over the AOI. Tree height of different tree species can be measured using
SAR technology because in SAR technology microwave signal penetrate the tree
crown and give the correct information of tree altitudewith high resolution of sensing
like SRTM30m. In few cases thermal sensor it also give correct altitude information
because thermal sensor mapping temperature differences. In case of ground/land,
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Fig. 7 Temples class wise data sets
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Fig. 8 Trees class wise data sets

tree and atmosphere temperature never same, based on this concept or idea thermal
sensor (like ASTERT30m) may give the correct information about tree height or
altitude.

From Tables 13 and 14, it is clear that SRTM30m and ASTER30m having
good statistical tests values hence SRTM30m and ASTER30m score 1 and 2 rank,
respectively.

4 Conclusion

Results show GE model have constant rank (in term of accuracy) of fourth (4th)
for all classes with respect to SOI toposheet (No: 53 J

7 and 53 J
8 ). Other models are

showing fluctuating ranking for all classes except Forest and Tower. Based on statis-
tical accuracy analysis SRTM30m, SRTM90m, ASTER30m and GE models having
ranking of first, second, third and fourth respectively with respect to toposheet alti-
tude information for Forest and Tower. For Settlement classes SRTM30m showing a
fourth ranking due to high corner effect. Ranking process revealed that ASTER30m
model has first rating among all four models for Temples class. It show that altitude
of tree or forest can be estimated using SRTM30m model while same model show
high corner effect for settlement class. In case of Temples class thermal based DEM
models give good altitude information.
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Crop-Type Classification Using
Sentinel-2A and in Situ Data: Case Study
of Shri Dungargarh Taluk of Rajasthan,
India

Pritam K. Meshram, Kishan Singh Rawat, Sanjeev Kumar,
and Sudhir Kumar Singh

1 Introduction

In the present scenario of climate change and rapid population growth increasing food
demand requires regular food supply which can be obtained by proper management
of agricultural activities and improved crop productivity. Improved and optimized
management practices can also increase food production of existing croplands [1].
Since remote sensing data cover large areas in various spatial and temporal scales,
it is used to identify crop types generally. From early 1980s, use of temporal and
spectral characteristics to distinguish various crop types [2].

Previously, various crop types were identified with the highest difference between
time periods and crop types [3]. For crop type mapping, hierarchical classification
approaches have been used effectively [4–6] to integrate with the expert knowledge
for establishing classification rules. Waldhoff et al. [7] has classified crop types in
Germany with supervised classification and support vector machines, they applied a
knowledge-based approach. The classification has been examined in studies of crop
types in the early season [8, 9].

Food and Agriculture Organization (FAO) in a few provinces of Afghanistan in
the year 2016, carried out mapping of rice from Sentinel data [10]. Similarly, annual
assessment of opium poppy sown areas was conducted by the United Nations Office
of Drugs and Crime (UNODC) using high-resolution satellite images [11]. Earlier,
United States Department of Agriculture (USDA) also conducted the mapping of
wheat sown area with NDVI for some qualitative assessments in the past [12].
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Remote sensing helps in crop monitoring and is extensively used in past several
decades. It provides data at a regular interval which helps to timely assess the devel-
opment and growth of agricultural crops [13]. The main objective was crop-type
classification in Rabi season using Sentinel-2A and in situ data of Shri Dungargarh
taluk of Rajasthan (see Fig. 1).

2 Material and Method

2.1 Study Area

The Sri Dungargarh is a taluk, located in Bikaner district of Rajasthan state, India.
The taluk is under Trans Gangetic Plain Region (VI) and surrounded by naturally
occurring sandy soil on all sides. The total geographical area of Sri Dungargarh is
299035.28 ha out of which agriculture area is 31.71%, non-agriculture area (68.28%)
and waterbodies (0.01%). The area receives maximum rainfall during south-west
monsoon season (June–September). The normal rainfall is 228.70–240.0 mm. The
annual temperature ranges from 31 to 41 °C and soil is deep yellowish-brown sandy
soils.

2.2 Sentinel-2A Data

Sentinel-2A satellite data was used for this study and it was downloaded freely from
Copernicus Open Access Hub (https://scihub.copernicus.eu/dhus/#/home). Sentinel-
2A imagery of 17 February 2020 was selected for classification of crop type. It has
spatial and temporal resolution of 10 m and 10 days respectively at no cost. For crop
area classification, B3 (Green), B4 (Red) and B8 (NIR) band were selected and used
for the present work. Due to quick change in crop appearance with the course of the
phenological cycle, a highly dense observation in key phenological stages may be
helpful in the separation of crop types. The brief information about the data used is
given in Table 1.

2.3 Field Data Information and Reference Data

Field data was collected with the aid of Global Positioning System (GPS) for all the
crops which are grown in rabi season (as [14–16]). The information of crop such as
date of sowing, crop variety, growth stage, crop covered, crop condition and expected
date of harvesting which help in specific crop type classification. Agriculture crop
maskwas prepared to classify the crop typewhich help to reduce themisclassification

https://scihub.copernicus.eu/dhus/%23/home
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Table 1 Description of satellite image used for the study

Sr.
no.

Scene Satellite Spatial
resolution

Swath Date of
acquisition
and time

Radiometric/geometric
quality

1 T43RCL Sentinel-2A
(MSI)

10 m 290 km 2020-02-17
and
T05:39:11

Passed

T43RCM 2020-02-17
and
T05:39:11

Passed

T43RDL 2020-02-17
and
T05:39:11

Passed

T43RDM 2020-02-17
and
T05:39:11

Passed

in non-agriculture area. The SRTM-30 m DEMwas downloaded from the following
portal (https://earthexplorer.usgs.gov/) and slope map was prepared for generating
the information about elevation and steepness.

2.4 Method

In remote sensing the supervised and unsupervised classification method was used
to classify the satellite data [15–18]. In hilly and remote areas, visual classification
is popular [15, 16, 19]. The maximum likelihood classification (ML) approach is
most popular and widely used quantitative analysis method in the field of remote
sensing [20, 21]. The ML is defined as the classification of pixels to a specific class
based on probability, with an assumption that all classes have equal probability while
the input band has normal distribution. The representation of ground cover is done
by labelling the pixel in an image through appropriate algorithm. By applying a
classification algorithm, the training sample set was identified, and classification of
the image was carried out. It is done by calculating covariance matrix of the cluster
and statistical distance which is based on the mean value. The class cluster gets the
pixel with respect to highest probability (see Figs. 2 and 3).

3 Results and Discussions

The maximum likelihood classification method was used to classify the crop and
accuracy assessment [22–28] was performed to evaluate the classified map with the
ground truth data.

https://earthexplorer.usgs.gov/
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Fig. 3 Flow chart of methodology

3.1 Accuracy Assessment

Accuracy assessment decides the accurateness of classification. A selected sample
of test pixels on a classified image with their class identity was compared with the
ground truth data. According to Rawat and Singh [29], by determining appropriate
size of samplewith a sampling scheme is beneficial in the assessment of classification
accuracy. The error matrix is presented in Table 2. There were total 40 points were
selected which shows the higher user’s accuracy of wheat crop (92.31%), gram
(86.67%),mustard (83.33%) and other crop (83.33%). The assessment of its accuracy

Table 2 Error matrix of crop classification

Classified data Gram Mustard Wheat Other crop Row total

Gram 13 0 1 1 15

Mustard 0 5 0 1 6

Wheat 1 0 12 0 13

Other crop 0 1 0 5 6

Column total 14 6 13 7 40
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level is 87.50% while its calculated KAPPA statistics is 0.825, shows good results
and good agreement between classified image and reference respectively. In the Shri
Dungargarh taluk, the crop status has been evaluated with the help of digital analysis
from satellite data indicating thatmost of area belongs towheat and gram crop (nearly
11.63%, 9.00%, respectively, of total agriculture area).

3.2 Crop Classification

Different types of crops namely gram,mustard, wheat and other crops were classified
and results are presented in Fig. 4.Wheat crop has themaximum area (36.67%), gram
crop (28.39%), other crops (19.69%) andmustard (15.25%). In SriDungargarhwheat
and gram is dominant crop duringRabi season and covers 34,774.46 ha, 26,926.96 ha,
respectively followed by other crops (18,675.99 ha) and mustard (14,460.41 ha) in
the study area (see Table 3).

Fig. 4 Map of (a) Crop type map, and (b) Sentinel-2A (17 February 2020) of study area
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Table 3 Cropped feature and
their respective area over the
study area

Sr. no. Crop Area in ‘ha

1 Gram 26,926.96

2 Wheat 34,774.46

3 Mustard 14,460.41

4 Other crop 18,675.99

4 Conclusion

The present study shows the applicability of Sentinel-2A in crop level classification.
Separation of different types of crop is done usingmaximum likelihood classifier. The
overall classification accuracy was achieved more than 87%. The classified data of
crop can be used in different domains like yield estimation, water resource manage-
ment, field resource management, efficient policy planning, economic development,
change detection in cropping pattern, etc. The continued up-to-datemapping of crops
and its data generation is necessary to assess the various aspects related to agriculture.
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Evaluation of Total Dissolved Solids
and Quality Zones of Groundwater Using
Vertical Electrical Soundings and GIS
Method

Kishan Singh Rawat, Sanjeev Kumar, and Sudhir Kumar Singh

1 Introduction

Groundwater is a major source of fresh water which is generally used for domestic,
agricultural and industrial purpose in many countries of the world. Total dissolved
solids (TDS) are important to measure because it is combined content of all organic
and inorganic substances present in groundwater as molecular/ionized/micro gran-
ular (10–6 m, size particles solution) forms. Generally, major sources of TDS in
groundwater are geochemical (groundwater and underground rock chemical process)
and leaching process from agricultural contamination, and anthropogenic sources
(discharge from sewage and industrial plants). Generally, TDS can be considered a
primarywater qualitymeasurement because it is showing combined effect of different
pollutants and it may be used as a basic characteristic of drinking water. Collection of
groundwater from boreholes for groundwater quality analysis generally or may not
be readily available mainly because water of those boreholes is without geochemical
analyses. In such case, geoelectric sounding may provide a useful way to estimate
TDS concentration [1]. Vertical electrical sounding (VES) method is subtle and can
be utilized precisely to determine groundwater quality [2–4].

For present states of groundwater quality on the basis of TDS during VES survey
without hydrogeochemical analysis of groundwater, resolving this problem to calcu-
late the TDS (without hydrogeochemical analysis) of groundwater, We developed
a mathematical empirical model in this work that can capture the in-situ aquifer
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groundwater TDS. We are unaware with the fact that the VES technique has the
capability to determinate the TDS with the help of ρ of groundwater at the aquifer.
With this idea, we attempted to develop an empirical relationship between TDS and ρ

of groundwater, in order to use ρ of groundwater to predict the TDS of groundwater.
There is limited literature work exists which revealed a relationship to predict the

TDS based on ρ of groundwater. However, Mehrdadi et al. [5] and Maedeh et al. [6]
try to predict TDS on the basis of ρ, using Artificial Neural Network (ANN, a black
box model) to predict TDS in groundwater. But they used less number of samples
(one hundred only) date for training of network process in ANNwhile ANN requires
voluminous data for good prediction. While work is available for prediction of TDS
on the basis of other hydrogeochemical component (like EC, Ca, pH, SO4, [7]) of
groundwater. Therefore, we outlined an objective to estimate TDS on the basis of ρ

of groundwater during VES survey.

2 Material and Method

2.1 Study Area

The study area has a geographical area of 87.25 km2 (Fig. 1). The two rivers Koovam
(or Cooum) river in North, Adyar river in South, Bay of Bengal coast in East bound
the study area and in the city boundary in West. The elevation ranges from 5 to
15 m above mean sea level. The Survey of India (SOI) Topographic sheet 66C/1 and

Fig. 1 Location map of the study area
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66C/4 covers the whole study area. The rivers have deposited substantial amount of
alluvium—mixture of sand sit and clay-that forms an important aquifer in Chennai
city.

Geologically, the alluvial deposits rest on hard rock in the eastern and southern
parts. The hard rock is mainly charnockites of Archaean age. In the northern and
western part, the alluvium rests over tertiary and gondwana group of rocks. The
average thickness of alluvium varies from 10 m along the southern boundary to a
maximum of 30 m in the central and eastern part of the study area. Shallow open
dug wells of depth varying from 8 to 10 m and borewells in the depth range of 30 m
to 75 m are the common groundwater extraction structures in the area [8]. The study
area has a tropical climate with mean annual temperature is 24.3 (min) to 32.9 °C
(max) and humidity ranges from 58 to 84%. Chennai receives the major part of the
rainfall during the north-east monsoon period and south-west monsoon is generally
erratic [9]. The normal annual rainfall recorded in the Meenambakkam observatory
is 1323.7 mm and in the Nungambakkam observatory is 1285.6 mm.

2.2 Method

Total twenty-three wells water samples have been collected ((Table 1) 7 for model
generation and 16 formodel validation) for laboratory-based (or gravimetricmethod)
TDS measurement while 70 points were used for VES examination within study
area. For VES survey we have used resistivity meter (SSRMP ATS). Statistical tests
have been used to establish the relationship between the TDS and ρ of ground-
water. The quadratic least square regression/non-linear/second order regression
(QLSR/NLR/SOR) method was used to calculate regression coefficient (a, b and
c) and the fitted value to establish relationship as Eq. (1) as

y = ax2 + bx + c (1)

Table 1 TDS and Resistivity
of groundwater data sets at
fixed location borewells

Sl. no. Well ID TDS (mg/l) Resistivity (ρ)

1 4 500 59.219

2 47 1100 29.963

3 56 780 243.427

4 64 400 70.48

5 76 600 5.676

6 99 2040 356.85

7 108 1120 61.551
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The residual sum of the square of differences for all n is given by:

S =
n∑

i=1

(ax

2

+ bx + c)2 (2)

Values of a, b and c have to be determined so that S must be a minimum value:

∂S

∂a
= 0,

∂S

∂b
= 0 and

∂S

∂c
= 0 (3)

Coefficients (a, b, c) values are given as:

a =
((
S
(
x2y

) × S(xx)
) − (

S(xy) × S
(
xx2

)))
((

(S(xx) × S(x2x2)
) − (

S(xx2)
)2) (4)

b =
((
S(xy) × S(x2x2)

) − (
S
(
x2y

) × S
(
xx2

)))
((
S(xx) × S(x2x2)

) − (
S(xx2)

)2) (5)

c = ((Syi )/n) − (b × ((Sxi )/n))) − (a × (S(x2i )/n)) (6)

where,

S(xx) = (
Sx2i

) − ((Sxi )
2/n) (7)

S(xy) = (Sxi yi ) − ((Sxi ) × (Syi )/n) (8)

S
(
xx2

) = (
Sx3i

) − ((Sxi ) × (Sx2i )/n) (9)

S
(
x2y

) = (
Sx2i yi

) − ((Sx2i ) × (Syi )/n) (10)

S
(
x2x2

) = (
Sx4i

) − ((Sx2i )
2
/n) (11)
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2.3 Validation of Model

Statistical testing is a good tool to estimate the efficiency of any developed empirical
model. Before testing the efficiency of a model based on observed and predicted
data sets some statistical tools exist which can show that X (ρ of groundwater) and
Y (TDS) are highly correlated (based on R2 statistical tool) and a good model may
be generated which have good power to express X in term of Y. Therefore we have
used few statistical tests (Table 2) for estimating the efficiency of generated model
based on observed data sets of TDS and ρ of groundwater.

Table 2 Mathematical expression of statistical tests

Coefficient of determination (R2) R2 =
(

∑n
i=1

(
VM−V M

)×(
VO−V O

)
√∑n

i=1
(
VM−V M

)2∑n
i=1

(
VO−V O

)2

)2

Standard error of estimate (SEE) SEEM =
(∑n

i=1(VO−VM )2

n−1

)0.5

Root mean square error (RMSE) RMSE =
√(

n−1
∑n

i=1(VM − VO )2
)

Relative-RMSE (R-RMSE) R − RMSE =
√(

n−1
∑n

i=1

(
VM−VO

VM

)2)

Percent RMSC (%RMSE) %RMSE =
(

RMSE∑n
i=1(VO )

× 100
)

t-statistic test t =
√(

(n−1)MBE2

RMSE2−MBE2

)

Volume error (VE) VE = n−1∑n
i=1

∣∣∣ VO−VM
VM

∣∣∣

Normalized RMSE (NRMSE) NRSME =
√(

n−1
∑n

i=1(VM−VO )2
)

VO

Mean absolute error (MAE) MAEM =
∑n

i=1|VO−VM |
n

Mean bias error (MBE) MBEM =
∑n

i=1(VM−VO )

n

Mean absolute percent error (MAPE) MAPEM =
∑n

i=1

∣∣∣ VO−VM
VO

×100
∣∣∣

n

Average index ratio (IR) IR = VM
VO

Percent of error (PE) PE = ∑(
VM−VO

VO

)
× 100

VO, observed value and VM model value
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2.4 TDS Zoning Map

After generation and validation of model, we have used model to predict TDS value
of 47 points using ρ fromVES survey. These predicted TDS values were interpolated
within study area using ArcGIS-10.1 [10–14] for creating TDS zoning map of study
area.

3 Result and Discussion

Twenty-three (7 + 16) bore wells water samples were collected for TDS measure-
ments while seventy ρ from VES across study area were carried out and used to
establish and validate the existing relationship between ρ and TDS. TDS hydro-
geochemical parameter tested by using QLSR coefficients (a, b and c) driving by
Eqs. 4–11. Results of the QLSR coefficients revealed that TDS has good correlation.
Thus, Eqs. (2)–(9)were used to establish relationship that relates TDSof groundwater
to ρ of groundwater as Eq. 12:

TDS = 0.027 × ρ2 − 6.7857 × ρ + 965.84 (12)

Fig. 2 Correlation between observed TDS and ρ of groundwater
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where, TDS is Total dissolved solid of groundwater and ρ is apparent resistivity of
groundwater while a = 0.027, b = −6.7857; and c = 965.

Equation 12 and Fig. 2, is showing a good R2 value of 0.72 which revealed that
ρ and TDS of groundwater are strongly correlated and both can be used to translate
ρ into TDS or TDS into ρ of groundwater.

3.1 Empirical Models Validation

Equation 12 has been used to predicate TDS for study area. It has been decided by
statistical tests only therefore we have applied statistical test over 16model-predicted
and observed TDS value of 16 fixed points (Table 3). Table 3 shows TDS value
comparison between TDSObserved and TDSModel using statistical test. The statistical
analysis gives level of accuracy of developed empiricalmodels TDSModel with respect
to TDSObserved. Based on statistical parameters RMSE, R-RMSE, MAE and MBE
statistics test, TDSModel is more closer to SMObserved due to low value of error indexes
(RMSE = 89.37, R-RMSE = 0.10, MAE = 55.17, MBE = 35.20 and SEE = 0.16,
Table 3). Higher value of R2, Adj R andMulti R test (Table 3) revealing that TDSModel

values how much closer to TDSObserved and also TDSModel value can be translated
into TDSObserved value due to high value of R2 0.899 (≈0.9, Fig. 3) (TDSModel with

Table 3 Statistical test result or validation of developed model

Sl.No TDSObserved TDSModel Statistical test Statistical values

1 624.27 604.95 RMSE 89.37

2 947.01 826.69 R-RMSE 0.10

3 757.60 577.48 MAE 55.17

4 927.33 882.09 NRMSE 0.10

5 793.75 781.30 MBE 35.20

6 804.08 779.40 MAPE 0.40

7 935.12 812.80 RMSE% 0.64

8 653.68 614.91 IR (average index ratio) 0.94

9 886.82 897.01 PE (% Error) −6.94

10 693.09 667.26 R2 0.90

11 1031.48 911.02 p (at 95%) 0.01

12 1001.93 997.93 Multi R 0.95

13 696.05 549.82 Adj. R 0.89

14 1333.06 1372.97 Standard error 66.77

15 800.00 814.99 t-test 1.66

16 1039.12 951.02 SEE 0.16

17 – – VE 0.09
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Fig. 3 Correlation between Observed and modelled TDS of groundwater

TDSObserved, Table 3). Very good (or less) value of p-value test for TDSModel with
TDSObserved has revealed that more probability of obtaining value from TDSModel

similar to TDSObserved. Lower value of RMSE% (=0.64) and VE (=0.09, Table 3)
showed a good agreement of model based on TDS with respect to TDSObserved. IR
approach to (≈1) one, which is revealed model-based predicted TDS (TDSModel) can
be shows 1:1 line properties (less noise inmodel-basedTDSwith respect TDSObserved.
Overall on the statistical tests (Table 3), developed model (Eq. 12) on the basis of ρ

parameter for study area is well working. By using this model easily TDS value may
be forecasted. Based on above statistics result (Table 3), it is inferred that present
model (Eq. 12) performs good (with respect to observed TDS) for retrieval of TDS
from ρ of groundwater.
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3.2 TDS Zoning

TDS values to be less than 465 mg/l, an indication of very good quality of water and
in TDS map such area (or red colour patches) are very less. TDS values that range
from 465 to 965 mg/l, an indication of good quality water. In TDS maps such value
covers nearly about 20% of the study area and have yellow colour patches. TDS
values that range from 965 to 1620 mg/l, an indication of saline region (light blue
to dark blue colour patches) and such type of area is almost 70% of the study area.
WHO has recommended 600 and 1000 mg/l as the lower and upper limits of TDS
acceptability for drinking use. In our case, the TDSmaps have majority of area fall in
upper limit of TDS (1000 mg/l<). Hence our study area groundwater is suitable for
industrial and agricultural purposes, and this is logical also because one side of our
study area is sea and another two side are two polluted rivers Adyar [15] and Koovam
(or Cooum). Contour maps of the ρ at 100 mg/l interval has revealed that most part
of the study area is affected by two directions as middle of upper (Adyar river a
major source to contaminate to groundwater, [15] with 700 mg/l< contour values
(Fig. 4) and middle-lower side (Koovam/Cooum river a major source to contaminate
to groundwater, [1, 16, 17]) of study area with higher value of contour (Fig. 4). From
sea direction slight salt/saline water intrusion (in aquifer) is also identified which is
normal and natural process in coastal region.

Fig. 4 TDS zoning of groundwater with TDS concentration contour at 100 mg/l interval
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4 Conclusion

Results show a significance of present work and its ability to estimate the TDS from
ρ data and to predict and map salinity of groundwater. Good prospects exist for
freshwater development in the study area where the TDS values range from 465 to
604 mg/l (or >965 mg/l). The predicted TDS from TDS and ρ measurements is in
good agreement with the TDS observed/measured values. The TDS value from ρ

data gives reliable and logical estimate therefore ρ can be used to understand the
salinity of groundwater. Based on the TDS and ρ (as a primary objective), three
groundwater quality zones (>310 mg/l, 310–965 mg/l and 965–1620 mg/l) were
mapped. Present researchwork has offered a better understanding of the groundwater
system at study area and such type of relationship will be guided in development
of future groundwater exploration strategies in the study area and also eradicate the
problem of saltwater and abortive wells in the area.
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Monitoring Drought of Maharashtra,
India by Using Standardized
Precipitation Index

Smruti Ranjan Sahu, Kishan Singh Rawat, Sanjeev Kumar,
Anil Kumar Mishra, and Sudhir Kumar Singh

1 Introduction

Drought is the outcome of reduction in rainfall over a long span of time period; and
it is the worst natural disaster. The shortfall of precipitation results into shortage
of water which forms drought: and it damages crops, livestock and other. Wheaton
et al. [1], insufficient surface water supply, lack of precipitation, low soil moisture
and above-normal air temperature in the region of prairies are closely related to
the droughts. A drought is a universal problem as it affects any region directly by
reducing farmers’ crops while indirectly by job and business losses especially in the
farmers communities. The rain and underground water drought may occur for less
than one month and sometimes for a long time. Droughts can be characterized on the
basis of their location, severity, timing and duration.Major types such as Agricultural
drought, Meteorological drought, Socio-economic drought, Hydrological drought,
Socio-economic drought and edaphic drought. Meteorological drought is defined as
dry pattern in the area caused by low precipitation, high temperature and humidity.
Agricultural drought usually occurs during insufficient soilmoisture; result in the lack
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of agricultural production and crop growth. Hydrological drought means shortage of
water and it affects water supply.

Drought can be monitored by many drought indices namely; Normalized Differ-
ence Vegetation Index (NDVI, [2, 3]), Vegetation Condition Index (VCI, [2]), Vege-
tation Temperature Condition Index (VTCI), Standardized Precipitation Index (SPI,
[4, 5]), Global Vegetation Index (GVI), Evaporative Stress Index (ESI), SoilMoisture
Condition Index (SMCI) and Precipitation Condition Index (PCI).

According to Steinemann et al. [6], drought indices are the resultant of integration
of different hydrological and climatic variables (groundwater levels, precipitation,
streamflow, soil moisture, temperature, etc.) on a quantitative scale. Earlier, a lot
of researchers have focused region-specific drought indices analysis and evaluation
[7, 8] as well as region-specific drought prediction and characterization of a single
well-developed drought index [7–11]. Every drought indices are used to analyse
drought but SPI is used to evaluate meteorological drought because it was capable
for calculating drought in different timescale [4, 5]. The objective was to study the
drought using satellite data.

2 Study Area

Maharashtra is situated in the western part of Indian peninsular area, which occupies
the substantial portion of theDeccan plateau lies between latitude 19º44′ to 20º68′ and
longitude of 72º73′ to 80º56′. It spread over an area of 307,713 km2 (118,809 sq mi).
Maharastra having 35 districts which are divided into 5 division according to geolog-
ical classification. Those divisions are; (1) Amaravati division, (2) Aurangabad divi-
sion, (3) Konkandivision, (4) Nagpur division, (5) Nashik division and (6) Pune
division (see Fig. 1).

3 Methodology

3.1 Standardized Precipitation Index (SPI)

McKee et al. [12] was pioneer in the field of SPI as he introduced the SPI method.
This effort was accomplished by quantifying the rainfall deficit at multiple time
scales. More specifically, McKee et al. [12] estimated and monitored the Standard-
ized Precipitation Index for a range of time scale of four years as 3rd, 6th, 12th, 24th
and 48th months. SPI is a widely used index and an effective and reliable tool in char-
acterizing meteorological drought at different timescale [4, 5]. The important aspect
of SPI is that it is based on precipitation only. It is a versatile parameter as it could be
calculated on any timescale. SPI is capable in the monitoring of precipitation-related
conditions which are important for both hydrological and agricultural applications of
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Fig. 1 Map of Maharashtra, India

any region [4, 5, 8, 9]. It was the most common drought monitoring index. Generally,
drought occurs when SPI is−ve with an intensity of−1.0 or less while when the SPI
becomes +ve, then the drought event ends. The +ve value of SPI for all the months
within a drought event is known as drought’s magnitude [4, 5] (see Table 1).

Formula for calculating SPI;

SPI = (X − X)/σ (1)

where, X = precipitation series, X = longterm data (avg. rain), σ = stdev (rain).

Table 1 Ranges of SPI
values and its classification
[12]

Sl. no. Ranges Classes

1 2 and above Extremely wet

2 1.5–1.99 Very wet

3 1.0–1.49 Moderately wet

4 −0.99 to 0.99 Near normal

5 −1 to −1.49 Moderately normal

6 −1.5 to −1.99 Severely dry

7 −2 and less Extreme dry
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3.2 Data Used

12 years precipitation data (from 2003 to 2014) of all districts of Maharashtra
collected from http://creams.iari.res.in (Division of Agricultural physics, IARI, New
Delhi, India). Data are collected on weekly basis. There are several indices which
can calculate drought from precipitation. But we take SPI by followingMcKee et al.,
[12] for our study because it is capable of calculating drought in different timescale
(1, 3, 6, 9, 12-month). SPI calculation required long-term precipitation data. From
the long-term precipitation value, we calculate SPI. After calculating SPI values we
have taken only the kharif season (June-Oct) SPI values for the further process. We
put all the SPI values of kharif season into the ArcGIS. ArcGIS gives the full map
of Maharashtra showing drought according to the values of SPI. Values more than
+2 showing extreme wet and less than −2 showing extreme dry condition.

4 Result and Discussion

From the above analysis, we found that some area of Maharashtra facing severe
drought in kharif season of year 2013. The main reason behind this disaster was
less rainfall during the monsoon time in Maharashtra. In Fig. 2a, it showing drought
between 20th May and 4th June. In this time period, some districts like Nagpur,
Wardha, Gondia, Chandrapur, Bhandara, Gadchiroli and Amravati faced severe
drought. Other parts of Maharastra have less drought or no drought in these 16 days.
Figure 2b, showing drought between 5th June and 20th June. In this time period some
districts like Sindhudurg, Kolhapur, Ratnagiri, Sangli facing severe drought. In these
16 days time period some parts of Latur, Nagpur, Wardha, Yavatmal, Nandurbar also
facing drought. Figure 2c showing drought between 21st June and 6th July. Between
these 16 days’ time period Gadchiroli, Chandrapur, Nagpur, Wardha, Pune districts
of Maharastra facing severe drought. Other areas of Maharastra have high rainfall,
so other areas have no drought. Figure 2d, showing drought between 7th July and
22nd July. In between these 16 days some districts of Maharashtra like Nandurbar,
Dhule, Jalgaon, Raigad, Ratnagiri, Pune, Satara, Kolhapur, Sangli and some parts
of thane facing severe drought. Figure 2e shows drought between 23rd July and
7th Aug. During these 16 days the districts of Maharashtra which are affected by
drought are Sindhudurg, Kolhapur, Nandurbar, Usmanmabad, Latur, Nanded, Beed,
Parbhani, Ahmadnagar and some parts of Satara and Nandurbar. Figure 2f shows
drought between 8th Aug and 23rd Aug. During this time period, some districts of
Maharashtra affected by drought are Gadchiroli, Raigad, Ratnagiri, Satara, Solapur,
Latur, and some parts of Chandrapur, Nanded, Usmanabad and Pune. Figure 2g,
showing drought between 24th Aug and 8th Sept. Between these 16 days’ time
period those districts of Maharashtra which are affected by drought are Gondia,
Bhandara, Nagpur, Amravati, Akola, Jalgaon, Dhule, Nandurbar, Nashik, Thane,
Mumbai and also some parts of Ratnagiri, Sindhudurg, Raigad and Aurangabad.

http://creams.iari.res.in
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Fig. 2 a–j Spatial distribution of SPI drought indicator during different date overMaharashtra state
of India
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Fig. 2 (continued)

Figure 2h, showing drought between 9 and 24th Sept. In these 16 days almost half
part of Maharastra faced drought. Those districts are Sindhudurg, Kolhapur, Sangli,
Solapur, Usmanabad, Latur, Nanded, Parbhani, Beed and some parts of Gadchiroli,
Nagpur, Chandrapur, Wardha, Yavatmal, Hingoli and Aurangabad. Figure 2i shows
drought between 25th Sept and 10th Oct. In these 16 days, districts of south Maha-
rashtra like Thane,Mumbai, Raigad, Ratnagiri, Sindhudurg, Kolhapur, Sangli, Satara
and some parts of Pune facing severe drought. Figure 2j shows drought between 11th
Oct and 26th Oct. In these 16 days only some parts of Amravati, Akola, Bhandara
have extreme drought, and other districts have less or no drought.

In Fig. 2a–j, we analyse that during the kharif season the drought-prone areas have
less rainfall with the average of 3.41 mm or no rainfall and high temperature upto
48 °C. Due to less or no rainfall during monsoon time the land didn’t get sufficient
amount of water and these areas became dry.
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5 Conclusion

With the development of SPI in 1993, it has the capability ofmonitoring the onset and
duration of droughts. SPI is very flexible in the observation of drought at different
timescales. During 2013, the SPI has proved to be a reliable tool as it detected and
monitored the drought in the Maharashtra state of India. SPI monitoring that in 2013
kharif season many area of Maharashtra facing drought. For monitoring drought of
Maharashtra we have taken every 16 days SPI values of kharif seasons. The map was
classified drought into 7 classes. Few areas falls under extreme dry condition and
few under extreme wet condition. According to this analysis during 2013 (June, July,
Aug, Sept, Oct) the temperature in some districts are too high and these districts also
reported less or light rainfall. These are the main reason for facing a severe drought
in these areas.
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Precipitation Trends Along
the Himalayan and Pir Panjal Mountains
of Jammu and Kashmir

Mohammd Rafiq, Kishan Singh Rawat, Sarish Mukhtar,
Anil Kumar Mishra, Sanjeev Kumar, and K. K. Gupta

1 Introduction

There is tremendous importance of water especially fresh water in this world as 70%
of the earth containswater ofwhich 2.5% is freshwater. Only 1%of this freshwater is
easily accessible, most of which, is confined to snow and glaciers. Basically, 0.007%
of the water available on earth is available for drinking. Although this concentration
of water has remained constant over time but due to increase in population and effect
of thermodynamical parameter are of a significant concern. The competition for clean
and ample supply of water for sustainability of life is going to intensify day by day.
While climate change has altered the ecosystems globally there are changes in the
processes responsible for exchange of this precious water.

Precipitation patterns are changing worldwide and this change is responsible for
water crises and disasters. Heavy rains often cause flash floods, landslides, GLOFS,
etc., and due to rise in temperature and atmospheric pollution the events of heavy
precipitation are increasing and low precipitation event are diminishing resulting in
frequent floods and droughts. Many researchers reported rises in the heavy precipita-
tion and declines in the low precipitation events which may result in the rise of floods
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and droughts. There is going to be an increase of 54% inheavyprecipitation over India
due to unit degree increase in temperature [1]. However, numerous researches state
the significant increases in the winter temperatures, i.e. the minimum temperatures
are increasing. This increase has far more effects on the ecosystem of the moun-
tainous regions where snow and glaciers are the dominant sources of waters. Due to
increase in the minimum temperature there are chances of more liquid precipitation
eventswhich in turn can enhance the snowand glaciermelt resulting in glacier-related
disasters and unavailability of water during summers. These changes are going to
affect the Himalayan regions mostly.

Jammu and Kashmir being most vulnerable to these changes is explored in this
study. Previous studies explored the rainfall data from 6 IMD stations located across
the Valley, however these cannot represent the overall scenario of Kashmir due to
their sparse location and complex topography of the region. They are almost 100 km
from each other and located at different environmental settings. In this study, the IMD
gridded data is used to analyse the precipitation patterns along different elevations
and environmental settings.

2 Materials and Methods

Precipitation data at 0.25° available from IMDwas procured from 1900 to 2013. The
data includes 6329 station of rain-gauge interpolated to generate an overall rainfall
of Indian region on daily basis. The air temperature from IMD observatories and
NCEAP (esrl.noaa.gov/psd/data) is used to explore the impacts of changing precip-
itation patterns. The Statistical analysis was done on each data set for analysis of
annual, monthly, seasonal and daily trends. Furthermore, the precipitation extremes
were analysed for the different zones including their corresponding temperature
trends.

2.1 Study Area

The study area is Kashmir valley, Pir Panjal mountain Range and the Greater
Himalayanmountain range. TheKashmir valley comprising an area of around 15,534
km2, and is surrounded by the Pir-Panjal (lesser Himalayas) and Great Himalayan
mountain ranges (Fig. 1). The elevation of Pir Panjal varies from 1,400 to 4,100 m
and connects the valley with Rajouri and Poonch Via Mughal road/Pir Panjal pass.
Kashmir valley appears to be an oval-shaped place surrounded by the Himalayan
range of mountains on one side and the lesser Himalayan range on the other side.
The valley has complex terrain, and possess features resembling to the Himalayas
which exhibits an all-pervading impact on its tectonic, geological, and geographic
setting. The oval shape given to the valley is due to the geomorphic settings of the
Great Himalayan and Pir Panjal mountain range. The length of the valley floor is
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Fig.1 Displaying the zones of study along Jammu and Kashmir region

about 190 km and the width is about 120 km. The Study area is categorized into 3
different zones (a) Pir Panjal mountain Range (lesser Himalaya) (zone 1) (b) Valley
floor/plains (zone 2) (c) Himalayan mountain range (Great Himalayan) (zone 3).

3 Results and Discussion

The study area is categorized into 3 different zones representing a unique environ-
mental setting. Zone 1, i.e. Pir Panjal acts as a barrier between the Jammu Hills
and valley of Kashmir. Zone 2 comprises of the Kashmir valley floor and is densely
populated area of Kashmir almost 75% of the valley’s population come inside this
zone and this is very critical for any changes in the precipitation patterns. Zone 3
encompasses the Himalayan range and hosts many important glaciers of the region
including the valley‘s largest glacier (Kolahoi).

All the zones show different response to the climate change which is reflected
from 1980 onwards. As the lapse rate change can go beyond 10 °C/ [2] km in this
region its difficult to estimate precipitation in this area using only 6 stations as the
phase and structure of hydrometeors can change here within a km [3]. IMD data
hence can give better scenario to the actual phenomenon in the area. The Pir Panjal
range of mountains (Zone 1) are somewhat affected by the monsoon also. The water
in this area is mostly snow dependent and there are very few glaciers in this area.
Many researchers have studied the changes in the glaciers of this area which show
a significant decline [4, 5]. Also, there is a significant decline in the snowfall and
increase in the winter temperature in this area [6]. There is not any significant trend
but the extreme events of rainfall have increased from 1986 also the data shows a
decrease in the rainfall during 1965–1972 (Fig. 2).
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Fig. 2 Showing the rainfall patterns of 3 zones
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Many researchers have reported the droughts in these years across many states in
India including Jammu and Kashmir [7, 8]. The temperature in this zone is showing
a significant increasing trend of 1.2 °C from 1980 before that no such significant
trend was observed in the temperature.

The valley floor is explored separately and is marked under zone 2 of the study
area. The overall precipitation from last 112 shows no significant trend, but a
decreasing trend is also observed here from 1960 to 1970 (Fig. 2). The peaks are
found beyond 1984 and more frequent as compared to previous decadal data. In this
region, moderate rainfall events have increased however there is decline in the low
rainfall events which are usually used to recharge the ground water. This has signifi-
cantly affected the groundwater recharge and also poses a threat to the decline of this
precious source of fresh water in the valley. As people in many parts of valley use
this ground water for drinking and agricultural purposes. Recently a study by Rafiq
et al. [9] stated the conversion of agriculture into the horticulture due to limitation
in the irrigation to rice fields. This also acts as an indicator for the future changes in
the water resource of this region.

Zone 3 comprises of Himalayanmountain range large scale changes in the precip-
itation patterns in this area can be seen. The high rainfall events >24mm per day have
doubled in last 3 decades. The number of rainfall events recorded above 24 mm/day
from 1952 to 1982 are 108 and it has increased to 275 from 1983 to 2013 (Fig. 3).
Increases in the extreme events and the temperature (1.8 °C per decade) over this
region are showing a significant trend. This will lead to the increase in the frequency
of disaster as the place is mountainous there are possibilities of flash floods, snow
avalanches, glacier lake outburst floods, landslide lake outburst floods, etc. Also,
these disasters were recently reported in many parts of the Himalayan region [10–
12]. Many studies suggest that there is an increasing trend is observed in long term
meteorological variables [13–16] which has many adverse impact like floods and
droughts and lead to human migration [17].

Figure 4 shows the temperature trend in the study area from more than 6 decades.
There is a significant increase in the temperature over all the three zones. This rise in
the temperature is responsible for changing the precipitation patterns over the area
of study. Especially, the winter snowfall precipitation has been affected as there are
prominent changes in the winter temperatures the IMD station data from (1980 to
2010) shows a significant increase of 1.2 °C and 0.8 °C in the winter temperature
along the zone 3 and 1, respectively. A unit degree in the increase of minimum
temperature has reduced the Snowfall by 24 ± 9.8% over zone 3. Similarly, Zone
1 displays a decrease of about 9.25 ± 8.7% for a degree of surge in the minimum
temperature [6].

4 Conclusion and Future Scope

Given the current status of climate over the study area, its likely projected to increase
the disaster like floods, Glacier Lake Outburst Floods, snow avalanches, Landslides,
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Fig. 3 Trends in the precipitation from 1983 to 2013 and 1952 to 1982

Fig. 4 Temperature trends of zone 1 (a) zone 2 (b) and zone 3 (c), expansion in the glacier lake
(d)
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etc. [11, 12, 18]. Also, the non-availability of water for irrigation is going to affect
the large section of population which is reported to have changed the agricultural
practices [9]. These changes on the Land use Land cover are further alarming as
they are capable of changing the state of the study area. Keeping in view the current
scenario there is a need for strategic development and installation of Early warning
systems. Government managers need to decide the grades of severity and earnest-
ness of these disasters and then put forward risk control and prevention programs.
Particularly, during planning of mountainous townships. There is a need for realistic
engineering measures and development of an efficient early warning system also.
This can be achieved when people from all sectors like administration at all levels,
enterprises, NGOs, local residents and experts actively participated in various fields
of development and management. Furthermore, we need to do more research in the
climate science so that we can predict these kinds of events well in advance and
develop an effective Early Warning System.
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Evaluation of Critical Performance
Parameter for Tube Settlers

M. P. Bhorkar and P. B. Nagarnaik

1 Introduction

Turbidity in raw water becomes a great challenge for a water treatment plants. For
the plants where raw turbidity of raw water goes beyond 500 NTU requires special
attention and provision of alternatives to decrease the turbidity. The alternatives like
pre-settling tank, increase in dose of coagulant, addition of coagulant aids, etc.,
but all these leads towards the uneconomic. To overcome these situations at water
treatment plants, high rate sedimentation concept comes in to picture. It is an impor-
tant component of water treatment process. The term high rate settling refers to the
shallow depth gravity settling simple equipment’s which reduces the detention time
in tune of 10–20 min. The turbidity removal efficiency of high rate settlers is more
than the conventional settling systems like clarifiers.

This concept of high rate settling was originally developed by Hazen in 1904 [1]
which was explored by Camp T R in 1946. Camp initially suggested the application
of shallow depth trays in sedimentation tank in 1946 [2]. Many researchers have
carried out lot of experiments and conclusions with different size and shape of tube
settlers. In 1967, Hansen demonstrated the application of circular tubes of 1.3–10.
2 cm diameter & 2.44 m length in sedimentation process with 96% turbidity removal
efficiency [3]whereinCulpG. studied the depiction of tube settlers giving less settling
depth to particles in 1968 [4]. In addition to this many researcher-developed models
based on the high rate settling. The critical performance parameter is designated
for circular, square & for parallel plates are 4/3, 11/8 & 1, respectively [14]. In this
research paper, an attempt is made to compare the performance of (conventional &
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modified) square & hexagonal shape tube settler as well as the critical performance
parameter study for the hexagonal cross-section.

2 Literature Review

Culp and his associates introduced the basic two configurations of tubes initially viz.
essentially horizontal & steeply inclined. Essentially horizontal tubes were kept at
5° inclination for desludging operation during backwashing. As it requires multiple
backwashing for desludging the tubes results in consumption of manpower andwater
for backwashing. To overcome this issue tubeswere then kept at an angle of 45°which
were helping in continuous desludging automatically [4].

Thomas in 1958 developed the theoretical work on settling of particles in hori-
zontal tubes under gravity. His main concern was to determine the quantity of parti-
cles loss in smoke & dust of incinerators and boilers through horizontal tubes under
gravity [5]. Later McMichael developed an equation as follows [6].

F = 1 − 2

π
[α.β + sin−1β − 2.α3.β] (1)

where,

α =
[
3XVs

8.μ.R

] 1
3

β = (
1 − α2

)1/2
(2)

And 0 < α < 1.

where,

F = Fractional removal

X = Horizontal length of tube

Vs = Particle settling velocity

μ = Average fluid velocity

R = Tube radius

The above equations assumed for particle path in laminar flow and assumed to
be particles are discrete and doesn’t get mixed. The removal is 100% when α =
1. X is the maximum distance along the length of tube that particle travels before
intersecting the wall of tubes.

McMichael derived value of removal parameter α for inclined tubes with the
suspended solids removal on the same principle represented by Eq. 1.
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α =
⎡
⎢⎣3.X.V s.Cosθ

8.μ.R
X

1(
1 − V s.Sinθ

2.μ

)3/2

⎤
⎥⎦

1/3

α = R

ro
.

[
3.X.V s.Cosθ

8.μ.R

]1/3

(3)

where θ = angle of inclination with horizontal

ro2 = R2 .

(
1 − V s . Sin θ

2 . μ

)
(4)

The particle can be removed when its path crosses the boundary, i.e. r = ro for
inclination and for horizontal tube, particle can be removed when it crosses the
boundary r = R. Equation 3 reduced to Eq. 2 in case of θ = 0.

Yao (1970, 1973), prepared a theoretical study on various shapes of tube settlers
and gave the Eq. 5 based on the parameter overflow rate. Equation 5 is mostly used in
design of water treatment process and is appropriate for universal application [7, 8].

Vs = Sc.
V(

Sinθ + L ′Cosθ
) (5)

where

Vs = overflow rate

V = velocity of water through tubes

Sc = the critical performance S value (4/3 for circular tubes)

θ = angle of inclination of tubes to the horizontal, and

L’ = relative length (l/d);

l = length of tube and

d = diameter of tubes.

During the experimentation work, Yao found out that, a transition state develops
at the entry of inlet of setup prior to laminar zone developed fully. In such case, the
relative length of this transition zone at inlet is given by Eq. 6

L
′ = 0.058.

Vd

υ
(6)

where,
γ = Kinematic viscosity of the suspension medium.
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3 Objective

The objective of this paper is to compare the performance of modified tube settlers,
and thereby to suggest critical performance parameter of hexagonal cross-section of
tube settler.

4 Fabrication and Installation of Model

The two basic configurations of tube settlers are selected in this study viz. Square &
Hexagonal shape as shown in Fig. 1 a and b.

The above two shapes 6 in numbers each are fabricated and installed inside the
fabricated tank and analysed for the turbidity removal efficiency. The basic shapes
were converted into modified shapes as shown in Fig. 1 and termed as modified
tube settlers. The setup was installed at locally located water treatment plant. The
raw water turbidity coming to the plant was in tune of 1000–3000 NTU in rainy
season. The removal of such a higher turbidity is a great challenge for the setup.
The flocculated raw water was taken into inlet of the setup with the help of siphon
with special attention so that flocs should not break during flowing through pipe.
The poly aluminium chloride chemical was used as a coagulant in addition to the
anionic polymer as a coagulant aid. The coagulant dose was decided on the basis of

Fig. 1 Basic cross-section
of a Square Shape & b
Hexagonal Shape
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optimum dose of coagulant process with Jar Test Apparatus. When raw water passes
through the inlet and then through the tubes, the flow must be laminar to prevention
from short-circuiting inside the tank. The designed flowwas kept as 4 L/ minute. The
sludge removal valves are provided at the bottom of tank to desludging at regular
interval.

As a result of passing of flocculated raw water to setup, it provided tremendous
results and the turbidity removal efficiency was obtained in the range of 95–97%.
The results are discussed in the next section of paper.

4.1 Inclination of Tubes and Flow Rate

By considering the opinion of many researchers like Culp G (1968), Yao, K. M
(1970), Viraraghavan T. (1973), Eshwar K. (1981), Bhole A G (1996), Gurjar A.
(2017), Bhorkar M. P. (2018) in view of inclination of tubes, 60° angle of inclination
is considered for the evaluation of performance in this study [4, 7, 9–13].

The rate of flowof flocculated rawwater for all 6 tubeswith total cross-section area
of 0.015 m2 was kept as 4 L/minute. This flow was regulated by the ball valve fixed
between the pipe and inlet of fabricated tank. The flow rate design considerations
are considered as per the guidelines given in textbook of Bhole A. G. [14].

5 Conceptual Analysis

The analysis was carried out for the said conventional & modified tube settler units
in rainy season. The results are shown with the graphical figures below in Figs. 2, 3
and 4.
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Fig. 2 Comparison between turbidity remained by conventional & modified square shape tube
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Fig. 3 Comparison between turbidity remained by conventional & modified hexagonal shape tube
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Fig. 4 Comparison between turbidity remained by conventional & modified square & hexagonal
shape tube

Figure 2 shows the comparative analysis of conventional &modified square shape
tubes settlers. For the above graph, it comes in picture that, the modified square tube
settlers aremore effective than the conventional square shape. The rawwater turbidity
is in tune of 1200 NTU (Red Color) which can bring down to range of 50–60 NTU by
conventional tubes (Yellow Color) and in range of 20–25 NTU by modified square
shape tubes (Black Color).

Figure 3 shows the analysis of hexagonal shape tubes (conventional & modified).
In this graph the turbidity remained in water by use of conventional tube shown with
purple color line is in tune of 30–40 NTU wherein by use of modified tube turbidity
remained in range of 10–20 NTU (Green Color).
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The overall comparison between all four cross-sections viz. conventional, modi-
fied square and hexagonal shape tubes. The overall performance is depicted from the
above graph in which both modified tubes i.e. square & hexagonal shapes performed
well in comparison with conventional shapes. In view of modified cross-sections
modified hexagonal proven to be very much effective (Shown with green color line).
The remaining turbidity will be removed in the next process of water treatment, i.e.
filtration process.

6 Critical Performance Parameter

The critical performance parameter for tube settler is given by

Sc = V Sc(Sinθ + LRCosθ)

V 0
(7)

where
V Sc = Critical settling Velocity of particle (m/d)
V 0 = Velocity of flow of water through tube (m/d)
θ = Angle of inclination of tube.
LR = Relative Length of tube settler = L/D (Ratio up to 20).
L = Actual length of tube (m).
D = Diameter of tube (m).
The values of critical performance parameter for.
Circular tube = 4/3 (1.33).
Square tube = 11/8 (1.375).
Parallel plate = 1 (1).

The relative length may be increased by an amount L’ on account of transition
zone at inlet. It can be determined as

L
′ = 0.058

V0.D

υ
(8)

where
υ = Kinematic Viscosity of fluid.
So,

SC = VSc

V0

[
Sinθ +

{
L

D
− 0.058

V0

υ

}
Cosθ

]
(9)

The above Eqs. 8 and 10 are used for determination of critical performance
parameter for given shapes [15].
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Table 1 Details of critical performance parameter for hexagonal shape for 1200 kg/m3 Density

Details Symbol Unit Value

Acceleration gravity g m/s2 9.81

Particle density (Assumed Value) ρs kg/m3 1200

Water density ρ kg/m3 1000

Particle diameter d m 0.0001

Fluid dynamic viscosity μ Ns/m2 8.9E-04

Particle settling velocity Vsc m/d 105.81573

Velocity of flow Vo m/d 2304

Angle with horizontal θ degree 60

Act. Length of tube L m 1

Dia./ Width of tube D m 0.062

Relative length (up to 20) LR L/D 16.1290323

Critical Parameter for Hexagonal shape Sc – 0.41

In this study the critical performance parameter for hexagonal shape is given on
the basis of observation taken during study.

Following Table 1 shows the details of particle settling velocity.
The critical performance parameter evaluated by considering the particle density

and width of tube. In case of given hexagonal tube shape (0.031 m side), the width
of tube is 0.062 m and hence for 1200 kg/m3 particle density, Sc value is calculate
as 0.41 likewise by changing the values.

7 Discussion and Conclusion

The modified tubes are proven better than the conventional shapes. The turbidity
remained is in tube of 10–20 NTU by modified hexagonal shape and hence can be
considered for application in treatment plant. The filtration unit is required after this
unit, because turbidity should be less than 5 NTU and can bring below that by using
filtration process. The places like small communities, fair, camps, etc., where raw
water turbidly is no bar then these tubes can be used directly for settling purpose.
The critical performance parameter is determined for hexagonal shape and can be
used for further research work.
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Climate Change: Understanding
the Frail Associations Between Scientific
Evidence and Public Perception

A. Arun Kumar, Sanjeev Kumar, Ramesh Krishnamurthy,
and Vandana Rani

1 Introduction

The general public’s awareness and understanding of climate change and global
warming have been debated and appraised since the 1980s [4, 7]. Over the years,
studies show considerable progress regarding what people know about climate
change. Nevertheless, there are misperceptions around the topic, and several kinds
of research have been conducted to improve the effective communication of science-
backed climate information to the general public [17]. Although, much of the scien-
tific focus has been given to understanding climate change science, very few efforts
have been spent in educating people and to comprehend how they see and perceive
the causes and impacts of climate change at the local scale [5]. Since India has a
centralized federal system that has a significant role in policymaking and implemen-
tations, most of the Indian climate policies show a strong emphasis on national-level
strategies and adaptations [1, 2, 8, 15 ]. However, emerging literature highlights the
importance of developing subnational and local policies on climate actions and their
implementation along with the national policies [9, 13]. Though, climate change is
largely seen as an important issue that needs society’s addressing but, is often consid-
ered as a distant problem from common person’s everyday lives [21]. Most public
engagement on climate action fails owing to this emotional disconnect of people
from the issues pertaining to climate change at the local scale [25]. Finding methods
to reduce psychological and emotional disconnect and to improve public awareness
of climate change impacts are the key research and policy objectives in recent times
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[10, 22]. Although most people are conscious of “Climate Change”, it is only the
majority of those in the meteorological sciences understand the concept of climate
change [20], Similarly, [12] argued that effective and informed scientific policies
on climate action can be formulated by the understanding of public perceptions and
level of understanding about climate change issues.

Understanding how people apprehend information on climate change and what
inspires them to take individual action to respond to climate change has key relevance
in designing and implementing effective climatic policies [6]. A substantial volume
of studies has been carried out on largescale public opinion surveys from developed
nations in the Americas and Europe. And these studies help in differentiating views,
attitudes, depth of understanding, and apprehension among a diverse set of populaces
[3, 14, 16]. It is apparent that numerous researches have been conducted to understand
the science behind climate change and to recognize the cause, impact, and mitigation
tactics [23], but still the public perception about this development is still at its infancy,
at least in the developing countries. People’s awareness of climate change could be
the most important influence on their readiness to accept the scientific inferences on
climate change effects [18]. And this could encourage to adapt to climate-positive
behavior, which would aid in the designing and implementation of approaches to
tackle the climate change effects. This study will provide new information on public
perception of climate change and other environmental issues. Besides, the surveywill
identify the significant incentives for and challenges to climate-conscious behavior.
The results should also shed light on the gaps in the mass media on disseminating
climate change related information.

2 Method of the Study

For this survey, we have used a combination of qualitative and quantitative methods
to assess people’s perception of climate change. A random quantitative survey was
conducted, and a set of qualitative methods were conjointly applied to get a full
understanding of people’s insights. A structured survey form was designed based
on the survey followed by Whitmarsh, 2005 to gauge public consciousness and
awareness of climate change in the Indian Himalayan State of Uttarakhand. The
survey was conducted online, and one hundred and sixty respondents took the survey
until August 2020 from all over the state. The respondents were requested to fill out
the online form and to provide a response to each of the queries. The survey form
comprised of 22, largely close-ended queries, categorized into 2 sections. The first
section focused on socio-demographic details of the participants, such as their age,
sex and education level. The second section explored the perception of changes in the
environment and participants’ familiarity with the climate change actions. Further,
this section analyzedwhether participants thought about the environment and climate
change before making everyday choices, as well as their incentives and barriers to
environmental- and climate-friendly behavior.
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Fig. 1 Research framework

We conjointly collected answers about the participants’ comprehension of climate
change, their favored sources of the climate information, their personal observations
on changing climate. Aside from the first section, most of the queries were of a
multi-response type and had fields accessible for added comments. The form was
hosted on theGoogle Forms platform, as this provides automatic analysis and insights
into the answers provided by the participants [11]. the general public was invited to
participate through social networking sites including Facebook and Twitter.

The research frameworkof this study is to analyses the public awareness, concerns,
their understanding of the causes and impacts of changing climate and their response
to climate change (Fig. 1).

3 Results and Discussion

3.1 First Part of the Survey Form: Demographic Information

A total of one hundred and sixty respondents participated in the online survey.
Figure 2 shows the basic demography of the respondents. Of the respondents, 47.5%
were male, while 51.9% were female. 58.9% of the respondents were falling in the
age group of 25–50 years old, 35.43% between 18 and 25 years old, 1.9% were
between 10 and 17 years old and 3.8% were above 50 years old. Concerning educa-
tional qualification, 57.6% of the respondents reported they have master’s degree
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Fig. 2 Basic demographic information of the respondent

and 34.2% with bachelor’s degree, and 7.6% accomplished secondary level educa-
tion. 0.6% of the respondents had no formal education. This indicates that the major
percent of the respondents were educated and between the young and middle age
groups. This might be justified by the fact that Uttarakhand has an average literacy
rate of 76.31% [24].

3.2 Second Part of the Survey Form: General Questions
About the Environment

The first part in the form deals with basic general knowledge about environmental
and issues around climate change.Although there are numerous environmental issues
when asked to rate the issues that concern the respondents themost, the results (Table
1) show the respondents aremost concerned about air pollution (67.90%), poor waste
management (62.90%), and water pollution (53.50%). Interestingly not many people

Table 1 Most concerning
environmental issues

Q. 8. What are the environmental issues that concerns the most?

Air pollution 67.90%

Poor waste management 62.90%

Pollution of rivers and seas 53.50%

Climate change 48.40%

Overpopulation 45.90%

Extinction of species 21.40%
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are very concerned about climate change (48.40%), overpopulation (45.90%), and
extinction of species (21.40%).

The results also revealed that 95% of the participants agreed that they are aware
of the term “Climate Change” and some basic scientific knowledge on the subject
while the remaining 1.9% indicated that they have not heard the term, whereas the
rest 3.1% was not sure. Most of the respondents (94.3%) agreed that that the pattern
of weather has changed. While only 5% believe that the weather pattern has not
changed remaining 0.6% were not sure of it.

3.3 Third Part of the Survey Form: Perception on Climate
Change

When the respondents were asked about possible causes of climate change, most
of them (74.8%) agreed it is the combination of human activities and natural
processes, wherein 54.1% relates climate change directly to human activities
including agriculture activities and industries (Fig. 3).

Most of the respondents (87.4%) agreed that climate change might have serious
consequences on their lives and 85.5% of them believe in curtailing the effects of
climate change through climate actions. Of these respondents, most of them are
convinced that climate change will lead to catastrophic implications including flood,
desertification, and drought (Fig. 4).

In the form, the respondents were asked about who they sense to be responsible
for responding to climate change, and the results are shown in Fig. 5. The results
show 78% of respondents agree that individual actions play an important role in
response to climate change, followed by the national government (59.7%) and local
government (54.7%). Interestingly, only 40.9% of respondents felt businesses and
industries play a major role in responding to climate change.

Fig. 3 Possible causes of climate change
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Fig. 4 Climate change impacts

Fig. 5 Responsible for climate action

3.4 Fourth Part of the Survey Form: Climate Change
Information

The different climate information sources the respondents preferred are shown in
Fig. 6. The figure shows that the most widespread information source on climate

Fig. 6 Sources of climate information
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Table 2 Trusted source for climate information

Q. 12. How much do you trust information about climate change if you heard it from?

A lot A little Not very much Not at all Cannot decide

A. A family member / friend 18.87 59.75 17.61 1.89 1.89

B. A Scientist 87.42 8.18 2.52 1.89 0.00

C. Government Agencies 43.40 38.99 15.72 1.26 0.63

D. Newspaper 38.99 42.14 18.24 0.63 0.00

E. Internet 46.54 38.36 13.21 1.89 0.00

change is the Internet (86.8%). Then comes Television where 72.3% of the samples
have pointed out and the Newspaper with 71.1%. At the bottommost of the infor-
mation source is Radio (20.8%) followed by official government sources and envi-
ronmental agencies (52.8%). When the respondents were asked who they would
consider as a trusted source for climate information (Table 2), 59.75% said they
would trust a little if the climate information is shared by a family member or a
friend. Whereas if the information is from a scientist 87.42% of the respondents said
they trust the information a lot. Remarkably, the responses show that the public view
is to not strongly trust when the information is shared by the government agency or
by newspaper and over the Internet.

3.5 Fifth Part of the Survey Form: Climate Change Action

In this part, various climate-conscious actions that may be undertaken to reduce
the impacts of climate change were asked to be rated by the respondents. Most
of the individuals surveyed (65.6%) are in agreement that they take regular action
out of concern for climate change, whereas 19.1% aforesaid they never took any
action and 15.3% weren’t sure about any actions. The overwhelming majority of the
respondents stated they recycle to protect the environment (60.49%); buy organic
food for health reasons (45.83%); buy energy-efficient light bulbs to protect the
environment (43.29%); turn off the unused lightbulbs to protect the environment
(37.13%); use public transport as a result of its convenience (36.82%), and walk or
cycle to work attributable to the health reasons (Fig. 7).

The following Table 3 shows the general trends of responses on the questionnaire
and the questions are adopted from Whitmarsh and Özdem et al. [19, 26].

From the responses we received for the above questions, it is very evident that
most of the participants believe that individual actions matter against climate change
(78.48%); reducing their energy consumption will limit the climate change effects
(50.63%). 42.41% of the respondents settled that climate change is going to be
catastrophic and 48.73% of them agreed that climate change is something that
frightens them. Of the participants 66.46% strongly believed climate change to be
a real problem and agreed that humans are abusing the planet (60.13%), they also
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Fig. 7 Climate change actions

strongly believe that all lifeforms have the same rights as humans to exist on the
Earth (74.05%).

4 Conclusion

Regardless of being a country with an ambitious Intended Nationally Determined
Contribution (INDC) commitments to influence global climate actions, reinforced
by plans and programs, the common people of India are not aware of these strategies
and in most cases are not been included in these plans. Despite being well aware of
the term ‘climate change’, the common people and the stakeholder’s understanding
of what causes the climate to change and what will be effects of changing climate,
varied widely. Regardless of the common populace’s varied understanding of climate
change science, the study found people are highly aware of the consequences of
changing climate.The surveyoutcomes are relatively important not just for evaluating
the current state of society’s awareness concerning climate change in the Indian
Himalayan state of Uttarakhand but also to enhance the awareness campaigns on
other environmental issues in general. Furthermore, this study provides baseline
data to the policymakers with regard to the climate change awareness and perception
among the general public in Uttarakhand. Consequently, relevant stakeholders will
use these results to direct the future climate action strategies and climate information
policies for efficient and constructive adaption and mitigation processes.
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Table 3 General trends of responses on the questionnaire (%)

Questions Agree
strongly

Agree Neither
agree
nor
disagree

Disagree Can’t
choose

1. Can individual action reduce the effects
of climate change?

78.48 18.99 1.27 1.27 0.00

2. Climate change is inevitable because of
the modem development

25.95 43.67 15.82 14.56 0.00

3. Climate change is just a natural
fluctuation in earth’s history

8.86 17.09 29.11 40.51 4.43

4. Energy consumption reduces climate
change

50.63 34.18 12.66 1.90 0.63

5. Incentives should be given to people who
take up climate actions

43.67 36.08 13.92 5.06 1.27

6. I would do take up climate actions only if
everyone else did the same

18.35 20.89 12.66 43.04 5.06

7. Humans have no significant impact on
the globe

8.23 7.59 22.15 53.80 8.23

8. Climate change is something that alarms
me

32.91 48.73 13.92 3.80 0.63

9. Developing countries are to be blamed
for climate change

17.09 31.65 29.11 18.99 3.16

10. Leaving the lights on when not in use
adds to climate change

33.54 43.67 16.46 1.27 5.06

11. The climate change effects are likely to
be catastrophic

37.34 42.41 12.03 1.90 6.33

12. I cannot change the outcome of climate
change one way or another

2.53 16.46 27.22 46.20 7.59

13. Industrial pollution is the main cause of
climate change

27.22 52.53 15.19 5.06 0.00

14. Do you believe that climate change is a
real problem

66.46 24.68 6.96 1.90 0.00

15. The government is not doing enough to
intercept climate change impacts

33.54 37.97 21.52 6.33 0.63

16. Humans are severely abusing the natural
resources

60.13 28.48 7.59 3.80 0.00

17. All life forms have the same rights as
humans to exist on the Earth

74.05 18.35 5.06 1.90 0.63

18. The balance of nature is highly dynamic
and easily gets disturbed

43.67 38.61 11.39 5.06 1.27

19. Nature is strong enough to cope with the
unchecked human activities

15.82 24.05 24.05 32.28 3.80
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Although media has immense potential to bring change in the society, the current
study reveals a lost opportunity in triggering actions and decisions from the public
and decision-makers.While themedia depends on the government as themain source
of information, the government’s climate actions don’t involve individuals’ actions
on the ground, thus failing to stimulate adaptation and mitigation from the bottom
up. This gap is even more evident in the academia, where although there is a growing
number of publications on climate science, only small efforts have been made to
translate scientific publications to communications that are accessible to the public
and that attract the attention of media. This calls for more research in the areas of
translating the climate communication strategies and improving the efficiency of the
communications that emerge from the government and academia.

The study also recommends collaboration and partnerships between various rele-
vant stakeholders as an essential constituent of the climate change mitigation and
adaptation process. The partnership will help build powerful movements and innova-
tive solutions needed to overcome the climate challenges and ensure the involvement
of common people in the climate change mitigation and adaptation plans right from
the development phase. In addition, climate change science and sustainable envi-
ronmental practices should be incorporated into the school and universities’ course
curriculum. If the individuals are well informed on climate change effects that would
reassure the people to accept and act on the government’s mitigation and adaptation
strategies. Also, this knowledge will motivate the general public to adhere to climate
positive and sustainable behavior that would help achieve sustainable socioeconomic
and environmental management.
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Comparative Analysis of MIVAN
Formwork and Conventional Formwork

Prakash Patil and Palash Mundhada

1 Introduction

MIVAN construction is firstly introduced in 1990 by a European construction
company, MIVAN Ltd., with a view to providing a decisive system for mass
construction in developing countries like India.

MIVAN is designeered (design and engineered) in aluminum formwork for
constructing monolithic structures. In this system, walls, beams, columns, and slabs
are cast together in a well-ordered manner. The finish work obtained fromMIVAN is
good and hence requires no plasterwork, which is best suited for mass constructions
and conditions like India. This construction technology can substantially increase
the productivity of construction, quality, and durability of creation by using dynamic
construction tools and materials, thus saving the cost compared to the conventional
method.

This imperative study provides important information on total building cost and
per sq.m cost of construction comparison between the conventional method and
MIVAN technology, where economy, manpower, and material play a vital role.

2 Literature Review

• Kapoor [1] concluded that MIVAN construction requires less time and cost to
complete construction as compared to conventional brickwork construction. In
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this construction, there is no requirement of plastering as aluminum formwork
will provide a better finish surface than conventional brickwork construction.

• Khan [2] describes, in brief, the need forMIVAN formwork in the Indian construc-
tion industry. They describe the comparative analysis of conventional formwork
and MIVAN formwork on the basis of cost, quality, and strength parameters.

• Prathul [3] compared the construction productivity of conventional formwork and
MIVAN technique. They concluded that conventional formwork is best suited for
small-scale construction where it can be molded into different shapes without
many repetitions. MIVAN formwork is best suited for large-scale construction
with typical floors where the number of repetitions is high.

• Gulghane [4] concluded that construction by using MIVAN technology is quite
cheaper than the conventional method and saves about 12.5% of the total cost.
Many finishing works are saved like plastering, brickwork, etc. The advantage of
MIVAN includes higher durability of material, uniform quality of construction,
low maintenance of formwork, and speedy work.

3 Objectives

a. Literature study—Current Condition Assessment in the construction industry
b. Comparison of MIVAN and Conventional Shuttering on the basis of the cost of

material and labor requirement.
c. Material, Man-Power, Time and cost analysis
d. To obtain the Break-Even Point

4 Theoretical Aspect

1. Setting up the wall reinforcement steel – The wall reinforcing with steel is used
to give a structure to the building and support the concrete until they gain half of
the required strength. The aluminum formworks are cast around the steel mesh,
which is factory made and directly erected on the construction site (Fig. 1).

2. Placement of aluminum formwork—Along the wall reinforcing steel, prefabri-
cated room-sized walls and floor slabs are erected. Spaces for windows, ducts,
doors and other features such as staircases, façade panels, loft slabs (kitchen
counter slab with supporting walls) and chajjas are also integrated into these
structures (Fig. 2).

3. Pouring of concrete—After casting the forms, high-quality concrete is poured
such as SCC type concrete with good and acceptable flow rates specially
designed with a rich mix (Fig. 3).
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Fig. 1 Wall reinforcement

Fig. 2 Aluminum Formwork

Fig. 3 Pouring of concrete
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5 Methodology Adopted

1. Collecting the data; material cost (Shutteringmaterial, Cement, Sand, Concrete,
Reinforcement, etc.), Labor cost (Carpenters, Mistri, bar-benders, etc.).

2. Calculating the cost of construction for conventional shuttering including labor
and material cost for every 50 sq.m.

3. Calculating the cost of construction for MIVAN shuttering including labor and
material cost for every 50 sq.m.

4. Comparing the cost of construction for conventional and MIVAN shuttering.
5. Determining the area of construction at which the cost of construction is same in

the conventional type of construction and throughMIVAN, called asBreak-Even
Point.

6 Result

See Figs. 4, 5, 6, 7 and 8, Tables 1 and 2.

7 Conclusion

Economy is the key aspect of any construction. From the above data, it is concluded
that with the increase in the area of construction the cost of MIVAN formwork is
gradually decreasing. It can be seen that the cost of construction with MIVAN and
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conventional formwork is almost the same at 11,575 sq. m, it is also observed that
conventional formwork is suited for small constructionwhereasMIVAN is best suited
for mass and repetitive construction.



244 P. Patil and P. Mundhada

-2000000 0 2000000 4000000 6000000 8000000

1
2
3
4
5
6
7
8
9

10
11
12

Difference

Difference

Fig. 7 Difference between Conventional and MIVAN

-4000

-2000

0

2000

4000

6000

8000

10000

1 2 3 4

Difference

Difference

Fig. 8 Difference between Conventional and MIVAN for Break-Even Point

Table 1 Required area of scaffoldings

AREA m2 Grand total (Conventional) Grand total (MIVAN) Difference

1000 10,625,555.33 16,865,454.1 6,239,898.77

2000 21,081,110.67 26,730,908.21 5,649,797.54

3000 31,536,666 36,596,362.31 5,059,696.31

4000 41,992,221.33 46,461,816.41 4,469,595.08

5000 52,447,776.66 56,327,270.51 3,879,493.85

6000 62,903,331.99 66,192,724.62 3,289,392.63

7000 73,358,887.32 76,058,178.72 2,699,291.4

(continued)
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Table 1 (continued)

AREA m2 Grand total (Conventional) Grand total (MIVAN) Difference

8000 83,814,442.65 85,923,632.82 2,109,190.17

9000 94,269,997.98 95,789,086.92 1,519,088.94

10,000 104,725,553.3 105,654,541 928,987.7

11,000 115,181,108.6 115,519,995.1 338,886.5

12,000 125,636,664 125,385,449.2 −251,214.8

Table 2 Required area of scaffoldings

AREA m2 Grand total (Conventional) Grand total (MIVAN) Difference

11,500 120,408,886.3 120,452,722.2 43,835.87082

11,550 120,931,664.1 120,945,994.9 14,330.80928

11,560 121,036,219.6 121,044,649.4 8429.79697

11,570 121,140,775.2 121,143,304 2528.784662

11,580 121,245,330.7 121,241,954.7 −3376.035338

11,600 121,454,441.8 121,439,267.6 −15,174.25226
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Study of Indirect Traffic Parameters
Along Metro Construction Route

Smita Pataskar and Sunil Pimplikar

1 Introduction

Metro rail is a widely used mass rapid transit system that is gaining popularity in
many metro cities in India and abroad. It operates on an exclusive right-of-way
(mostly underground or elevated), which is separated from all modes of transport in
an urban area. These systems generally operate at an average speed of 20–35 km/h,
and carry 50,000–75,000 passengers per hour, per direction with a high frequency of
operation. The capital cost of construction is between 20 and 30 times that of the Bus
Rapid Transit system, depending on whether the metro systems are underground or
elevated [1]. With the consumption of 1/5th of energy per passenger, it carries the
same amount of traffic as 5 lanes of bus traffic or 12 lanes of private motor cars
(either way). It is more reliable, comfortable, and safer than the road-based system
which reduces journey time by 50 and 75% depending on road conditions.

A significant amount of study is done related to the impact of short-term and
long-term construction work zones on queue lengths, congestion cost, traffic delay
cost, and road user cost. A number of parameters that make an impact on these costs
were studied and analyzed using genetic algorithm, simulation tool, neural network,
simulated annealing, etc. These studies were based on the parameters that govern
the road conditions for short-term or long-term work zones. These parameters are
studied through various research works and are represented in the literature survey.
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2 Literature Survey

Earlier researchers have considered relevant work zone decision variables as work
zone segment length, construction start time, use of shoulder, lateral clearance
between work zone, and traffic control barriers. The results of the performance eval-
uation phase were used to generate optimal tradeoffs between minimizing traffic
delays and construction cost [1, 2].

A study of three performance measures representative of the level of service
(LOS), travel delays, and environmental impacts was done that simulated work zones
under various configurations. The results of the analysis provided clear evidence that
work zone length is insignificant with respect to facility performance [3].

Impact of metro rail construction work zones on traffic environment and conse-
quently quantify these impacts for the present situation was simulated and total
economic losses are calculated for different types of vehicles for elevated metro
construction [4].

Traffic Congestability Value (TCV) which is affected by travel time, average
speed, and proportion of time stopped for vehicles at different locations are studied
in the respective spatial zones and the results were validated in the field [5].

The variables such as number of lanes, percent of heavy vehicles, length of work
zone, speed of vehicles, fuel cost, accident rate, and accident cost are evaluated
for the work zone model, through correlation analysis, comparison of calculation
assumptions, and data input analysis [6].

In a study conducted in the Texas region, capacity and road user cost on freeway
work zones were calculated depending upon work intensity, provision of entrance
ramp, percent of heavy vehicles, number of open lanes, lateral distance, grade
of roads, work duration, weather conditions, average speed, access control, road
curvature, and annual average daily traffic [7].

Travel time of each vehicle for traffic delay and queue length are estimated at
work zone which depends on original flow rate, space mean speed, traffic density,
length of work zone, number of closed lanes, and duration of work zones [8].

Another researcher studies a new freeway work zone traffic delay and cost
optimization model which considers the length of the work zone segment, starting
time of the work zone using average hourly traffic data, number of lane closures,
darkness factor, and seasonal variations in travel demand to calculate the total work
zone cost [9].

The delays for different flow levels and different lengths of the reconstruction
area were evaluated with the use of a tailored newly developed microscopic traffic
simulation model [10].

Effect of work zone configuration, traffic flow, and heavy vehicle percentage are
evaluated on traffic delay by using heterogeneous cellular automata (HCA) model,
which concludes that transition area length has much greater effect than activity area
length on traffic delays [11]. In this paper, apart from these parameters, considering
the road conditions in Pune city, more elaborative parameters are studiedwhich affect
the speed of vehicles ultimately affecting the delay and road user cost.
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Traffic congestion cost is estimated in Karachi which comprises of value of time
(based on socio-economic survey from commuters), opportunity cost (based on the
value of time, travel delay, number of vehicles, and average occupancy), and vehicle
operating cost (based on fuel consumption and fuel price) [12].

A road user cost RUC model is developed based on traffic analysis methods
published in the Highway Capacity Manual, which comprises of the value of time
VOT, vehicle operating cost VOC, and accident cost AC. The variables studied
included the number of lanes, percent of heavy vehicles, length of work zone, speed
of vehicles, fuel cost, accident rate, and accident cost. Case studies were compared
with two other existingmodels, the Arizonamodel and the queue and user cost evalu-
ation of thework zonemodel, through correlation analysis, comparison of calculation
assumptions, and data input analysis [6].

A simple mathematical model was developed [13] to optimize the work zone
lengths on four-lane highways where one lane in one direction at a time is closed.
The objective was to minimize the total cost, including the agency cost, the accident
cost, and the user delay cost by optimizing work zone length. Sensitivity results
generated from a numerical example were also presented in this study.

3 Research Study

Pune metro corridor II spans between Vanaz to Ramwadi and the section fromVanaz
to Deccan is considered for the study of delay and congestion cost due to its unique
characteristics. Reduction in the road width, heavy traffic, route diversions are the
major challenges faced along the route of Vanaz to Deccan leading to increased time
of travel. Various traffic control measures are implemented to mitigate its effect and
at present, it is showing success in its implementation. FromDeccan, the metro route
is diverted along the river side and hence, there is no disruption to traffic in that zone.
From Vanaz to Deccan, there are major intersections identified which affect the time
of travel due to lateral entries and the travel time is observed.

Due to the traffic restrictions imposed by the construction of the metro, the
following additional parameters are observed which affect the speed of vehicles.

(a) As metro construction occupies the space at the median of the road for equip-
ment and labor, openings are blocked which otherwise permit the turning of
vehicles. This leads to a tendency of riders to travel in the opposite/wrong
direction.

(b) There are vehicles that enter laterally in the cordon lines which decreases the
speed. This effect is more in the vicinity of the metro construction sites.

(c) On-street parking is allowed onmajor length of the road. Increase in the parking
space demand leads to double parking along road side affecting the speed of
the vehicles along cordon lines.
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(d) Road traffic is a combination of cycles, two-wheelers, three-wheelers, four-
wheelers, light motor vehicles, and heavy motor vehicles. Slow-moving vehi-
cles which travel ahead of the fast-moving vehicles, reduce the speed of
succeeding vehicles until the road width is substantial. Hence, in the vicinity of
the construction site, where the road width is reduced, slow-moving vehicles
affect the traffic at large and speed in particular.

4 Preliminary Survey

In order to study the effect of metro construction on the delay and congestion time
at various sections between Vanaz to Deccan (and Deccan to Vanaz), a test vehicle
is run for 16 hours from 6 am to 10 pm. The salient features of these surveys are as
follows:

• Speed of the test vehicle ismaintained between 30 to 35 kmph until the congestion,
speed breakers, or crossings are faced. This speed limit is chosen as the metro
authorities have suggested to keep the speed in this limit to avoid clashes or
accidents on roads.

• All the traffic rules and signals are followed.
• The test vehicle is kept in the middle lane unless the road width is less.
• The metro route under study, is divided into nodes depending upon major inter-

sections. There are 18 nodes identified from the direction of travel between Vanaz
and Deccan while there are 16 nodes identified for the route between Deccan and
Vanaz. This is due to diversions at two places along the Vanaz-Deccan route. The
total length of the travel is found to be 5.566 km from Vanaz to Deccan whereas
from Deccan to Vanaz, it is 5.12 km.

• The distances between the nodes are measured from the center point of the inter-
sections. Travel times between the nodes are measured along with the signal stop
time. These readings are used to calculate average speeds between the nodes.

5 Data Collection

While the test vehicle is traveling between Vanaz to Deccan and back, video record-
ings are taken and the data is collected for each run and categorized as per the
parameters considered for the study. The methodology and the traffic compositions
are given for each parameter as under.
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Fig. 1 Composition of types of vehicles in lateral entries

5.1 Lateral Entries at Work Zone

While taking the observations of vehicles in lateral entries, the following points are
considered:

i. Vehicle count is taken when the test vehicle achieves the designed speed.
ii. Vehicles that are ahead of signals are not counted.
iii. Vehicles that are immediately ahead of the test vehicle affecting the speed are

counted.
iv. Count is taken for different types of vehicles (Fig. 1).

5.2 Presence of Slow-Moving Vehicles (Speed < Average
Speed of Queue)

While taking the observations for this parameter, the following points are considered:

i. Number of vehicles are counted which travels slowly and could not be
overtaken.

ii. Number of slow-moving vehicles at signals is not considered as all the vehicles
are slowing their speeds.

iii. The vehicles are counted which are slowly moving ahead of the test vehicle
and which reduced the speed of the test vehicle in between the consecutive
intersections (Fig. 2).
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Fig. 2 Composition of slow-moving vehicles

5.3 Vehicles in Wrong Entry

These counts are taken for the vehicles coming in the wrong direction. It is observed
that the number of two-wheelers violating the traffic rules is maximum. In general,
more vehicles are traveling in thewrong direction fromDeccan toVanaz in the stretch
between Gujrat colony and Kothrud Police station (Fig. 3).
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Fig. 3 Composition vehicles in wrong entry
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Fig. 4 Composition of parked vehicles near the work zone

5.4 Reduction in Road Width Due to Parking Near Work
Zone Areas

While taking the observations, the following points are to be considered:

i. The stretch fromVanaz toDeccan andDeccan toVanaz aremarked as no parking
zone partially. Parked vehicles occupy a width equal to the width of the vehicle
in these zones. It varies as per the type of vehicle.

ii. The count is taken for the vehicles which are standing after these parked lane
widths and which occupy the road space reducing the effective road width.

It is observed that.

i. Two-wheelers, three-wheelers, and four-wheelers occupy maximum parking
double spaces in both directions.

ii. In peak hours, these numbers are maximum (Fig. 4).

6 Data Analysis

Speeds of test vehicle between various time duration of the day are calculated and
represented as follows (Fig. 5).

2. The observations are taken for the days before the pandemic and after pandemic
situations that arose due to COVID-19 situation. The observations are as follows
(Fig. 6).

Average speed calculations of the test vehicle for the periods before lockdown
and after lockdown have a significant difference. Also, as the restrictions on societal
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Fig. 5 Speed of test vehicle between a Vanaz to Deccan and b Deccan to Vanaz
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Fig. 6 Average speeds of the test vehicle on various days before and after the pandemic situation

activities are gradually lifted, traffic increased, and hence, the speed of test vehicles
decreased.

3. After collecting all the data, PCU factors are applied to the vehicles and the
total PCU for sixteen hours is calculated. These are the additional PCUs that are
added when a test vehicle is traveling along the metro route. For the conversion of
different vehicles in the PCUs, factors recommended by IRC are considered.

The data is tabulated and the correlation between PCU calculations and the speed
of vehicles is calculated by the Minitab 17 software and the values are represented
as follows.
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Table 1 Correlation between PCU and speed of vehicles

February 8, 2020 February 10, 2020 February 14, 2020

Vanaz–Deccan −0.25 −0.32 −0.486

Deccan–Vanaz −0.411 −0.678 −0.797

Table 2 Summary of the composition of types of vehicles for various parameters

Vanaz–Deccan Deccan to Vanaz

2 wh 3 wh 4 wh LMV HMV 2 wh 3 wh 4 wh LMV HMV

Vehicles in lateral entry 45 21 26 4 4 38 30 26 3 3

Vehicles in wrong entry 85 12 2 1 0 88 9 2 1 0

Slow moving vehicles 4 14 14 9 59 6 19 14 10 51

Parked vehicles 15 29 30 9 17 11 28 31 14 16

7 Results and Discussions

(a) From Table 1, it may be concluded that a negative correlation exists between
PCU and speed of vehicles on February 10 and 14 (weekdays) between Deccan
to Vanaz. On the weekend (February 8), the results show a weak correlation.

(b) The composition of vehicles for the parameters considered are tabulated as
follows (Table 2):

It is concluded from the table that

i. Due to the higher share on the road, it is obvious that two-wheelers
have more percentage which enters into the main traffic followed by
three-wheelers and four-wheelers.

ii. Due to the size of the vehicles, the tendency of two-wheelers coming in
the wrong direction is more as compared to other types of vehicles.

iii. Heavy moving vehicles are occupying the maximum width of roads and
due to the decreased width of the road, overtaking is not possible. Hence,
its percentage is more.

(c) The double-parked vehicles in addition to the on-street parking space provided
are found more for three-wheelers and four-wheelers. Two-wheelers occupy
less width and can be parked very closely. Hence, its percentage is less as
compared to three-wheelers and four-wheelers.



256 S. Pataskar and S. Pimplikar

References

1. D. Mohan, Mythologies, metro rail systems and future urban, transport. Econ. Pol. Wkly 43,
41–53 (2008)

2. A.Z.Abdelmohsen, K. El-Rayes, Optimal trade-offs between construction cost and traffic delay
for highway work zones. J. Construct. Eng. Manag. ASCE, 05016004–1 to 10 (2016)

3. O.E. Ramadan, V.P. Sisiopiku, Modeling highway performance under various short-term work
zone configurations. J. Transp. Eng. Part A, 04018050–1–7 (2018)

4. R. Bhutani, Dr S. Ram, Dr K. Ravinder, Impact of metro rain construction work zone on traffic
environment. Transp. Res. Proced. 586–595 (2016)

5. N. Patel, A.B. Mukherjee, Assessment of network traffic congestion through traffic
Congestibility Value (TCV): a new Index. Bullet. Geogr. Socio-Econ. Series, 123–134 (2015)

6. Y. Zhu, I. Ahmad, L. Wang, Estimating work zone road user cost for alternative contracting
methods in highway construction projects. J. Construct. Eng. Manag, 601–608 (2009)

7. D.W. Borchardt, GezaPesti, D. Sun, L. Ding, Capacity and road user cost analysis of selected
freeway work zones in texas”, project report, Texas Transportation Institute (2009)

8. S. Ghosh-Dastidar, H. Adeli, Neural network-wavelet micro simulation model for delay and
queue length estimation at freeway work zones. J. Transp. Eng. 331–341 (2006)

9. X. Jiang, H. Adeli, Freeway work zone traffic delay and cost optimization model. J. Transp.
Eng. 230–241 (2003)

10. V. Astarita, V.P. Giofre, G. Guido, D.C. Festa, Traffic delays estimation in two lane highway
reconstruction. Proced. Comput. Sci. 331–338 (2014)

11. Q. Meng, J. Weng, Impact analysis of work zone configuration, traffic flow and heavy vehicle
percentage on traffic delay at work zones. Asian Transp. Stud. 239–252 (2013)

12. M.S. Ali, M. Adnan, S.M. Noman, S.F. Abbas, Estimation of traffic congestion cost – a case
study of a major arterial in Karachi. Proced. Eng. 37–44 (2014)

13. S. Chien, P. Schonfeld, Optimal work zone lengths for four lane highways. J. Transp. Eng.
124–131 (2001)



Performance Investigation of Desiccant
Wheels for Air Dehumidification

Kishor Rambhad , Manoj Kumbhalkar , Vednath Kalbande ,
Rahul Jibhakate , Nikhil Jumde, and Pramod Walke

1 Introduction

Nowadays, because of the decrease in customary assets of petroleum derivatives like
coal, petroleum, flammable gas, and so on, energy emergency is a worldwide issue
[1]. Raised energy use, energy worth, and pinnacle electrical interest coordinated
at the introduction of substitute advancements. Endeavors for utilizing poor quality
heat energy have been put to lessen the impact of oil esteem ascending in present
years [2]. In numerous regions like air drying, water creation from environmental
air [3], cooling and cooling applications desiccant is broadly perceived as a signif-
icant option in contrast to customary fume pressure refrigeration framework [4].
Desiccant materials have the capability to reduce humidity due to vapor pressure
difference. Desiccants have been applied merely to materials with a high affinity to
absorb moisture [5, 6]. For dehumidification, cooling and comfort conditioning solid
and liquid desiccant is employed [7, 8]. Sunlight-based desiccant can be utilized to
give achievable substitution to customary cooling frameworks [9, 10]. As of late, CD
materials are celebrated for the same application with a lot higher productivity [2].
Chih-Hao Chen et al. consolidated polymer and SG CD turning bed for air dehumid-
ification [11]. Tretiak et al. created and tried mud and calcium chloride [9]. Ramzy
et al. utilized SG and a new desiccant composite molecule [12]. Chua et al. tested
CD material with changing extent of SG, bentonite, calcium chloride, and LiCl and
proposed [13, 14]. Zhang et al. created desiccant beds involving honeycomb-type
adsorbent beds like SG 3A, SG RD, and so forth [15], Majumdar investigated a
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Fig. 1 Experimental setup of the desiccant wheel

CD for dehumidification made of missed inert and desiccant material [16], Jia et al.
studied novel CD [17], Zhang et al. used SG, calcium chloride (CaCl2), and CD(SG–
CaCl2) utilized to a corrugated paper based desiccant wheel [18]. G. Goodarzia et al.
studied waste heat based solid desiccant wheel [19]. Researchers found a remarkable
rise in moisture evacuating affinity of composite material compared with SG [2].

2 Experimental Execution of Desiccant Wheels

In this exploratory investigation, four desiccant wheels were created among them one
was producedusingSG, and the other threewere producedusing compositematerials.
Desiccant wheels were driven by a DC engine. In this work, two distinctive airflow
areas were viewed as like in the first case 1/2 at process side and 1/2 at regeneration
side and in second case 3/4 at process side 1/4 at regeneration side. Figure 1 shows
the trial arrangement and Table 1 shows particular of desiccant wheel.

3 Result and Discussion

In this examination, the presentation of SG and three CD wheels have been experi-
mentally explored. For recovery, PTSCwas utilized in the temperature scope of 52.3–
71.3 °C. CD wheel showed better performance than SG desiccant wheel. Adsorption
and regeneration performance of each desiccant wheel was analyzed simultaneously
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Table 1 Desiccant wheel
specifications

Particulars Values

Desiccant material (a) SG
(b) SG + LiCl
(c) SG +MS
(d) SG + LiCl +MS

Desiccant wheel diameter (m) 0.5

Desiccant wheel length (m) 0.1

Channel wall thickness (m) 0.0004

Flow passage height (m) 0.025

Flow passage pitch (m) 0.025

Matrix material density (kg/m3) 7850

Matrix material thermal conductivity
(W/mK)

54

Matrix material specific heat (J/kgK) 465

during daytime. The maximum AR and RR of the SG were found to be 0.276 kg/h
and 1.500 kg/h at an airflow rate of 122.1 kg/h for process and regeneration. The
maximum AR and RR of the CD wheel (SG-LiCl-MS) were found to be 0.497 kg/h
and 1.707 kg/h, respectively.

3.1 Performance Boundaries of Desiccant Wheels

Table 2 shows the exhibition boundaries of various desiccant wheels. Table 3 shows
the presentation boundaries of the desiccant wheel for the best outcome. It is seen
that adsorption and recovery execution expanded by adding MS and LiCl.

Table 2 Operating
parameters of the rotary
desiccant wheel taken for
experimentation

Parameters Parametric variations

Rotational speed, N (rph) 10, 20, 30

Process air flow rate, mp (kg/h) 48.83, 122.1

Regeneration air flow rate, mr
(kg/h)

48.83, 122.1

Process air sector angle, θp (o) 180–270

Regeneration air sector angle, θr
(o)

90–180

Flow type Parallel and counter

Material SG, SG-LiCl, SG-MS 5A,
SG-LiCl-MS 5A
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Table 3 execution
boundaries of desiccant wheel
demonstrating best outcomes
in adsorption and
regeneration area

Parameters Base value

Material SG and composite desiccant

Rotational speed, N (rph) 20

Process air flow rate, mp (kg/h) 122.1 kg/h

Regeneration air flow rate, mr
(kg/h)

122.1 kg/h

Process air sector angle, θp (o) 270o

Regeneration air sector angle,
θr (o)

90o

Flow type Counter flow

3.2 Percentage Improvement in AR and RR of CD Wheels

Table 3 shows the exhibition of unadulterated SG and CD wheels when presented to
airwith recovery temperature and relative stickiness shifting between52.30–71.30 °C
and 55.0–73.0% individually. From Figs. 2 and 3 plainly, the CD wheel produced
using SG-LiCl-MS is the most ideal decision (Table 4).

The fundamental perceptions driven out from this work are as follows:

a. CDwheel produced using SG-LiCl-MS shows the best execution in all working
conditions which gives remarkable adsorption and recovery at 20 rph.

b. In the same area plot for measure air and recovery air (θp = θr = 180o), AR is
exceptional when mp= 48.83 kg/h and mr= 122.1 kg/h and RR is remarkable
when mp = mr = 122.1 kg/h and mp = 48.83 kg/h and mr = 122.1 kg/h.

c. In diverse area plot for measure air and recovery air (θp= 270o and θr= 90o),
AR is extraordinary when mp=mr= 122.1 kg/h and mp= 48.83 kg/h and mr
= 122.1 kg/h while RR is exceptional when mp = mr = 122.1 kg/h.

d. In the counter stream game plan, AR is exceptional when mp= 48.83 kg/h and
mr = 122.1 kg/h while RR is remarkable when mp = mr = 122.1 kg/h.

e. In equal stream game plan, AR is remarkable when mp=mr= 122.1 kg/h and
mp = 48.83 kg/h and mr = 122.1 kg/h while RR is extraordinary when mp =
mr = 122.1 kg/h.

4 Conclusion

The fundamental target of the current examination workwas to feature the possibility
of sun-based strong desiccant dehumidifier for ordinary blistering and damp atmo-
spheres, as a substitute to the customary fume pressure frameworks. More accen-
tuation in this work was given to the CD dehumidifier. AR and RR of these SG
alongside CD wheels were assessed, the most extreme AR and RR of the SG were
discovered to be 0.276 kg/h and 1.500 kg/h when mp = mr = 122.1 kg/h. It was
discovered that the expansion of MS and LiCl assists with expanding the dampness
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Fig. 2 Percentage improvement in AR for CD wheels

Fig. 3 Percentage improvement in RR for CD wheels

AR and RR when the delta air temperature differed. By adding 10%MS the AR and
RR were expanded by 35% and 5.7%. By adding 10% LiCl the AR and RR were
expanded by 43.6% and 7.1%. By adding 10% MS and 10% LiCl, the adsorption
RR was expanded by 85.5% and 14.4%. The most extreme AR and RR of the CD
wheel produced using SG-LiCl-MS was 0.479 kg/h and 1.707 kg/h individually.
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Corruption and Its Mitigation Strategy
Using Lean Philosophy

Brajesh Kumar Kanchan , Guddakesh Kumar Chandan, Roma Kumari,
and Ojaswi Gautom

1 Introduction

Globalization prompted international businesses to invest in different parts of the
world. Thereby, opening a new opportunity for business and contributing to the
corresponding country’s gross domestic product (GDP). In this background, it is well
established that global investors avoid highly corrupted countries for their investment.
Therefore, it is highly important to reduce corruption in an organization that varies
froma small committee to large countries for administrators. Furthermore, corruption
is inevitably present in each organization, however, the magnitude varies. In the
assessment of corruption prevention, detection, and diagnostics, several researchers
used different approaches. E-governance helps in higher performance of participatory
individual satisfaction [1]. Right to information (RTI) laws are useful in maintaining
good governance; however, the stakeholders who are accountable under RTI could
not ensureRTI implementation as social-friendly [2, 3]. Audits play an important role
in presenting the corruption status to decision-makers; however, biasedness in audit
is still a prevailing matter [4, 5]. Judicial Independence directly affects corruption
behavior as it can only ensure a proper judiciary system for tackling corruption cases
[6, 7]. Accounting quality is a significant tool in mitigating corruption culture and
better internal control, and forecast management decisions [8]. Education can be
vital especially in developing countries to mitigate corruption [9]. Lean philosophy
is especially resourceful in problem-solving for management. In the supply chain
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problem, lean philosophywas successfully implementedwith just in time framework.
[10]. Lean implementation in data management regarding decision-making is also
successfully implemented with lesser losses [11]. Despite having a severe impact of
corruption on almost every organization, very few investigations have been done on
corruption issues using Lean Philosophy. The present investigation addresses that
gap through the current study.

2 Research Methodology: Lean Philosophy

The research methodology that followed in the present study is the prevention,
detection, and diagnostics (PDD) mechanism as illustrated in Fig. 1.

2.1 Prevention of Corruption

In mitigating corruption, the first milestone is to form a transparent advisory
committee (TAC). This committee, comprised of representatives from different
management levels of an organization, is selected to guide the transparent exec-
utive committee (TEC). The election of TEC needs to be having democratic and
knowledge-based power division as illustrated in Fig. 2. It is well reported in
the literature that elected representatives are critical in corruption-free horizontal
coordination [12].

The number of representatives in TEC can vary from organization to organization.
For this investigation, we have considered 4 representatives and 1 manager. The

Corruption

Prevention

DetectionDiagnostics

Fig. 1 Corruption checkpoints
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Nomination

Examination

Counselling

Results

Fig. 2 Knowledge and democratic based representative election

Manager

Representative 
1

Representative 
2

Representative 
3

Fund report 
representative

Fig. 3 The hierarchy of TEC

nomination for all posts was invited to all interested members of an organization.
The hierarchy for the event was present in nomination call-upmail as shown in Fig. 3.

The duties of representatives will also be described in call-up mail. Represen-
tatives from 1 to 3 will ensure the general working of TEC whereas the fund
report representative will ensure that fund status needs to be shared with all stake-
holders at TAC agreed frequency. Themanager will coordinate the representatives on
different aspects of transparency. Different motivational techniques, viz. certificate,
performance-based electric coins are used during the nomination process. The next
task for the TAG is to formulate/detect the rules and regulations for the organiza-
tion. As in most cases, organizations do have a dedicated rulebook/ethical guideline
for this process. Hence, questions were asked from this rule book. The question
comprised of direct rules, behavioral and conditional questions. Based on the scores
of representatives. Further counseling based on their score was carried to elect the
representatives based on the score and their previous expertise in administration and
then TAG will declare the results of the election.

2.2 Detection of Corruption

The transparency execution committee (TEC) will detect the corruption cause and
effect through the Ishikawa diagram. The elements for the Ishikawa diagram areman,
method, management, measurement, and environment are categorized for corruption
causes and effect in Figs. 4 and 5, respectively. The sub-elements of corruption in an
organization vary from organization to organization and that is where TEC work is
critical. A general corruption related cause and effect diagram is presented in Figs. 4
and 5.
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Fig. 4 Ishikawa diagram: causes of corruption

Fig. 5 Ishikawa diagram: effects of corruption

Causes of corruption

1. Man

• Lack of ethics: Ethics lacking is a key contributor to corruption. An unethical
individual not only promotes corruption by himself but motivates others also to
do corruption.

• Greed:Greedmotivates corruption as an individual is not satisfiedwith his earning,
status, etc., and does corruption to grow financially or non-financially.
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• Pressure: Pressure is also a significant factor from a man’s perspective as it can
arise from family or colleagues or the boss which puts an individual in dilemma
and sometimes the result becomes unethical.

• Biased personality: Corruption is not only defined in terms ofmonetary values, but
it is also present in biasedness and favoring behavior based on social background,
gender, and others.

• Education: Education is also contributing to corruption as an uneducated person
will not be aware of the power and duties allocated to them and thus corruption
probability is higher.

2. Method

• Bribe recruitment: The recruitment process used for joining the organization also
impacts the behavior of the candidate. If the individual joins the organization
through a bribe, there is a high possibility that he/she will involve in corruption.

• Lack of transparency: Transparency maintained by the organization is highly
contributing to corruption. Transparency is the inverse function of corruption.

• Lack of motivation being honest: Honest and accountable individual has to sacri-
fice various aspects of life. If the organization does not ensure the motivation of
that individual, it is a loss for the organization.

• Anti-corruption laws: The absence or weakened anti-corruption laws motivates
the individual to do corruption.

3. Management

• Lack of ethical training: The absence of ethical training can lead individuals,
groups, and then organizations to the path of corruption. So, management needs
to ensure these training facilities are aligned with organizational ethics.

• Less asset monitoring: Asset monitoring is also a key parameter to look at by
the management as the absence of it can lead to building a corruption hub in the
organization.

• Management structure:Management size and structure contributes a lot to corrup-
tion as a decentralizedmanagement teamhas lesser chances to do corruptionwhile
centralized power leads to a higher corruption rate.

• Biased behavior: The biased behavior of management to an individual also leads
to corruption or favoritism in one way or another.

• Corruption leagues: The formation of corruption leagues is the extreme level of
corruption where each organizational member has a fixed share of corruption.

4. Measurement

• Personal asset: The measurement of a personal asset can lead to understanding
how the individual is involved in corruption and up to what extent.

• Organizational asset: The organizational asset presents the growth of the organi-
zation and screening through it can present whether the organization is involved
in any sort of corruption or not.
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• Quantitative ethical standards: The lack of ethical standards makes it almost
impossible to judge personal or group behavior.

• Corruption and Transparency index: The lack of corruption and transparency
index deteriorates the morale of an honest and accountable individual.

5. Environment

• Press freedom: The lack of corruption reporting is a significant factor in environ-
mental criteria. Corruption league always tries to check press power and affect
public awareness.

• Historical drivers: The historical drivers show the previous record of that indi-
vidual, organization in terms of corruption and related activities as these activities
are not conducted one time rather it is a regular process of some individual and
organization.

• Political instability: Political instability also contributes to corruption as corrup-
tion league can use their resources and power to do more corruption.

• Natural resource endowment: The higher the resources that are dealt with in a
project or event, the higher the chance of corruption it will have.

Effect of corruption

Corruption has a strong influence on the demoralization of members, building
mistrust against the organization. Corruption deeply affects national institutes,
stakeholder services, and e-governance maturity.

1. Man

• Personal guilt: On the human ground, corrupt personnel always have a sense of
guilt in their mind.

• Fear of being caught: Corruption also brings the fear of being caught by the public
or end-users.

• Extra work stress for covering corruption: Corruption also increases the work
stress of involved personnel as they have to work hard to cover up corruption.

• Brian drain: Corruption also leads to brain drain as an honest individual can leave
or resign from their post and go somewhere else.

2. Method

• The high lead time of activity: Due to corruption, the end-users constantly wait
in line such that they can offer some bribe or other favors. The process ultimately
increases the lead time of activity.

• Shadow economy: Corruption starts a shadow economy in the form of black
money and others which are dangerous for social development.

• Eroded organizational structure: Corruption regularly dents the organizational
structure and slowly kills the organization.



Corruption and Its Mitigation Strategy Using Lean Philosophy 271

3. Management

• Corruption League: The development of corruption leagues is the most intense
effect of corruption as it is an organizedwayof doing corruptionwith stakeholders’
share that is previously fixed.

• Management inefficiency: Corruption also make management inefficient in
making a decision and other regular activities as incompetent individuals are
placed everywhere.

• Poor working environment: The working environment becomes very poor in the
high corruption index organizations or countries.

4. Measurement

• Lower customer satisfaction: Corruption mostly affects the end-user or customer
and satisfaction would be low due to high corruption.

• Stakeholder loss: Corruption also leads to a loss in stakeholder members and
consequently impacts every aspect of management.

• Economic loss: Corruption also significantly affects the organization economi-
cally due to lower customer satisfaction.

• Fiscal deficit: The organization will be under fiscal deficit if the corruption level
is high in any organization.

5. Environment

• Foreign direct investment shortage: The outside funding in the form of FDI would
be low if the corruption level is high in the organization.

• Accidents: Corruption impacts the development projects and thus affects the
quality of services offered which ultimately converted into accidents.

• Poor business and local investment climate: The business and local investment
climatewould be poor for a corrupt organization as theywill be in the fiscal deficit.

• Unemployment:Corruption certainly impacts the quality of education and training
offered to individuals and thus leading to unskilled professionals who most of the
time will be unemployed.

• Poor civil and political rights: The condition of civil and political rights would be
a poor organization with a higher corruption index.

• Lack of justice: The probability of getting justice would be also less due to
corruption involved leagues

• Poor international trade: The organizational international market and trade would
also be impacted due to corruption loss in terms of stakeholders and economy.

2.3 Diagnostics of Corruption

Once a corruption case is reported, the transparency advisory committee activates
the protocol as per the rule book of its organization. The schematic of a corruption
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Corruption 
case reported

Reported person will 
be asked to provide 

data

Initial 
Conviction

Representative 
suspension Conviction free

No

Yes

Detailed 
conviction trial

Convicted No Conviction free

Yes

Based on the criticality of case, 
event committee decides the 

punishment

Representative back to 
their position

Fig. 6 Corruption diagnostic flow diagram

diagnostics is shown in Fig. 6. Figure 6 illustrates that the corruption reported person
has to include the data or proof which can be utilized in initial conviction. The
timeliness of the initial conviction can be based on the recommendation from TAC.
Based on the initial conviction, the event guidance committee can either remove the
charges from the representative based on the data and facts or summon him/her for
a detailed conviction trial. The timeliness of a detailed conviction is based on the
recommendation from TAC. During that period, the representative will be suspended
from event responsibilities. After a detailed conviction trial, the representative can
be either set free or punished by the laws based on the criticality of corruption.

3 Conclusion

The present investigation highlights the importance of prevention, detection, and
diagnostic (PDD)mechanisms of corruption using lean philosophy. In the prevention
phase, the transparency advisory and executive committee are formed.The committee
ensures that democratic and knowledge-based power division philosophy is used for
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the representative election. In the detection phase, the cause and effect of corruption
are illustrated for a typical organization. It can be easily modified for any other orga-
nization. The integration of fund transparency and transparent leadership is utilized
as aworking tool. Furthermore, in the diagnostics phase, the event committee ensured
the access, quality, and timeliness of justice, if any corruption case is reported. Some
of the notable findings from the present investigation are as follows:

• PDD mechanism helps track the corruption at different checkpoints.
• Ishikawa diagram for cause and effect of corruption is presented.
• Corruption diagnostics is also illustrated for the PDD mechanism.
• The lean approach plays a significant role in framing an overall mechanism for a

reduction in corruption.
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A New Approach for the Prediction
of the Stability of Lotka-Volterra Model
as a Biological Reaction

Pragati Dethe and Arvind Bodhe

1 Introduction

Alfred Lotka was one of the most interesting characters in the history of science. He
wrote a handful of theoretical papers on chemical oscillation during the early decades
of this century and authored a monograph (1925) [1] on theoretical biology that is
filled with insights that still seem fresh today. In 1910, Lotka showed that a set of
consecutive reactions can give rise to damped oscillations on the way to equilibrium
[2]. He continued his search for oscillatory behavior arising from the mass action
kinetics in a second paper published a decade later [3]. This latter model, though it
does not apply to any real chemical system, has provided considerable inspiration to
ecologists. Volterra [4, 5] used ideas similar to Lotka’s to investigate a wide range
of ecological problems, including the effects of migration and of several species
simultaneously interacting. The best-known model of this type is today called the
Lotka-Volterramodel and is often used to characterize predator-prey interaction [3, 4,
6]. In this chapter, we investigate the thermodynamic stability of the Lotka-Volterra
model [6, 7] proceeding at finite rates by Jacobian matrix analysis [1, 8–12] and
Lyapunov function analysis [13].

1.1 Representative of the Model

The Lotka-Volterra prey-predator model [6, 7, 14, 15] consists of three reactions
steps:
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A + X
k1−→ 2X

X + Y
k2−→ 2Y

Y
k3−→ P (1)

where the first two reaction steps follow second-order kinetics in which two reactants
produce a product, while the third reaction is the first-order kinetics in which a
single reactant in a single step produces a product. X is the population of rabbits,
which reproduce autocatalytically, A is the amount of grass, which assumed to be
constant, or at least in great excess compared with its consumption by the rabbits,
Y is the population of lynxes (bobcats), and P represents the dead lynxes which
again assumed to be constant. Assuming the reverse rate constants are insignificant,
the expression for rate equations for the Lotka-Volterra reaction scheme is given by
chemical kinetics [16, 17], which read as

dξ1

dt
= v1 = k1[A][X ] (2)

dξ2

dt
= v2 = k2[X ][Y ] (3)

dξ3

dt
= v3 = k3[Y ] (4)

d[X ]

dt
= k1[A][X ] − k2[X ][Y ] = v1 − v2 (5)

((
d[Y ]

dt
= k2[X ][Y ] − k3[Y ] = v2 − v3

))
(6)

where ξi (i = 1, 2, 3) is the extent of reaction, vi (i = 1, 2, 3) is the rate of reaction.
There is an initial transient behavior during which the intermediates show normal
behavior of progression. After this, however, the system begins to move away from
the steady state. The concentration of X and Y begins to oscillate and their rate
becomes nonzero.

(1) Steady-State Analysis

In steady state, the concentrations of intermediate species X and Y remain time
independent, that is,

d[X ]s

dt
= k1[A][X ]

s − k2[X ]
s[Y ]s = vs1 − vs2 = 0 (7)

d[Y ]s

dt
= k2[X ]

s[Y ]s − k3[Y ]
s = vs2 − vs3 = 0. (8)
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where [X ]s and [Y ]s are the concentrations of X and Y in steady state, respectively.
Notice that Eqs. (7) and (8) give a new identity that is

vs1 = vs2 = vs3 = v (9)

After solving Eqs. (10) and (11), the steady-state concentrations of X and Y are
obtained as

[X ]s =
(

k3
k1[A]

)
[Y ]s, [X ]s = k3

k2
, [Y ]s = k1

k2
[A]. (10)

The stability of steady state has been investigated by the Lyapunov direct method
of stability of motion [13, 18] at constant T and p in subsequent sections.

(2) Stability analysis by Lyapunov method

Let us consider the case when mole numbers X and Y are perturbed by a sufficiently
small amount from their steady-state concentration, namely;

[X ] = [X ]s + δX and [Y ] = [Y ]s + δY (11)

where δX and δY are the small change in concentrations of X and Y from their
respective steady-state concentrations, [X ] and [Y ] are concentrations of X and Y in
a perturbed state. The rate expressions given by Eqs. (2)–(6) are treated as the quan-
tities in perturbed states and Eqs. (10)–(11) that in the unperturbed state. Adopting
the identical procedure used in the preceding chapter to obtain the quantities in
perturbation space, we have

d(δξ1)

dt
= δv1 = k1[A]δX = vs1

δX

[X ]s
(12)

d(δξ2)

dt
= δv2 = k2[Y ]

sδX + k2[X ]
sδY = vs2

δX

[X ]s
+ vs2

δY

[Y ]s
(13)

d(δξ3)

dt
= δv3 = k3δY = vs3

δY

[Y ]s
(14)

d(δX)

dt
= k1[A]δX − k2[X ]

sδY − k2[Y ]
sδX (15)

d(δY )

dt
= k2[X ]

sδY + k2[Y ]
sδX − k3δY. (16)

where

d(δξi )

dt
= d(ξi )

dt
− d(ξi )

s

dt
, (i = 1, 2, 3) (17)
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δvi = (vi ) − (vi )
s, (i = 1, 2, 3) (18)

After rearranging Eqs. (17) and (18) and using Eqs. (12)–(13), we have

d(δX)

dt
= (

vs1 − vs2
) δX

[X ]s
− vs2

δY

[Y ]s
= − v2

[Y ]s
δY (19)

d(δY )

dt
= (

vs2 − vs3
) δY

[Y ]s
+ vs2

δX

[X ]s
= vs2

[X ]s
δX (20)

since vs1 − vs2 = 0 and vs2 − vs3 = 0. In steady-state condition, the reaction rate vs2
numerically equals to

vs2 = k2[X ]
s[Y ]s = k1k3

k2
[A] (21)

and

vs2
[X ]s

= k1[A],
vs2
[Y ]s

= k3. (22)

On substituting these values in Eqs. (19) and (20), we obtain

d(δX)

dt
= (

vs1 − vs2
) δX

[X ]s
− vs2

δY

[Y ]s
= −k3δY (23)

d(δY )

dt
= (

vs2 − vs3
) δY

[Y ]s
+ vs2

δX

[X ]s
= k1[A]δX. (24)

These equations give the advancement of perturbation coordinates with time.
Similarly, the expressions for the affinities in perturbation space after sufficiently

small perturbation in mole concentrations of X andY from their steady-state position
are obtained as

δA1

T
= −R

δX

[X ]s
(25)

δA2

T
= R

δX

[X ]s
− R

δY

[Y ]s
(26)

δA3

T
= R

δY

[Y ]s
(27)
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where

δAi

T
= Ai

T
− As

i

T
, (i = 1, 2, 3) (28)

The rate of entropy production for a chemically reacting system in steady-state
condition (unperturbed state) is given by Gibbs equation [10, 19], which is

∑
s

= As
1

T
vs1 + As

2

T
vs2 + As

3

T
vs3 > 0 (29)

Similarly, on the perturbed trajectory the expression for the rate of entropy
production reads as

∑
= A1

T
v1 + A2

T
v2 + A3

T
v3 > 0 (30)

that is, the rate of entropy production is never negative as per the dictates of the
second law of thermodynamics.

The Lyapunov function is the difference in the rate of entropy production between
perturbed and unperturbed states. Thus, from Eqs. (19) and (20), the expression for
Lyapunov function, Ls is obtained as

LS =
∑

−
s∑

=As
1

T

(
v1 − vs1

) + As
2

T

(
v2 − vs2

) + As
3

T

(
v3 − vs3

)

+
(A1 − As

1

)
T

vs1 +
(A2 − As

2

)
T

vs2 +
(A3 − As

3

)
T

vs3 (31)

Using notations given in Eqs. (18) and (28), the expression for Ls reduces to

Ls =As
1

T
δv1 + As

2

T
δv2 + As

3

T
δv3

+ δA1

T
vs1 + δA2

T
vs2 + δA3

T
vs3 (32)

Substituting appropriate values of affinities and rate equations in Eq. (33), the
expression for Lyapunov function reads as

Ls =
(As

1

T
vs1 + As

2

T
vs2

)
δX

[X ]s
+

(As
2

T
vs2 + As

3

T
vs3

)
δY

[Y ]s

+ R
(
vs2 − vs1

) δX

[X ]s
+ R

(
vs3 − vs2

) δY

[Y ]s
(33)
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However, in steady-state situation, vs2 − vs1 = 0 and vs3 − vs2 = 0. These conditions
give

Ls =
(As

1

T
vs1 + As

2

T
vs2

)
δX

[X ]s
+

(As
2

T
vs2 + As

3

T
vs3

)
δY

[Y ]s
(34)

This indicates that while calculating Lyapunov function in steady-state condition,
the term

δA1

T
+ δA2

T
vs2 + δA3

T
vs3 = 0,

(
in general

δAi

T
vsi = 0 (i = 1, 2, 3 . . .)

)
(35)

Further, using the identity from steady-state condition,

vs1 = vs2 = vs3 = v =
(
k1k3
k2

)
[A]

[X ]s = k3
k2

, [Y ]s =
(
k1k3
k2

)
[A] (36)

the final expression for Lyapunov function Ls is obtained as

Ls = k1[A]

(As
1

T
+ As

2

T

)
δX + k3

(As
2

T
+ As

3

T

)
δY . (37)

Moreover, in Eq. (37) the coefficients of δX and δY are positive definite, and hence
the sign of Lyapunov function,Ls , is solely determined by the sign of perturbation
coordinates.

Notice that Eq. (37) indicates that the Ls is the function of perturbation
coordinates, δX and δY are expressed as

Ls = Ls(δX, δY ). (38)

Hence, the total time derivative of Ls is obtained as

dLs

dt
= ∂Ls

∂(δX)

d(δX)

dt
+ ∂Ls

∂(δY )

d(δY )

dt
. (39)

However, in steady-state situation, the local time derivative ∂Ls/∂t vanishes. The
gradient of Lyapunov function is obtained from Eq. (37) as

∂Ls

∂(δX)
= k1[A]

(As
1

T
+ As

2

T

)
> 0, (40)

∂Ls

∂(δY )
= k3

(As
2

T
+ As

3

T

)
> 0. (41)
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Thus, from Eqs. (32), (33) and (40)-(41), and using steady-state concentrations
of X and Y, we have

dLs

dt
= −k1k3[A]

{(As
1

T
+ As

2

T

)
δY −

(As
2

T
+ As

3

T

)
δX

}
. (42)

The conclusions about the stability of a process are then drawn using fabrics
of Lyapunov [20, 21] and Malkin [20, 21] theorem by establishing the sign of
dLs/dt and whether the magnitude of each ∂Ls/∂αi is finite or not. The unperturbed
trajectory is said to be a stable one when,

Ls > 0,
dLs

dt
< 0 or Ls < 0,

dLs

dt
> 0 (43)

In this analysis, it shows that the gradient of the Lyapunov function is finite and
positive definite and hence, the behavior of perturbation coordinates, δX and δY with
time is important for the identification sign of Ls and dLs/dt , and then the stability
of the state. UsingMathematica software, the graphical presentations of perturbation
coordinates,Ls and dLs/dt with time are shown in the following figures.

Figures 1 and 2 indicates that the steady state is unstable on perturbation. It is
clearly observed that small disturbances to intermediates species lead to the onset of
sustainedoscillation.Onperturbation, systemparameters are varied so that the system
passes through the bifurcation limit cycle or periodic orbit develops surrounding the
steady state.

1 2 3 4 5
t

0.0004

0.0002

0.0002

0.0004

X, Y
Lotka Voltera Model: X and Y with time

Fig. 1 Oscillating behavior of δX and δY with time
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1 2 3 4 5
t

0.5

0.5

Ls,dLs dt
Lotka Voltera Model: Ls and dLs timedt with

Fig. 2 Sustain oscillations of Ls and dLs/dt with time

2 Conclusion

In this paper, we have explored the tools of the LypunovMethod of stability to inves-
tigate the stability of Lotka-Volterra model as a biological reaction. The domain of
stability and instability is clearly revealed in our exercise. Thus it would be benefi-
cial if it could be known by thermodynamic considerations what are the constraints
under which the given process remains stable or becomes unstable. It indeed would
save our time, efforts, and inputs that would otherwise may go waste. If a given real
process turns out to be slightly unstable, then it would be worth trying to make it
stable by some minor adjustments. Yet another possibility is that a given real process
is stable but maybe dynamically unstable. In this event by thermodynamic controls,
one may perhaps achieve dynamic stability too by a suitable manipulation of the
system variables.
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Review of Investigation in Performance
of Magnetic Refrigeration System

Aniket R. Ingale, Pranay D. Kumbhare, Ram G. Sanodiya,
Ravindra A. Ravane, and Ashish S. Raut

1 Magnetic Refrigeration System

Magnetic refrigeration works on the principle of the magnetocaloric effect (MCE),
which is a magneto thermodynamic phenomenon in which a reversible change in
temperature of a suitable material is caused by exposing the material to a changing
magnetic field. MCE is the behavior of a magnetic solid when it is exposed to a
changing magnetic field: its temperature may be appreciably increased or decreased,
with both the sign and the extent of the temperature difference between the final and
the initial states of the material being dependent on numerous intrinsic and extrinsic
factors [2].

The chemical composition, the crystal structure, and the magnetic state of
compound are among the most important material parameters that determine its
MCE. Magnetic refrigeration is based on a fundamental thermodynamic property of
magnetic materials: the so-called magnetic effect which causes a temperature change
if the material is subject to an applied magnetic field under adiabatic conditions [3].
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(a) No Magnetic Field                             (b) Applied Magnetic Field

2 Magnetic Materials for Magnetic Refrigeration

Pure gadolinium is mostly used, it is added in the various compounds to achieve the
greater COP. It considers an ideal substance for magnetic refrigeration, just as the
ideal gas is for conventional refrigeration [4]. But magnetic refrigeration shows a
better performance, not like conventional refrigeration, some following list ofmagne-
tocaloric materials for application in magnetic refrigerators which gives the different
properties and also varies in performance:

• Binary and ternary intermetallic compounds
• Gadolinium-silicon-germanium compounds
• Manganites
• Lanthanum-iron based compounds
• Manganese-antimony arsenide
• Iron-manganese-arsenic phosphides
• Amorphous fine met-type alloys (very recent).

At present, a number of toxic substances in such compounds are being replaced
by more acceptable elements. A discussion on the different types of materials with
their distinct properties is found in extended topical reviews [5]. Currently, the total
entropies and the related refrigeration capacity, the adiabatic temperature change, and
the costs of the materials are under investigation. Bruck states that in the near future,
other properties such as corrosion resistance, mechanical properties, heat conduc-
tivity, electrical resistivity, and environmental impact will also become important [6].
Some other materials with temperature or entropy with the help of some research
paper are as follows:
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Nanosheets (OH)2 and, La 0.8 Ce 0.2 Fe11.4
Si1.6, Bx, La0.8 Ce0.2 Fe11.4 Si1.6Bx
compounds & alloy of Mn0.94 Ti0.06 CoGe

Tcuire = 174,184 K

(Fe 0.72 Cr 0.28)3 Al TC = 285 K

(Ni2,1-xCoxx)Mn0.9 Ga Max. −�SMpeak = 2.8 J/kg.k

4 similar geometry regenerators with 3
different materials Pr0.65Sr0.35MnO3,
La(FeCo)13-xSix and Gd

�Tspain = 16 k,
�Tspain = 14

La0.67 Ba0.33 Mn0.9Cr0.103 −�SM = 4.20 J/Kg k

LaFe13-x-yCoxSiy Tpeak= 276–286 & 288 k −�SM = 6.2−5.1

3 Design for Magnetic Refrigerator

There are two designs that we have selected

1. Linear: In this setup, magneto-caloric material remains stationary and the magnet
moves linearly or vice versa. This way when MCM comes under magnetic field,
it shows magneto-caloric effect or large magnetic effect and heats up, and when
removed, it cools down more than its initial temperature.

Constant supply of refrigerant liquid (say water) is provided through MCM and
gradually after several cycles overall temperature drops. This method is not cost-
effective and efficient as it requires moremagnets for moreMCMbeds. Open circuits
and inefficient use of magnetic fields are also major drawbacks of this design [7].

2. Rotary: The most common design used by developers all over the world is a
rotary magnetic field source, as it is compact, optimized magnetic field, leakage
proof continuous liquid supply through multiple MCM beds, and efficient use of
magnets [8].

Basically, MCM is setup in a Halbach array manner in the circular stator and
Neodymium magnets inside rotating at a constant frequency of 12–15 rpm. This
way multiple MCM beds can be magnetized and demagnetized simultaneously by
fewer number of magnets. This optimizes the use of magnets as well as more bed
for cooling within a cycle. As permanent magnets are very expensive, this setup is
cost-effective [9].

Note that while MCM is magnetizing and demagnetizing, a constant supply of
cooling liquid is passing through all the MCM beds and overall temperature drops
by the completion of the cycle from initial temperature.

The magnets are rotating with the help of a rotating shaft connected to a low rpm
motor, and this is the main component that will require electricity.
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Magnetocaloric material Gd

Weight of magnetocaloric material 0.6–0.75 kg

Fluid of heat transfer Distilled water

Magnet NdFeB

Magnetic flux 0.4–0.98 T

Operating frequency 0–4 Hz

Number of AMR 34

4 Demand for Magnetic Refrigeration

Driver: Increasing government initiatives on green technology
The impact of global warming is one of themajor challenges faced by the refriger-

ation and air conditioning (RAC) industry as the existing technology is not environ-
mentally friendly. Increasing global concerns to reduce polluting emissions, espe-
cially gases that are harmful to the Earth’s environment, has created the need for
some alternative source for cooling purposes [10]. Magnetic refrigeration offers a
green cooling technology that would enable manufacturers to reduce their carbon
footprint.Magnetic refrigeration-based products do not use refrigerants such as chlo-
rofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), and other gases such
as ammonia and chlorine, thereby reducing their direct gas emissions. Currently, the
majority of refrigerants available in the market have a high global warming potential
(GWP), and especially those releasing chlorine largely lead to the depletion of the
ozone layer [11]. Refrigerants with low GWP, such as ammonia and CO2, have been
introduced but have safety-related issues such as flammability, toxicity, pressure,
and temperature limitations. Refrigeration systems are expected to hold the largest
market size of the magnetic refrigeration market during the forecast period.

Magnetic refrigeration has a huge potential for the refrigeration market as it does
not use refrigerants and consumes less energy. Moreover, magnetic refrigeration
systems do not require a lot of maintenance and are also quieter than traditional units
and create fewer vibrations [12]. The different types of refrigeration systems include
beverage coolers, cabinet displays, ice cream cabinets, freezers, and refrigerators.
Of them, beverage coolers are expected to lead in the segment. These products can
be used in domestic, commercial, transportation, and industrial applications. The
demand is also likely to be driven by players focusing on entering the market with
refrigeration systems.

Some of the key driving factors of the magnetic refrigeration market are

(1) Increasing government initiatives on green technology, lowmaintenance costs,
compact design, and high energy efficiency offered by magnetic refrigeration
technology.
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(2) The adoption of magnetic refrigeration in the commercial sector and high
potential across the industrial sector are expected to create growth opportunities
for the market.

(3) The expansion of cold chain infrastructure, the growing retail sector, and the
government’s focus to reduce the use of harmful refrigerators across the various
industries are expected to drive the growth of the market.

Recent Developments

In January 2020, France Brevets, a French company serving the valuation and protec-
tion of high-potential technological innovations and the promotion of patents in
Europe, launched its license program Kione for a series of patents specialized in
magnetic refrigeration technology. The first company licensed as part of this new
program was Ubiblue [12].

GE Appliances, a Haier company, and the Office of Energy & Renewable Energy
(US) collaborated on a project to successfully harness the Magneto Caloric Effect
(MCE) at the Oak Ridge National Laboratory (US). The project was initiated in June
2017 and was planned to finish by June 2020, with the outcome of achieving cooling
through MCE. MCE has the potential to reduce energy consumption by 20–30%
beyond vapor compression while also eliminating any risk of direct refrigerant
emissions to the atmosphere [13].

In October 2019, Cambridge Ltd. participated in a roadshow at the Zhejiang
Province (China) to demonstrate its magnetic cooling technology. The event was
attended by a highly qualified public composed of Chinese officials, investors,
companies, entrepreneurs, etc.

In June 2016, Haier Smart Home completed the acquisition of General Electric’s
(US) GE Appliances unit. This would help the company to further strengthen its
technical capabilities and increase its customer base.

Benefits

• Reduced operating cost: As it eliminates the most inefficient part of today’s
refrigerator, i.e., compressor. The cost reduces as a result.

• Compactness: It is possible to achieve a high energy density compact device. It is
due to the reason that in the case of magnetic refrigeration the working substance
is a solid material (gadolinium) and not gas as in the case of vapor compression
cycles.

• Reliability: Due to the absence of gas, it reduces concerns related to the emission
into the atmosphere and hence it is a reliable one.

• Noiseless technology (no compressor) [14].

Applications

Some of the other future applications of magnetic refrigeration are the following:

• Refrigeration in medicine.
• Cooling in food industries and storage.
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• Cooling in electronics.
• Cooling in transportations.
• Magnetic cooling and air conditioning in buildings and houses.

Future Aspects

If we think about the future perspective ofMagnetic Refrigeration, it can be seen from
the earlier description that the main signs of progress have been made in America.
However, with the continual phasic progress of magnetic refrigeration, the whole
world has accelerated in the research [15]. It is notable that the main work is concen-
trated on the investigation of magnetic materials, lack of experimental explorations
of magnetic refrigerators. From the former results achieved by researchers, it can be
seen that there is still a great performance difference between Magnetic Refrigerator
and Vapor Compression refrigerator in terms of cooling capacity and temperature
span.

The magnetic refrigeration market is expected to be commercialized by 2022 at
USD 4 million, and it is expected to grow at a CAGR of 105.4% from 2022 to 2027
to reach USD 165 million by 2027 [16].
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A Comparative Study on the Effect
of Nanoparticles in Vapour Compression
Refrigeration System

Saroj Chavhan Borkar and Sanjeo Choudhary

1 Introduction

In the new era of rapid industrialization and technology, the world faces an enor-
mous energy crisis. Nearly, 20%–50% of the total production of energy is utilized
in thermal systems like refrigeration and air conditioning systems [1]. To overcome
this problem, there is a need to develop the energy-efficient thermal system. By
introducing nanoparticles in the conventional refrigerant, the thermal performance
of the system is improved because nanoparticles have high thermal conductivity than
conventional refrigerants.When nanoparticles are added to the refrigerant a new class
of fluid is formed called refrigerant-based nanofluid. This type of nanofluid is called
nanorefrigerants. For the very first time, Wang et al. [2] introduced the new term
of refrigerant called “nanorefrigerants”. Subsequently, innumerable experimental
studies have been performed on nanorefrigerants. Many researchers have been trying
to work on the refrigeration and air conditioning system utilizing nanorefrigerants
as nanofluids to improve the thermal performance of the system [3–5]. Nanore-
frigerants can enhance the heat transfer coefficient in evaporator and condenser
whereas nanolubricants reduce the energy consumption, thus making the system
more compact, lighter and energy efficient [1]. Preparation of nanorefrigerant can be
done by dispersing the nanoparticles into the refrigerant whereas by dispersing the
nanoparticles into the lubricant in VCRS as shown in Fig. 1.

The purpose of this paper is to explore the effect of various parameters of nanopar-
ticles on the thermal performance of VCRS. In this study, our main aim is to observe
the coefficient of performance (COP) and performance improvement of the system
by adding different nanoparticles, i.e. Al2O3, TiO2, ZnO and CuO in refrigerants like
R-12, R-134a, R-600a, R-290/R-600a (Hydrocarbon blend), R-152a, etc.
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Fig. 1 Addition of nanoparticles in VCRS [6]

2 Study on Various Nanoparticles in Vapour Compression
Refrigeration System (VCRS)

Nanorefrigerant enhances the heat transfer rate in evaporator and condenser whereas
nanlubricant improves compressor work due to tribological performance. Volume
concentration and mass fraction of nanoparticles are calculated using Eqs. (1) and
(2) [7] (Fig. 2).

Volume concentration

ϕn = ωnρo/[ωnρo + (1− ωn)ρn (1)

Mass fraction

ωn = mn/(mn + mo) (2)

where øn is the volume fraction.

Fig. 2 Conventional VCRS cycle
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ρn and ρo are densities of nanoparticles and lubricant, respectively.

wn is the mass fraction.

mn and mo are masses of nanoparticles and lubricant, respectively.

2.1 Effect of Al2O3 Nanoparticles

Subramani and Prakash [7] observed that cooling capacity was improved and there
was 25% less energy consumption. The COP of vapour compression refrigeration
system was also increased by 33%when refrigerant R-134a was mixed with alumina
nanoparticles (Al2O3). Yusof et al. [8] performed experimentation on a domestic
refrigerator by adding 0.2% Al2O3 with polyester (POE) oil in R-134a refrigerant
and observed a 7% COP improvement. Also, 2.1% less energy consumption was
reported. Kumar and Elansezhian [9] investigated VCRS using Al2O3 + PAG oil
in R-134a refrigerant and found 10.32% less energy consumption. It was suggested
there was reduced capillary tube length and cost-effective refrigeration system using
nanorefrigerant. Jwo et al. [10] observed the effect of 0.1% Al2O3 nanoparticles
suspended in R-600a/R-290/blend (HC) with mineral oil (MO) and found 2.4% less
power consumption. Also reported a 4.4% increase in COP. Soliman et al. [11] added
0.1 mass fraction% Al2O3 in mineral oil and POE with R-134a and stated VCRS
is more useful than a conventional refrigeration system. Also, the author reported
nanoparticles Al2O3 with polyester oil have given better results than nanoparticles
Al2O3 with mineral oil.

2.2 Effect of TiO2 Nanoparticles

Babu et al. [12] observed the effect of Al2O3 and TiO2 nanoparticles with refrig-
erant R-134a and recorded increased COP and reduction in energy consumption
by a compressor on both nanolubricants. Also stated that TiO2/MO nanolubricants
showed higher performance improvement than Al2O3/MO nanolubricants. Saba-
reesh et al. [13] added 0.05–0.015 vol.% TiO2 nanoparticles in lubricant used in
compressor and showed 0.01% volume fraction gives better tribological properties.
They also found a 3.6% increased average heat transfer rate and an 11% reduction
in the average compressor work whereas a 17% increase in the COP. Adelekan et al.
[14] observedmaximum cooling capacity and higher COP using an LPG-TiO2 nanol-
ubricant mixture in a domestic refrigerator without any modification in length of a
capillary tube. Also, stated that this nanolubricant mixture is safe and efficient in
the system. Bi et al. [5] experimentally investigated the performance of TiO2-R600a
nanorefrigerant in a domestic refrigerator with no changes in the construction of
the system and found 9.6% less energy consumption by adding 0.1 g/L and 0.5 g/L
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nanorefrigerant. Mahabubul et al. [15] added TiO2 nanoparticles gradually in R-123
refrigerant and observed an increased pressure drop.

2.3 Effect of CuO Nanoparticles

Henderson et al. [16] dispersed CuO and SiO2 nanoparticles of concentration 0.5
vol.% and 0.05 vol.% in refrigerant R-134a and R-134a/POE oil blend and observed
reduction in thermal performanceof horizontal tube duringflowconditions of boiling.
Akhavan-Behabadi et al. [17] added 0–1.5 wt% CuO nanoparticles in R-600a and
significantly reported up to 63% enhancement in heat transfer coefficient. Sanukr-
ishna et al. [18] added CuO/PAG oil blend with R134a refrigerant in VCRS and
found improvement in COP as well as in thermal conductivity of the nanolubri-
cant by adding 0.1 vol.% CuO nanoparticles. Kumar et al. [19] added 0.2–1wt%
CuO nanoparticles in compressor lubricant and found 7% less energy consumption.
It was recorded that 46% improvement in COP and decrease in friction and wear.
Abdel-Hadi et al. [20] added 0.05–1% CuO nanoparticles sized 15–70 nm and found
increased evaporation heat transfer coefficient with optimum concentration of 0.55%
with optimum particle size 25 nm.

2.4 Effect of ZnO Nanoparticles

Sendhil Kumar and Elansezhian [21] added 0.1–0.5 vol.% ZnO nanoparticles with
50 nm particle size with R-152a refrigerant in vapour compression refrigeration
system. It was recorded that the maximum COP and reduced energy consumption
with 0.5 vol.% ZnO/R-152a nanorefrigerant. It was reported that with the increased
nanoparticle concentration, the temperature of the evaporator and pressure ratio was
reduced. Maheshwary et al. [22] analyzed the effect of cubical and spherical shapes
of ZnO nanoparticles added in refrigerant R-134a and observed the shape of nanopar-
ticles significantly affect the thermophysical properties and heat transfer properties.
It was found that ZnO nanoparticles are suited for refrigeration and air-conditioning
system.Kumar andSingh [23] experimentally investigated the effect ofZnOnanopar-
ticles added with R-290/R-600a hydrocarbon blend in a vapour compression refrig-
eration system. It was found a 7.48% reduction in energy consumption and about
46% improvement in COP adding 0.2–1.0 wt% nanoparticle concentration. Kumar
et al. [24] observed a reduction in energy consumption by 0.44–10% by adding
0.1 g/L– 0.7 g/L of ZnO nanoparticles in LPG-based refrigeration system.
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Table 1 Al2O3 Nanoparticles in VCRS [7–11]

Concentration (%) 0.06 mass% 0.2 vol.% 0.2 vol.% 0.1 wt% 0.1 mass%

COP (%) 33 2.67 – 4.4 –

Energy saving (%) 25 2.1 10.32 2.4 10

Performance improvement (%) – – – – 22.5

Table 2 TiO2 Nanoparticles in VCRS [4, 5, 12–15]

Concentration (%) 0.1 mass% 0.5 g/L 0.2 g/L 0.01 vol.%

COP (%) – – 20.2 17

Energy saving (%) 26.1 9.60 9.65 11

Performance improvement (%) – – – –

Table 3 CuO Nanoparticles
in VCRS [17–19]

Concentration (%) 0.1 vol.% 0.2-1.0 wt% 0.06 vol.%

COP (%) 7.5 47 19.6

Energy saving (%) 5.2 7 11.5

Performance
improvement (%)

11.1 – –

Table 4 ZnO Nanoparticles
in VCRS [21–23]

Concentration (%) 0.5 vol.% 0.2-1wt% 0.1 g/L–0.7 g/L

COP (%) – 46 –

Energy saving (%) 21 7.48 0.44–10

Performance
improvement (%)

– – –

3 Summary on the Effect of Various Parameters
of Nanoparticles in VCRS

See the Tables 1, 2, 3 and 4.

4 Conclusion

In the present study, four different nanoparticles were added in various refrigerants
to observe their effect in VCRS. The following conclusions are extracted from the
present study.

• Nanoparticles added with a refrigerant called nanorefrigerant play a great role in
VCRS.
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• The COP of VCRS enhances by adding nanoparticles to the base refrigerant.
• The energy consumption of a VCRS reduces with the use of nanorefrigerants.
• VCRS performance improvement depends on the concentration of nanoparticles.
• The present study shows the maximum enhancement in COP and energy saving

by adding 0.2–1.0 wt% concentration of CuO nanoparticles.
• Therefore, the present study gives CuO nanoparticles as a better option for VCRS.
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An Experimental Evaluation
of FEA-Based Helical Compression
Spring to Design a Shock Absorber

Amol Vikas Joshi, Devanand Tayade, and Wasim Patel

1 Introduction

A shock absorber is a mechanical device designed to smooth out or damp shock
impulse & dissipate kinetic energy. Shock absorber or suspension system contains
helical spring, hydraulic or pneumatic piston-cylinder combination called as a
damper. In this static structural analysis,work is onhelical spring, so designprocedure
is carried out on helical spring [1, 2].

Helical spring: The helical spring is made up of a wire coiled in the form of a helix
and is primarily intended for a compressive or tensile load. The cross-section of wire
from which the spring is made may be circular, square, or rectangular. Two types
of helical spring: (A) compression and (B) tension in nature. Compression spring is
used for the suspension system of the bike.

Selection ofmaterial: Thematerial of the spring should have high fatigue strength,
high ductility, high resilience and it should be creep resistant. It largely depends
upon the service for which they are used, i.e., severe service, average service, or
light service [1–4]. Average service material is used for the automobile suspension
system. Carbon steel material is used for the suspension system of a helical spring
[4, 5].

1.1 Problem Definition

The important problem that is faced by the automotive industry is that vehicle
handling becomes difficult and leads to uncomfortable rides when spring bouncing
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is uncontrolled. This is based on a number of parameters such as load applied and
the duration of it. Therefore, the existing design is modified in order to minimize
the stress and discomfort experienced by the passengers. In this study, calculations
are done analytically and trials are conducted by simulation, in order to find out the
results.

Objective

• To study the various parameters influencing the stress and deformation induced.
• To conduct experiments on helical compression springs to obtain desired results.
• To compare the results of existing and modified design through ANSYS and

analytical methods for different load conditions.

1.2 Loading Conditions

While taking analysis on helical spring forces is assume in the form of bike weight
125 kg, single man 65 kg double man weight 130 kg, similarly single man 70 kg
and double man 140 kg. By using these loading conditions, compare the modified
spring results with standard spring. Consider 65% of weight is transferred to rear
suspension system [6].

2 Methodology

2.1 Technical Specification

In this work, modify the dimension of standard helical spring such as wire diameter,
coil diameter, named as modified helical spring. With the help of loading conditions
check the modified and standard helical spring and find a suitable helical spring to
design a bike suspension system.

2.2 Maximum Shear Stress and Deformation of Spring
Calculations for Both Springs

See the Table 1.
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Table 1 Technical
specification of compression
spring

Specification Standard spring Modified spring

Modulus of rigidity 80 × 103 N/mm2 80 × 103 N/mm2

Modulus of elasticity 210 × 103 N/mm2 210 × 103 N/mm2

Wire diameter 7.00 mm 7.60 mm

Outside diameter 50.00 mm 57.00 mm

Mean diameter 43.00 mm 49.40 mm

Total no. of coils 18 18

Active coils 16 16

Free length 240 mm 240 mm

Spring index = Dm/d 6.143 6.5

Wahl’s stress factor =
4C−1
4c−4 + 0.615

C

1.25 1.2309

3 Analytical and Experimental Methods

3.1 Analytical Method

This method uses the calculation of stresses and deformation by applying various
loading conditions.

Maximum shear stress τ = 8KcWC

Πd2

Deformation δ = 8Wc3NA

Gd

3.2 FEA Method

Geometric modelling

See Figs. 1, 2, 3, 4, 5 and 6.
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Fig. 1 Meshing on the existing spring model

3.3 Experimental Method

To compare the analytical and F.E. analysis results in this work, U.T.M. machine is
used. U.T.Mmachine has the capability to calculate deformation by the compressive
or tensile load. In this work, a compressive load on the helical spring is applied and
the results are checked (Fig. 7).

4 Results

Stresses and deformation values for the existing and modified design of the helical
compression spring are found out through the analytical FEA tool and experimental
calculations for different loading conditions are compared (Tables 2, 3 and Figs. 8,
9, 10, 11 and 12).
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Fig. 2 Load on the existing spring model

Fig. 3 Shear Stress 168 N/mm2 and deformation 21 mm on existing spring
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Fig. 4 Meshing on modified
spring model

5 Conclusions

In this study, the helical compression spring is modified for the shock absorber so that
stresses acting on it are reduced, but the deformation of spring is slightly increased by
application of suggested loading conditions. By comparing the results obtained from
analytical, F.E.A., and experiment based, it has been concluded that the modified
design of a helical spring for a shock absorber is safe for loading conditions.
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Fig. 5 Load on modified spring model

Fig. 6 Shear Stress 153.2 N/mm2 & deformation 23 mm on existing spring
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Fig. 7 Spring model on
U.T.M

Table 2 Stresses on helical compression spring

Load (N) Analytical stress F.E.A. stress

Standard Modified Standard Modified

398.53 159.03 140.58 168.59 153.2

605.76 241.73 213.67 256.28 232.89

813 324.43 286.77 344.39 312.95

621.7 248.09 219.29 263.06 239.04

844.88 337.15 298.01 357.52 324.89

Table 3 Deformation of helical compression spring

Load (N) Analytical deformation
(mm)

F.E.A. deformation Experimental
deformation

Standard Modified Standard Modified Standard Modified

398.53 21.12 23.04 21.45 23.04 22.24 23.80

605.76 32.09 35.02 32.62 35.05 33.50 34.92

813 43.07 47 43.83 47.1 43.80 46.20

621.7 32.94 35.94 33.48 35.97 34.55 35.15

844.88 44.77 48.84 45.5 48.9 46.10 48.72
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Fig. 8 Stresses on helical
compression spring
analytically
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Fig. 9 Stresses on helical
compression spring by FEA
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Fig. 10 Deformation on
helical compression spring
analytically
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Fig. 11 Deformation on
helical compression spring
FEA
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Fig. 12 Deformation on
helical compression spring
experimentally
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Laboratory Investigation of Composite
Made of Alumina Dispersed Aluminium
Prepared by UTM Pressed Powder
Metallurgy Method

M. K. Manik, Mani Bhushan Singh, and Vishal Vhagat

1 Introduction

Al–Al2O3 composites are an important member of the metal matrix composites
(MMCs) and are widely being used in the aerospace and automobile industries [1–
7]. These materials have received large demand due to their improved mechanical,
tribological and high-temperature properties [1–8]. Composite is a product made up
of two or more different types of materials that are combined together to form some-
thing totally different than that of the original constituents [9]. They are combined
in such a way that the resulting material or composite possesses superior properties
than any of their individual constituents. Composites are widespread among natural
and engineering materials, a composite made of ceramics is shown in Fig. 1. The
essential components in the composite are matrix and fibre, fibre is generally load-
carrying members in composites, whereas matrix protects fibres from damage and
acts as envelop around the fibres. The method of production has a strong influence on
the mechanical and tribological properties of these composites via its effects on the
matrix grain size, porosity and distribution of reinforcing particles [10–12]. Among
the different processing methods, powder metallurgy (PM) is an important one for
the production of MMCs. Two important advantages of PM over other casting tech-
niques include the uniform distribution of reinforcing particles within the matrix and
less degradation due to lower processing temperatures [4, 10–18]. The basic manu-
facturing steps in the PM technique for producing particulate MMCs include the
mixing of a matrix alloy powder with reinforcing particles, followed by compacting
and sintering [3, 4, 10, 12, 13, 17–19].
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Fig. 1 Shows metal and Ceramic formed metal matrix composite

In general, there are three different types of composites:

1. Particles reinforced composites
2. Short fibre MMCs
3. Continuous fibre or sheet reinforced Composites

The widespread application of MMCs in different fields has boosted up in the last
20 years due to the availability of suitable reinforcements with low-cost processing
techniques which gives rise to reproducible properties. Interfacial zone between the
matrix and reinforcement phase acts as an essential part of MMC.When considering
the design of an MMC, the root interfacial phenomenon which governs the trans-
mission of mechanical, thermal and electrical properties is of absolute importance
[7]. The current advancement of Al2O3 reinforcement’s makes it possible to control
the physical and mechanical properties of MMCs that has directed to extensive use
of Al2O3 composites in power electronics, aerospace, packaging and heat transfer
purposes.

Latest progress in this field advocated that step-up growth of procurement of
MMC economically appreciated and suggested for bright future for these types of
materials. Augmented demand of MMCs have noticeably been viewed from the last
decade due to their improved mechanical properties such as modulus, strength; wear
resistance, thermal resistance and fatigue resistance and other performance compared
to the unreinforced matrix alloys. The reinforcements are added externally or formed
internally by different reactions. The properties of MMCs mainly depend on the
properties of matrix material, reinforcements and the matrix-reinforcement interface
[8]. The shape and size of Matrix, as well as reinforced particles, their orientation
within composite play a very crucial part in the physical properties of the composite.

The metal used as matrix is the primary constituent for the fabrication of metal
matrix composites (MMCs). The choice of metal mainly depends on the cost and
other parameters for the expected applications. One of the most essential factors
is the compatibility of the matrix material with the reinforcement. Compatibility
means, there is no undesirable chemical reaction between the matrix and reinforced
materials that may occur during the process of preparation or after the formation
of the composite. The creation of dissimilar inters metallic compounds may lead
to the redundant and dangerous effect of transferring load to the reinforcements.
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Also, the reaction products may act as sites for the nucleation of cracks [10]. The
improved mechanical property of MMCs often provided due to the presence of
reinforcement are increased modulus, strength and fatigue strength. On the other
hand, the ductility and fracture toughness of MMCs are known to be inferior to
those of the unreinforced matrix alloys, because the ductility and toughness of most
ceramic reinforcements are very low. These features are very essential for any load-
bearing structural applications. Therefore, it is apparent that the matrix alloys having
higher ductility and fracture toughness are desirable for MMC applications [10].

The author took an immense interest to make a composite of alumina dispersed
aluminiumpreparedby the applicationofPowdermetallurgy technique,where plastic
deformation is done in the green sample under UTM pressing. Several studies have
been reported that fine grain (FG) materials can be used as super high strength
materials, intelligent and superplastic materials for various applications. The signif-
icant findings in this paper are to show the effect of defined speed and time during
mixing and milling of fine grain materials before sintering process and change in
microstructural as well as mechanical behaviour on pressing and thermal diffusion
after sintering. As we know the effect of impurities in the powder plays an impor-
tant role in the sintering, hence very high purity aluminium powder was used in this
experiment.

2 Experimental Set Up and Process of Preparation
of Material

For the requirement of experimental investigation, initially pure aluminium in the
form of small bar is collected from the chemical supplier of laboratory, and the
properties of pure aluminium is found out in our material laboratory by melting the
suppliedmetal in an open furnace and pouring it into themould cavity that is prepared
with the help of wooden Pattern and green sand in the casting laboratory of MNNIT,
Allahabad. The composition of supplied material is specified by the laboratory as
tabulated below in Table 1.

Melting of the material in a furnace, preparation of moulding sand, preparation of
wooden pattern and detailed procedure of casting is shown in Fig. 2(a–h). As soon
as casting of pure aluminium is prepared, then samples for different tests have been
cut from the casting block as shown in Fig. 2(a–h).

All the samples are prepared as per standard procedure and the same are tested
under different testing equipment after checking their accuracy. The error of the

Table 1 Sample of aluminium is supplied by Bonnafied Chemicals, Kanpur

Components Fe Si Mn Mg Al wt.%

Pure Al % 0.062 0.041 0.002 0.002 99.893
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Fig. 2 a) Wooden patterns used for open casting, b) Preparation of green sand for casting, c)
Patterns are placed to produce mould cavity, d) Mould cavity is ready for pouring liquid metal, e)
and f) Aluminium is melted in an open furnace, g) Liquid metal is poured into the cavity and h)
Casting of aluminium is ready for different samples for test

testing equipment is adjusted for each and every case by adding (+) or subtracting
(−) error if recorded with any machine.

To find out the various test results of aluminium that was purchased for laboratory
is tabulated in the datasheet for the purpose of comparison with different propor-
tionate mixed composite of aluminium to alumina. Here, a single test procedure of
tensile test is shown in Fig. 3(a–f). Similarly, all the samples are tested and the result
of pure aluminium of various tests is tabulated in an excel sheet for comparison.
The same sample is then transformed into powder form by chipping and ball milling
methods for further application in composites.

2.1 Method of Mixing of Samples

Alumina (Al2O3) powder of 2, 4, 6, 8 and 10wt.%, respectively, added separately
every time with pure aluminium metal powder and mixed in a planetary ball mill
with the agate jar and agate balls having a ball to powder weight ratio (BPR) as 5:1
and allows rotating ball milling apparatus with the speed of 100 rpm for 2 h to certify
regular distribution of alumina particles throughout the aluminium matrix. Mixing
speed and time was maintained constant for every mixture for making a proper
comparison. Toluene was used as a solvent to minimize frictional heat generation
for the process; the balls for milling and charging were totally submerged in toluene
(Table 2).

Five dissimilar mixing proportions were chosen and tabulated in Table 3 given
below. Finally, all the samples were coded as Metal Ceramic Composite (MCC)
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Fig. 3 a) Samples are prepared for UTM test, b) Punching is done to measure gauge length, c) and
d)Measurement of gauge length and diameter with Vernier calliper, e) Setting of samples in UTM
and process of testing is done and f) Final position sample at the end of the test

Table 2 Mixing Parameter Mixing Parameter

Planetary ball mill (Retsch PM
100)

Milling Media-Toluene

Milling jars-Agate jars Ball to powder ratio-5:1

Milling Balls-Agate balls Mixing Speed-100 rpm

Mixing Time-2 h

Powder mixture Weight-10gm

Table 3 Sample code and
Composition for mixing

S.no Sample code Sample composition

1 MCC2 98wt% Al + 2wt% Al2O3

2 MCC4 96wt% Al + 4wt% Al2O3

3 MCC 6 94wt% Al + 6wt% Al2O3

4 MCC 8 92wt% Al + 8wt% Al2O3

5 MCC10 90wt% Al + 10wt% Al2O3
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Table 4 Milling parameter Milling Parameter

Planetary ball mill (Retsch PM
100)

Milling Media-Toluene
Ball to powder ratio-10:1
Milling Speed-300 rpm

Milling jars-hard
stainless-steel jar

Milling Time-10 h

Milling Balls-hard stainless
steel

Powder mixture Weight-10gm

with their ceramic percentage as a suffix, as for example, two percent ceramics in
the mixture (MCC2) and so on.

2.2 Method of Milling of Samples

Different proportionate of alumina is added into aluminiummetalmixed andmilled in
a planetary ball mill. Retsch PM 100 ball mill which is a convenient benchtop model
with 1 grinding station is used in this experiment. This is a very high-energy ball
mill of maximum operating efficiency. The distinct combination of high friction with
specified impact results in exceptionally fine elements within the shortest possible
time. Toluene was used as the process control agent (solvent) for the milling, where
the balls and charge were totally submerged in toluene. The detailed structural and
working parameters of the planetary mill and its components are described in Table
4 (Fig. 4).

2.3 Compaction of Sample Materials

Thoroughly alumina mixed aluminium samples were then collected for cold
compactions under Universal Testing Machine (UTM) is shown in Fig. 5, and the
samplewas placed for a specific timeunder pre-defined load in amaterial testing labo-
ratory at MNNIT, Allahabad, for preparing green mould for the onward groundwork
of Powder metallurgy method. Table 5 shows the detail of compaction parameters
used in the experiment.

The starch solution is used as a binder for giving sufficient strength to green
mould for handling before sintering. Stearic acid is used as a lubricant to minimize
die wall-particle as well as inter particles friction in the processes of compaction.
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Fig. 4 Initially all thematerials required for the experiment weremade ready in theMaterial testing
laboratory a) Retsch PM100 Ball Mill used for mixing as well as milling, b)Hard stainless-steel jar
used to hold hard steel ball that helps/milled the material under processes, c) Hard stainless-steel
ball that is used with Jar d) ceramics powder, i.e. Al2O3, e) Aluminium powder used here as a base
material for composite f) Liquid toluene is used as a solvent and Stearic acid is used as lubricant in
the material preparation method

Fig. 5 Die and plunger used for compaction
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Table 5 UTM pressing
parameter

Parameter Detail

Die size 12 mm

Pressing force Up to 50Kn

Pressing time 3 min

Binder PVA(4 wt% of powder weight)

Lubricant Stearic acid

2.4 Sintering of Samples

Thecompactedpellets of compositeswere further placed inside in a horizontal tubular
argon atmosphere furnace where the temperature was constantly monitored at 610 ˚C
for densification of the compacted powder samples. The heating rate of 10 ˚C/min.
was maintained throughout the heating period and the holding time for the samples
was predetermined for 2 h in all cases sustaining similarity for all samples.

Finally, cooling of the furnace was done at room temperature and the samples
were taken away for the next process. The size of the pellets was determined as
12 mm in diameter and 4 mm–5 mm in thickness, so that it will be easy to prepare
different test samples for carrying out necessary tests after sintering. An automatic
constant heating high-temperature tubular furnace was used in IIT Roorkee for the
sintering process that was shown in Fig. 6. The detailed procedure of formulation of
composite is shown in the flow chart in Fig. 7.

Fig. 6 High-temperature tubular furnace and its different subassemblies Kept in Material testing
laboratory in IIT, Roorkee
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Fig. 7 Flow chart for
complete procedure

3 Test Result and Discussion

3.1 Density Measurement

The calculation of theoretical density was determined by means of the standard
formula of the mixture.

1

ρc
= W f

ρ f
+ Wm

ρm
(1)

where ρ f , ρm , ρc, are the density of reinforcement fibres, matrix and composite,
respectively, and W f , Wm are weight fraction of reinforced fibres and matrix,
respectively. The experimental density of the sample was calculated from.
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ρ = m

v
(2)

where v = Volume of samples and m = mass of sample after sintering.
Fabricated composites were reinforced with fine grains of Al2O3 particles in

varying wt.% with pure aluminium. The mechanical properties of pure aluminium
were examined in the material testing laboratory before reinforcing it and the details
are specified inTable 1. Thedifferentweight portions ofAl2O3 in themixwere chosen
as 2, 4,6, 8 and 10 wt.%, respectively. Composites of the diverse specification were
produced one by one through UTM compressed powder metallurgy technique.

To find out the porosity content, measurement of density was calculated in both
pure and composites reinforced with all different wt.% of fine grains of Al2O3 parti-
cles as per formula (1). The result of the mixed samples is tabulated in Table 6 taking
into account as ρ Al = 2.77 and ρ Al2O3 = 3.67, respectively.

The investigated outcome of the theoretical and experimental density of mixed
and milled samples are tabulated in Table 6, where mixed, milled metal and ceramics
powder for composites are abbreviated for 2, 4, 6, 8 and 10 as (MCC2 to MCC10),
respectively. The plot of density versus wt.% of reinforced Al2O3 mixed and milled
samples are revealed in Fig. 8a and b. The result demonstrated that the density
of mixed samples increases proportionally with an increased weight percentage of
reinforced Al2O3 because the mass of single Al2O3 (m = 112) molecules is almost
3.77 times heavier than the mass of one atom of pure aluminium (Al = 37). In the
curve, it is clearly confirmed that the density of the mixed, as well as milled sample,
sharply increases up to 4 Wt.% of Al2O3, and thereafter the slope flattens up to 10%
wt. Al2O3. Sharp increase of density may be the cause of interstitial occupying of
mixture molecule within the metal lattice and when excess (>4%) is added, then it
occupies the place in interlayers spacing.

The plot clearly shows that the theoretical density is comparatively higher than
that of the observed value because in the process of physical mixing, trapped and
entrained air and gages remain in the mixture resulting in a lower density than the
expected value. The maximum value of observed density of mixed sample increases

Table 6 Density of mixed and milled samples and their densifications

S.n Sample code Theoretical
density
(g/cm3)

Experimental
density of
mixed
samples
(g/cm3)

Experimental
density of
milled
samples
(g/cm3)

%
Densification
of mixed
sample

%
Densification
of milled
sample

1 MCC2 2.79 2.51 2.53 92.60 89.96

2 MCC4 2.81 2.55 2.59 92.20 90.75

3 MCC6 2.83 2.57 2.57 91.93 89.75

4 MCC8 2.84 2.58 2.61 92.34 90.14

5 MCC10 2.85 2.59 2.63 93.26 90.75
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Fig. 8 a) Density variation of mixed and b) milled samples

about 8.23% and 6.17% in the milled sample for Wt.% of 10 Al2O3 /Al as compared
to pure aluminium density. The cause of interface bonding between the two phases
may be due to physical and chemical interaction, interface hooking between the
surfaces, interfacial friction stresses, thermal stresses between the face boundaries
and finally due to adhesion that plays a very vital role to strengthen the interfacial
attachment that causes higher densification, low expansion coefficient and better
mechanical properties. It is also viewed that the mixing sample possesses maximum
densification closely as 93.26 for a mixture having 10 wt.% of Al2O3, whereas the
milled sample possesses 90.75 densification for the same composition. A similar
result has been notified in the literature [21, 22].

3.2 Hardness Measurement

Microhardness testingwas performedon the surface of polished samples using aUHL
Vickersmicrohardness tester kept in theMaterial testingLaboratory ofMNNIT,Alla-
habad. The indentswere taken at room temperature using 100gf load and 15 s of dwell
time. Aminimum of 20 indents were taken to find the average and standard deviation
for each value. The diagonal lengths of the square indentations were measured by the
attached microscope. The Vickers hardness (Hv) was determined from the following
equation: Hv = 1.854 P

d2 and d = d1−d2
2 ; where d, d1 and d2 are projected and two

diagonals diameters of indenter, respectively, and P is the load acted on the indenter.
Figure 9 shows the variation of the average VHN number of aluminium reinforced
with 2, 4, 6, 8, 10 wt.% of Al2O3/Al, respectively. The diagram visibly expresses
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Fig. 9 Variation of
microhardness at different
wt.% Al2O3 mixed
Aluminium

the average hardness value for samples MCC2, MCC4, MCC6, MCC8 and MCC10
with the pure sample having Zero (0%) of ceramic powder.

The sharp increase in hardness up to 4 wt.%may be the cause of occupying of fine
grain-particles of Al2O3 within the interstitial gap of aluminium matrix and partially
due to grain refinement with particle strengthening effects. The value of hardness of
composite increases more than 50% as compared to the hardness of pure aluminium
with the same temperature. A similar observation has been reported in the literature
[21, 22]. Generally, for a metal, the density is proportional to its hardness, so this
result possesses good agreement with the metallic properties.

3.3 Result and Analysis Based on UTM Test

The accuracy of the equipment was tested by taking number of readings (12–15
readings) of similar samples as per standard operating conditions. The detail shape,
specification of samples of pure aluminium and its result are given in Table 7 and
the same for composites are recorded in Table 8.

Details of prepared samples are marked on the base of their Al2O3 percentage and
testing in UTM also is shown in Fig. 10a–c. It was observed that the stress–strain
relationship for all the samples follows a linear relationship from the beginning to
the point of fracture. The deviation of linearity was observed in the testing graph
just at the point of crack on the specimen. The average of the three results was taken
for comparison in all cases. The result demonstrates that the Poisson ratio, Breaking
load and UTS for pure samples are 0.23, 5.77 and 91.91, respectively.

Result illustrated that the elongation in the composite is temporarily restricted
when the alumina percentage is close to 4%. It is also observed that breaking strength
and ultimate tensile strength (UTS) are continuously increasing with the increase of
ceramic percentage. Figure 11a confirmed that the lowest value of the Poisson ratio
is recorded as 0.33 for the composite containing 4% wt. of ceramics and the highest
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Table 8 UTM test result of composites

Job name Total
length
(mm)

Grip Dia.
(mm)

Initial
Dia.
(mm)

After Exp
Dia. (mm)

Initial
gauge
length
(mm)

After
Exp
gauge
length
(mm)

%
Decrease
Dia.

%
Increase
length

MCC2 145 15.20 10.20 9.94 51.00 53.70 2.55 5.29

MCC4 145 15.20 10.10 9.91 49.00 50.90 1.88 3.88

MCC6 146 15.20 10.20 9.97 50.00 52.30 2.22 4.60

MCC8 146 15.20 10.10 9.88 51.00 53.30 2.18 4.51

MCC10 145 15.20 10.20 9.99 49.00 51.10 2.08 4.29

Fig. 10 a Five different test samples used for tensile test, b Initial setting of sample in UTM has
been done and c shows the final elongation of the sample

Fig. 11 a Plot of Poison ratio (σ) with varying wt.% of Al2O3/Al, b Breaking loads versus wt.%
of Al2O3/Al c shows the graph of UTS versus wt.% of Al2O3/Al

value is observed 0.53 for 10% Wt. of ceramic in the composite. The percentage
increase of Poisson ratio for composites MCC2, MCC4……toMCC10 is calculated
as 43, 43, 91, 109 and 131 in comparison to pure metal, respectively. The value of
the Poisson ratio remains constant within the range of 2–4% Al2O3/Al composite
indicating the higher value of hardness for a specific composition.

Figure 11b illustrates that the breaking load continuously increaseswith the higher
value of Al2O3 present in the composite. Breaking load sharply increases from 5.2
to 7.4 KN with the increase of Al2O3 percentage in the composite up to 4 wt.% and
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the highest value is recorded as 8.3 KN for 10 wt.% of Al2O3 in composites. The
peak value of breaking load for composite is calculated as 50.9% higher than the
base metal.

The plot of the ultimate tensile strength (UTS) versus wt.% of Al2O3 in composite
in Fig. 11c shows a very smooth curve from92.1 to 155MPa up to 4wt.% ofAl2O3/Al
composite and thereafter it looks like an equilibrium state with a higher percentage
of Al2O3 in the composite. The enhancement in the result may be the cause of
combining effect of grain boundary refinement in mixing, strong adhesion due to
impact pressure and finally thermal stress generated at the grain boundary by the
cause of the huge difference of thermal expansion coefficient between aluminium
and alumina in the composite. A similar effect is also viewed in the literature [23, 24].
The best result comes out when the percentage of Al2O3 is 6 wt.% in the composite.
Composite is recorded as 68.3% higher breaking loads than the pure Aluminium.

3.4 X-ray Diffraction (XRD) Analysis and Characterization
of Samples

XRD is based on constructive interference of the monochromatic axis of crystalline
samples. As we know, the pattern of XRD diffraction is the exact fingerprint of
atomic arrangement pattern in the crystal lattice. In the XRD diffraction method, X-
ray is produced by cathode ray tube, filter tube to construct monochromatic emission.
This radiation is collimated as shown in Fig. 12. Electromagnetic radiation is only
diffracted by the atomic planes when half of its wavelength is less than or equal to the
atomic distance d. When the ray interacts with the sample, it produces constructive
interference when condition satisfied as per Bragg’s law: n λ = 2d sin θ, where λ =
wavelength of X-ray, d = distance of lattice plane and 2θ = diffraction angle of ray
emitted from the X-ray tube,

Fig. 12 shows that how collimated X-ray beam from X-ray tube is deflected by the planes of the
sample
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This law relates with the diffraction angle θ and wavelength of the diffracted ray
with the lattice plane that is marked as d here.

The deflection ofX-ray occurred due to the presence of electrons in the site.Ahuge
number of deflections are the cause of the availability of large number of electrons in a
particular spot that indicates largemany atoms accessibility in that area. Peak intensi-
ties are determined by the position of atomswithin a unit cell and the overall intensity
of peak is because of the superposition of all the constructive and destructive contribu-
tion which is obviously guided by the position of atoms. The continuous deflection of
X-ray in the particular site informed a closed array of atoms in that plane and produce
a high intensity/peak of X-ray deflection. Therefore, higher intensity of deflection
signifies strong orientation of crystalline structure and crystal size and lattice strain
support the width of the peak of XRD. To read the grain size or Crystallite size from
the XRD, another equation, i.e. d = 0.9 λ/ β Cos θ…… Scherer’s formula. where
λ = wavelength of X-ray, β = Fullwidthathalfmaximatobemeasured(FWHM), d =
Crystallite size and θ = Diffracted Bragg’s angle (2 θ/2).

Phase analysis was done by XRD technique using Rigaku Smart lab diffract metre
with Cu-Kα radiation of wavelength (λ = 1.5406 Å), operating at an accelerating
potential of 44 kV and 40 mA current. Crystallite size and lattice parameters were
also calculated along with phase identification.

The intensity of all the diffracted beams against 2θwas recorded for all the samples
for angle 2θ ranging from 10 to 900 at a Goniometric speed of 5 deg./min with
0.010 step size and holding time 0.2 s/step. Analytical X’ Pert high score software
using PAN-ICSD was used for identifying peaks of different phases present in the
synthesized samples. The dimensions of regular crystallite of the powders were
calculated by X-ray line broadening procedure employing Scherer’s formulae. The
photograph of XRD equipment used in the experiment is shown in Fig. 13a and b
(Fig. 14).

The data in Table 9 clearly explained that for defined FWHMand for the diffracted
angle of 38.4°, the estimated crystallite size for all five different samples.

Fig. 13 a The photograph of X-Ray Diffractometer (XRD) and b all internal components of X-ray
diffractometer are shown
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Fig. 14 Comparison of XRD image of mixed powder at different wt.% ofAl2O3

Table 9 Crystallite Size of mixed powder

S. no Sample Position (2θ) FWHM Crystallite size (Å˚)

1 MCC2 38.387 0.268 339.4201

2 MCC4 38.424 0.264 347.7815

3 MCC6 38.48 0.256 364.5862

4 MCC8 38.496 0.241 391.8318

5 MCC10 38.385 0.2545 360.4869

As FWHM positions were lightly changing for different compositions, the crys-
tallite size also changed. It was also evidently clear that the gradual lower value of
FWHM creates larger crystallite sizes of composites. The maximum size of crys-
tallite size was viewed as 391.83 Å for a mixture containing 8 Wt.% of Al2O3 in
aluminium and the size crystallite changes within the range of 15.44% in the mixture
(Table 10).

It was also clearly visible that crystallite size changes for different compositions of
Al2O3/Al in themilling sample. The lower value of FWHMindicates larger crystallite

Table 10 Crystallite size of milled powder

S. no Sample Position (2θ) FWHM Crystallite size (Å˚)

1 MCC2 38.419 0.268 316.7628

2 MCC4 38.388 0.332 254.2476

3 MCC6 38.415 0.318 331.1415

4 MCC8 38.559 0.286 305.6197

5 MCC10 38.668 0.261 343.997
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Fig. 15 Comparison of XRD image of milled powder at different wt.% of Al2O3

sizes of composites. Size of crystallite varies fromminimum tomaximum is recorded
as 35.3% in milling mixture containing 2–10 wt.% of Al2O3/Al (Fig. 15).

4 Conclusion and Future Scope of Work

The present laboratory experimental research brought out the following conclusions
based on micro fine and nano Al2O3 /Al composites fabricated by the method UTM
pressed powder metallurgy techniques:

(1) The maximum value of observed density of mixed sample increases about
8.23% and 6.17% in the milled sample for 10 wt.% of Al2O3/Al as compared
to pure Aluminium. It is also viewed that the highest densification occurs when
Al2O3 wt.% is 10 in the Al2O3/Al composite.

(2) The sharp increase in hardness up to 4 wt.% may be the cause of occupying of
nano and micro-particles within the interstitial gap of aluminium matrix and
partially due to grain refinement and particle strengthening effects. The value
of hardness of composite increasesmore than 50% as compared to the hardness
of pure aluminium with the same temperature.

(3) The lowest value of Poisson ratio is recorded as 0.33 for the composite
containing 4% wt. of ceramics and the highest value is observed at 0.53 for
10% wt. of ceramic in the composite.

(4) Result illustrated that the elongation in the composite is temporarily restricted
when alumina percentage is close to 4%. It is also observed that breaking
strength and ultimate tensile strength (UTS) are continuously increasing with
the increase of ceramic percentage.
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(5) Breaking load sharply increases from 5.2 to 7.4 KN with the enhancement
of Al2O3 percentage in the composite up to 4 wt.% and the highest value is
recorded as 8.3KN for 10 wt.% of Al2O3 in composites. The peak value of
breaking load for composite is calculated as 50.9% more than the base metal.

(6) Ultimate tensile strength (UTS) shows a very smooth curve from 92.1 to
155 MPa up to 4wt.% of Al2O3 /Al composite and thereafter it pursues an
equilibrium status with higher percentage of Al2O3 in the mixture. The best
result appeared at 6Wt.%of ceramics compositewhich is approximately 68.3%
higher than the breaking strength of pure Aluminium.

(7) The micro graphical analysis vividly shows good distribution of constituents
and very less agglomerations of Al2O3 within the composites made by the
powder metallurgy method.

(8) In the XRD comparison of mixed and milled powder, as FWHM positions
were slightly dropping for different compositions, the crystallite sizes were
increased. It was also vivid that the crystallite size of milled powder increased
to 15.4% as Al2O3 powder in the mixture of Al2O3/Al % increased from 2 to
8%, respectively.

(9) Size of crystallite varies in milling is recorded as 35.3% and 15.44% in mixing
sample containing 2–10 wt.% of Al2O3/Al.

I. Study has been conducted within the specified range of Al2O3 in the
composite but that can be extended some more higher/lower percentage
also.

II. Mixing Al2O3 particles could be used within the smaller range like 20
to 40 nm to see the effect of nanoparticles in the lower dimension in the
composite.

III. Thermal and electrical properties could be compared with pure
aluminium, etc.

IV. Othermetal andmetallic oxides could also be added to detectmechanical
and thermal properties of poly reinforced composites of aluminium.
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A Computational Study of a Dump
Combustor with and Without Swirler

Rohan R. Pande and Mohd Zeeshan

1 Introduction

This study focuses on the mathematical modeling of cold flow inside a dump
combustor to understand the flow behavior inside the combustor. The cold flow
of fluid inside the combustor is studied by observing the changes in properties of
fluid and different parameter (e.g. combustor length, inlet diameter to length ratio,
use of swirler etc.) and correlate these with the change in swirl vane angle [1–4].
The effect of Reynolds number on velocity profile and turbulent intensity, turbulent
kinetic energy, and turbulent energy dissipation rate can be studied. The behavior of
flow field inside the combustor in cold flow with and without swirler and the effect
of various inlet parameters are studied.

The governing equations along with the other modeling equations have been
solved using a computational fluid flow and heat transfer model package called
ANSYS FLUENT. The required geometry and the mesh generation are done using
the inbuilt ANSYS FLUENT processors. Once the grid is ready, all the remaining
operations are performed, which includes setting boundary conditions, setting phys-
ical models, defining the fluid properties, executing the solution, and viewing and
post-processing the results.

A pressure-based solver has been used in the study to solve the governing equa-
tions. In this method, a control-volume-based technique is used. The grid indepen-
dence test has been carried out by choosing various element sizes until the two-grid
size gives almost similar solution. 2D axis-symmetric geometry of combustor has
been used for numerical simulation of combustion.
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Fig. 1 Geometry of combustor

2 Methodology

The geometry used in the present study is created in ANSYS workbench integrated
with Fluent, and mesh is generated in ANSYS meshing application that is also inte-
grated with ANSYS fluent. A finer grid having an element size of 0.003 m has been
selected in the region. The total numbers of cells in the domain are 4137.

A grid independent test is carried out to obtain better grid resolution and to bring
the total number of grids within acceptable limits. A case study as discussed by
Forrester and Evans [5] has been used for grid-independent test. Figure 1 shows the
geometry of the reactor. Inlet and outlet diameter of reactor is 10 mm and inlet and
exit length is 100 mm, taper exit angle is 30˚, and H1 = 100 mm and V5 = 20 mm.

Flow behavior inside the dump combustor is related to cold flowwith and without
swirl. The cold flow of air is done at an inlet pressure of 60 psi. and average axial
velocity of air at the inlet of the combustor is varied from0.39 to 0.58m/s at respective
Reynolds number (2285 to 3428) and flow rate from 60 to 90 LPM (liter per minute)
as the experimental study reported by various researchers [6, 7]. Inlet velocity for
60 LPM is 0.39 m/s. In the same way, velocity for 70 LPM is 0.45 m/s, for 80 LPM
is 0.52 m/s, and for 90 LPM is 0.58 m/s. The variation of axial velocity, stream
function is studied and the contour of each parameter is plotted at four different
Reynolds numbers and the range ofmagnitude is found to be the same for all Reynolds
numbers.

3 Results

Figures 2 and 3 show the contours of axial velocity of cold flow of air in dump
combustor without swirler at Reynolds numbers, i.e., 2285, 2667, 3047, and 3428.

From Fig. 2, it may be inferred that there is a higher positive velocity zone at the
center that represents the potential core. The negative velocity at the corner of the
combustor shows the existence of recirculation [8]. While between the potential core
and recirculation zone, there is a positive velocity field which represents the presence
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Fig. 2 Contour of axial
velocity of cold flow of air in
dump combustor without
swirler at varying Reynolds
numbers: a 2285, b 2667, c
3047, and d 3428

Fig. 3 Contour of axial
velocity of cold flow of air in
dump combustor with swirler
at varying swirl angles: a
30˚, b 45˚, c 60˚, and d 75˚
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of the shear layer. This axial velocity increases with an increase in Reynolds number.
At the exit of the combustor, axial velocity becomes very high due to the tapered exit
that creates contraction.

Whereas, Fig. 3 shows the variation in axial velocity along the axis of the
combustor. Here due to the effect of swirler, axial velocity is negative at almost
every point and this value of negative velocity increases with an increase in swirl
vane angle. Air moves in a backward direction toward the swirler due to the pressure
gradient created by the swirler. This is called as central recirculation zone in which
hot gases recirculate and change the flame front according to swirl value [9]. From
Fig. 3c and d, it shows that moving beyond the axis of combustor axial velocity
become positive and its maximum value increases with increase in vane angle. The
peak of axial velocity shift upstream with increase in vane angle.

Figure 4 shows the contour of stream function at four different Reynolds number
values. Stream function shows the flow pattern of investigated flow and there are
various regions that are also visible as discussed in Fig. 2. In this flow pattern,
there is one recirculation zone that appears at the corner of the combustor, and the
magnitude of stream function increases as the Reynolds number increases from 2285
to 3428. There is another layer as an intermediate layer between the recirculation
zone and bulk fluid at the center.

Whereas Fig. 5 shows the stream function behavior at different swirl/vane angles.
Figure 5a and b shows the presence of corner and central recirculation zone inside the

Fig. 4 Contour of stream
function of cold flow of air in
dump combustor without
swirler at varying Reynolds
numbers: a 2285, b 2667, c
3047, and d 3428
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Fig. 5 Contour of stream
function in dump combustor
with swirler at varying swirl
angles: a 30˚, b 45˚, c 60˚,
and d 75˚

combustor. The flow pattern inside the combustor is changed due to the presence of
swirl in comparison with non-swirl flow as discussed earlier. With an increase in the
swirl vane angle, the strength of circulation increases, while the corner recirculation
zone decreases due to increase axial flow due to the swirler [10] as shown in Fig. 5c
and d.

Variation of non-dimensional axial velocity and non-dimensional distance

Figures 6 and 7 show the variation of non-dimensional axial velocity and non-
dimensional distance. To make the axial velocity non-dimensional, it is divided by
Uavg, and to make distance non-dimensionalized it is divided by L. Hence, u/U varies
with distance (x/L). From Fig. 5, it is clear that there is recirculation at and above r/R
= 0.5 as the strength of recirculation increases with an increase in ‘x’. It is evident
that at the axis, the axial velocity decreases with ‘x’ and shows a similar result at
some distance away from the axis, but it becomes negative when we move further
which may be termed as the recirculation.

Effect of Reynolds Number on Flow Field

Figures 8, 9, 10 and 11 show the variation of axial and radial velocity at different
radial locations with varying Reynolds numbers (Re). The axial velocity inside the
combustor suddenly decreases due to the presence of potential, shear, and recircula-
tion regions, but a very small variation is observed due to an increase in Re because
of sudden expansion in flow as shown in Figs. 8 and 9. The small variation in radial
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Fig. 6 Axial velocity
variation of cold flow of air
inside dump combustor at
Reynolds number 3428 on
different radial positions
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Fig. 7 Axial velocity
variation of cold flow of air
inside dump combustor at
Reynolds number 3428 on
different axial positions
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Fig. 8 Axial velocity at x =
5 mm at varying Reynolds
numbers along radius
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Fig. 9 Axial velocity at x =
20 mm at varying Reynolds
numbers along radius
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Fig. 10 Radial velocities at
x = 5 mm at varying
Reynolds numbers along
radius
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velocity in the potential core and shear region is seen, while in recirculation region
magnitude increases, which represents that the strength of recirculation increases
with increase in Re.

Figures 12, 13, 14 and 15 show the variation of axial and radial velocity at different
axial locations with Reynolds number (Re) for the same radial location. The axial
velocity inside suddenly decreases due to the presence of potential, shear, and recir-
culation regions, but appreciable change variation is observed due to an increase in
Re because of sudden expansion in flow as shown in Figs. 12 and 13. The small
variation in radial velocity in the taper exit section is observed due to increases in
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Fig. 11 Radial velocities at
x = 20 mm at varying
Reynolds numbers along
radius
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Fig. 12 Axial velocities at
r/R = 0.36 at varying
Reynolds numbers along the
length of combustor
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Re along axial direction at a same radial location which represents that the effect of
flow reversal is due to the tapered exit of the combustor.
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Fig. 13 Axial velocities at
r/R = 0.61 varying Reynolds
numbers along the length of
combustor
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Fig. 14 Radial velocities at
r/R = 0.36 at varying
Reynolds numbers along the
length of combustor
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Effect of Swirler Vane Angle on Flow Field

Figures 16, 17, 18 and 19 show the variation of axial velocity along a radial direction
at the same axial location. The axial velocity first increases in the radial direction and
then decreases. The negative value of axial velocity near the tapered exit shows that
the flow reversal is due to the tapered exit. The axial velocity near the inlet increases



340 R. R. Pande and M. Zeeshan

Fig. 15 Radial velocities at
r/R = 0.61 at varying
Reynolds numbers along the
length of combustor
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Fig. 16 Axial velocities at
axial position x = 1.5 mm
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with an increase in swirl angle from 30° to 45°, however, at a higher swirl angle
(60° and 75°), a negative value of axial velocity is observed due to a higher value of
axial flux of angular momentum. The variation of velocity is also affected due to an
increase in the axial direction.

Figures 20, 21, 22 and 23 show the variation of radial velocity along a radial
direction at the same axial location. The radial velocity first increases in the axial
direction and then decreases at axial location x= 1.5 mm and x= 5.0 mm, however,
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Fig. 17 Axial velocities at
axial position x = 5 mm
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Fig. 18 Axial velocities at
axial position x = 20 mm
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when moving in axial direction from 20 to 30 mm near the axis of combustor, very
low velocity is observed which suggests that the presence of swirl causes a central
recirculation zone and precision vortex [11, 12]. The radial velocity near the inlet
increases with an increase in swirl angle from 30° to 75°, however, at a lower swirl
angle (30° and 45°), negative value of radial velocity is observed beyond r/R = 0.5
at x= 1.5 mm and x= 5 mm due to lower value of axial flux of angular momentum.
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Fig. 19 Axial velocities at
axial position x = 30 mm
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Fig. 20 Radial velocities at
axial position x = 1.5 mm
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Figures 24, 25, 26 and 27 shows the variation of axial velocity along axial direction
at the given radial location. The axial velocity first increases in the axial direction
and then decreases. The negative value of axial velocity near the tapered exit shows
that the flow reversal is due to the tapered exit [13]. The axial velocity near the inlet
increases with an increase in swirl angle from 30° to 45°, however, at a higher swirl
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Fig. 21 Radial velocities at
axial position x = 5 mm
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Fig. 22 Radial velocities at
axial position x = 20 mm
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Fig. 23 Radial velocities at
axial position x = 30 mm
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Fig. 24 Axial velocities at
radial position r/R = 0

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

0 0.5 1 1.5

u/
U

x/L

swirl30

swirl45

swirl60

swirl 75



A Computational Study of a Dump Combustor … 345

Fig. 25 Axial velocities at
radial position r/R = 0.36
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Fig. 26 Axial velocities at
radial position r/R = 0.61
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angle (60° and 75°), negative value of axial velocity is observed due to higher value
of axial flux of angular momentum.

Figures 28, 29, 30 and 31 shows the variation of radial velocity along axial direc-
tion at the same radial location. The radial velocity first increases in the axial direction
and then decreases. The negative value of radial velocity shows the presence of a
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Fig. 27 Axial velocities at
radial position r/R = 0.85
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Fig. 28 Radial velocities at
radial position r/R = 0
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shear layer between the central recirculation zone and corner recirculation zone [14].
The radial velocity near the inlet increases with an increase in swirl angle from 30°
to 45°, however, at a higher swirl angle (60° and 75°), a negative value of radial
velocity is observed due to a higher value of axial flux of angular momentum.
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Fig. 29 Radial velocities at
radial position r/R = 0.36
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Fig. 30 Radial velocities at
radial position r/R = 0.61

-1

0

1

2

3

4

5

-0.50 0.00 0.50 1.00 1.50

v/
U

x/L

4 Conclusions

A numerical simulation of cold flow inside a dump combustor is done to under-
stand the flow behavior in the combustor. The mathematical modeling for cold
flow has been done for the same. The cold, swirling, and non-swirling flows in a



348 R. R. Pande and M. Zeeshan

Fig. 31 Radial velocities at
radial position r/R = 0.85
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dump combustor are simulated using the k-ε turbulence model at varying Reynolds
numbers and swirl vane angles. The parametric investigation of flow behavior inside
the combustor is performed by using the computational package ANSYSFLUENT.
The velocity field and turbulent behavior inside the combustor have been analyzed in
presence of swirling and non-swirling flow. The flow behavior inside the combustor
is investigated by including the effect of Reynolds number, swirl vane angles at
different locations inside the combustor. The conclusions from the present study can
be summarized as follows:

• The uniform velocity flow is observed due to axis-symmetric geometry of the
combustor.

• The various regions are visualized in none swirling (potential core, recirculation,
and shear zone) and swirling flow (central and corner recirculation as well as
shears zone) inside the combustor.

• The effect of swirl can be seen clearly inside the combustor which increases
the turbulence level inside the combustor. The higher turbulent level, as well as
presence of central and corner recirculation zones, increases the mixing of fuel
and flame stabilization in the combustor.

• The study of swirling flow is effectively done to investigate complex flows and to
correlate combustion dynamics with fluids dynamics.

• The velocity flow field and large vertical flow structures were obtained from
the isothermal flow which is helpful in understanding phenomena in combustion
cases.
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Effect of Aspect Ratio on Fatigue
Behaviour of Steel Shear Wall

R. K. Chethan Gowda , K. Ashwini, and H. M. Rajashekaraswamy

1 Introduction

The Asia continent alone has 403 tall buildings which is 63% of overall buildings
around the globe. In 2016, 342 natural hazards were registered in the Asian conti-
nent. Alone in India, there are several such scenarios, in the year 1988 Kathmandu
experienced an earthquake of Richter magnitude 6.7, that triggered the landslide
and took the lives of more than thousands. A similar catastrophic earthquake has
occurred in Uttarkashi of 7.2 magnitude on the Richter scale. Many buildings are
built in recent days keeping earthquakes inmind. Even though buildings are designed
safe against earthquakes, buildings always fall short against safety due to careless-
ness and the use of cheap materials during construction without the consultation of
engineers and bribing inspectors has been practiced which are some of the reasons
for building failure. According to a survey, 8 out of 10 buildings are unlikely to be
earthquake resistant. There are many earthquake resisting structures, some are base
isolators, dampers, shear walls, etc. The element we choose should be strong and
ductile to act on shaking with preventable damage [5]. The secondary system that
prevents structures from getting affected by lateral loads is shear walls. Shear wall is
provided in tall structures to resist earthquake and wind loads and provide structural
stiffness as a secondary element in the building. Generally, shear walls are provided
around the periphery of tall structures or as shear core as in elevator shaft or stair
wall providing adequate stiffness to the structure. Shear walls can be built using
masonry, steel, wood and concrete. Behaviour shear walls depend on the material
used, wall thickness, wall length, wall positioning in the building frame. Shear walls
are integrated with roofs or floors, these walls have to resist the uplift forces caused
by the pull of the wind and resist the shear forces that try to push the walls [6]. In
the late’50 s and early’60 s, plywood walls were used as an alternate to diagonally
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braced wall sections. Their acceptance for this purpose was based on their ability to
meet certain load or deflection criteria. Based on experiment and testing data and by
incorporating knowledge gained from plywood diaphragm testing, in 1967, Uniform
Building Code for the first time provided allowable load tables for plywood shear
walls. Then various studies were made on shear walls with various other materials
such as masonry, steel, RCC. Now, RCC and steel frames are used worldwide. Steel
shear walls are very popular in foreign countries due to various advantages such as
durability, strength, cost-effectiveness, and easy installations.

2 Background Theory

In the past two decades, the steel shear wall are widely used in many countries as part
of lateral force resisting structure. In earlier days, it was a conservative method that
steel shear walls were vertically oriented plate structures. Although recent studies
have erased these kinds of conservative methods of designing, a very criterion is
that steel shear wall showcases high bending strength and stiffness. These members
are expected to have a significant effect on the overall behaviour of a building [7].
High buildings are mostly soft storied and have irregularities that significantly cause
a difference in stiffness and resistance in structures. In the first half of the twentieth
century, it was believed that assumptions on architectural design having open storey
would have advantages, but these were the main reasons for seismic vulnerabilities
SPSW studies were carried out in 1980s and satisfactory usage of SPSW in Northern
ridge and Japan has emphasized researchers and practicing engineers to use SPSW
in greater extent [8] (Fig. 1).

Fig. 1 Steel plate shear wall
[2]
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TheCanadian steel design standard has outlined design requirements of steel plate
shear wall based on studies carried out by [7] and standard bolted type shear wall by
[8]. Steel plate shears were a major contribution to the civil field by researchers. In
spite of their robustness and ductility, they provide better resistance to seismic degra-
dation. The lowmass steel shear walls have lesser self-weight compared to reinforced
concrete shear walls and transfer the seismic load to the foundation. From various
studies, it was found that stiffened shear plate produces more energy dissipation
characters, but the cost of construction also increased.

3 Validation

The numerical evaluation of experimental work derived from the paper “Economical
Steel Plate ShearWalls forLow-seismicRegions [1] is used for validationworkwhich
is taken as input for parametric study. The geometry of the steel plate shear wall is
modelled using the available CATIA V5 modelling software. Figure 2 indicated a
3D model created using CATIA software.

Material properties of the steel plate shear wall.
Elastic modulus = 20000 MPa, Density of steel = 7850 kN/m3, Poisson’s ratio

= 0.3. Table 1 shows details geometry used for designing.
Then imported into the ANSYS Workbench, Version 15.0 for Analysis meshing

is created for finite element analysis. Figure 3 shows tetrahedral meshing of the
structure whose sizing can be varied for refined results.

Fig. 2 Steel plate shear wall
(SPSW)
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Table 1 Section Details of
Experimental Model

Section Dimension details (mm)

Horizontal member W 460 X 67

Vertical member W 250 X 58

Plate 4.8 mm Thick

Fig. 3 Discretized model

In boundary conditions, the structure is fixed at the bottom, axial loads of 6 +
e05 N are applied on the column to resist an overturning moment. Loading case
details are derived from AISC (341–10) FEMA 1997. Figure 4 shows the stress
contour obtained for the structure after analysis. Experimental and numerical study
results are given in Table 2, and it can be observed that the percentage of difference

Fig. 4 Stress contour plot
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Table 2 Comparison of experimental and numerical results

Displacement (mm) Experimental results
(Load in kN)

Numerical results
(Load in kN)

Percentage of
difference

1.5 200 185 7.5

3.2 400 378 5.5

5.2 600 570 5

6.7 800 764.5 4.43

9.2 1000 940 6

22 1920 1756.8 8.5

Table 3 Parametric study
details

Aspect ratio (L/H) Dimension details (mm) Member
details

0.5 L = 950 H = 1900 Vertical
member
ISMB 350

1.0 L = 1900 H = 1900

1.5 L = 2850 H = 1900 Horizontal
member
ISMB 200

2.0 L = 3800 H = 1900

2.5 L = 4750 H = 1900 Steel plate
4.8 mm
thick

3.0 L = 5700 H = 1900

is within the acceptable range, hence a similar methodology has been adapted for
further numerical study.

4 Parametric Study

The parametric study is carried on aspect ratio to know its influence on energy
dissipation. Parameters considered for the study are given in Table 3. Aspect ratio
is a very important parameter for the design of steel shear wall. Shear distribution,
ductility and stiffness of steel shear wall is based on aspect ratio. The parametric
model is shown in Fig. 5, where L is the length of the wall and H is the height of the
wall. In this study, various models for varying aspect ratio are studied.

5 Results and Discussions

The performance of all the models is compared based on the energy dissipation
capacity, i.e. total area of the hysteresis loop. The hysteresis graph is plotted load v/s
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Fig. 5 Parametric model

displacement. Figure 6 shows a typical hysteresis graph plotted from the analysis.
From the numerical study, it was found that the energy-dissipating capacity was
increased with an increasing aspect ratio. Stable energy dissipation was seen from
an aspect ratio 1.5.

From Table 4, it can be observed that energy dissipation is increased with an
increase in the aspect ratio of all parameters and there is less increment in energy
dissipation after an aspect ratio of 1.5. It can also be observed that the load-carrying
capacity has gradually increased and suddenly decreased for the aspect ratio 3.
Permanent deformation was found to increase with the increase in aspect ratio.

A comparison graph is plotted for energy dissipation and ultimate load-carrying
capacity (Fig. 7) by steel plate shear wall for varied aspect ratios. From Fig. 8 it

Fig. 6 Typical hysteresis
graph



Effect of Aspect Ratio on Fatigue Behaviour of Steel Shear Wall 357

Table 4 Results of
parametric study

Aspect ratio Energy
dissipation
(kN-mm)

Ultimate load
(kN)

Permanent
deformation

0.5 24,050 978 82

1.0 482,151 1400 89

1.5 541,838 1568 93

2.0 558,146 1685 94

2.5 561,215 2276 98

3.0 575,254 1265 105

Fig. 7 Energy dissipation versus aspect ratio

Fig. 8 Ultimate load versus aspect ratio

is evident that energy dissipation is increased with an increase in the aspect ratio
and stable hysteresis graph obtained after aspect ratio of 1.5. From Fig. 8, it can be
observed that the load-carrying capacity of the shear wall was found to be increased
up to an aspect ratio of 2.5. further increase in the aspect ratio leads to the buckling
of the plate thus reducing load-carrying capacity.
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6 Conclusions

• Energy dissipation for aspect ratio initially has 9–11% variation in results and
stable energy dissipation is seen after an aspect ratio 1.5

• Energy dissipation of aspect ratio 1.5, 2, 2.5 and 3 has increased by 37%, 43%,
54% and 48%, respectively.

• Length of steel shear wall having an aspect ratio 2.5 is 20% higher than the aspect
ratio 2, which indirectly consumes more material than aspect ratio 2. Likewise,
energy dissipation capacity of the shear wall having an aspect ratio 2 is only
5% lesser than the aspect ratio 2.5. Since the aspect ratio 2.5 is not economical,
therefore, aspect ratio 2 can be opted for economical designing of steel shear wall.

Acknowledgement I would like to express my sincere gratitude to my advisor Dr. H. M.
Rajashekaraswamy, Head, Department of Civil Engineering, M. S. Ramaiah University of Applied
Sciences for guiding the research work.
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Life Cycle Analysis for Biodiesel
Fuels—A Holistic Approach

Anurag Mishra, R. Arjun Thangaraj, and Pramod S. Mehta

1 Introduction

The most crucial challenge of the twenty-first century is to meet the unceasing
demand for energy while preserving the integrity of the biosphere. The dependence
on fossil fuels must reduce, to not only cope with imminent resource shortages but
also to avoid damage to biosphere and ensure global economic and energy security
concerns caused by the reliance on the more expensive supplies of Middle Eastern
crude oil [1]. In India, it is expected that with an average per annum growth rate
of 4.2%, the overall energy consumption will rise to 1,921 million tonne of oil
equivalent (Mtoe) in 2040 from 724 Mtoe in 2019, and in the same period the oil
demand, including petroleum products, will grow by 129% from 4 million barrels
per day(Mbpd) to 10 Mbpd [2]. Thus, developing alternative energy systems is one
of the most crucial needs of the hour, not just from the environmental point of view
but also economic security standpoint. Biodiesel is seen as a potential renewable
source of energy, but a thorough understanding of the effects of its production is
required to make an informed decision. Therefore, a holistic analysis of biodiesel
fuels considering energy, environment, and techno-economic aspects, provides an
idea whether the generation of energy using biodiesels is a sustainable approach.

Spirinckx and Ceuterick [3], Prueksakorn [4], Sheehan [5], Kumar [6], Pradhan
[7], and Yadav [8] investigations form the basis of the present analysis. In their
work, Spirinckx and Ceuterick analyzed the sustainability of the two fuels based on
specific impact categories: energy, greenhouse gas emissions, acidification, eutrophi-
cation, and photochemical oxidation. Apart from these impact categories that mainly
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consider the environment, there is a need for social and techno-economic factors to
be considered to bring out a holistic analysis of the sustainability of the fuel.

Life Cycle Analysis (LCA) evaluates the complete environmental cradle to grave
consequences of a product/process by quantifying energy andmaterials consumed as
well as wastes and emissions discharged to the environment [9]. It is useful to know
the renewability of biofuel for two reasons, viz. to indicate the use of petroleum-
derived energy for production of biofuels and to use it as criteria for policymakers
to compare biofuels. The renewability of the biodiesel is mostly assessed by a factor
of the amount of fossil energy used for its production. Renewability along with
other considerations, such as environmental, economic, and social criteria, can be
used to assess the benefits of biofuels [10]. However, energy and equivalent CO2

emissions alone do not give the full picture of the environmental impacts associated
with the production of biodiesel. The critical effects that are required to be considered
include phenomena called eutrophication and acidification. Land use impacts are
also part of the LCA study, which are generally remains challenging to assess due
to the unavailability of data. Besides this, there is another entity called the human
appropriation of net primary productivity (HANPP) arising while considering the
land use impacts due to the cultivation of the feedstock for biodiesel.

2 Methodology

Figure 1 provides a holistic view of the LCA of biodiesel starting from the cultivation
of the crops to the burning of the biodiesel in an engine. This “farm-to-fire” analysis
is broken down into various stages (farm to fuel and fuel to fire), and the input at each
stage required for that process contributes to the effects caused due to the process.
These effects accumulate to give the overall impact that the production and usage
of biodiesel have on the environment as well as the living things (humans, animals,
and aquatic life) inhabiting the earth. The different impact categories mentioned in
Fig. 1 have their methodology of estimation as under [11].

2.1 Energy

Energy is measured in terms of the amount of fossil energy used to produce a given
unit of energy from the desired fuel. 1 Gigajoule (GJ) is used as a functional unit
throughout the life cycle analysis calculation. Fossil energy Ratio (FER) quantifies
the fossil energy needed to produce energy from the fuel [7].

FER = Renewable Fuel Energy output / Fossil energy input
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Fig. 1 Elements of life cycle—Schematic representation

2.2 Greenhouse Gas Emissions

This impacts the environment and the impact is quantified using “gram equivalent of
CO2” in Table 1. The emissions at various stages of the fuel production are estimated

Table 1 Carbon dioxide
equivalence of gases [12]

Greenhouse gas Formula 100-year GWP

Carbon dioxide CO2 1

Methane CH4 25

Nitrous oxide N2O 298

Sulphur hexafluoride SF6 22,800



362 A. Mishra et al.

Table 2 PO4 Equivalence
Values of Various Nutrients
[13]

Nutrients PO4 equivalence factor (kg eq. PO4)

Nitrogen 0.42

Phosphorous 3.07

NH3 0.35

NH4
+ 0.33

by converting the different gases into the equivalent effect that CO2 will produce
using the global warming potential (GWP) values for the other gases.

2.3 Eutrophication

This is a phenomenon in which an excessive growth of algae is induced in water
overly enriched with minerals and nutrients. Due to the generation of biomass and
consequent sedimentation of dead organic material, the oxygen dissolved in deep
water is consumed faster through aerobic decomposition. Eutrophication is generally
caused by the discharge of nitrate or phosphate-containing detergents, fertilizers, or
sewage into awater body.Also, the direct toxic effects on higher organisms, including
humans, are to be considered if certain species of algae appear in a large amount.
Eutrophication potential (kg PO4-eq or kg N-eq) is calculated as

EP = �i(mix EPi), (1)

where mi and EPi are the mass in kg of inventory flow ‘i’ and the phosphorus with
the same eutrophication potential as one kg of inventory flow, respectively.

Table 2 provides all equivalent values for 1 kg of nutrient i of inventory flow.

2.4 Acidification

There are many forms of acidification which include acidifying gas emissions and
acidification of soil and water. Atmospheric emissions of acidifying substances like
SO2 and NOx can persist in the atmosphere for a few days and can be transported
over long distances where they undergo chemical conversions to sulphuric and nitric
acid. Table 3 indicates the SO2 equivalent factors for different acidifying gases of
interest in the environment context.

Soil acidification is a natural phenomenon in medium to high rainfall regions.
Agricultural production systems can increase the rate of soil acidification primarily
due to the perturbation of the natural cycles of nitrogen (N), phosphorus (P), and
sulfur (S) in soil, the removal of agricultural produce from the land, and the addition
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Table 3 Acidification
Potential of Various Gases in
the Atmosphere [13]

Acid producer (in air) per kg SO2 equivalence factor (kg eq.
of SO2)

HCl 0.88

NO2 0.70

H2S 1.88

SO2 1.00

Table 4 Acidification
potential of fertilizers on soil
[14]

Fertilizer Acidification potential (kg lime eq. to
neutralize acidity per kg N)

Nitrogen fertilizers If all nitrate leached If all nitrate is taken
up

NO3 0 −3.6

NH4NO3 3.6 0

Urea 3.6 0

of fertilizers that can either acidify soil or make it more alkaline. Table 4 provides
the acidification factors expressed in terms of kg lime equivalent to neutralize the
acidity generated by one kg of nutrients added in different forms for various fertilizer
types.

2.5 Human Appropriation of Net Primary Productivity
(HANPP)

This is a sociological aspect that impacts sustainability. While human appropriation
implies consumption for one’s own use, the net primary productivity (NPP) is a
measure of the formation of chemical energy in the form of organic compounds by
living biological organisms [15]. HANPP tracks the percentage of the global net
primary productivity that humans use, such as the cultivation of food crops, rearing
of livestock, fuel extraction, and its use. In a nutshell, the HANPP gives an estimation
of the impact that human activities have on the environment and how it disturbs the
existing ecological balance.

2.6 Techno-Economic Analysis

Life cycle cost assessment (LCCA) is the assessment of the economic performance of
a product over its entire life cycle, including costs of installing, operating,maintaining
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the resources, and distributing products and disposing of the by-products. Economic
performance can be calculated for two scenarios.

Scenario 1: Production of biodiesel starting from the cultivation of seeds and the
time taken for trees to mature and bear seeds.

Scenario 2: Production of biodiesel excluding the cost of cultivation, i.e., assuming
the feedstock is bought directly from the market.

The costs of production are majorly divided into two categories:

Fixed Cost (FC) includes cost of construction of a shed or building for a biodiesel
plant, cost of procurement of machinery, utility cost, viz. boiler, cooling towers,
reaction, and storage tanks and miscellaneous costs.

Production costs include the cost of land, labor, electricity, feedstock procured
from the market, catalysts and reactants, other materials, maintenance [16] @ 10%
of FC, insurance, and taxes [16] @ 4% of FC.

To calculate the daily requirement of fuel in the case of the rural setting, the
average number of pumps used in villages in India and the fuel consumption of the
pumpwas used to get the estimate, which was around 400 L per day. The commercial
plant capacity to meet these requirements is assumed to be of different sizes ranging
from 1000 L per day to 10,000 L per day of biodiesel production. Also, the biodiesel
price is determined based on two periods of Return on Investment (ROI), viz. 1 year
and 5 years, respectively. The costs incurred during the setting up of the biodiesel
plants have several cost elements, which include structural costs, machinery cost,
utility cost, cost of labor, electricity cost, cost of the reactants and catalysts, cost
of feedstock, and other miscellaneous costs. The structural costs include the costs
required for the construction of a building based on the production capacity of the
biodiesel plant. The machinery costs include the cost of storage and reaction tanks,
pumps, vapor condenser, and effluent treatment plant. The utilities include cooling
towers, boilers, and dry wash systems. The labor costs are based on the MGNREGA
scheme by the government for laborers in rural settings. The miscellaneous costs
include costs of laboratory equipment, pipes and fittings, and firefighting units for
the plant.

3 Results and Discussion

The results concerning energy estimation, equivalent CO2 emission reduction for
four different biodiesel fuels are presented and compared in this study.
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3.1 Fossil Energy Ratio Estimation

The values of fossil energy ratio (FER) per GJ obtained in the farm-to-pump and
farm-to-fire analyses of four biodiesel test fuels are shown in Fig. 2. These data are
compared with the well-to-pump and well-to-wheel analyses of the fossil diesel
system. In the farm-to-pump analysis of four biodiesels systems, Neem has the
highest net energy ratio value of 2.96, followed by Coconut (2.9), Karanja (2.82), and
Jatropha (2.11). This parameter for fossil diesel has a value of 0.79, as obtained in
its well-to-pump analysis. In the farm-to-fire study of biodiesel systems, significant
reductions are observed in the values of FER compared to the farm-to-pump analysis
of biodiesel systems due to their utilization in the stationary diesel engine, which
has around 30% energy output. In the farm-to-fire analysis of four biodiesel, Neem
has the highest FER value (0.97) followed by Karanja (0.96), Coconut (0.96), and
Jatropha (0.87).

The higher FER value of neem compared to the other three biodiesels investigated
in this study is due to the fact that neem requires no fertilizers during its cultivation,
has higher seed yield per hectare (5250 kg/ha/year), yields large amount of seed cake
as a by-product which offsets the energy input and the neem biodiesel fueled engine
gives higher efficiency (~30%). All these factors decrease the net energy input and
hence increases the FER. Higher the FER, lesser is the amount of non-renewable
resources that are being used during the production of the biodiesel. Hence, the
FER can be a basis to decide between various kinds of biodiesel that can be used
to replace fossil diesel. The differences in FER values of various biodiesels are
statistically significant as observed P-value is found to be 0.025. Also, it is evident
from the fact that a higher FER corresponds to the biodiesel that has a higher energy
output for the same energy input. It may also be noted that a higher FER generally
corresponds to lower emissions, but carbon sequestration capacity of the crops must
also be accounted for to make an informed decision.
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Fig. 2 Comparison of net energy ratio (NER) of four biodiesels with fossil diesel
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Fig. 3 Equivalent CO2 emission reduction in the farm-to-fire analyses of four biodiesels

3.2 Equivalent CO2 Emission Reduction

The CO2 equivalent emission reductions of biodiesel systems in the farm-to-fire
analysis concerning the fossil diesel system in its well-to-wheel analysis are esti-
mated. It may be noted that the CO2 equivalent reduction (%) is calculated based
on fossil diesel mass percent replacement with biodiesel mass percent. The results
of the equivalent CO2 reductions for four biodiesel test fuels are shown in Fig. 3.
It is found that the Karanja biodiesel system provides 89% reductions in equiva-
lent CO2 during its complete life cycle. The equivalent CO2 emission reduction from
Coconut (83%), Jatropha (81%), andNeem (61%)would follow in that order.Karanja
biodiesel system has the highest CO2 reduction ability due to the highest average
carbon sequestration capacity (kg CO2/ha/year) of its plant. For a given sequestration
capacity of a plant, an average CO2 absorption capacity can be estimated. It is known
that 1 kg CO2 absorption is equivalent to 0.27 kg carbon fixation [8].

3.3 Techno-Economic Analysis

Figure 4 compares the prices of coconut biodiesel based on 1- and 5-year return on
investments. The prices are lesser in 5 years as expected because of the longer period
to get back the costs of the establishment of the infrastructure. The prices will drop
further as the number of years increases.
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4 Sensitivity Analysis

4.1 Sensitivity Analysis for Fossil Energy Ratio

The fossil energy ratio for Karanja biodiesel is 2.82 in its production process. The
sensitivity analysis is performed to identify the critical quantities in the estimation of
the fossil energy ratio by varying the case study data of± 10% and shown in Table 5.
One quantity is changed at a time, and the corresponding percentage change in FER
value is observed. If the percentage variation in FER is > 2%, then it is assumed to be

Table 5 Sensitivity analysis for the estimation of FER

Quantity changed by ± 10% Percentage change in FER (%)

+10% −10%

Diesel in seed cultivation process −1.72 +1.78

Fertilizers in seed cultivation process −3.26 +3.41

Seed yield −2.23 +2.34

Oil content in seed −2.03 +2.12

Mechanical expeller efficiency −2.15 +2.25

Raw oil yield −2.51 +2.64

Electricity consumption in oil extraction −2.23 +2.34

Electricity consumption in trans-esterification −0.21 +0.22

Trans-esterification efficiency −0.95 +1.00

Methanol consumption −1.57 +1.63

NaOH consumption −0.09 +0.09

Co-products yield +3.40 −3.40

Biodiesel yield +6.60 −6.60
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Table 6 Sensitivity analysis for equivalent CO2 emission reduction

Parameters Change in CO2 reduction (%) with ±
10% variation

+10% −10%

Energy equivalent CO2 emission during biodiesel
production (ep, bd, kg/GJ)

−1.01 +1.45

Energy equivalent CO2 emission during diesel
production (ep,d, kg/GJ)

+1.10 −0.71

Brake thermal efficiency of biodiesel fueled engine
(ïbd, %)

+9.33 −10.92

Brake thermal efficiency of diesel engine (ïd, %) −2.30 +2.87

Energy equivalent CO2 emission from biodiesel
combustion (ec,bd, kg/GJ)

−9.81 +10.25

Energy equivalent CO2 emission from diesel
combustion (ec, d, kg/GJ)

+2.62 −2.57

CO2 absorption capacity (Xabs, tonne/ha/yr) +7.98 −7.54

Karanja seed yield (Sy, tonne/ha/yr) −8.46 +11.41

Gross energy value of seeds/fruits (Eseed, MJ/kg) −7.75 +10.26

Energy input in the seed cultivation (Ef, MJ/ha/yr) +2.29 −1.74

a significant variation in FER. This criterion is used for finding the critical quantities
in FER estimation.

4.2 Sensitivity Analysis for Equivalent CO2 Reduction

The equivalent CO2 reduction value from the farm-to-fire analysis of Karanja
biodiesel is obtained at 89%. To perform the sensitivity analysis for equivalent CO2

reduction, the parameters involved are varied once at a time by ±10%, and the
corresponding percentage variations in equivalent CO2 reduction is observed. If the
percentage variation in equivalent CO2 reduction is >2%, then it is assumed to be
of significance in equivalent CO2 reduction. The sensitivity analysis for different
parameters of equivalent CO2 reduction is shown in Table 6.

5 Conclusions

The useful inferences from this study concerning four biodiesels are:

• The Coconut biodiesel system requires 67% lesser overall energy consumption
compared to fossil diesel system in its production process, followed by Neem
(53%), Karanja (51%), and Jatropha (48%).
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• Sensitivity analysis performed by changing the one parameter at a time suggests
that biodiesel yield is the most sensitive parameter for estimating the FER value
in the farm-to-pump analyses of all the four biodiesel fuels investigated here.

• The FER values of farm-to-fire analyses and farm-to-pump analyses of all four
biodiesel can be correlatedwith the efficiency of the utilization system e.g., engine
or heating appliance. For conforming to the renewability, there is aminimumbrake
thermal efficiency value required for particular biodiesel fueled engine depending
upon its FER estimate.

• From an energy standpoint, to be a sustainable fuel, either biodiesel source yield
should be higher, or it should be utilized in the end-use system more efficiently.

• From the global warming standpoint, Karanja biodiesel is a potential candidate
for reducing the equivalent CO2 emission (89%) in the atmosphere due to the high
CO2 absorption capacity of its plant. The equivalent CO2 emission reduction from
Coconut (83%), Jatropha (81%), and Neem (61%) would follow in that order.

• Wherever there is an issuewith food versus fuelwith edible resources likeCoconut
biodiesel system, one can judiciously apportion their use as food and fuel partic-
ularly in regions where there is plenty of such resource to ensure local energy
security.
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The Role of 3D Printing
in the Biomedical Application: A Review

Ujwal Sontakke and Santosh Jaju

1 Introduction

From the time, when industries started using fuel and steam as an energy source to
the use of digital computers, the world has witnessed many revolutionary changes.
The fourth industrial revolution is now gaining the attention of manufacturers due to
its disruptive technologies. From many such technologies, additive manufacturing
is one of the most researched areas. In the 1980s, Charles Hull patented the first
3D printing apparatus and also developed the STL file format. For his contribu-
tion to the field, he is considered the pioneer of 3D printing [15]. 3D printing is
an additive technology that includes the addition of material in layers to create an
object and differs from conventional manufacturing which generally includes the
removal or subtraction of material from the base material. It allows manufacturing
objects in a single run, which is not possible by subtractive manufacturing. Both
terms 3D printing and additive manufacturing are interchangeable. Sometimes, this
technique is also referred to as desktop manufacturing or rapid manufacturing [5].
Additive manufacturing is now a well-known technology but still improving day
by day on which many researchers are focusing. From the 1980s to 2020, much
advancement has brought 3D printers to another level by making them more reli-
able and user-friendly. Also nowadays, 3D printing technology is not limited to any
single technology, it is now a combination of many. Stereolithography (SLA), Fused
deposition modeling (FDM), PolyJet and Inkjet printing, Selective laser sintering
(SLS), Electron beam melting (EBM), Digital light processing (DLP), and Selec-
tive laser melting (SLM) are some of the most common 3D printing technologies.
This technology includes the intake of a digital model or blueprint of the object
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and layered deposition of the suitable printing material to get the desired 3D model.
3D printing is a tool-less manufacturing technique and can give flexibility in design
and shorten time to market. Additive manufacturing provides many advantages like
customized products with small batch sizes, conceptmodeling and rapid prototyping,
micro-machining, and intricate shapes preparation, benefits may also include cost-
effectiveness, increased productivity, enhanced collaboration, etc. One of the most
important fields is medicine, which is extensively using 3D printing technology as
a wide variety of materials that are now available for 3D printing. These materials
have different mechanical and physical properties and can be used in the printing
of objects for any situation. 3D printing technology shows a promising future for
medical and pharmaceutical companies. The application of the technology includes
the creation of 3D printing of organs and tissue engineering, the creation of surgical
guides and prostheses, and customized drug delivery, etc. [1].

Considering all these points, this context includes the systematic review of 3D
printing in various fields of medicine. The review is divided into three sections.
Section two of the review discusses the role of 3D printing in biomedical applica-
tions. The third section of the paper discusses the applications of 3D printing and
its development in medical science. The fourth section of the context discusses the
transition of 3D printing into 4D printing and its necessity.

2 The Role of 3D Printing in Bio-Medical Application

As the years are passing, numbers of new technologies are continuously coming into
the market. The same scenario is also showing rapid improvement in 3D printing
technology. The computer-aided design (CAD) systems and its integration with well-
developed 3D scanners, highly improved imaging techniques, and fast printing capa-
bility has brought this technology to a new height. Many companies, startups are now
taking an interest and working for more reliable 3D printers. A very small build layer
up to 16-micron thickness is now achievable by using industrial 3D printers [3].With
an improvement in 3D printers, many companies are also now developing newmate-
rials for 3D printing materials. Many companies, like Stratasys Ltd., The Hewlett
Packard Company (HP), EOS GmbH, 3D Systems Inc., Proto labs Inc., are now
continuously focusing on the development of affordable and reliable 3D printers and
also contributing to developing materials for 3D printing applications (Table 1).

3D models required for printing can be prepared by a CAD system or with
well-developed scanners. But for medical science applications, X-rays or computed
tomography can also be used for model generation. Advancements in 3D printing
technology not only depend upon the improvement of printers but also on scan-
ners and 3D software [5]. Materials like polymers (both synthetic and natural),
ceramics, and metals are more common in medical applications. Each of these mate-
rials can be used for specific applications because of their specific characteristics.
3D printing technology can effectively start the customization of goods on large
scale. The economy of scale is another important feature of 3D printing. When
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Table 1 3D printing methods (Features, Limitations, and Applications)

Method Features Limitations Applications References

Stereolithography High level of
details, Smooth
surface finish and
tight tolerances,
cheap method

High initial cost
and liquid resins
are expensive,
Objects are brittle
and prone to
cracking, support
structure limits the
degree of freedom

Patient-specific
surgical guides
and prostheses,
Tissue
engineering,
Molds and casting
patterns, Rapid
tooling, etc.

[14]

Selective laser
sintering

High strength and
stiffness, Good
chemical
resistance,
Availability of a
range of materials
with different
properties, Does
not require a
support structure

The properties of
the fabricated parts
depend upon the
material properties
and process factors,
Prone to shrinkage
and warping,
Expensive

Foundry patterns,
Aerospace parts,
Medical and
healthcare, Jigs
and fixtures, etc.

[6]

Fused deposition
modeling

A cost-effective
and fast method,
Clean process

Rough surface
finish and low
strength,
Thermo-sensitive
medicines are not
suitable, physical
instability and
degradation issues
with printed
medicine because
of high temperature

Functional testing,
Concept models,
Tooling jigs and
fixtures, Drug
delivery and 3D
printed medical
devices

[10, 13]

PolyJet printing Multiple materials
can be printed
hence flexible and
multi-colored
objects are
possible,
controlled
accuracy, and good
surface finish

Poor mechanical
properties and very
expensive method

Organ printing,
Prosthetic limbs
and joint
replacement,
Dentistry,
Automobile,
Architecture, and
Industrial
applications

[7]

Digital light
processing

Fast speed, High
resolution, Mild
condition, Medical
models have a fine
shape, No support
structure, Complex
Personalized
production

Structures are more
sensitive, The
material choice is
limited, materials
are required to be
combined with
photosensitive
materials

Medical models,
Medical implants,
Tissue
engineering,
Organ printing
like heart, lungs,
liver, etc.

[22]

(continued)
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Table 1 (continued)

Method Features Limitations Applications References

Electron beam
melting

Processing of
brittle material is
possible, Low risk
of deformation and
Good mechanical
properties,
Significant weight
reduction

Slow process and
Expensive, High
bed temperature
and overnight
cooling time
required,
Optimizing process
parameters are
difficult

The aerospace
industry for
lightweight
components and
Medical
prosthesis

[8]

compared to 3D printing in the case of traditional manufactured large-scale produc-
tion is still cheaper but when considering smaller quantities production, 3D printing
is becoming cost-effective [18]. These developments are now attracting many indus-
tries to use additive manufacturing in their processes. As the numbers of developed
and qualitative 3D printing materials are coming into the market, this technology is
now successful in attracting the attention of medical and dental experts. Also, the
very high accuracy of these 3D printers makes them suitable to use in complicated
medical situations. Every year new researches are coming up with extensive use
of 3D printing in the bio-medical field. From the last ten years, additive manufac-
turing technology has offered many applications which are now greatly contributing
to medical and dental implants. These applications may include the preparation of
patient-specific surgical tools, providing the surgeon a physical 3D model, modeling
of customized prosthetics, validating the results achieved by a more accurate esti-
mation of the patient’s bone condition, etc. With the improvement in 3D printing
materials, the 3D printers now also allow modeling of implantable tissues, synthetic
skin for patients suffering burn injuries, replicating for heart valves, and replicating
of human ears, etc. Nowadays it has become quicker to produce prototypes of new
concepts (rapid prototyping) and making changes in them as per application through
the use of 3D printing. 3D printed anatomic model can help doctors to know the
actual condition and to understand the patient. Similarly, 3D printed models can give
a better understanding while investigating the crime scenes and to demonstrate them
in the courtrooms [1]. This significant change gives more accurate and precise results
for treatments. The next section of the paper discusses the various medical science
fields which are now extensively using additive manufacturing in their treatments.

3 Application of 3D Printing in Medical Science

The application of 3D printing in this field is not new but it is constantly growingwith
great speed. Improvements in 3D printers, a well-developed range of materials are
the reasons behind the increased demand for 3D printing in medicine. This section of
the context discusses the various fields inmedicine that are extensively using additive
manufacturing.
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3.1 3D Printing in Surgical Guides

The technology of additive manufacturing is now improving at a good pace and the
quality of the print andmaterial is also improvingwhich is the reason for the increased
use of technology in medicine. The technology allows the use of 3D printers to visu-
alize 3D drawings to realistic physical objects. The use of additive manufacturing in
the field is not new. 3D printing technology is now extensively used in neurosurgery,
orthopedics, dentistry, spinal surgery, and many other disciplines. Advantages of
technology such as improved visualization and better surgical outcomes are now
giving a push to the use of 3D printed surgical guides, patient-specific implants,
and prosthetics [20]. 3D printing technologies such as Stereolithography (SLA), and
Fused deposition modeling (FDM) are generally used for manufacturing models
and surgical guides whereas, Selective laser sintering (SLS), Selective laser melting
(SLM), and Electron beammelting (EBM) are used for medical implants. Generally,
available CAD programs are best suited for industrial use and are not easy to under-
stand for everyone. As there are many CAD program developers are now focusing
on improvising their interface, in the future CAD programs become more friendly
and boost their use in medicine [19].

The use of 3D printed surgical guides is more common in the medical appli-
cation. These surgical guides are widely used in neurosurgery, spinal surgery, and
dentistry in many other fields. The use of surgical guides is very favorable for new
surgeons and complex procedural surgeries. Implementation of these 3D printed
surgical guides reduces time, and also improves surgical outcomes with model simu-
lation and accurate translation of surgery [20]. In spinal surgery, a surgical guide
improves the outcome and this outcome will be less dependent on the experience
of surgeons. Similarly, in maxillofacial surgery, the creation of surgical guides is
common for the reconstruction of jaws and skulls, etc. The final surgical outcome
depends upon the accuracy of surgical guides and their accurate placement. And the
accuracy of these surgical guides depends on the 3D printer used, printing material,
and the time between the scan [20]. In the future, there is a need for 3D printing to
increase resolution, speed, and compatibility with relevant materials. 3D printing in
medicine is not very cost-effective, but in complex cases, it justifies the additional
cost. The overall cost of printing depends upon the printing facilities. The use of the
cheap printer and cheap material will result in the creation of low-quality models
and surgical guides, but for medicine application, the use of qualitative material and
printer must be the priority [20].

3.2 3D Printing in Orthopedics

The healthcare field is now very rapidly adopting 3D printing technology. Addi-
tive manufacturing is quite a mature technology and is now well known in the
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field of medicine. The potential of orthopedics in personalized treatment is continu-
ously rising. Hence, personalized or patient-specific modeling is now gaining huge
attention. In medical applications, from planning to training, education, and implant
design, the scope of 3D printing is continuously growing [21]. Every junior surgeon
should take the advantage of this technology for a better understanding of the patient’s
situation. Governments need to make more efforts on the policies and regulations for
manufacturing the 3D printing-based customized implants. Many developed nations
like the United States and European nations have already started to provide licenses
for orthopedic and dental implants. For surgical operations, developed imaging tech-
nologies can reconstruct the bones, and then prototypes creation becomes easy using
this layeredmanufacturing technique.With proper visualization, analyzing the infor-
mation, planning, and diagnosis becomes more efficient. These medical imaging
technologies are the reason for the success of 3D printing technology in medical
science applications [21].

The physical models and created CAD files could be stored to form a database
so that whenever necessary it can be again be reprinted. Recent advances in 3D
printing technology, the drop in forming equipment prices, shorter operative time, and
improved accuracy have got the attention of medical practitioners. The customized
implants and developedmetallic implants are some of themost valuable contributions
in the field of orthopedics. Many times standard size implants cannot be fitted for the
specific patient, in such a situation custom implants can be a perfect solution for the
unique anatomy of the patient. Titanium, cobalt alloys, and stainless steel are some
common metals available for printing in medicine. Many ongoing pieces of research
are quite successful in overcoming the weakness of 3D printing materials and hence
broaden the application of 3D printing in orthopedics [2]. Biodegradable material is
another important topic of research because 3D printed bones should have properties
similar to bone. Polyether ether ketone is such a material that can be effectively used
as a biomaterial for implantable medical devices (Wong 2016).

3.3 3D Printing in Dentistry

Dentistry is another important medical field which is extensively working with addi-
tive manufacturing. In dentistry, technology can be widely used to produce drill
guides. personalized dental implants, copings, dental restorations, and frameworks
for implants. 3D printing makes comparatively easy to replicate required geome-
tries without the use of molds and tooling, which are expensive and not feasible with
conventional manufacturing [9]. Scanning or imaging technologies such as CT,MRI,
and intraoral scanning in combination with the use of CAD programs are gaining
more importance in dentistry. To create a physical model of the human jaw, the use
of an intraoral scanner is moreover common. Nowadays, CAD software is not only
common in industries and manufacturing environment but also common in dental
laboratories. The subtractive operations and milling were more common in dentistry,
but now 3Dprinting provides the facilities of reconstruction or restorationwith a high
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Table 2 3D printing application in medicine

Application 3D printing method Material used References

Surgical guides and
dentistry

Stereolithography (SLA)
and Fused deposition
modeling (FDM), etc.

Acrylonitrile butadiene
styrene (ABS), Titanium,
Stainless Steel, etc.

[19, 20]

Customized implants
and prostheses

Electron beam melting
(EBM), Stereolithography,
etc.

Carbon fiber reinforced
(CFR) filament, Flexible
filaments like
thermoplastic
polyurethane (TPU),
conductive filaments,
Cobalt chrome, etc.

[2, 21]

Tissue engineering and
organ printing

Digital light processing
(DLP), Polyjet and Inkjet
printing, etc.

Stem cells or cells
cultivated from tissue
samples, etc.

[9, 17]

Drug delivery Fused deposition
modeling (FDM),
Selective laser sintering,
etc.

Silicone, Acrylonitrile
butadiene styrene (ABS),
Polylactic acid (PLA), etc.

[12, 15]

level of complexity and precision. The range of materials available for 3D printing
is long. Still, many new kinds of 3D printing materials are under the development
stage which can make good improvements in properties [4].

The faulty or less accurate 3D printer and improper material can cause serious
health issues to the patient, hence choosing a précised 3D printer is necessary, and
the most appropriate printing materials must be considered. 3D printing has great
potential to make possible new and complicated treatments successful [4]. CAD
software still requires well-trained operators but they are now becoming more user-
friendly and smarter. These improvements are now giving a boost to the use of digital
technologies in dentistry. Hence, 3D imaging and printing are making a positive
impact on all aspects of dentistry. As 3D printers are becoming cheaper day by
day, their use is also growing. But while using these printers, other aspects such as
running cost,material cost,maintenance, and need for skilled operators should also be
considered with keeping in mind, the strict health and safety protocols [4] (Table 2).

3.4 3D Printing in Neurology

Recent development has shown many applications for AM in the field of neurology,
which include cerebrovascular, spinal, and endoscopic neurosurgery, brain tumors,
neuro-oncology treatments, etc. For surgical planning, tissue-engineered implants,
simulation, and training, 3D printing technology is evolving as a more accurate
and practical solution. Expanding such implementation can contribute to advancing
neurosurgical operations.Almost every surgical procedure in neurosurgeries involves
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intricate and minute operations that cannot be observed easily. 3D printing can help
in such a situation and can help to visualize the 3D structures for treatments. Rapid
prototyping could provide a solution to the issue related to the two-dimensional
images from X-ray, computed tomography, and MRI [17]. 3D representations of 2D
images can give a better understanding of the problems associated with surgeries.

The translation of MRI, CT data into models can show the association between
the tissue, tumors, vasculature, skull, and neuropathology tissue with 3D printing
technology. Application of 3D printing in neurology also includes the creation of
anatomicalmodels, the design of neurosurgical devices, and the creation of biological
tissue implants. 3D printed head models are very helpful for novel treatments of
brain tumors. In cerebrovascular surgeries, 3D printing can be effectively used for
surgical and simulation-based training methods [17]. Similarly, 3D printing can also
address a procedural skill for spinal surgery in the form of simulation. The field is
now exploring the technology for intervertebral disk degeneration treatment with
tissue-engineered solutions. Another important area of application is pituitary tumor
removal by transnasal sphenoid endoscopy with the integration of 3D printing in
simulation developments [17].

3.5 3D Printing in Drug Delivery

The major advantage of 3D printing is its ability to fabricate the models and proto-
types quickly and with the best level of accuracy. These abilities can now be applied
to clinical medicines to produce individualized models, implants, and personalized
medicine. Also, 3D printing can precisely control the droplet size, with complex
drug release profiles, and can give high reproducibility. With the precisely controlled
distribution of dosage waste reduction can also be controlled [15]. One of the impor-
tant goals which are achievable with the application of 3D printing is getting intended
results and reduction in the risk and adverse effects through personalized medicines.
Fused deposition modeling (FDM), 3D inkjet printing, and powder-based inkjet
printing aremore common in pharmaceutical applications. The advantage of powder-
based inkjet printing is that it can use different materials, powder, or substrates for
3D printing. Different cellulose, coated or uncoated paper, microporous bioceramics,
and potato starch films, etc., are some of the more commonly used substrates [12].
Many pharmaceutical companies are currently using 3D printing to produce micro-
capsules, antibiotic printed micropatterns, and layered drug delivery devices, etc.
Also, the creation of many novel drug-release profiles for drug delivery devices is
possible with 3D printing technology [12].

The oral medications which come as solid tablets, capsules, etc., are generally
prepared by a combination of the processes such as mixing, milling, granulation of
powder ingredients, and then forming into an oral tablet through compression or
molds. Every step included in this process can cause degradation of drug or form
change and sometimes it may also lead to complete batch failure. These all issues
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associatedwith traditionalmanufacturing can be easily overcomewith the implemen-
tation of 3D printing [12]. In the future, it may be possible that the pharmacist will
look after the patient’s characteristics like age, gender, and patient’s health condition
to create personalized medicine doses with the help of available databases and 3D
printing technology.

4 The Transition of 3D Printing into 4D Printing

Many researchers are currently working on the development of newmaterials. These
new materials have excellent physical and mechanical properties. Biomaterial in
medical applications still requires new developments. The need for new material
properties in 3D printing is the reason for the development of the concept of 4D
printing. The concept of 4D printing just added one extra dimension of time in
3D printing. This fourth dimension is only possible because of the entry of smart
materials in additive manufacturing. The smart materials are the cornerstone for 4D
printing. The printed objects with smart materials can change their shape and proper-
ties over time [11]. Smart materials provide more flexible, deformable, and expand-
able characteristics in printing materials [16]. These smart materials are capable to
sense the changes in the environment and can give a corresponding response. 3D
printing methods such as SLA, SLS, inkjet printing, and FDM are more common in
the use of smart materials for printing. The performance of 4D printing depends upon
the smart material’s combination such as shape memory alloys, smart Nanocompos-
ites, and polymers [16]. Shapememorymaterials can deformwith external stimuli by
directly converting and mechanical work known as the shape memory effect. Piezo-
electric polymers with unique characteristics are very suitable for biocompatible and
mechanical flexibility applications [11]. The abilities of these smart materials can be
very advantageous for various industrial applications. 4D printing is now evolving
with the introduction of many smart materials. The important reason behind the
evolution of 4D printing is the creation of objects with self-shape change character-
istics. Then these printed models can be very helpful in many industrial and medical
applications. In the future, many researchers will come with more advanced smart
materials having brilliant physical and mechanical properties. 4D printing in the
future will be one of the important technologies which will help additive manufac-
turing to grow its market shares in every domain of engineering and the field of
medicine.

5 Conclusion

The paper represents a systematic review of additive manufacturing and its medical
application. 3D printing technology is rapidly growing and continuously improving.
The field of medicine is now widely exploring the advantages and applications of 3D
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printing. The main application of 3D printing in medicine includes the creation of
complex geometries, customized implants, surgical devices, précised drug delivery,
tissue engineering, organ printing, training of new surgeons, proper visualization
and surgical planning, etc. These applications give advantages of better surgical
outcomes, low equipment prices, and short operative time. Many new materials are
now coming which are compatible with medical applications and hence technology
is quite successful in grabbing the attention of medical practitioners. Still, there
is a need for an improvement like increased resolution, increased speed, machine
cost, compatibility with relevant materials, quality of prints and post-processing, etc.
Increased use of 3D printing allows new surgeons to grab the opportunity for self-
training, the best surgical outcomes, and to explore the new areas of medicine for 3D
printing applications. Also, for researchers, it provides an opportunity to develop and
improve the process to make it simple and more reliable for medical practitioners.
4D printing is such an opportunity that can make many desirable changes in this
development. Additive Manufacturing has a good scope in medicine and its great
potential will gain a huge market share in the future. Therefore, this article reviews
the developments of 3D printing and explores its promising applications inmedicine,
its improvement areas, and opportunities for medical practitioners and researchers.
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Microsurfacing Machines: A Review

Kratika Ravekar and Santosh B. Jaju

1 Introduction

Microsurfacing is usually blended, and applied utilizing, a deliberately assembled
truck, by and large alluded to as a “slurry truck.“ This machine is fit for steady or
constant blending and use of microsurfacing because of its enormous stockpiling
compartments and ability to append to total conveyance trucks and big haulers
containing microsurfacing emulsion. This constant activity gives the advantage of
having scarcely any creases in the street which happen when activity stops [1].

Microsurfacing is applied so as to help save and ensure the hidden asphalt structure
and give another driving surface. Streets picked for microsurfacing application have
low to direct misery and limited split width. Microsurfacing is normally applied
on an irregular, venture explicit premise. Area, climate, traffic stacking, and asphalt
conditions are factors used to decidewhether amicrosurfacing application is suitable.
Streets chose for microsurfacing treatment are regularly those which have slight to
direct misery, no rutting, and for the most part restricted split widths, and in which
a microsurfacing treatment would help broaden the asphalt life until remerging gets
essential. Streets picked for repeating microsurfacing applications would ordinarily
be dealt with each 5–7 years.

Slurry trucks and nonstop machines contain different compartments which hold
the total (fine-squashed stone),water, polymer adjusted emulsion, and different added
substances, which are blended in the on-board blender. The microsurfacing blend
streams out of the back and onto the asphalt inside the limits of a back mounted box
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alluded to as a “miniature box.“ This container contains a drill which goes to consis-
tently appropriate the blend over the width. Laborers with squeegees follow behind
and help with spreading the blend, revising territories not appropriately secured, and
keeping the blend off of solid upgrades, for example, drains [2].

2 Manufacturers of Microsurfacing Machine

2.1 Bergkamp Incorporated

Bergkamp Incorporated has been a specialist in asphalt upkeep gear for over 40 years,
and works with clients all through the globe. The organization’s prosperity keeps on
developing through hands-on information on the business and its items, and the
organization’s commitment to client care.

The company is themainmaker in the business to deliver a full-size constant slurry
seal and miniature surfacing paver. Bergkamp Bituminous Solutions is hotspot for a
full scope of black-top emulsion factories and plants. Situated in the USA and has
experience of more than 40 years [3].

2.2 Metong

The compost seal/microcoating machine from the METONG brand was recently
developed in 2006 by the METONG Company. Unlike the comparative model in
domestic advertising, the METONG LMT5310TXF becomes increasingly practical,
reliable and robust performance, maintenance and common sense through the use
of imported high-caliber and domestic sectors with high cost. Smaller surfaces are
good answer for roads that are in the early stage of decay. A mixture of aggregate
asphalt, water and fibre is applied to the existing asphalt in a top coat. Small-scale
coating offers several advantages: incremental slip resistance, shade contrast, surface
restoration and management life for fast, heavy roads. METONG’s richness is based
on quality, imaginative design and first-class customer care [4].

3 Microsurfacing Machine of Various Company

3.1 Bergkamp M Series

M Series of slurry seal and miniature surfacing hardware has gained notoriety
for conveying top notch black-top asphalt remerging of thruways, streets, parking
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garages and other asphalt surfaces. Bergkamp has produced intense, solid and excel-
lent asphalt upkeep gear that joins themost recent in innovationwith the effectiveness
that contractual workers need to convey incredible outcomes at a sensible expense.

Working intimatelywith clients, Bergkamp has put resources into innovativework
to constantly improve the quality and dependability of its items while minimizing
expenses to give prevalent worth.

The organization 100% of endeavours into assembling quality gear and working
with their clients. Each bit of gear is sponsored by experienced specialized help,
broad parts supplies and start-up administrations—including alignment and upkeep
preparing, exhaustive parts and administrator manuals, and continuous security and
administrator preparing. The company adopt an alternate strategy to help kick off
the business. They ordinarily go to the places of work and train the entire group [3].

3.1.1 Continuous Pavers—Series M1

The M1 and M1E are the main full-size ceaseless pavers made on the planet. These
self-impelled slurry seal and miniature surfacing pavers advance productivity and
diminish the quantity of development links, making a plane driving surface. They
get a consistent gracefully of material from committed portable help units while
moving—making it ideal for all positions, incorporating those with severe quality
necessities (Fig. 1).

Upgrade quality by diminishing development joints and expanding tons-per-hour
cleared with oneself impelled, the company’s Series M1 (incorporates the M1 and

Fig. 1 M1 series continuous paver [5]
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M1E) constant slurry seal and miniature surfacing pavers. With the assistance of
Mobile Support Units—which bring water and black-top emulsion to the paver—the
Series M1 pavers ceaselessly manufacture and spot the black-top blend to expand
clearing rates and asphalt quality.

The Series M1 is explicitly intended for simplicity of support; all key segments
are effectively open, water, the black-top emulsion and added substance tanks can
undoubtedly be taken out. The front powerfully flexible pivot raises and brings down
each unit for simplicity of stacking, better mobility and more noteworthy admittance
to upkeep focuses.

The M1E has taken the demonstrated abilities of the M1 and outfitted it with its
inventive Electronic Mix Control and Diagnostic System. All significant segment
grips, chains and sprockets on the standard M1 have been supplanted with direct-
drive hydrodynamics to work with Electronic Mix Control and Diagnostic System,
decreasing the quantity ofwear parts furthermore, support focuses on themachine [5].

3.1.2 Truck and Trailer-Mounted Pavers—Series M2

The SeriesM2 offers exceptional highlights not found on other slurry seal andminia-
ture surfacing pavers.Accessible in truck- and trailer-mounted variants, these demon-
strated units are most appropriate for state streets and private and gatherer roads. The
most mainstream model, the M210 is the most effortless pavers in the business to
utilize and keep up—furnishing fulfilled clients with overall effective street upkeep
for quite a long time (Fig. 2).

The Series M2 comprises of various models to fit the necessities of all slurry
seal and miniature surfacing clearing clients. The company has a machine like: the
M206 that has a shorter wheelbase and gives greater mobility, to the biggest model,
the M216 that has an enormous material limit and is ideal for expressway and huge
preventive upkeep occupations. It is simple to acknowledge how simple the hardware
is to run and keep up, and anticipate its long stretches of dependability (Figs. 3 and 4).

The M2 Series have everything of the highlight’s clients require to effectively
finish preventive support occupations. These incorporate a distant side shift control
that lets the spreader box administrator control the case from the beginning, a pure
steel added substance tank. All tanks are dashed in instead of welded, including
additional toughness and simple support. The black-top emulsion and water tanks
are independent parts, wiping out rust-through and cross-tainting of items.

The bigger M2 Series permit clients to include additional label axles as well
as pusher axles to all the more likely oversee lawful burden prerequisites and the
Federal Bridge law. The 55-degree edge container dividers limit connecting, and the
container’s polyethylene lining diminishes grinding. This takes out the requirement
for a vibrator, which diminishes issues with free jolts and harm to welds and parts
[6] (Table 1).
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Fig. 2 M212 truck mounted paver [6]

Fig. 3 M206 truck mounted paver
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Fig. 4 M216 truck mounted paver [6]

Table 1 Capacities of series
M2

Aggregate Asphalt emulsion Water

M206 4.5 m3 1,011 L 1,011 L

M210 8.0 m3 2,271 L 2,271 L

M212 9.2 m3 2,616 L 2,616 L

M216 12.2 m3 5,678 L 3,785 L

3.1.3 Truck Mounted Paver M310

TheM310, the most exceptional paver, incorporates an electronic control framework
that disentangles alignment and permits you to screen and alter creation without
any problem. Built-in diagnostics reduce troubleshooting time, while an end-of-day
material usage printout helps to manage the business better. Likewise, accessible in
M310E, no-side-motor choice [7] (Fig. 5).

3.2 METONG

Metong’s achievement of this creation has originated from high qualified and experi-
enced human asset, imaginative present-day building innovations and which cutting-
edge PC helped fabricating offices. Microsurfacing has the advantages of expanding
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Fig. 5 M310 truck mounted paver [7]

elusive obstruction, high shading contrast and off kilter the smooth surface rebuilding
wraps up. Microsurfacing can be utilized structure minor feeder streets to rapid
substantial traffic interstates [8].

3.2.1 LMT5310TXF Microsurfacing Paver

Microsurfacing paver LMT5310TXF is a Metong brand item recently created by
METONG partnership in 2009. In contrast to existing comparative items locally,
METONG LMT5310TXF is more productive, dependable and has a long life
expectancy. The item has high calibre in its tendency as it was made with trend
setting innovation and made with high sturdy materials which are imported just as
nearby materials.

Microsurfacing is an imaginative answer for fixed streets that are in their begin-
ning phases of crumbling. The blend of aggregate, water, asphalt and added substance
are applied in a smooth layer over decayed streets. Slurry seal/Microsurfacing
paver effectively fuses building configuration blend, particular necessities and better
answer for different field issues [9] (Fig. 6).
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Fig. 6 Microsurfacing machine LMT5310TXF [9]

3.2.2 LMT5256TXF Slurry Seal/Microsurfacing Paver Equipment

1. The back significant distance speed control gadget introduced in the slurry seal
gear causes the development to go smooth and simple.

2. The emulsified black-top tank and water tank are made of the consumption safe
composite materials to draw out their administration life.

3. It is controlled by the water-driven drive framework. The different system
controlled autonomously so that there is no fiery aggravation to ensure the
steady operation of this system.

4. The twofold shaft ground-breaking instigator tank doesn’t permit any dead
corners and would clean the dead corners to ensure the blend evenly spread
[10] (Fig. 7).

3.2.3 LMT5255TXF Slurry Seal/Microsurfacing Paver Equipment

LMT5255TXF Microsurfacing gear, as the unique hardware for asphalt pavement
development, is created by the organization and can be generally utilized in the quick
simultaneous splashing work of thruways. The black-top and total can be splashed
together or individually. It has some certain highlights including coat sparing, surface
wear obstruction, hostile to sliding, water evidence and brisk resumption of ordinary
traffic after development. It is appropriate enemy the development of the roadways
in various levels (Fig. 8).
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Fig. 7 Microsurfacing machine LMT5256TXF [10]

Fig. 8 Microsurfacing machine LMT5255TXF
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Table 2 Features of various models

Models Features

Series M1 • Dual-driver stations and itemized tool boards give the potential to drive from
either side to make sue straight clearing lines

• The slide out element encourages simple cleaning on the grounds that the
base bowl remains in the paver and the abundance material drops out of the
base. Power through pressure effectively disengages for well-being

• Hopper–Steep dividers limit crossing over issues, and sensor behind the
container consequently closes down the unit in the event when it runs out of
aggregate

Series M2 • The gigantic 3-inch gear siphon controls and passes on the dark top emulsion
into the pugmill—it mixes with aggregates. The jacketed gear-type emulsion
siphon turns on and off with the mix start change to ensure the emulsion isn’t
over siphoned and darts to the complete belt to ensure reliable proportioning

• Conveniently amassed for basic access and methodology on the full-width
stage, the circumstance of the controls allows the executive to adequately
watch the spreader box and material being set

M310 • EMCAD System gives precise data on the M310’s presentation and
incorporates: Current and Average Material Ratios, Absolute Materials Used,
Material Rates

• Slide-out pugmill improves access and makes clean-up and upkeep simpler,
Inline black-top emulsion sifter framework eliminates debasements and helps
produce a greater item

LMT5310TXF • It is applied to upgrade the street anti-slipper execution, waterproofness,
surface perfection and driving solace. Slurry seal/microsurfacing paver
hardware is generally utilized in development workmanship in like manner
slurry seal, changed slurry seal and miniature surfaces

LMT5255TXF • The asphalt and total can be showered together or individually. It has some
certain highlights including cost sparing, surface wear opposition, against
slipping, water evidence and fast resumption of ordinary traffic after
development. It is reasonable for the development of the parkways in various
levels

LMT5256TXF • It is powered by the hydraulic drive system. The different framework is
controlled freely so that there is no vivacious unsettling influence to ensure
the steady activity of this framework

4 Key Features Available in Various Models

See (Table 2).

5 Conclusions

In this paper, different types of Microsurfacing Machines has been reviewed like
M1 Series Continuous Paver, M212 Truck-Mounted Paver, M206 Truck-Mounted
Paver, M216 Truck-Mounted Paver, M310 Truck-Mounted Paver, Microsurfacing
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Machine LMT5310TXF, Microsurfacing Machine LMT5256TXF and Microsur-
facingMachine LMT5255TXF. The manufacturers of these machines areMETONG
and Bergkamp Inc. and also there are number of manufacturers which manufacture
different microsurfacing machines depending on the various requirement. But in
this paper, we took only two manufacturers and their manufactured machines under
consideration for review purpose.

Acknowledgements Authors are thankful to G. H. Raisoni College of Engineering Nagpur for
giving necessary permission and useful technical support to carry out this work.
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Shape Memory Alloy as a Smart
Material: A Review

Shrutika Dahake, Nilesh Awate, Rupesh Shelke, and Abhay Khalatkar

1 Introduction

Smart material are also called as intelligent materials or advanced materials. For
only one specific purpose, it cannot be defined but having a special property to
regain their original shape after deformation, and such type of material called as
shape memory alloys material [1]. There are two types of smart materials passive
and active [2] .passivematerial having capacity to transfer a energy from onemedium
to another medium such as optical fibre are capable to carry electromagnetic waves.
There are also two types of active materials. First active metal type cannot modify
their shape and size when external energy act on it such as photo chromatic glass;
when it take in sunlight, colour only modifies. Second active metal type passes
energy (mechanical, chemical, thermal, optical and electrical) from one medium
to another such as piezoelectric material. Shape memory alloy (SMA) has some
native properties, especially regains its original form by increasing or decreasing
temperature. In 1938, Mooradian and Greninger observe the shape memory effect
for (Cu–Sn). In 1961, Buehler and Wiley invented a Nickel–-Titanium alloy called
NiTi-NOL [3]. In Nitinol, Ni contains 55 wt% and the rest is Ti [4].

The demand for SMAs has been climb sharply in various fields, such as in biomed-
ical [5], robotics and micro-electromechanical systems(MEMS) [6], aerospace [7],
Automotive, structure and composite, industrial applications, consumer product and
in fashion also. Based on copper and iron, SMAs like Cu–Al–Ni and Cu–Zn–Al are
low cast and commercially available because of their poor thermo-mechanic perfor-
mance [8], instability, impracticability(e.g. brittleness) [9], NiTi-based SMA shaving
more applications.
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2 Properties and Principles

SMA works on the principle of shape memory effect (SME). In SME, previously
deformed alloy can be made to recover its original shape simply by heating. When
the alloy is stressed and it returns to the original shapewithout heating then it is called
Super Elasticity (SE). Material is in the austenite phase at high temperature and in
the martensite phase at low temperature. When a material is cooled, it changes phase
from austenite to martensite, but this martensite is in the form of twinned martensite.
When a material is loaded, the material gets deformed and its form changes from
twinned martensite to de-twinned martensite. The maximum deformation is limited
to 8%.When heat is applied, SMA recovers its original form.Martensite is converted
back to austenite by heating. The phase transformation from parent phase may be
actuate by a stress increase or temperature decrease. In four transition temperatures,
SMAs are characterized, i.e.Mf,Ms,As andAf.A refers toAustenitic andM refers to
the Martensitic state phase. s and f are reference to the start and finish temperatures
of the transformation process, respectively. When temperature is below the final
Martensite, then Martensite is stable, when temperature more than final Austenite,
then Austenite is stable, when temperature is between starting phase of martensite
and austensite. When SMA is heated again and it reaches above (As), it begins to
regain the original shape. The name austenite and martensite were originally used
to refer to phase changes in steels; like an ordinary metallic material, the SMA is
permanently deformed when it reaches martensite finish phase [10] . This shape
change effect is called SME and pseudo-elasticity, and it can be divided into three
SMEs (Fig. 1).

2.1 One-Way Shape Memory Effect (OWSME)

During heating the shape changes, this transformation is called the one-way shape
memory effect.OWSMEdeliversmore economical solution.Diverse trainingmethod
[12], such as spontaneous and load-assisted induction, was proposed.

2.2 Two-Way Shape Memory Effect (TWSME)

SMA’s the ability to recover a native shape when heated and then return to an alter-
native shape when cooled down, Its transformation temperature is called two-way
shape memory. Mild heating in two-way systems destroys SME. Two-way SMAs
are more dynamic than SMAs used in one-way systems.
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Fig. 1 SMA phases and crystal structures [11]

2.3 Super Thermo-Elastic Effect

The basic behaviour is same as in the case of TWSME: some of the mechanical and
physical properties belong between thermal conductivity, Young’s modulus, thermal
expansion and electrical resistivity [13]

3 Applications

The SMAs can be categorized into four types as per their basic function.

3.1 Automotive Applications

SMA actuators are an excellent replacement for the electromagnetic actuators in
automotive applications [14]. SMAwires decrease the weight, cost and scale of auto-
motive components. Most of the linear actuators (e.g. climate flaps movement, rear-
view mirror folding, latch/loch control) and as active thermal actuators (e.g. Engine
lubrication, engine temperature control )are occasionally functioning in vehicle[15].
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Fig. 2 Applications in car

SMA application in automotive tumble flaps is the replacement of pneumatic effec-
tors and electromagnetic conventional effectors, a side mirror actuators [16] of an
object angle and distance with an FSMA actuator [17] (Fig. 2).

3.2 Aerospace Applications

In 1960s, Raychem developed Cryofit connectors for F-14 airplane hydraulic circuit.
It is the first industrial SMA applications in aeronautics [3], because of unique prop-
erties of SMA having huge application in aerospace such as actuators (15), sealer,
release or deploymentmechanism, vibration dumper,manipulators and the pathfinder
applications and structural connectors [3].

In space craft, SMAs used as low shock release mechanism. Best example is
Cryofit. CryoFit in which coupling is made from SMA material. The inner diameter
of coupling is kept smaller than the outer diameter of the tubes to be joined at room
temperature. At this temperature, it is in the austenite phase. When the coupling is
placed in liquid nitrogen, it changes its phase from austenite to martensite. Then
its inner diameter is expanded so that it becomes more than the outer diameter of
the tubes using tapered steel mandrel. After that, two tubes are joined and when the
heat is applied, it shrinks down with high radial force. The coupling has radial teeth
formed circumferentially on the inner surface. The teeth enhance the tensile strength
of the joint and the seal between the coupling and the tubes,
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Fig. 3 Dragfly [21]

Applications of Cryofit are such as tubes used in aircraft, hydraulic lines and fuel
lines. When these tubes are broken, they often have to be repaired by people working
in confined conditions. In this situation, it is very difficult to use welding and brazing
because these processes require bulky equipment. Hence, CryoFit coupling is used,
because it releases slowly with minimum vibration. QWKNUT [3] and Frangibolt
[18] are some examples of small device which shape memory alloys material.

3.3 Robotic Applications

From 1980, SMAs play important role in various applications commercial robotic
system, especially in artificial muscles [19]. There are some important technical
issues and need to be solved again, e.g. low electrical resistance, small strain output,
very low efficiency and control issues. Hence, some issues were solved by control
technique and feedback sensors. The Chee Siong et al. introduced a latest SMA
actuator design for prosthetic hand [20]. SMA actuators used for movement of the
robotic finger are an alternative to conventional pull push and biased spring types.
The two actuators having main function are guide and heat sink.

Various flying robots developed with Shape memory alloys, like Bat Robot and
BATMAV. Recently Festo Group developed a 44 cm dragonflywith 63 cmwingspan.
These robot ‘dragonfly’ also called as ‘Bionic Opter’ [21] (Fig. 3).

3.4 Biomedical Applications

Hallux valgus, Orthodontic wire, Endoscopic Guidewire, Biliary Stents, Regional
chemotherapy catheter, etc. are some applications in biomedical. In 1975, dental
braces of SMAs were first installed in biomedical [22].And then many more applica-
tions are introduced and utilized into the market. SMAs has exquisite unique prop-
erties which is used in biomedical applications such as bio-compatible, bones and
human tissues, non-magnetic, high corrosion resistance [23]. SMAs medical devices
used in various field such as neurology, interventional radiology. Kim et al. invented
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Table 1 Applications of shape memory alloys

Name of smart
material

Applications Advantages Disadvantages

Shape Memory
Alloys

� Automobile
� Robotics
� Aerospace
� Biomedical
� Clothing and fashion
industries
� 4D

� High strength
� High damping
capacities
� Corrosion resistant
� High fatigue failure
life

� Temperature sensitive
� Complicated design
and high weight
� High cycle fatigue

a micro-muscle fibre from SMAs coiled springs, using many of SMAs properties
(flexibility, scalability etc.)which provide body deformation and locomotion. stirling
et al.also did similar work [24] to create an soft orthotic for the knee.

In last few decade, various experiment were conducted with SMAs and knows
SMAs will discover more applications in future [25] (Table 1).

4 Conclusion

This review paper discusses the SMA applications, also known as Nitinol, as a smart
material having wide applications in different domains like Automobile, aerody-
namic and biomedical engineering. SMAs designed in the form of wire works on the
principle of the ShapeMemory Effect (SME).When SMAmaterial is loaded, its gets
deformed and, when it is heated, it regains its original parent shape. Here, we studied
SMAs need, advantages, future technology, some unique properties and applica-
tions. Due to its unique applications, it is also called intelligent material, Nitinol.
There is a huge scope for researchers for self-growth by learning and developing
new applications in SMAs.
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Influence of Room Temperature Rolling
Process on Mechanical and Corrosion
Behaviors of Al 6061alloy

Alok Singh Verma and Anuj Jain

1 Introduction

With increasing the complex and demanding applications, modern world requires
stronger and higher corrosion resistantmaterials. There is a need to improve the prop-
erties of an existing material by changing their grain size, dislocation density, etc., by
suitable processing. It has been reported that multipass rolling process is the process
bywhich ultrafine grainmetals and alloys can be obtainedwith improvedmechanical
properties [1–5] as well as corrosion behavior [6, 7]. The processed materials with
the severe deformation like multipass rolling process directly relate to weight saving
in the structural frames and hardware component such as gearing, pedals, shifters,
rims, etc. In SPD, misorientations and formation of high-angle boundaries occur
due to large deformation. The processed material has average grain size of less than
1 μm [8]. After severe deformation, strength of material improved it can be seen by
Hall–Petch equation [9].

σy = σ0 + K√
d

(1)

where σy is the yield strength;
σ0 is a materials constant for the starting stress for dislocation movement;
K is the strengthening coefficient; and.
d is the average grain diameter.
Aluminum and its alloys find its wider application because of its high strength to

weight ratio as compared to the ferrous alloy in weight-sensitive products such as
marine, aircraft, bicycles, boats, and automobiles, etc. It also offers good corrosion
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resistance because of formation of fine passivity film of Al2O3 (Aluminum Oxide)
[10–12]. Al6061 being highly ductile, this may be processed through suitable severe
deformation techniques to improve its properties further. In the present study, attempt
is made to study the change in mechanical and corrosion behaviors of Aluminum
alloy, Al6061, after multiple pass room temperature rolling (RTR).

Lee et al. [13] reported that after eight cycles of accumulated roll bonding tensile
strength becomes 363 MPa which is three times to initial. In general, T6 treatment
tensile strength becomes 310MPa with elongation 17%, where in this study, without
heat-treated strength becomes more but elongation reduces 5%. After ARB process,
specimens show the inhomogeneous distribution in hardness through the thickness,
having peak values near the surfaces, and the center. Kitahara et al. [14] reported that
Ti sheet, which is rolled up to 50% of initial thickness and equivalent strain of 4.8,
shows the enhancement in tensile strength with an increase in strain. Rika et al. [15]
reported that ARB-processed sheet has tensile strength of 783 MPa, ARB processed
and annealed at 500 ºC for 0·5 h flow stress increased rapidly but strength lower than
600 ºC for 0·5 h, 850 ºC for 20 h tensile strength of 408 MPa which is half of the
600 ºC for 0·5 h. Strength decreases and elongation increases with the increasing
annealing temperature. Wei et al. [16] reported that, after deformation of Al–Mn
alloy sheet (annealed at 573 K for 1 h) by ARB methods at room temperature up to
50% reduction, grains are bounded by clear but uneven-shaped boundaries, and the
number of dislocations at the area of boundaries seems large, in dissimilarity, nearly
free inside some smaller grains. Raducanu et al. [17] reported that, after deformation
of Ti–Zr–Ta–Nb alloy by ARB up to 85% reduction, passivation is easier and passive
current density is lower which indicates more stable passive state and polarization
resistance Rp is also higher. It has been found that the severe deformation process
converts coarse grain material into ultrafine grain material. All the materials which
are severely deformed have improved tensile strength and hardness at expense of
ductility. With the help of annealing, process ductility can be improved with a slight
decrement of the strength of the material. In this paper, mechanical behavior like
tensile strength, hardness, and percentage elongation of room temperature rolled
6061-Al alloy have been investigated. Also corrosion behavior of the 6061-Al alloy,
after rolling with different reduction passes, has been investigated.

2 Experimental Detail

Aluminum 6061 Alloy is deformed through the rolling process at room tempera-
ture for 20%, 40%, 60%, and 80% thickness reduction. For all types of thickness,
reduction sample hardness, tensile, and corrosion test are done. Hardness test is done
to investigate the surface property and tensile test is done to evaluate the strength
and percentage elongation of the material. Corrosion test is performed to investigate
the corrosion behavior of the rolled material and compared with bulk material. For
corrosion test, the immersion tests are performed by weight loss method.
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2.1 Mechanical Testing

For the tensile test sample preparation is done according to ASTM code E8.
According to ASTM code E8, prepare 5 sample of dimension (200 × 20 × t) mm,
where t is the thickness of the specimen which is different for different reduction
passes in room temperature rolling. The samples were loaded on a UTM (make:
Tinius Olsen) testing machine.

Elongation of the material measure by stress vs strain curve. If the strength of
the material increases, elongation (ductility) decreases. It can be measured by the
formula given below [18]:

%elongation = change in gauge length

gauge length
× 100 (2)

In the present study, the gauge length is 50 mm as per E8 ASTM format.
Basically, the area under the stress–strain curve gives toughness of the material.

In this thesis, toughness is measured by area under the curve method [18].

energy per vol =
∫ εf

0
σdε (3)

where εf is a strain upon failure, ε is the strain, and σ is stress.
For calculating the hardness, Brinell Hardness (BHN) Testing Machine is used.

BHN is calculated for all the samples as received, 20% RTR, 40% RTR, 60% RTR,
and 80% RTR having dimension 10 × 10 × t mm, where t is the thickness after
different thickness reduction passes of rolling.

BHN = 2P

πD[D − √
D2 − d2] (4)

where P is the applied load, D is the diameter of ball, and d is the diameter of
indentation.

2.2 Corrosion Test

After room temperature rolling with different reduction passes, corrosion testing is
done. For this testing, immersion test is done by weight loss method. In this test,
samples having dimension (10 × 10 × t) mm, where t is the thickness of the sample,
which is different for different rolling passes listed above in Table no.2, are immersed
in 3.5% NaCl solution of pH 7.5 for 96 h. The weight loss measurements are done
in the interval of 12 h. The sample after stipulated hours (12 h) up to 96 h of the
exposure to the corrosionmedium are taken out, gently rubbedwith papers to remove
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the corrosion product, washed with distilled water and acetone, and then air-dried.
The weight of the corroded sample is the determined weight loss which is calculated
to find the corrosion penetration rate (CPR) [19] given by Eq. 5.

CPR = KW

ρAt
(5)

where W is the weight loss after exposure time t, ρ is the density, A is exposure area,
and K is a constant depending on a system of the unit used. The CPR is conveniently
expressed in terms of either mils per year (mpy) or millimeters per year (mm/yr.). In
the first case, K is 534 for measuring the CPR inmpy (where 1mil= 0.001 inch), and
W, s, A, and t are specified in units of milligram, gram per cubic centimeter, square
inches, and hours, respectively. For second case, K is 87.6 for calculating CPR in
mm/yr, and units for other parameters are same as for mils/yr, except that A is given
in square centimeter.

3 Result and Discussion

In this section, mechanical properties like tensile strength, percentage elongation,
toughness, and hardness and corrosion properties are investigated for the speci-
mens having different thickness reduction passes. Specimens with different thick-
ness reductions show different and improved properties. Hardness test is done using
Brinell Hardness Testing Machine. Hardness is measured in terms of hardness
number which is given in unit kg/mm2. There are five types of samples having
different thicknesses due to different rolling reduction passes at room temperature.

Al 6061 shows appreciable increment in the hardness of material due to the room
temperature rolling. As rolling passes increase, the dislocation density of thematerial
increases due to which more and more grain boundaries are formed and surface
resistance for indentation and scratches increases. So, as the rolling passes increase,
hardness increases. But if the thickness of the material decreases below threshold
limit after rolling passes, then hardness of the material decreases. Hardness of Al
6061 alloy specimens having variable thicknesses as received, 20% reduction, 40%
reduction, 60% reduction, and 80% reduction in thickness 34 kg/mm2, 42 kg/mm2,
49 kg/mm2, 58 kg/mm2, and 51 kg/mm2are achieved, respectively, as shown inFig. 1.
This indicates that reduction in thickness during rolling increases the hardness of the
material. This occurs due to the absorption of energy during cold-forming which
increases the residual internal stress of the material. Moreover, there is an increase in
dislocation density and refinement of grain, which generate more grain boundaries
throughout the material that increases the hardness. Rolling is a forming process
which increases the mechanical strength of the material.

As the rolling passes increases, accumulation of strain in the material also
increases. Due to an accumulation of strain, dislocation density increases so the
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Fig. 1 The variation of
hardness values with the
reduction of thickness
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ultimate strength of the material Al 6061 alloy increases as rolling thickness reduc-
tion passes increase. Figure 2 shows the variation of the strength with respect to the
rolling condition. The maximum tensile strength (432 MPa) is achieved after 80%
RTR and 54 minimum (316 MPa) for as-received samples. And according to litera-
ture survey, strength is directly proportional to grain refinement. As strain hardening
increases in the material, grain refinement occur.

After rolling passes, grains are divided into the fine grain and ultrafine grain. In
the experiment, it has been seen that strength for the as-received material is 316MPa,
for 20% RTR is 355 MPa, for 40% RTR is 373 MPa for 60% RTR is 404 MPa, and
for 80% RTR it is 432 MPa. That means there is an appreciable increment in the
strength after multiple rolling passes. Due to brittleness, the ductility of the material
and percentage elongation go down as shown in Fig. 3. The strength of the material
increases after multiple RTR passes but ductility decreases, so toughness goes down.
Toughness is reported as the area under the stress–strain curve.

Figure 4 shows that toughness of the material goes down as rolling thickness
reduction passes increase. For as-received material, toughness is 2001MPa, for 20%
RTR, 1668 MPa, for 40% RTR, 1077 MPa, for 60%, 1157 MPa, and for 80% RTR,
1188 MPa obtained. Up to 40% RTR toughness decreases continuously because

Fig. 2 The variation of
tensile strength values with
the reduction of thickness
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Fig. 3 The variation of
elongation (ductility) with
the reduction of thickness
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Fig. 4 The variation of
toughness values with the
reduction of thickness
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ductility decreases. Beyond that (for 60% and 80% RTR), slightly increment in
toughness is achieved due to strain hardening.

For corrosion testing, immersion test by weight loss method is done. In this test,
specimens of size 10 × 10 × t, where t is the thickness of the material after multiple
passes, are immersed in 3.5% NaCl solution of pH 7.5 for 96 h and the weight loss in
the interval of 12 h obtained. Figure 5 (a) shows the comparative study of different
kinds of samples which are used for the immersion test for finding the corrosion
property. The individual color shows the nature of the individual type of sample. Red
bullet shows 60% RTR, black rectangle shows 80% RTR, the blue triangle shows
40% RTR, green rectangle shows as-received, and purple triangle shows 20% RTR
conditioned sample. The figure shows that the CPR values are decreased for every
sample. After 96 h of the experiment, the red graph (60% RTR) shows the maximum
CPR 7.27mpy and blue graph (40%RTR) showsminimumCPR 0.472mpy. It means
the best corrosion property is achieved in 40% RTR material.

Initially, the CPR value for every kind of samples are decreased, but as the time of
exposure increases, CPR value fluctuated as shown in Fig. 5b. After 96 h, it has been
seen that when rolling reduction passes increases up to 40% RTR corrosion property
improved. After that (for 60% and 80% RTR), corrosion property diminished. Grain
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Fig. 5 aThe variation of corrosion ratewith exposure time,bCPRvariationwithmultiple thickness
reduction

refinement may provide more sites to initiate corrosion which enhanced corrosion
rate and consequently decreased corrosion resistance.Because as the reductionpasses
increase, more surfaces are susceptible to corrosion.

4 Conclusion

Based on the experiments performed in this work, it can be concluded that the Al
6061 alloy exhibits a great cold-forming capacity. The hardness and strength of the
samples increased with increasing the rolling reduction passes which are possibly
due to the strain hardening and increased dislocation density after the mechanical
forming process. The experiments for corrosion test are performed in 3.5% NaCl
solution which showed that corrosion resistance increases up to 40% RTR, beyond
that (for 60% and 80%RTR) corrosion resistance decreases. Previous works reported
in the literature [20] point that grain refinement leads to a high density of grain bound-
aries which have higher energy than the bulk of the grain. This enhances electron
diffusion and leads to a more stable passive film and therefore to an enhanced corro-
sion resistance. A contradiction grain refinement may provide more sites to initiate
corrosionwhich enhanced corrosion rate and consequently decreased corrosion resis-
tance. Whether grain refinement is detrimental or not, corrosion resistance could be
related to the material nature and environment [21]. It is clear from present results
that the grain refinement of the rolled Al alloy to some extent was accompanied
by increased susceptibility to corrosion. It is well established that internal stresses,
especially related to high dislocation accumulation generated by room tempera-
ture rolling, may or may not result in the improvement of the corrosion resistance
depending on the material [13]. As per experiment following, results are concluded:
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• As the rolling passes increase, the strength of the material also increases. Initially,
for as-received material, strength is 316MPa. After that, for 20%RTR, 40%RTR,
60% RTR, and 80% RTR, 12.34%, 18.04%, 27.85%, and 36.71% increment in
the strength are achieved, respectively.

• As the rolling passes increase, brittleness of the material also increases because of
the accumulation of dislocation density. So elongation goes down. For as-received
material, the elongation is 24%.After that, for 20%RTR, 40%RTR, 60%RTRand
80% RTR, 6.25%, 25%, 37.5%, and 76.6% decrement in elongation are obtained,
respectively.

• As rolling passes increase, strength increases at the expense of ductility. So tough-
ness is decreased. For as-received material, toughness of 2001 MPa is obtained.
For 20% RTR, 40% RTR, 60% RTR, and 80% RTR, 16%, 46.17%, 42.2%, and
40.6% decrement in toughness is obtained, respectively. This is due to strain
hardening and accumulation of dislocation density.

• The hardness of the as-received material is 34.42 kg/mm2. As rolling passes
increase, the hardness of thematerial also increases. For 20%RTR,40%RTR,60%
RTR, and 80% RTR, 23%, 43.37%, 68.58%, and 49.13% increment in hardness
values are achieved, respectively.

• Corrosion rate in terms of CPR of as-received material after 96 h is 1.395mpy. As
rolling ssspasses increase, (up to 40% RTR) corrosion rate decreases. After that,
(for 60% and 80% RTR) corrosion rate increases. For 20% RTR, 40% RTR, 60%
RTR, and 80% RTR, the CPR values 0.87 mpy, 0.47 mpy, 7.27 mpy, and 6.41
mpy are achieved.

Since rolling strength and hardness improved, this can be usedwhere high strength
equipment requires the missile. As rolling corrosion property also improved in the
jet application, marine application, etc., these rolled material can be used.
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Enhancement of Activated Flux Tungsten
Inert Gas Welding Using SiO2 Flux
for Joining 304L Stainless Steel Sheets

Dattatray Chopade , Prashant Lugade, Nitish Sinha , Avinash Panchal,
and Shivji Kumar

1 Introduction

GasTungstenArcWelding (GTAW), also known asTIGwelding, uses an arc between
a non-consumable tungsten electrode and workpiece to be welded under a shielding
gas. High level of weld quality combined with considerable precision is the charac-
teristic of this process. Hard-to-weld metals such as titanium, aluminum, stainless
steel, and magnesium are commonly welded by this method. Less weld penetration
limits the thickness of the sheets that are joined using TIG.

A lot of research has been conducted on A-TIG process on morphology of the
weld, hardness, δ ferrite content, and angular distortion [1, 2]. MnO2, TiO2, MnO3,
SiO2, and Al2O3 are some of the most commonly used oxide fluxes for A-TIG
welding. It was observed that A-TIG increases joint penetration and weld depth to
width ratio. The reason behind this increased penetration is the Marangoni effect
of thermo-capillary convection [1]. Mixture of the fluxes in proper percentage is
also found to be very effective in A-TIG [2]. An attempt to make oxide flux with
different composition is also carried out. Good spreading ability is observed in flux
powders comprising oxide, sulfide, and fluoride mixed with methanol or ethanol [3].
Instruments, like an optical microscope, are used to measure the weld bead shape
parameters like depth of penetration bead width and reinforcement height [4]. Some
researchers even carried out finite element simulation of the welding process using
software like SYSWELD [5]. A 2D axial symmetric model can also be used to
simulate the flow behavior in the melting pool [6]. Microparticle oxides of oxides
like SiO2 and Al2O3 are also used as fluxes [7]. Use of different fluxes are found
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to give different weld penetrations and weld hardnesses [1, 7–9]. SiO2 flux is found
to be more effective flux as compared to other oxide fluxes [1, 7]. Joining of two
dissimilar metals using A-TIG process is also carried out and found to weld the two
metals better than normal TIG welding process [10]. Newer methods like advanced
active flux tungsten inert gas (AA-TIG) welding technique, also called cap active
flux tungsten inert gas (CA-TIG) welding uses atmospheric oxygen and is found to
increase the depth of penetration of the weld multiple times [11].

In this study, an attempt is being made to use SiO2 as flux for TIG welding of
304 L steel plates using different combinations of process parameters, viz. electrode
gap, welding speed, welding current, and gas flow rate. Taguchi statistical design of
experiment is used to decide the combination of process parameters. Most influen-
tial factors are found out affecting the A-TIG process. Subsequently, tensile tests,
microhardness tests, and metallographic tests are performed.

2 Experimental Details

2.1 Specimen Preparation for Welding

The base metal used in present investigation is AISI 304L stainless steel. The plates
of this material are cut into 18 specimens of size 300× 60× 6 mm (length× width
× thickness). For rough polishing of the specimen surfaces, 400 grit silicon carbide
abrasive paper is used. They are then cleaned by acetone to remove oil, dust, scale,
rust, moisture, etc.

Silicon dioxide (SiO2) flux powder gives better results for tensile strength andweld
depth penetration over other fluxes like TiO2. SiO2 flux powder (105–420 microns)
along with acetone (pure acetone for laboratory purpose) as suspension medium is
used to make uniform mixture of flux. A thin uniform layer of this flux mixture was
applied on to the joint of plates before welding. The coating density of the flux was
about 5–6 mg/cm2 and approximately 0.2 mm thick and 10 mm wide.

2.2 Taguchi Method

Electrode gap, welding speed, welding current, and gas flow rate are themost influen-
tial parameters forTIGwelding andhence these are selected as the process parameters
for this study. Three levels of their values are considered and are tabulated in Table 1.
L9 orthogonal array is selected for designing the experiment and the corresponding
level value are stated in Table 2.

The process variables of the TIGwelding process are stated in Table 3. An autoge-
nous TIG welding was conducted to join two plates along their width to produce butt
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Table 1 Levels of process parameters

Parameters Electrode gap
(mm)

Welding speed
(mm/min)

Welding current (A) Gas flow rate
(lit/min)

Level 1 1 100 140 7

Level 2 2 130 170 10

Level 3 3 160 200 13

Table 2 Combination of process parameters according to L9 orthogonal array

Exp. no. Electrode
gap (mm)

Welding
speed
(mm/min)

Welding
current
(A)

Gas flow
rate
(lit/min)

Heat input
(kJ/mm)

Tensile
strength
(N/mm2)

S/N ratios

1 1 100 140 7 1.51 486 53.7327

2 1 130 170 10 1.41 478 53.5886

3 1 160 200 13 1.35 458 53.2173

4 2 100 170 13 1.83 486 53.7327

5 2 130 200 7 1.66 498 53.9446

6 2 160 140 10 0.9 415 52.3610

7 3 100 200 10 2.16 478 53.5886

8 3 130 140 13 1.16 400 52.0412

9 3 160 170 7 1.14 422 52.5062

Table 3 Welding process
variables

Welding voltage 18 V

Electrode tip angle 60°

Shielding gas Pure argon (99.99%)

Oxide flux powder Silicon dioxide

Root gap 0 mm

Joint design Close square butt joint

Filler material No filler material was used

Diameter of electrode 2.4 mm tungsten electrode with 2%
thorium

joint between them. Nine welded samples are thus made, by carrying out welding at
different levels of current, speed, gas flow rate, and arc gap, as stated in Table 2.

2.3 Specimen Preparation for Testing

The specimens for tensile testing, microhardness testing, and microstructural studies
were cut from these welded plates as shown in Fig. 1. From both sides, 5 mm length



416 D. Chopade et al.

Fig. 1 Welded specimen plates

plate is cut to avoid defects in weld pool at start and end of welding. As shown in
Fig. 1, sample 1 (300 × 30 × 6 mm), sample 2 (300 × 10 × 6 mm), and sample 3
(300× 10× 6 mm) are used for tensile test, metallographic test, and microhardness
test, respectively.

Ultimate tensile strength (UTS) test is performed on the nine samples. The values
of ultimate tensile strength obtained are stated in Table 2. The specimens (sample 2)
are polished by using of silicon carbide paper of successive grit sizes 150, 400, 600,
1000, and 1200. Further, it is polished by velvet cloth using alumina powder and
water as a suspension medium. Specimens are etched with solution of 10 g CuSO4
+ 50 ml HCL + 50 ml H2O and dried in air. The etched sample were cleaned by
cotton. These samples are observed under computer integrated Carl Zeiss PL-A662
microscope (Fig. 2).

The Vickers microhardness value of weld sample is taken in transverse direction
of weld at 11 different points spaced by 1 mm distance. There are five points in weld
pool and six points in heat affected zones. Test samples are cut into the size 50 mm
length, 10mmwidth, and 6mm thickness and polished by using silicon carbide paper
followed by buffing. Microhardness test is carried out in the longitudinal direction,
i.e., parallel to base plate surface. The measurement were taken across the weld
section at 100 gm load and 15 s dwell time.

Heat input to the process depends on process parameters such as welding current,
voltage, and arc travel speed. Out of these three parameters, welding voltage is kept
constant. Heat input plays an important role while achieving desired mechanical
properties and calculated by Eq. (1). The values of heat input (kJ/mm) obtained are
stated in Table 2.

Heat Input =
Current (A)× Voltage (V)

Travel speed (mm/s)× 1000
kJ/mm (1)
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Fig. 2 Specimen preparation for testing

Table 4 Response table for S/N ratios

Parameter Level 1 Level 2 Level 3 Delta =Max–Min Rank

Electrode gap 53.51 53.35 52.71 0.80 3

Welding speed 53.68 53.19 52.69 0.99 1

Welding current 52.71 53.28 53.58 0.87 2

Gas flow rate 53.39 53.18 53.00 0.40 4

3 Results and Discussion

3.1 Effect of Process Variables

The response table for S/N ratios based on values of tensile strength is shown in
Table 4. Different values show the most influential process parameters and their rank
based on decreasing influence. Themain effects plot for S/N ratios is shown in Fig. 3.
The trends for each process parameters on tensile strength based on their levels can
be seen in Figs. 3 and 4.

3.2 Metallographic Studies

From the optical micrographs, it was observed that, as heat input increases, the
dendrite length and inter-dendrite spacing in the fusion zone increase. The dendrite
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Fig. 3 Main effects plot for S/N ratios

Fig. 4 Optical micrograph showing (1) grain structure, (2) base metal and weld metal at a) low
heat input, b) medium heat input, c) high heat input

size variation is observed due to the fact that, at low heat input, cooling rate is
relatively higher, due to which steep thermal gradients are established in the weld
metal, which in turn allows less time to grow dendrites. At high heat inputs, cooling
rate is slower, due to which low thermal gradients are established, which provide
ample time for dendrites to grow further into the fusion zone. It is observed that, at
low heat input, grain size is lesser than that of high heat input.

With the use of activated flux in TIG welding for hot rolled stainless steel 304
L plate, the weld zone contained austenite and δ-ferrite phases. However, during
non-equilibrium cooling process, the primary δ-ferrite solidifies in the fusion zone
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and then δ to γ transformation takes place. The fast cooling rate in TIG welding
process does not offers sufficient time to complete δ to γ phase transformation. Use
of activated flux in TIG welding results in the increase in δ ferrite content of weld.
Due to this small amount of δ ferrite retained in weld zone, it is necessary to avoid
hot cracking of weld during solidification. As heat input increases, peak temperature
of weld also increases which results in more δ ferrite formation in A-TIG welding.
Due to this, there is no hot cracking observed in test specimens.

3.3 Microhardness Test

From Fig. 5, it is observed that, as the indenter transverses from center of fusion/weld
zone toward the fusion boundary, microhardness increases for all heat inputs. Fusion
boundary or transition zone encountered while traveling in this direction is indicated
by a steep rise in the microhardness with a value of 359.6 VHN for low heat input,
397.3 VHN for medium heat input, and 334 VHN for high heat input. At fusion
boundary zone (FBZ) in all joints, high hardness value is observed because of the
presence of partiallymelted grains at the fusion boundarywhich are partially adopted
as nuclei by the new precipitating phase of the weld metal during the solidification
stage. Further reaching this high value, microhardness shows decreasing trends in
the heat-affected zone (HAZ). Hardness value for all weld metals was lower than
that of base metal. This is due to the weldment structure that contains δ ferrite phase
distribution in austenite matrix and as hardness of phase δ ferrite was lower than that
the austenite phase of base metal.

Fig. 5 Microhardness
profile of weld metal
produced by different heat
input
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Fig. 6 Fracture behavior of specimen

3.4 Tensile Test

It is observed that dendrite size is smaller and inter-dendritic spacing is much lesser
in the fusion zone of less heat input welded joints as compared to medium and high
heat input welded joints. Hence, comparatively lower tensile strength and ductility
are observed by the samples welded at high heat input because of longer dendrite
sizes and larger inter-dendrite spacing. From tensile strength test, it was found that
all specimens fails at weld metal rather than base metal. This is due to the lower
strength of weld zone than base metal. Joint efficiency, defined as ratio of ultimate
tensile strength (UTS), of weld joint to the UTS of base metal of specimens at low
heat input is 92.49%, while at medium heat input is 90.44% and at low heat input is
88.56%. As heat input increases, joint efficiency decreases (Fig. 6).

4 Conclusions

In the present work, activated flux tungsten inert gas (A-TIG) welding is used for
butt welding of AISI 304L austenitic stainless steel by using various combinations of
arc gap, welding current, welding speed, and gas flow rate. Most influential process
parameters, tensile strength of weld, micro-hardness tests, and metallographic tests
are performed and following conclusions are drawn:
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1. All the welded joints showed superior joint strength which indicates that the
welding of 6-mm-thick AISI 304L stainless steel sheet with A-TIG welding
can be carried out in single pass and without any joint preparation.

2. Activated flux SiO2 along with acetone solvent is efficient technique to increase
weld depth penetration and increasing joint strength.

3. Welding speed, welding current, and electrode gap are found to significantly
affect the welding, while gas flow rate has very less effect.

4. Low heat input joints showed smaller dendrite size in the fusion zone compared
to the dendrites observed in medium and high heat inputs. Low heat input weld
joints showed maximum tensile strength and ductility.

5. Increase in the heat input increases the HAZ and fusion zone area. Significant
grain coarsening is observed in the HAZs of all the joints with an increase in
heat input.

6. Weld metal is found to have less hardness than the base metal for all joints. It
is observed that increase in heat input decreases the hardness values of weld
metal.
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An Overview on the Microstructure
and Mechanical Properties of Vibrated
Magnesium Alloy During Solidification

Vatsala Chaturvedi and Trinath Talapaneni

1 Introduction

Magnesium alloys have a great potential for applications in the automotive, railway,
and aerospace industries due to their comprehensive properties, such as the improved
damping property, electromagnetic shielding capacity, excellent machinability, and
good castability [1]. However, their application is still limited because of their poor
mechanical property compared to that of the other conventional materials. Since the
grain size is one of themost important factors determining themechanical property of
materials, fine-grained magnesium alloys are preferred [2, 3]. Recently, the mechan-
ical properties of the wrought magnesium alloys were reported to be superior to
those of cast magnesium alloys [4] due to their fine-grained structure. Although grain
refinement of magnesium can be achieved by the wrought process (i.e., extrusion,
rolling or forging), the procedure produces a fiber-like structure such as the bimodal
structure consisting of both coarse grains and fine grains. In some coarse grains,
deformation twins are easily formed and result in a limited ductility at the crack
initiation sites. Therefore, an improvement of this structure is necessary to enhance
the mechanical properties. The primary problem is that the developed dendrites are
always yielded in normal castings because the alloy has a large freezing interval, in
which a constitutionally undercooled region can be readily produced and thus to form
dendrites. Therefore, how to suppress the formation of coarse dendrites is a key issue
in improving the alloy properties. Several techniques have beendeveloped to fabricate
ingots with refined microstructures. One of the widely used methods is the particle
incubation method used in which the TiB2 is added externally to Al alloys resulting
in the increase of heterogeneous nucleation sites. Though, the addition of external
additives to α-Mg alloy could be detrimental to the recyclability of the alloy. Metallic
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materials with fine microstructures possess many advantages like good mechanical
properties, thermal stability and low temperature, and/or high strain rate superplas-
ticity [5]. This refinement of grains can either be done by applying external forces
to encourage fluid flow during solidification which include rotation of the mold,
mechanical/electromagnetic stirring of melt and rheocasting, or by imposing very
large plastic strains through several techniques which include, multiaxial forging,
accumulative roll-bonding, and equal-channel angular pressing (ECAP) [6]. Grain
refinement is an impulsive change observed in various pure metals and alloys above
a critical undercooling, �T*. The coarse columnar grain structure evident below
�T* is replaced by an equiaxed structure [7]. Though, various commercial alloys
do not have a conventional inoculating agent or chemical grain refiner. Although
aluminum-free Mg alloys can be readily grain-refined with zirconium, it is difficult
to grain-refine the more common Mg–Al-based alloys by inoculation. It is required
to get an alternative route for refining these alloys. The other method is to use phys-
ical fields such as pulsed electric current, magnetic fields, and vibration during the
solidification of Mg alloys to refine the microstructure.

2 Grain Refinement by External Force

Following are the techniques that are used during the solidification of metals and
alloys to enhance the microstructure and mechanical properties.

2.1 Mechanical Vibrations

In this method, the entire mold is set into vibrations by means of a vibration source.
Although the use of mechanical vibrations allows limited degrees of freedom to the
operator, it is the most promising method of applying vibrations to solidifying melts
due to its simplicity and the ruggedness of the equipment needed for introducing
vibrations.

Use of mechanical vibrations in castings.

Sokoloff [8] was probably the first to report on the use of mechanical vibrations for
grain refinement. Campbell [9] reported that mechanical vibrations cause improve-
ment in the mechanical and corrosion properties of the alloys. Mechanical vibrations
have also been linked to the reduction or complete removal of the tendency for pipe
formation in ingots of pure metals [10].

Dommaschk et al. [11] studied the effect of vibrations on pure aluminum, Al–
7wt%MgSi and Al–12wt%Si alloys along with other non-ferrous alloys. Their
research focused on the effect of mechanical vibrations on grain refinement and
mechanical properties. They observed that the cooling rate and the degree of grain
refinement increase with the intensity of vibrations, and the grain size becomes more
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Fig. 1 Effect of mechanical vibrations on the cooling curve of pure Aluminum [13]

homogenous. The effect of mechanical vibrations on the solidification behavior of
pure aluminum is shown in Fig. 1.

Dommaschk et al. [11] also reported that the dependence of the castings, wall
thickness on casting characteristics could be minimized with the use of mechanical
vibrations.

Pillai et al. [12] used very low-frequency vibrations (100 and 200 cycles per
minute) to study its effect on A356 and Al–12Si alloy. They concluded that mechan-
ical vibrations improve the density, hardness, UTS, and elongation of the cast compo-
nents. They attributed these improvements to the enhanced coagulation of hydrogen
bubbles and their escape from the melt brought about by vibrating the mold. Thus,
porosity was reduced and wetting of the mold walls by the melt was enhanced, this,
in turn, promoted faster heat transfer and fragmentation of the solids formed on
the mold wall. However, the method that Pillai et al. [12] used for generating the
low-frequency vibrations (hand tapping and mold tilting) is highly impractical in a
production foundry environment.

Kocatepe et al. [14] applied vibrations of 15–41.7Hz frequency and 0.125–0.5mm
amplitude to Al–12.3Si alloy ingots poured in a graphite mold. It was observed that at
41.7 Hz, the solidification time was reduced by 24%, volume of pipe formation was
reduced by 55% and grain size was reduced by 52% as compared to the un-vibrated
casting (Fig. 2).

Kocatepe et al. [14] also found that the vibrations caused an increase in diffusivity
of silicon in the liquid resulting in coarsening of the eutectic silicon. They also
observed that grain refinement is mainly due to the fragmentation of dendrites and
the growing crystallites during the beginning of solidification.
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Fig. 2 Effect of mechanical vibrations on a pipe volume, b pipe depth, and c grain size of Al12.3Si
ingot casting [14]

Abu Dheir et al. [15] used an electromagnetic shaker to induce mechanical vibra-
tions toA356 alloy and found that vibration homogenizes the temperature distribution
in the mold and promotes a faster cooling rate. They also observed fragmentation of
the dendrites in Al–12.5Si. The degree of fragmentation increased with the ampli-
tude of vibration. They also reported that the eutectic structure transformed from
the flaky structure to a more fibrous structure with increasing amplitude (Fig. 3).
The fibrous eutectic silicon agglomerated to form a structure of coarse flakes on
further increasing the amplitude. Certain mechanical properties were affected by the
vibrations (19–68% increase in elongation) and a slight increase (3%) in UTS.

2.2 Electromagnetic Vibrations

As the electromagnetic pressure exceeded a critical value after melts were overheated
10 K above their liquidus temperature, the microstructures could be refined [16].
During EMV processing, Miwa and coworkers [17] found that the microstructures
could be substantially refined on imposing vibration [18]. There has been growing
relevance forAZ91Dmagnesiumalloydue to its environmentalmerit.Usually, coarse



An Overview on the Microstructure and Mechanical Properties … 427

Fig. 3 Morphology of eutectic silicon awithout vibrations bwith vibrations at a frequency 100 Hz
and amplitude 149 μm [15]

dendrites are primarily produced in the alloy during casting process, which are detri-
mental and results into poor mechanical and chemical properties. Therefore, in order
to enhancemechanical and chemical properties, refinedmicrostructures are required.

Vives [19] observed in AZ91D alloy that substantial consumption of energy is
required to yield refinement of grains. It was found that optimum vibration timing
is critical to facilitate minimize energy consumption. Imposing vibration from the
liquidus temperature of the alloy results in the agitation of the melt. This produces
a severe fluid flow of considerable importance in endorsing growing dendrites to
fragment into small particles resulting in refined microstructures. Besides, the melt
flow is capable of rotating and/or transferring crystals in themushy zone consequently
making the texture random. The primary solid is produced as the starting temperature
for vibration is reduced in the mushy zone. A higher solid fraction can be produced
at the lower starting temperature of the EMV. More viscosity of semisolid slurry
weakens the fluid flowwhichmay not be adequate to fragment the crystals into pieces
resulting into coarse microstructure. Additionally, owing to the magnetic anisotropy
of the alloy, the magnetization torque force crystals to orient along their preferential
crystallographic orientations. For the AZ91D alloy, effective vibration for grains
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refinement should be carried out above T ¼ 570 °C (843 K) [20]. Furthermore, the
melt can be contaminated as the molten alloy is always aggressive to the transmitter.
The electromagnetic vibration (EMV) method depends on the periodic motion of a
conductor in a static magnetic field. The strong flow of electric current through the
conductor results in no attenuation within the entire volume of the alloy. Also, the
processing of themelt in an inert atmospheremakes themelt free fromcontamination.
Vives [21] investigated a series of aluminum alloys and observed that the grain
size could be reduced on imposing the vibration beyond a certain electromagnetic
pressure. The solidification behavior using EMV had also been investigated to see
the grain refinement in various metals and alloys. During EMV processing, basically
there are three main processing parameters; i.e., the magnetic flux density of the
static magnetic field, B0, the effective electric current, Je, and the frequency of the
alternating current, f. The effect of vibration frequency had been investigated in
various alloys and found that, at low frequency, the alloys have coarse structure,
becomes refined at a medium frequency, and, finally, coarsens at high frequency. It
has been observed that the AZ91D alloy [22] exhibits an almost similar pattern in
microstructure as a function of vibration frequency. On imposing the vibration at
a frequency of 900 Hz, the average grain size of 57 μm was achieved [23]. Dond
et al. [24] and Asai [25] investigated the solidification behavior of AZ31 and AZ91 D
alloys.Coarsemicrostructurewith equiaxed rosette dendriteswas observed at lowand
high frequencies in themicrostructures of both the alloys. The refinedmicrostructures
with equiaxed grainswere observed atmediumvibration frequencies from f= 500Hz
to f= 2000Hz and f= 900 forAZ31 andAZ91D alloys, respectively (Fig. 4). During
the microstructure formation, there is a considerable variation in electric resistivity
between a solid and a liquid in the mushy zone of the alloy making the solid move
faster than the liquid thus causing uncoupled motion between the mobile solid and
the sluggish liquid during EMV processing resulting into melt flow. The melt flow
intensity strongly depends on the vibration frequency.

2.3 Ultrasonic Vibrations

The imposition of ultrasonic vibrations (UV) during the solidification of the alloy
melts results in refined microstructure and increased homogeneity. UV pretreatment
along with extrusion of the AZ91 alloy resulted in the fine uniform grains with the
fraction of a fiber-like, partially recrystallized, fragmented eutectic, and the precip-
itated β-phases. It also exhibited improved mechanical properties, such as a yield
strength of 256 MPa, an ultimate tensile strength of 320 MPa and a fracture elonga-
tion of 9.7% [27]. The enhancement in the properties was mainly due to the grain
refinement and composition homogeneity in the as-cast alloy with UV treatment
(Fig. 5) [28].
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Fig. 4 Microstructures of AZ31 alloy a–d and Az91 alloy e–h (B0 = 10 T, I = 50 A) solidified at
different vibration frequencies: a f = 50 Hz; b f = 500 Hz; c f = 1000 Hz; d f = 5000 Hz; e f =
50 Hz; f f = 900 Hz; g f = 2000 Hz; h f = 5000 Hz [26]
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Fig. 5 Microstructures of the AZ91D alloy, a without ultrasonic vibration and b with ultrasonic
vibration at temperatures from 615 °C to 580 °C [28]

2.4 Conclusion

Reviews of the literature have reported on the beneficial influence of vibrations
during the solidification of metals and alloys. The application of vibrations during
solidification usually leads to the refinement of grains and improved fluidity. The
mechanical properties are improved with grain refinement, equiaxed texture, and
better distribution of micro-alloyed constituents [29].
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CFD Analysis of Waste Heat Recovery
(WHR) System of Diesel Generator Set

Tejas Shankhpal, Vikrant Haribhakta, and Santosh Trimbake

1 Introduction

The present modern life largely depends on Internal Combustion Engines (ICEs).
Although the fact that some new technologies have been presented recently, the
majority of vehicles are still powered by either Gasoline or Diesel engines. Diesel
engines possess a wider field of applications as prime movers due to their better effi-
ciency. Governments and OEM (Original EquipmentManufacturers) are encouraged
to improve the fuel efficiency of diesel engines and minimize its emissions due to
uncontrolled growth of greenhouse gases fossil fuel exhaustion and escalating fuel
costs. Accordingly, several measures have been taken in the recent past to improve
diesel engine efficiency additionally.

During DG set run time, there are different places in the engine’s structure where a
significant amount of heat is dissipated to the atmosphere. The rejected heat includes
heat from the water jacket, the exhaust, and in more recent engines, the heat energy
from the turbocharger after-cooler. This heat energy can be harnessed for domestic
or commercial purposes by using a recovery process, although this requires addition
of significant hardware which adds to the expense of installation. In the past, fuel was
cheap and it was challenging to justify the overall cost of the heat recovery system.

Furthermore, high sulfur fuel results in corrosive condensates, requiring either
expensive alloys for heat recovery from exhaust systems or costly replacements.
Cogeneration systems (which produce both electricity and heat for immediate use)
recover exhaust heat from the generator exhaust to improve overall efficiency and
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significantly reduce fuel demands. Cogeneration processes, such as combined heat
and power (CHP) have been in practice in large-scale systems for several decades.
However, recent advances in small-scale “micro-cogeneration” have opened a door
for the application of these technologies in radiant heating of residential/commercial
spaces.

To successfully implement cogeneration, theWHR system design must be simple
to construct, it must use readily accessible components and it must not adversely
affect generator operation. The idea of using exhaust heat from an engine to heat
a space is not unique to this research, but there are very few applications of heat
recovery from diesel generator exhaust.

The objective of this study was to design and develop WHR system for diesel
generators (DG) employed for radiant heating of residential/commercial spaces
and analyze its feasibility with potential payoffs. Direct Injection (DI) technology,
Advance combustion technologies like HCCI [1, 2], a combination of advanced
injection timing, high injection pressure, and high boost pressure [3] have been
successfully developed to enhance the performance of engines.

Irrespective of the enhancements in efficiency, diesel engines endure liberating a
significant share of chemical energy of fuel in terms of heat energy to the environment
through lubricating oil, jacket coolant, and exhaust gases [4]. At rated capacity,
generally, diesel engine can convert around 38% [5] of its fuel energy to brake power
whereas 30% of energy goes to engine exhaust, 25% through the lubricating oil and
jacket coolant, and 7% to the frictional losses [6–9].

A typical heavy-duty DG engine exhaust temperature ranges from 450–700 °C
due to a higher percentage of heat in the exhaust [10]. The exhaust gas possesses
higher recovery potential than the jacket coolant due to higher temperature and exergy
[11]. This high exhaust temperature provides a significant opportunity to recover heat
using WHR technology for various applications.

This can contribute to a substantial improvement to the CHP efficiency of aDG set
engine [12]. Conventional technologies to utilize WHR are turbocharging, reducing
engine warmup time and cabin air-heating [13–15], but with a low recovery rate.
Recent innovative key technologies of WHR includes turbo-compounding, thermal
WHR based on the Rankine cycle (RC) and Thermoelectric (TE) power generations.

In RC-basedWHR, additional power is produced by employing a steam generator
to generate steam with exhaust heat as input energy which generally expands in a
steam turbine. In a turbo-compounding (TC) system, a supplementary gas turbine is
employed downstream of the turbocharger. This gas turbine is coupled to the engine
by a suitable gear train to enhance the diesel engine power output [16].

Nevertheless, this technology possesses inherent limitations of higher engine
backpressure and pumping losses [17]. Under the limitations discussed above, this
system is not widely utilized forWHR. Dolze et al. [18] carried out a thermodynamic
analysis to examine WHR from DG set engines. They showed 8% enhancement in
the efficiency of WHR based on RC system from the exhaust gas of the engine

The exceptional heat storage capacity of the steamwhich acted as an energy buffer
was highlighted to favor theRC in comparison to the TC system.A comparative study
between the RC system and the TC system of WHR was carried out by Weerasinghe
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et al. [19] using numerical simulation for comparing power output and fuel savings.
The result validated the relative advantage of RC over TC system.

Based on the above studies, it was concluded that 8% of the power was recovered
by using the RC system, whereas only 4% of the power was recovered by using
TC system. Thermoelectric (TE) generator is a sophisticated WHR system. This
technique directly converts the heat energy of exhaust into electric energy using the
thermoelectric concept [16].

Due to the low conversion efficiency of the TE technology and the exorbitant
costs of the semiconductor materials, thermoelectric technology is not yet matured
to apply for practical applications [20]. Way back in 1970, a research program was
conducted by Thermo Electron Corporation and Mack Trucks based on the fundings
of the department of energy, US to evaluate recovery from exhaust waste heat of the
heavy-duty diesel engine based on RC system [21–23].

Based on this program, an RC system was retrofitted with a heavy-duty diesel
engine and the highway test results showed an improvement of the brake specific
fuel consumption (bsfc) of 12%. In the following years, parallel research programs
were carried out by other research institutes and vehicle OEMs. Aly [24] was able to
show 16% additional power using RC systemwith R-12 as the working fluid utilizing
the exhaust gas heat energy of a Mercedes-Benz diesel engine.

2 Methodology

Exhaust gas temperatures, air, and fuel-flow rateswere noted to calculate the potential
heat from the exhaust at constant speed of 1500 rpm at different load conditions. For a
given heat duty and fixed exhaust inlet and exit temperature, water outlet temperature
was evaluated using energy conservation equation. Quasi dimensional modeling of
WHR was done using Kern’s algorithm. Further numerical 3D modeling of WHR
was carried out using ANSYS FLUENT. Parametric analysis for varied helical angle
of baffleswas carried out to identify the optimal helical angle of baffle. Load variation
analysis was done for segmental baffled and optimal helical baffle angle to estimate
the outlet temperature of water.

3 Numerical Modeling

DG set calculations are performed to evaluate the heat duty from the exhaust gases.
25% baffle cut is normally used in the design of shell-and-tube heat exchanger;
whereas, 37% baffle cut value is selected to place the cut slightly below the central
row of tubes to ensure minimum pressure drop on the shell side. The shell side fluid
is exhaust gas, whereas the tube side is water. Thermo-physical properties of water
and exhaust gas are defined at bulk mean temperature. Initially, overall heat transfer
coefficient was assumed as 190 W/m2k [25]. Due to space constraints tube length
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Table 1 DG set parameters Kirloskar DG set 62.5 KVA/50 kW

Exhaust gas temperature (Manifold) 500 °C

Exhaust gas flow rate (m) 300 kg/hr

A/F ratio 22.25:1

Table 2 Design parameters
of WHR

Inner Diameter 97.18 mm

Number of tubes 14

Tube diameter 12.95 mm

Pitch 19.05 mm

Length of tube 1000 mm

Baffle spacing 68.0 mm

Number of baffles 7

Length of Baffle cut 85.02 mm

Area of tubes 1.526 m2

has been maintained up to 1 m. Inlet and exit temperatures of exhaust gas are 500 °C
and 180 °C whereas temperatures of waterside are 30 °C and 80 °C and above the
desired output. Table 1 presents design parameters of DG set, due to condensation
limit at 180 °C, exhaust gas temperature cannot be less than 180 °C. With that set of
data available numerical modeling was carried out onMATLAB. Table 2 exhibits the
design parameters of WHR. Figure 2 depicts the developed EHR system. It is a gas-
to-liquid type of heat exchanger. A shell-and-tube type heat exchanger (STHX) were
selected wherein; the exhaust gas passes through the shell and liquid passes through
the core side, that is, through the inner pipes. This design enables better exhaust
escape to the atmosphere in a single pass without building much backpressure. This
design configuration also allows the exhaust temperature to be above the water vapor
dew point to reduce exhaust condensation and acid formation (Fig. 1).

4 CFD Analysis

4.1 Geometry Modeling

Geometry is modeled based on the design parameter obtained with the 1DNumerical
analysis. Geometry is modeled as shown in Fig. 1. Figure 3 shows a cross-sectional
view of segmental baffled WHR for CFD analysis. Figure 4 shows a cross-sectional
view of helical baffled WHR for CFD analysis. Governing equations are solved
with the software package of ANSYS R19.3. WHR is modeled with Ansys Design
Modeler software. Figure 5 and 6 show 3D geometry of both WHR.
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Fig. 1 Cross-sectional view of conventional WHR

Fig. 2 Developed WHR system

4.2 Grid Generation and Boundary Conditions

Theheat exchangermodel is discretized into solid andfluid domains to have improved
control over the number of nodes. The fluid mesh is ensured to be more delicate than
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Fig. 3 Geometry of conventional WHR

Fig. 4 Geometry of Helical Baffled WHR
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Fig. 5 Geometry of conventional WHR

Fig. 6 Geometry of helical baffled angle WHR

solid mesh for simulating the conjugate heat transfer phenomenon. Conjugate heat
transfer refers to the CFD analysis, where solid and fluid are in direct contact with
each other. In this case, solid domain refers to a tube of WHR whereas fluid refers to
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Fig. 7 Meshed view of the model

the water flowing from the tubes and exhaust gas flowing over the tube banks of shell
side of WHR. Geometry was meshed in a manner to capture thermal and velocity
boundary layer.

When fluid flows over and inside the tubes, there is a boundary layer formation.
To capture this thermal and velocity boundary layer, Y + value was appropriately
applied on both sides of the tubes. Meshed model is presented in Fig. 7. The model
is meshed as per the standard meshing quality criteria for which importance is given
to skewness of the meshing.

Skewness refers to a deviation from an ideal cell. As per the literature survey,
it was seen that better results can be accomplished if the skewness is below 0.9.
Automesher of Ansys controls meshing size and provides better results. Element
size taken for the meshing is 76 mm and after the analysis grid, sensitive analysis
was performed for checking variation in results for different mesh sizes.

The total number of elements generated in the meshing is 5499688. Skewness
ideally should be zero, but in this case, it is around 0.2.

ANSYS Fluent v19.3 was used for simulation. In the Fluent, pressure-based
steady-state solver for incompressible flow type is selected. For temperature distri-
bution energy equation is selected and the turbulence model selected is standard
k-epsilon, standard wall function.

In cell zone fluid water-liquid was selected. Water-liquid and steel were chosen
as materials for simulation. The governing equations for the flow and conjugate heat
transfer were modified according to the conditions of the simulation setup. As the
problem was assumed to be steady, the time-dependent parameters were dropped
from the equations.

The resulting equations were:
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Continuity equation:
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Appropriate boundary conditions are required to solve any CFD problem. In this
case, Dirichilet boundary condition was selected for inlet and Neumann boundary
condition was selected for outlet. Whereas Dirichilet refers to the type of boundary
conditionwhere the fixed value of the dependent variablewas applied at the boundary
of the model, Neumann refers to the boundary condition where the fixed value of
the gradient of the dependent variable was applied at the boundary. In this analysis,
Dirichilet boundary refers to the mass flow inlet, whereas Neumann boundary refers
to the pressure outlet. No slip for wall type boundary condition is applied at the
tube side and the baffles of WHR. Table 3 shows boundary conditions and Fig. 8
shows boundary conditions at applied points. Tables 4 and 5 show solver details and
solution control.

Table 3 Boundary
conditions

Shell side mass flow inlet 0.077 kg/s @ 500 °C

Tube side mass flow inlet 0.138 kg/s @ 30 °C

Shell side pressure outlet Atmospheric pressure

Tube side pressure outlet Atmospheric pressure

Wall No slip @ Tube side wall. And @
Baffles
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Fig. 8 Boundary conditions for WHR

Table 4 CFD solver details Pressure velocity coupling SIMPLEC

Skewness correction 0

Momentum First order upwind

Turbulent kinetic energy First order upwind

Energy Second order upwind

Table 5 Solution control
parameters

Pressure 0.7

Density 1

Body force 1

Momentum 0.2

Energy and turbulent viscosity 1

5 Results and Discussions

5.1 Variation of Temperature

From CFD analysis of WHR system, it is found that inclination of helical baffle
angle has led to significant improvement in the outlet temperature of water. Figure 9
outlines temperature variation in WHR system. From Fig. 9, it is seen that shell side
exhaust gas temperature drops from 500 °C to 180 °C and heat given by the exhaust
is picked up by the water so water temperature rise is seen from 30 °C to 92 °C.
Figure 10 shows the variation of outlet temperature of water versus helical baffle
angle. From the above analysis, outlet temperature of water is found to be 92 °C with
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Fig. 9 Variation of temperature in the WHR

Fig. 10 Outlet Temperature of water versu Baffle inclination angle

conventional segmental baffle. If the helical baffle angle is increased to 10°, outlet
temperature of water increases to 105 °C and with further increase in helical baffle
angle the outlet water temperature drops. The reason behind the decrease in the outlet
temperature beyond 10° inclinations is the higher pressure drop and less residential
time available on the shell side. Therefore, the aim is to increase residential time and
find an optimum angle. In the present case, it is found to be 10°.
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5.2 Pressure Variation

It is prevalent to use baffles on the shell side ofWHR. This ensures ‘crossflow’ condi-
tions and promotes the shell side heat transfer coefficient. Pressure varies appreciably
along with the baffles of WHR. Hence, it is crucial to analyze the variation in the
pressure along with the baffles. Pressure variation inWHR is shown in Fig. 11. From
Fig. 12, it is observed that pressure decreases as the exhaust gas moves across WHR.
However, pressure drop variation in WHR along tube side is negligible. At the entry
of WHR on the shell side, the pressure is around 0.2 bar and close to the exit, the
pressure is around 0.11 bar. The total pressure drop across the WHRon shell side is
0.09 bar. The variation of pressure drop with a helical baffle angle is presented in
Fig. 13.

The pressure gradually decreases with the increase in helical baffle angle. Numer-
ical analysis was carried out in MATLAB to analyze the pressure drop for various
inclinations which is compared to the segmental baffle. In the case of segmental
baffle with 37% cut, the pressure drop is approximately around 0.1 bar whereas in
the case of helical baffles, the pressure drop goes on decreasing with an increase in
helical baffle angle and pressure drop values for 5° 10° and 15° helical baffle angle
are 0.08, 0.06, and 0.003 bar respectively.

Pressure drop variation for shell-and-tube side is shown in Fig. 14. In contrast to
the shell side, flow on the tube side is better streamlined, and resulting in a lower
pressure drop. It has been observed that pressure drop variation for shell side is more
than the tube. It is due to the higher rate of turbulence generated at the shell side that
wall roughness creates a barrier for pressure drop.

Fig. 11 Variation of pressure in the WHR
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Fig. 12 Pressure variation versus No of baffles

Fig. 13 Pressure drop versus Baffle inclination angle

5.3 Velocity Variation

The velocity profile is studied to understand the flow distribution across the cross-
section ofWHR. From Figs. 15 and 16, it is observed that there is not much variation
in tube side velocity as compared to shell side velocity, as the magnitude of the shell
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Fig. 14 Pressure drop shell-and-tube side

Fig. 15 Shell side velocity variation

side velocity is very high compared to the tube side velocity. Tube side velocity
streamline contour plot shows the movement of tube side fluid from inlet to outlet.

5.4 Effectiveness of WHR

Heat exchanger effectiveness is defined as the ratio of the actual heat transferred to
the maximum possible heat transfer. This WHR system will be operated in the cold
regions where the temperature of water drops to 1 °C. From Fig. 17, it is observed
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Fig. 16 Tube side velocity variation

Fig. 17 Effectiveness versus Inlet temperature of water

that as inlet temperature of water decreases from 30 °C to 1 °C, the corresponding
drop in effectiveness is just 6%. So, the proposed WHR integrated with DG set can
be effectively implemented in high altitude area where water temperature is close to
1 °C in winter season.
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Fig. 18 Shell side heat transfer coefficient versus Helical baffle angle

5.5 Shell Side Heat Transfer Coefficient

Shell side heat transfer coefficient versus helical baffle angle is shown in Fig. 18. It is
observed that the shell side heat transfer coefficient increases as the baffle inclination
angle increases. It was stated earlier that with the rise of baffle inclination angle,
the decrease in pressure drop is appreciable, and shell side heat transfer coefficient
increases in the small inclination angle region. The overall effect of increasing heat
transfer coefficient and a decrease in pressure drop is seen optimal at 10° baffle
inclination angle in terms of outlet water temperature (105 °C).

6 Conclusion

• Heat energy harnessed from the exhaust of DG set of 50 kW was estimated to be
27 kW which was used for targeted water heating up to 80 °C and above.

• For the given heat duty of 27 kW, WHR design parameters based on Kern’s
algorithm are in good agreement with theAspen Tech software design parameters.

• CFD analysis ofWHRwith segmental baffle and varied helical baffle (5°, 10° and
15°) was carried out and it was found that 10° as an optimum helical baffle angle
which gives least pressure drop, optimum heat transfer coefficient, and maximum
outlet temperature of the water.

• For conventional baffle segmental WHR effectiveness obtained is 0.79, whereas
for 10° helical baffle inclination angle effectiveness is 0.96.
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• The analysis shows that the effectiveness predicted by CFD simulation with 10°
helical baffled WHR is 15% higher than segmental baffled WHR.

• Based on the CFD analysis, it has been observed that pressure drop on shell side
at DG set rated capacity was 0.09 bar and it is much lower than the allowable
limit of 0.1 bar hence, it will not create any impact of backpressure on DG set
performance.

• Pressure drop obtained based on CFD analysis and Aspen Tech software is in
good agreement with each other which indicates that CFD analysis was rightly
implemented.
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Optimization of Solar Hot Water Storage
Tank Performance During Charging
Process Using Buckingham’s Theorem

Mahesh V. Kulkarni, Dheeraj S. Deshmukh, S. P. Shekhawat,
and M. S. Deshmukh

Nomenclature

L Length of storage tank
D Diameter of storage tank
V Volume of storage tank
Cp Specific heat of water in J

kgK

ρ Density of water in Kg/m3

U Overall heat transfer coefficient in W/m2K
β Fluid Thermal expansion Coefficient per degree K
Qs Heat supplied in J
tM Mean layer temperature in tank in °C
TM Mean layer temperature in tank in K
gβ�t Buoyant force parameter m/sec2

�t Thermal Statification (temperature difference between top&bottom layer
in tank

T1 Temperature of Layer 1 (Top)
T2 Temperature of Layer 2
T3 Temperature of Layer 3
T4 Temperature of Layer 4
T5 Temperature of Layer 5 (Bottom)
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T6 Temperature at collector inlet
T7 Temperature at collector outlet
TL Load Temperature
πa1 Dependent π term
πa2 Independent π term for five Variables U, Cp ρ, V, and gβ�T
�a3 Independent π term for four Variables Qs, ρ, V, and gβ�T
Z Maximization function
X1& X2 Independent variable in maximization function

1 Introduction

A major potential demand side management asset within energy systems is defined
by domestic hot water tanks. It is necessary to maintain a stratified temperature
distribution during operation to perform effectively as energy storage devices; this
paper outlines experimental and numerical work carried out to understand the impact
of wall material specification on de-stratification inside domestic hot water tanks.
Armstrong et al. [1] discussed improving the energy storage capability of hot water
tanks through wall material specification. Castell et al. [2] discussed various dimen-
sionless numbers used to characterize stratification in water tanks for discharging
at low flow rates. In order to examine the effect of the location of the submerged
coil heat exchanger within a storage tank on the charging and discharge output of
the hot water tank, tests have been carried out. To evaluate the performance of hot
water tanks, discharge efficiency and charging efficiency were implemented to eval-
uate. Li [3] discussed a study on performance of storage tanks in solar water heater
system in charge and discharge progress. Van Berkel [4] studied important aspects of
short-term thermally stratified energy storage, thermocline mixing, and thermocline
thickness, analytically, experimentally, and numerically. Ekici et al. [5] developed
a new solar radiation estimation model based on Buckingham theorem. Kalogirou
et al. [6] used an Artificial Neural Network (ANN) to predict the output of a solar
water heater of the thermosyphon type with the minimum input data. This is calcu-
lated in terms of the usable energy and the increase in water temperature. Kalogirou
et al. [7] trained to predict results from examples, are fault tolerant, are able to deal
with non-linear problems, and once trained can perform prediction at high speed to
predict o flat-plate collector performance parameter using artificial neural networks.
Fan et al. [8] presented numerical investigations of thermal stratification in a vertical
cylindrical hot water tank established by standby heat loss from the tank. Dimen-
sionless analysis technique using Buckingham π theorem is useful in heat transfer
and fluid mechanics [9, 10]. The stratification generally took place at very low circu-
lating fluid rate. Hence, an analysis of storage tank with and without stratification
was discussed [11, 12]. All the observations of dataset cannot be exactly the same
as their arithmetic mean (AM). Variability of observations around AM is measured
by standard deviation. Similarly in regression, all Y-values cannot be the same as
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predicted Y-values. Variability of Y-values around prediction line is measured by
standard error [13] which clarified the artificial neural network implementations in
various solar thermal systems by Sharma et al. [14]. Kulkarni et al. [15] determined
the water replenishment profile (i.e., the quantity of the cold makeup water to be
supplied to the storage tank over a day) that optimizes the overall system. Kalo-
girou et al. [16] optimized solar systems using artificial neural networks and genetic
algorithms. Kalogirou et al. [17] explained the solar water heater’s performance
prediction using artificial neural networks. In order to increase the thermal stratifi-
cation efficiency of hot water storage tanks, Kulkarni et al. [18] created an advanced
flat-plate collector and storage volume. Linear programming problem optimization
technique and regression equations solver in MATLAB was given by [19, 20].

An exhaustive literature survey was carried out regarding performance, modeling,
and optimization of solar hot water storage tank performance. Previous research
mainly focused on performance parameters and different prediction techniques but
optimization is yet to be found during the charging process based on scientific fact.
In this work, a simple and realistic mathematical modeling was developed during the
charging process to study the performance of a solar hot water storage tank. Further
mathematical modeling was compared with ANNmodeling and optimized by linear
programming problem (LPP). A mathematical model based on experimental data
makes the model realistic, easy to analyze, and set optimal conditions based on
scientific knowledge during the charging process which is a unique advantage of this
research.

2 Experimental Setup

The experimental setup consists of a hot water storage tank 125-L capacity and a
flat plat collector of area 2.079 m2. The hot water storage tank is made up of a Mild
Steel sheet of 2 mm thickness and thermal conductivity 35W/m K, 50 mm thickness
of puff insulation, and an outer-cladding cover of Mild Steel sheet. The collector is
made up of aluminum casing of 1.2 mm thickness; GI color coated back covers 1.1
× 1.94 × 0.0005 m, header tube 0.025 m diameter and 1.05 m length, copper riser
tube 0.012 m diameter and 1.89 m length, top cover toughened glass of 0.0004 m
thick and digital indicator with PT 100 temperature sensor installed for temperature
measurement at the various location as shown in Fig. 1.

3 Development of Mathematical Modeling

The process of mathematical modeling carried out in this work is divided into two
main stages—dimensional analysis and regression analysis. Buckingham’s theorem
uses dimensional analysis to provide fundamental mathematical simulation concepts
by reducing the number of parameters in the equations, making qualitative research
simpler. It can be reduced to a relationship between a full set of dimensionless
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Fig. 1 Experimental set up details

products if an equation is dimensionally homogeneous. Buckingham has claimed
that in a complete set, the number of dimensionless products is equal to the total
number of variables minus the number of simple dimensions in the problem.

3.1 Selection of Variables

The numbers of repeating variables are equal to the number of fundamental dimen-
sions of the problem. The choice of repeating variable is governed by the following
considerations:

1 As far as possible, the dependant variable should not be selected as a repeating
variable.

2 The repeating variable should be chosen in such way that one variable contains
geometric property (Length, Diameter, Volume), other variables contain flow
property (Velocity, Acceleration), and the third variable contains fluid properties
(Dynamic viscosityμ, Density ρ andKinematic viscosity ν) and thermodynamic
property (Conductivity k and Connectivity h) in case of heat transfer problem.

3 The repeating variable selected should not form a dimensionless group.
4 The repeating variable together must have the same number of fundamental

dimensions.
5 No two repeating variables should have the same dimension.

The load temperature (TL) of solar hot water storage tank depends upon volume
V, Buoyant force parameter, specific heat Cp density ρ, Overall Heat Transfer Coef-
ficient U and heat supply Qs. Express the functional relationship between these
variables and Load temperature (TL). Using Buckingham‘s π theorem following
Table 1 gives the list and brief details of important operating variables of a solar hot
water storage tank under consideration (Table 2).
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Table 1 Tabular summary of variables (TL, V, gβ�T, Cp, ρ, U, Qs) for determination of π term

Sr. No Parameters Symbol Units LMTθ

1 Load temperature TL °C θ

2 Volume V m3 L3

3 Heat supply Qs J ML2T−2

4 Flow property gβ�T m/sec2 LT−2

5 Specific heat Cp J/kg K L2T−2θ

6 Density ρ Kg/m3 ML3

7 Overall heat transfer coefficient U W/m2 K MT−3θ−1

Table 2 List of independent and dependent π terms

Sr. No Description of l terms π terms and their equations

1 � term for response variable TL and three independent
Variables Cp, V & gβ�T

πa1 = CpTL
3√V gβ�T

2 � term for five independent variables U, Cp ρ, V, and
gβ�T

πa2 = U

CpρV
1
6
√
gβ�T

3 � term for four independent variables Qs, ρ, V, and
gβ�T

πa3 = Qs

ρV
4
3 gβ�T

3.2 Formation of Mathematical Model

Using the theorem of Buckingham, the relationship between�1,�2, and�3 is spec-
ified as Eq. 3.1. �1 primary variables are written as the product of the powers of the
other two products �2 and �3. For this phenomenon, a possible exact mathematical
type may be

πa1 = Kπ B
a2π

C
a2 (3.1)

The dimensionless variables constructed from a functional analysis are now used
to form a right dimensional relationship, one that is homogeneous, as the regres-
sion variables. To find and match the undisclosed relationship, all the power of
conventional data analysis and regression is used.

πa1 = 2.693 × 1010π0.7694
a2 π−0.0002

a3 (3.2)

Development of Eq. 3.2, its formation and different techniques are detailed in
Appendix 1 (Fig. 2).
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Fig. 2 3D Plot showing variation of πa1 with independent Pi terms πa2 and πa3

4 Artificial Neural Network Modeling

One of themain issues in research is the prediction of future results. The experimental
data-basedmodeling achieved this throughmathematical models for the dependentπ
terms. Models using the artificial neural network are also planned to evolve in certain
complex phenomena involving non-linear systems (ANN). It is possible to test the
performance of this network by comparing it with observable data and data calculated
frommathematical models. The designer needs to understand the fundamental trends
to create ANN. When this is completed, preparation is mostly a fine-tuning method
for the network.

Three layers of nodes, viz., consist of an ANN. The input layer, the invisible
layer, and the output layer use nodes to represent the neurons in the brain and these
layers are related to each other in processing layers. ANN’s basic mapping relies on
its architecture and synaptic weight values between the neurons. As such, ANN is
a dynamically distributed representation and transformation that operates simulta-
neously and has distributed power over several highly interconnected nodes. Using
these black box notions, ANN was made. Much like the human brain learns with the
repetition of related stimuli, an ANN trains itself generally without a priory theory
that directs or limits a relationship between inputs and outputs within historical pairs
of input and output results. The purpose of the ANN model is to create a solution
by allocating the weights in such a way that the true relationship between input and
output actually exists. The process between the input and output neurons is efficiently
interpolated by the ANN during training. An clear definition of this function is not
constructed by ANNs. In structural pattern recognition, the prototypical application
of ANN. In such a task, the ANN is faced with a set of characteristics and the input
function pattern must be classified as belonging to one or more classes. In such
instances, all the necessary information is presented to the network concurrently.
In order to find the one that will result in the best overall results, various network
architectures have been studied. Figure 3 displays the architecture that has produced
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Fig. 3 Neural network
architecture employed

the best performance. This is a forward feed architecture comprising 10 hidden slabs.
Figure 3 indicates the activation functions used in both slabs.

The NNTOOL method was used. For the charging model of hot water storage
tanks in solar water heating systems, as mentioned above, a total of 100 readings
were obtained. 95 readings were used from this collection for the training of the
network and 5were used as network evaluation and validation. From the 100 readings
available, both the testing and validation datasets were randomly chosen.

5 Optimization of Mathematical Model

The model (Eq. 3.2) has been developed for the investigation of the hot water storage
tank performance during charging process. The ultimate objective of this work is
not merely developing the model but to find out the best set of variable values,
which will result in either maximization of the objective function. In this case load
temperature is a basic dependent variable of hot water storage tank performance
model. The objective function identified here is naturally maximization of the load
temperature. The variable TL is present in the dependent π term πa1. Naturally the
objective function will be to maximize πa1. The model has non-linear form; hence
it is necessary to convert it into a linear form for optimization purpose. This can be
achieved by taking the log of both the sides of the model. To maximize this linear
function uses the linear programming technique as shown below.
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A (0, 12.605) 

B (0, 7.793) 

C (-7.878,

D (-6.646,

OPTIMIZATION FUNCTION  

Subject to the following constraints 

Corner 
points A, B, C 
& D formed 
optimal feasi-
ble solution for 
given problem 

Two optimum feasible solu-
tion for given function 

1. Z = 17.98 at (-7.878, 
12.605) 

2. Z = 18.95 at (-6.646, 
7.793) 

Fig. 4 LPP optimal solutions

πa1 = 2.693 × 1010∗πa2
0.7694 ∗ πa2

−0.0002 (5.1)

Z = 24.068 + 0.7694X1 − 0.0002X2 (5.2)

Thus, equation will be the objective function for the optimization or to be very
specific for maximization of the load temperature, for the purpose of formulation of
the linear programming problem. The next task is to define the constraints for the
problem which is detailed in APPENDIX 2. The LPP solutions are shown below
(Fig. 4 and Table 3).

6 Results/Validation

Mathematical model to study the performance of hot water storage tank during
charging process developed successfully and expressed in Eq. 6.1

CpTL
3
√
V gβ�T

= 2.693X1010
(

U

CpρV
1
6
√
gβ�T

)0.7694(
Qs

ρV
4
3 gβ�T

)−0.0002

(6.1)
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Table 3 Sensitivity report

Cell Name Final value Reduced
value

Objective
coefficient

Allowable
increase

Allowable
decrease

Adjustable cells

B4 Independent
variables X1

−6.646 0 0.769 1.00E+30 0.769

C4 Independent
variables X2

7.793 0 −0.0002 0.0002 1.00E+30

Cell Name Final value Shadow
value

Constraint
R.H. Side

Allowabe
increase

Allowable
decrease

Constraints

B13 C1 × 1 −6.646 0.769 −6.646 1.00E+30 1.232

B14 C2 × 1 −6.646 0 −7.878 1.232 1.00E+30

B15 C3 × 1 7.793 0 12.605 1.00E+30 4.812

B16 C4 × 1 7.793 −0.0002 7.793 4.812 1.00E+30

Equation 6.1 is verified with all the observed readings. The accuracy of the equa-
tion produced was found to be 97.45%. With each reading, the error was measured.
For experimental and measured values, a coefficient of correlation was determined.
It has been observed that the mean standard error is 2.086. It is obvious from Fig. 5
that the test’s p-value is less than 0.05, so the null hypothesis is dismissed and we
infer that there is evidence of a linear association.

After a satisfactory degree of sample, target data mapping was accomplished in
the artificial neural network; a collection of entirely unknown observed test data was
added for verification. The training data was collected with exceptional accuracy.
As seen in Fig. 6, the coefficient for multiple determinations (R–values) is 0.99768,
0.94491, 0.97869, and 0.98779 referring to preparation, validation, and testing and
overall. The fact that all values are close to unity indicates that the mapping was

Fig. 5 Regression summary output for computed and Observed value
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Fig. 6 Performance and testing status of ANN mapping

performed at a satisfactory level. Figure 7 displays the success graph and ANN
training status. The findings obtained from ANN testing and validations are almost
satisfactory, showing that the algorithm used for network andmathematicalmodeling
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Fig. 7 Comparison of load temperature by experiment, mathematical, and ANN model
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Table 4 Comparison of load temperature by experiment, mathematical modeling, and ANN

Input parameters Output parameters and maximum difference load
temperature

Thermal
stratification
�T in °C
�T

Heat supply
Qs in J

Experimental
load
temperature

Correlation
proposed
load
temperature

ANN
model load
temperature

Max
difference
correlation
proposed

Max
difference
ANN

3.6 332,937.8549 75.8 73.9 76.16 1.9 0.361819

3.4 204,708.2534 75.6 72.9 76.10 2.7 0.499645

3.4 152,309.1737 74.2 73.0 75.96 1.2 1.763947

3.3 88,102.33895 74 72.5 74.88 1.5 0.880165

3.3 47,896.95156 73.8 72.5 73.88 1.3 0.078365

for hot water storage tank efficiency is accurate. Figure 7 indicates the similarities
between the suggested correlation, ANN Model and experimental results for load
temperature in Table 4 and Bar chart.

7 Conclusions

The following conclusion can be obtained from the present work and it is divided into
four parts, i.e., formation of mathematical modeling, analysis with ANN simulation
model, optimization of mathematical model, and appropriate new finding based on
scientific fact.

1 Present work has shown the use of mathematical modeling based on the Buck-
ingham π theorem. Regression analysis is performed to reveal the effectiveness
of the model for 100 observations. The mean standard error is found to be 2.086
and the p-value of the test less than 0.05, so the null hypothesis is rejected which
shows that there is evidence of a linear relationship, simplicity, and reliability of
the mathematical modeling approach.

2 AnArtificial NeuralNetwork (ANN) trained to compare themathematicalmodel
with a minimum of input data. Validation of mathematical modeling and ANN
were performed with a sample of observed data. Maximum deviations of 2.7 and
1.76 °C were obtained, respectively.

3 Mathematical model performance was optimized by linear programming
problem (LPP) and the optimization result shows that there are two optimal solu-
tions of hot water storage tank during the charging process. The first optimum
solution in LPP is Z = 18.95 @ (−6.646, 7.793) and second optimal solution
in LPP is Z = 17.98 at (−7.878, 12.605). Dependant and independent pie terms
in mathematical modeling help to find load temperature, thermal stratification,
and heat supply at optimum condition.

4 In the early stage of charging after sunrise fresh cold water enters into a system
that brings hot water temperature and thermal stratification in-tank set to a
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minimum value is the first optimum solution. This is because of the chances
to absorb solar heat at this stage is maximum. If a consumer tries to avoid
the utilization of hot water at this early stage of charging the system will
get maximum performance speedily. As the charging process goes ahead both
hot water temperature and thermal stratification in the tank increase to reach
maximum value, this is the second optimal solution. The top layer in-tank stag-
nates at a maximum temperature as a result bottom layer temperature starts to
increase which decreases thermal stratification in the tank. Although the outside
temperature at this stage is maximum and heat absorbs capacity after the second
optimal condition reduces. So design engineer fraternity should focus to develop
techniques and processes to retain the second optimal condition.

Experimentation Data

The device has been checked in JalgaonMaharashtra, India. The experimental sample
reading during the loading process is shown in Table 6. These were obtained from
experiments carried out on a separate day and each observation at a daily interval of
30 min.

Appendix A: Development of Mathematical Model Using
Bunckiggham Theorem

Using the theorem of Buckingham, the relationship between �1, �2, and �3. Spec-
ified as Eq. 3.1. �1 Primary variables are written as the product of the powers of the
other two products �2 and �3. For this phenomenon, a possible exact mathematical
type may be

πa1 = Kπ B
a2π

C
a2 (A1)

Taking Natural logarithms

logπa1 = log k + b logπa2 + clogπa3 (A2)

Let Y = logπa1, X1 = logπa2 and X2 = logπa3,a = logk and N be the number
of observations. Using least square technique the Eq. A1 can be written as

Let Y = a + bX1 + cX2 (A3)

Three equations for three unknown can be generated as under

∑
Y = Na + b

∑
X1 + c

∑
X2 (A4)
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∑
X1Y =

∑
X1a + b

∑
X2

1 + c
∑

X1X2 (A5)

∑
X2Y =

∑
X2a + b

∑
X1X2 + c

∑
X2

2 (A6)

The summations in the Eqs. A4, A5 and A6 are determined using the 100
experimental observations. Sample observation are shown in Table 5.

�Y = 1825.787�X1 = −748.159�X2 = 1065.113�X1Y = − 13, 650.509

�X2
1 = 5609.47�X1X2 = −8006.795�X2Y = 19,417.369�X2

2 = 11, 548.745

Coefficients are then determined using the Gauss Jordan process by solving
simultaneous equations in three variables.

⎡
⎣ 1825.787

−13650.509
19417.369

⎤
⎦ =

⎡
⎣ 100 −748.159 1065.113

−748.16 5609.47 −8006.795
1065.113 −8006.795 11548.745

⎤
⎦

⎡
⎣a
b
c

⎤
⎦

x = 24.0168, 0.7694, −0.0002

Y = a + bX1 + cX2

Y = 24.068 + 0.7694X1 − 0.0002X2 (A7)

Taking antilog of Eq. A7 the equation gets converted to the following.

πa1 = 2.693x1010π0.7694
a2 π−0.0002

a3 (A8)

Table 5 Sample observations for modeling formulation

Sr
No

Mean
temperature
of Layer Tm
in K

Thermal
expansion
coefficient
β per/K

Thermal
stratification
�T in °C

Heat
Supply Qs
in J

πa1 πa2 πa3

1 332.5 0.00301 1.8 9128.67 112,388,482 0.00087 2689.5

2 332.45 0.00301 1.3 9128.67 154,818,616 0.0012 3723.3

3 332.45 0.00301 1.1 16,218.9 182,663,017 0.00142 7818.0

4 332.7 0.00301 1.4 30,529.5 144,586,394 0.00111 11,571

5 334.9 0.00299 1.8 49,385.6 117,697,709 0.00087 14,655
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Appendix B: Constraints for LPP

The restriction could be the limits established during the experiment for the multiple
independent π terms involved in the function. The ranges for each independent π

concept were established during the experimentation. Such ranges are the limits of
the issue. Thus, for each individual π word as under, there would be two limitations.

Denote the independent maximum and minimal values π term πa2 by πa2max and
πa2min . The first two limits to the problem can be obtained by taking log of these
quantities and by substituting multiplier values for all other variables except the one
under consideration equal to zero. Let the log of the limits be defined, as C1 and C2.
Then C1 = log πa2max and C2 = πa2min . Thus, each will have the two equations of
the constraints as under

1X1 + 0X2 ≤ C1 (A9)

1X1 + 0X2 ≥ C2 (A10)

The other constraints are similarly found as given below

0X1 + 1X2 ≤ C3 (A11)

0X1 + 1X2 ≤ C4 (A12)

The maximum value of the Z and the set of values of the variables to reach this
maximum value will be obtained after this linear programming problem has been
overcome. The values of the independent term will then be derived by finding an
antilog to the values of Z, X1, and X2. The exact values of the multipliers and the
variables are found and replaced in the Eqs. A9 to A12, and the actual problem can
be described below in this case. This can now be solved by using the MS solver
available in MS excel as a linear programming problem.

Thus the actual problem is to maximize Z, where

Z = 24.068 + 0.7694X1 − 0.0002X2

Subject to the following constraints

1X1 + 0X2 ≤ −6.646

1X1 + 0X2 ≥ −7.878

0X1 + 1X2 ≤ 12.605
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0X1 + 1X2 ≥ 7.793

LPP problem is formulated and MS solver found a solution. All constraints and
optimality conditions are satisfied.

Appendix C: Modification/Conversion of The Experimental
Data

The raw data obtained fromTable 5 can be utilized only aftermodifying or converting
this data in the desired form. The various values recorded in Table 5 are converted
into desired form for performance analysis. Theπ terms connecting the performance
parameter of solar water heating system involves the independent variables, i.e., Cp,
ρ, V, U, and gβ�T is πa2. The equations for the independent π terms are given below

πa2 = U

CpρV
1
6
√
gβ�T

The data related to this independent π term during the test is recorded and range
for this π term is computed, as given below

πa2 = U

CpρV
1
6
√
gβ�T

πa2Min = 0.00037885

πa2Max = 0.0015578

Similarly, using the dimensional equation for the π term πa3, the data related to
this independent Pi term during the test is recorded, and range for this π term is
computed, as given below

πa3 = Qs

ρV
4
3 gβ�T

πa3Min = 2423.46

πa3Max = 298220.333
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Table 6 Experimental sample reading during day

Sr No Day and time Sensor Location Temperature in °C

1 Day 1
7.00 am

T1 Layer 1 (From Top) 60.4

T2 Layer 2 60.2

T3 Layer 3 59.3

T4 Layer 4 58.9

T5 Layer 5 58.6

T6 Collector In 56

T7 Collector out 56.6

Table 7 Training data set (SAMPLE) ANN

Input parameters Output parameters

Thermal stratification �T in °C �T Heat supply Qs in J Load temperature

1.8 9128.67 60.4

1.3 9128.67 60.1

1.1 16,218.9 60

1.4 30,529.5 60.4

1.8 49,385.6 62.8

Appendix D: Data Selection for Experiment and ANN

Data from 100 experiments during the trial were used for the preparation of an
artificial neural network. This variety of data was deemed necessary to allow the
ANN to learn a wide range of cases. Out of a total of 100 datasets, 5 were randomly
chosen and used for model validation and the remaining 95 for network training and
research.

It is beneficial to reduce the amount of data needed for measurements in order
to promote the work of designers. The data used for network training are those that
often influence the efficiency of the system and can be easily accessed. These include
load temperature in storage tank, thermal stratification, heat supply. Readings from
actual tests have been used for network preparation and research. A sample of the
system experimental observations and the system efficiency parameters considered
as input and output to the neural network are shown in Tables 6 and 7, respectively.
The network was educated using a wide variety of weather conditions.
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Performance Analysis of Photovoltaic
Module Using Microchannels
and Nanofluids

S. M. Lawankar, Shoeb J. Inamdar , and Shubham K. Changole

1 Introduction

In present scenario solar energy is one of the promising sources of renewable energy
that can be used in different ways like solar cooling, solar heating, and photovoltaic.
The solar cell or PV module can generate electrical energy from sunlight with the
aid of photovoltaic effect. PV module gets overheated due to associated thermal
energy with solar radiation, due to which its performance is considerably limited.
For 1 °C overheating over its evaluated value (normally 25 °C), the power output
reduces by 0.5–0.6%. This dependence leads to an emerging concept of “cooling
of PV module” [1, 2]. The cooling of PV module is achieved by heat dissipation
[3, 4]. Different techniques/methods have been applied for the cooling of module to
optimize its performance [5–7].

Krauter [8] studied thin film of liquid water nozzle flow over the panel surface.
The result showed that the film reduced the surface temperature upto 22 °C with
10.3% increase in electrical yield. Royne and Dey [9] performed the experimental
investigation on “effect of jet impingement cooling device technique for an array of
dense packedPVmodule”. The investigation summarized that thismethodminimized
the impact of overheating on electrical performance of PV module, hence found to
be efficient for PV module cooling.

Abdolzadeh and Ameri [10] experimentally evaluated the effect of water spraying
on the front surface of PV module on its performance. Moreover, Nizeticet al. [11]
found that better performance of PV module can be achieved by spraying water on
back and front surface of PV module. Similarly Bahaidarahet al. [12] investigated
water cooling on the front and back surface to assess the performance of PV module
using EES software. They found that module temperature has reduced from 37.8 to
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35 °C by front surface cooling. In addition, the back surface cooling magnified the
temperature drop from 42.8 to 25.9 °C. Tina et al. [13] and Rosa et al. [14] carried
out an analysis to observe the behavior of PV module submerged in water and they
observed some enhancement in performance [15–17].

Again, there is another approach of cooling of PV module by air or water through
forced or natural convection [18–20]. Swapnil Dubey et al. [27] developed an analyt-
ical explanation for the electrical performance of PVT hybrid air collector. The
results explained that the overall electrical power of the module could be enhanced
by reducing the temperature of solar module by dissipating thermal energy incor-
porated with the PV module. Ahmad Fudholi et al. [28] in 2014 experimentally
analyzed PV thermal water receivers (Table. 1).

The electrical and thermal performances of photovoltaic thermal water receivers
were analyzed under 500–800W/m2 solar irradiance levels. The PVT receivers were
tested concerning thermal efficiency and electrical efficiency. They concluded that the
spiral movement gain exhibited the excellent performance at a radiance distribution
level of 800 W/m2 and mass flow rate of 0.042 kg/s. This absorber gave thermal
efficiency of 54.6% and PV efficiency of 13.8%.

The density of heat dissipation from the given area can be a major parameter
of evaluation. Microchannels have the great wisdom in this approach and hence
proved to be the vibrant area of research and a solution in the present scenario [22].
Microchannel in micro technology is a channel with a hydraulic diameter ranging
from 200 μm to 1 mm [23]. Hence researchers have been showing great interest in
the expansion of microcooling techniques for several applications [24–26].

In 2011, Agrawal et al. [29] conducted the energy study of a hybrid microchannel
photovoltaic thermal (MCPVT) module having steady mass flow velocity of air in
expressions of design and atmospheric parameters. By numerical estimates it was
concluded that over the year thermal performance and exergy absorption improved by
71.62 and 61.19%, respectively, for theMCPVTmodule for Srinagar climatic condi-
tion. Karami and Rahimi [30] experimentally investigated the performance of hybrid
PV module by cooling with water-based Boehmite (AlOOH × H2O) nanofluid. A
plate consisted of 40 rectangular parallel microchannels with a hydraulic diameter
of 0.783 mm, attached to the back surface of PV module. Three different concentra-
tions of nanofluid (0.01, 0.1, and 0.3 wt . %) were used and their performance was
compared with base fluid. They found that the PV panel’s average surface temper-
ature decreased from 62.29 to 32.5 °C at a flow rate of 300 ml/min for 0.01 wt.%
nanofluid. However, the maximum rise in electrical efficiency was about 27% for
0.01 wt. % concentration of the nanofluid at flow rate of 300 ml/min.

The literature explores the works that have been the solution for overheating of
PV module. Cooling of PV module using nanofluids is one of the emerging trends.
In current study, the experimentation is carried out on PV module with microchan-
nels heat sink and nanofluids [31–33]. The study focuses on thermal and electrical
performance of the PV and PVT system and comparison of the same.
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Table 1 Nomenclature,
Symbols, and Suffix

Nomenclature

Dh Hydraulic Diameter (mm)

w Width of channel (mm)

d Depth of channel (mm)

h Heat transfer coefficient (W/m2K)

Q Heat transfer (Watt)

C Specific Heat (J/kg.K)

T Temperature (oC)

m Mass flow rate (kg/Sec)

V Voltage (Volt)

I Current (Ampere)

A Surface Area

m Mass (kg)

k Thermal Conductivity (W/mK)

PV Photovoltaic Module

E Energy

Latin/Greek Symbols

ρ Density (kg/m3)

� Volume Fraction of nanoparticles

� Difference

ï Efficiency

Suffix

f Fluid

in Inlet condition

out Outlet condition

sun Solar irradiance

ele Electrical

mass Mass flow

sc Short circuit

oc Open circuit

thermal Thermal energy

2 Experimental Setup

Figure 1 shows the schematics of PVT experimental setup; it consists of polycrys-
talline silicon photovoltaic module of 30 W capacity. Microchannel heat sink is
connected to the rear surface of the module and divided into six equal parts. An
arrangement is made to circulate the working fluid through microchannel with equal
flow rate which is ensured by rotameter and a valve. A heat exchanger is used to cool
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Fig. 1 PV module with
Microchannel heat sink

down the working fluid using tap water and hence maintain the closed flow circuit.
The setup is tilted at an angle of 21o with horizontal plane.

K-type thermocouples are used tomeasure the temperature of all points of interest.
Short circuit current and open circuit voltage are obtained by rheostat and the
same is measured by ammeter and voltmeter respectively. The microchannels are
of rectangular cross section as shown in Fig. 2 of dimensions (1 × 1 × 260 mm).

Experimentation is carried out on simple PV module and then on PVT system
using base fluid (water) and different concentrations of nanofluids. Nanofluids
are synthesized at different concentration (0.02, 0.06, 0.1 wt.%) using sonication
apparatus as shown in Fig. 3.

The complete flow diagram is shown in Fig. 4 showing all the basic components.

Fig. 2 Design of
microchannels
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Fig. 3 Sonication device

Fig. 4 Flow diagram of experimental setup

Fig. 5 Energy Balance diagram for PVT system
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3 Data Reduction

As shown in Fig. 5 the heat sink and PV module combined forms a control volume
system and exhibits the energy inflow and outflow.

The energy balance equation can be expressed as

Emass + Esun = Eele + Emass + Eloss (1)

Thermal energy associated with the system, which is dissipated by working fluid
can be written as

Emass,out − Emass,in = Ethermal (2)

3.1 Heat Transfer Analysis

The rate of heat transfer can be evaluated as

(Q) = ρn f × V × Cp × (Tout − Tin)

where
The density of nanofluid (ρ) is given by

ρn f = ∅.ρnp + (1 − ∅).ρb f

The Volume fraction (�) of nanofluid is given by

∅ = mnp/ρnp
mnp

ρnp
+ mbf

ρb f

.

Specific heat of nanofluid is given by

Cp, f = ∅(
ρn.Cp,n

) + (1 − ∅).
(
ρb f .Cp,b f

)

ρn f

mass flow rate is given by

(m) = ρn f × V kg/Sec
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3.2 Electrical Analysis

The electrical power output of the PV module can be evaluated as follows

Eele = Voc × Isc × FF (3)

where the Fill factor (FF) is the maximum power conversion efficiency of the PV
module which is the ratio of maximum power gained from the photovoltaic unit to
the actual power based on Isc and.

FF = Eele,max

Voc × Isc
= Vmax × Imax

Voc × Isc
(4)

Electrical efficiency of PV module is evaluated from Eq. (5),

ηele = Eele

Esun
(5)

4 Results and Analysis

4.1 Distribution of Solar Irradiance

During experimentation the solar irradiance recorded for longitude: 77.78 °E and
latitude: 20.94 °N.

The nature of global irradiance was found to be bell shape when plotted against
time. It was further observed that the change in solar irradiance for consecutive days
was comparatively small. Hence, for further analysis average solar irradiance is used
as plotted in Fig. 6. The average solar radiation is observed 346 W/m2 at morning,
which reaches to its peak value 888 W/m2 at noon then declines to 439 W/m2 at
16.00. The mean value of total solar irradiance is found to be 684 W/m2.

4.2 Working Fluid versus Surface Temperature

The variation of PV module average surface temperature is shown in Fig. 7a, b
for different working fluids. The average surface temperature of PV module takes
the similar trend of average daily distribution of solar irradiation for no cooling
condition. Likewise for cooling with water and different concentrations of nanofluid
the nature of temperature variation is similar as that of no cooling condition but there
is a significant/major difference in peak temperature values as it drops drastically
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with cooling. The average surface temperature reduction is found to be in the range
of 18–20 °C by PVT system as compared to PV system.

The nanofluid shows better result thanwater. Figure 7a depicts PVmodule temper-
ature for different concentrations of Al2O3. It was further observed that with increase
in concentration the temperature curve shifts downward. The lowest temperature
values obtained at highest concentration of 0.1 wt.%. Similar observations are made
for TiO2 nanofluid as shown in Fig. 7b.

Among both the nanofluids TiO2 show overall better cooling performance, also
it shows highest enhancement in cooling effect at 0.1 wt.%, i.e., 33.31% with
respect to no cooling condition, whereas Al2O3 the same concentration gives 32.18%
enhancement.

The rise of cooling effectmaybe attributed to use ofmicrochannels andnanofluids.
Microchannels increase the surface area and nanofluids increase the surface and
thermal conductivity; they all in turn increase the convective heat transfer. Further
heat transfer is increasedwith concentrationwhichmaybe attributed to rise in thermal
conductivity with concentration.

4.3 Working Fluid versus Rate of Heat Transfer

The rate of heat transfer is calculated for all working fluids and plotted on the graphs
for analysis as shown in Fig. 8a, b.

Figure 8a, b shows the heat transfer rate for Al2O3 System and TiO2 System,
respectively. As can be seen from figure, the nature of heat transfer curve is similar
to global radiance distribution the reason of which is temperature difference which



Performance Analysis of Photovoltaic Module Using Microchannels … 477

0

10

20

30

40

50

60

70

7 9 11 13 15 17

PV
 S

ur
fa

ce
  t

em
pe

ra
tu

re

TIME (IST)

Without cooling Water cooling
Al2O3 0.02 wt % Al2O3 0.06 wt %
Al2O3 0.1 wt %

(b)

(a)

0

10

20

30

40

50

60

70

7 9 11 13 15 17

PV
 S

ur
fa

ce
  t

em
pe

ra
tu

re

TIME (IST)

Without cooling Water cooling
TiO2 0.02 wt % TiO2 0.06 wt %
TiO2 0.1 wt %

Fig. 7 a PV Surface Temp. Versus Time(Al2O3) b. PV Surface Temp. Versus Time (TiO2)



478 S. M. Lawankar et al.

(a)

(b)

H
ea

t T
ra

ns
fe

r 
 (W

at
t)

Al2O3 0.02 wt% Al2O3 0.06% Al2O3 0.1%

Time (Hours)

H
ea

t T
ra

ns
fe

r 
(W

at
t)

PV/TiO2 0.02% PV/TiO2 0.06%
PV/TiO2 0.1%

Fig. 8 a Avg. Heat Transfer Al2O3 System b Avg. Heat Transfer TiO2 System

varies with radiation. As the temperature of module increases from morning, the
temperature difference between fluid and PV module drives heat from module. The
heat transfer rate increases as the concentration of nanofluid increases. Maximum
heat transfer is obtained for highest concentration also its peak value reaches at
maximum temperature difference between PVmodule and fluid, same is justified for
both Al2O3 and TiO2 from Fig. 8.
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4.4 Current–Voltage (I-V) Characteristics

Figure 9a, b shows the current–voltage characteristics of PV module for no cooling
(PV system) and PVT system (with cooling), respectively. Figure 9a depicts that short
circuit current increases with respect to global irradiation, i.e., with temperature. It
can be further observed that frommorning to noon, the short circuit current increases
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by 94.44% for no cooling and 75.44% for cooling. The rise in short circuit current
for no cooling is more than that of cooling.

This is due to rise in temperature of PVmodule as global radiations increase from
morning to noon. The temperature rise of PV module causes the band gap energy
to decrease due to rise in intrinsic carriers, owing to this the short circuit current
upsurges to some extent. But as the energy band gap reduces the potential difference,
i.e., open circuit voltage gets limited and due to this the current falls linearly limiting
the electric power generation, which can be noticed from area under I-V curve which
get reduced by limited voltage range for no cooling. As the area under the I-V curve
represents the electrical power, it can be noticed from the figure that the rise in open
circuit voltage is limited to 16.66% for PV system (no cooling). Whereas for PVT
system, voltage range is found to be increased significantly. For water cooling the
open circuit voltage was increased by 20%. Whereas for Al2O3 it increases in the
range of 10–25% as the concentration increases from 0.02 to 0.1 wt.%. Similar trends
are noticed for TiO2 for different concentrations and maximum voltage rise is found
to be at 0.1 wt.% which is 30.86%. The rise in voltage may be attributed to cooling
of PV module [34, 35].

The cooling of PV module keeps the energy band gap changed too little due to
thermal energy dissipation. This unaltered band gap energy maintains the poten-
tial difference appreciable. Owing to this the PV module gives a desirable short
circuit current with extended range of voltage and hence the area covered on I-V plot
increases, which leads to an increase in electrical power generation [36].

4.5 Electrical Power Analysis

The electrical power of the PVmodule shows similar trend as that of global radiation
when plotted against time. Figure 10a, b narrates the variation of electric power
output. Initially from morning to noon (12.00 hrs) the electrical output increases
due to rise in irradiation. The electrical power increases in the range of 1.2–1.6
times (or 120–160%) for PV system and then almost remains constant up to 15.00.
After that the power output decreases because irradiation starts decreasing. Even
though irradiation starts decreasing after 12.00 hrs, still power output almost remains
constant due to a reduction in electrical losses of electron collision.

At 12.00 h for water cooling the electrical power is increased in the range of 12–
18% as compared to PV system. Similarly for Al2O3 and TiO2 at 0.1 wt.% electrical
power rises in the range of 35–40% as compared to PV system. For PVT system
working fluids lower the temperature of module. As mentioned in I-V characteristics
section electrical power increases due to extended voltage range.

Among all the working fluids TiO2 at 0.1 wt.% give maximum electrical power,
i.e., 26.36 W/m2 at 14.00. It is increased by almost 38% as compared to PV system.
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4.6 Electrical Efficiency Analysis

Figure 11a, b shows the efficiency of PV module. As efficiency is a relative fraction
of input energy and output electrical energy. As noticed that efficiency initially goes
reducing with irradiation upto noon. From morning to noon efficiency reduces in
the range of 12–18% for PV system. Past noon the efficiency starts increasing and
reaches the peak value at 15.00 h for all cases. For PV system past noon the efficiency
increases by almost 37% till peak point.

In case of Al2O3 PVT System past noon efficiency is increased in the range of
40–50% till peak point. At peak point, i.e., at 15.00 h the efficiency of Al2O3PVT
system is enhanced by almost 25–30% as compared to PV system. The best value
among all is obtained for TiO2 at 0.1 wt.%, i.e., almost 30–35% enhancements as
compared to PV system.

The temperature rise in PVmodule accelerates the collision of electrons that leads
to the increased electrical losses. Hence, even though electrical power increases due
to increased radiation till noon, but corresponding input radiation is comparatively
large, hence efficiency steeps down. As past noon the irradiation starts decreasing
and also the electrical losses, the output power becomes more comparable to input
radiation, hence efficiency starts increasing. It can be further observed that maximum
value of efficiency is at 15.00 in all the cases. At 15.00 the input energy is relatively
low while the output is considerably high in proportion that leads to high efficiency.
Maximum electrical power is at 14.00 h. still efficiency is not maximum there due
to relatively high input energy.

For PVT system the module temperature is reduced by nanofluid cooling and that
leads to less electron collision and less electrical losses. Better the cooling ofmodule,
higher is the electrical power generation.

5 Conclusion

The experimental study outlines the performance of photovoltaic module using
microchannel heat sink and nanofluid. The system without cooling is referred as
PV system and with cooling arrangement is termed as PVT system. Microchannel
heat sink is used to dissipate heat from PVmodule with different working fluids such
as water (base fluid), Al2O3, and TiO2 nanofluids at different concentrations.

Both thermal and electrical performances of module are greatly enhanced after
experimentation. The lower surface temperature after cooling leads to the enhance-
ment of various performance parameters of PVmodule. The voltage range of module
is found to be increased after cooling. The open circuit voltage is found to be increased
by 25–30% at peak cooling conditions, thereby increasing the electrical power gener-
ation by almost 35–40%.Dissipation of thermal energy leads to the reduced electrical
losses and hence, the electrical efficiency is found to be increased with cooling. At
peak cooling conditions the electrical efficiency increases by almost 30–35%.
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As the concentration of nanofluids is increased, both thermal and electrical perfor-
mance of PVmodule are found to be increased. Electrical power, electrical efficiency,
and heat transfer, all these parameters enhance as the concentration is increased.

The microchannel PVT system leads to lower thermal energy incorporation.
Lower thermal energy association gives less cell degradation and hence the life
span of PV module is found to be increased. Microchannels in combination with
the nanofluids observed to be a better solution for cooling of PV module in order to
enhance its performance by lowering its operating temperature.
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Thermal Analysis of Salinity Gradient
Solar Pond in Nagpur City

Shyamal G. Chakrabarty, Uday S. Wankhede, and Rupesh S. Shelke

Nomenclature

A Area (m2)
Cp Specific heat of fluid (J/kg °C)
T Temperature (°C)
t Time (hours)
X Zone thickness (m)
UCZ Upper convective zone
NCZ Non-convective zone
LCZ Lower convective zone
Qsr Solar radiation absorbed (W/m2)
Qcond Conduction heat transfer (W/m2)
Qc Convection heat loss (W/m2)
Qr Radiation heat loss (W/m2)
Qe Evaporation heat loss (W/m2)
Qg Ground heat loss (W/m2)
Qload Amount of heat extracted (W/m2)

Greek Symbols

ρ Density of fluid (kg/m3)
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1 Introduction

Energy security has become a major concern around the world. To meet the growing
energy demand, excessive use of fossil fuel leads to global warming and other envi-
ronmental problems. The salinity gradient solar pond can collect and store thermal
energy simultaneously. It consists of three stratified layers. The UCZ consists of a
low density solution. It prevents the gradient layer from rain and wind. The middle
layer is known as NCZ. It consists of salinity gradient to suppress the convection
heat loss [2]. The LCZ consists of a high density solution to store the thermal energy.
The heat is extracted from the LCZ for various applications.

In recent years, most researchers have shown an increased interest in solar pond
technology. Verma et al. [8] investigated the transient behavior of solar pond. Verma
and Das [7] further conducted study for optimization of wall profile of solar pond.
Goswami and Das [4] experimentally investigated the performance of thermoelectric
power generation integrated with solar pond. Panchal et al. [5] reviewed the perfor-
mance of solar still integrated with solar pond. The objective of the present work is
to investigate the transient behavior solar pond for the period of 1 year.

2 Numerical Model

A transient heat transfer model is employed to study the performance of SGSP. The
thickness of UCZ = 0.3 m, NCZ = 1.2 m, and LCZ = 1.5 m are assumed [2]. The
area of solar pond is considered to 100 m2. The heat balance equation of UCZ and
LCZ is expressed in (1) and (3), respectively.

ρuCpuAuXu

(
dTu

dt

)
= Qru + Qc − Quc − Qur − Que (1)

ρlCplAlXl

(
dTl

dt

)
= Qrl + Qc − Qg − Qload (2)

All the terms of (1) and (2) are determined according to the assumptions and
procedure described by Chakrabarty et al. [1].

3 Result and Discussion

The governing equation is solved by using a numerical method in MATLAB. The
variation of average solar radiation and ambient temperature of the Nagpur city for
1 year is shown in Fig. 1. It is observed that two peaks occur during a period of 1 year.
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Fig. 1 Average solar radiation and average ambient temperature data of Nagpur city

The highest peak occurs in the summer season and the smaller peak is observed in
the winter season.

Figure 2 shows the temperature variation of LCZ temperature and UCZ tempera-
ture during the period of 1 year. It can be seen that a phase lag of about 1 month exists
between the maximum solar radiation and attainment of maximum temperature of
LCZ in summer season.Whereas, the phase lag is found to be marginal during winter
season. The variation in LCZ temperature is viewed to be negligible during winter
season. The ambient temperature is found to be higher than UCZ temperature.

Figure 3 exhibits the development of LCZ temperature for various heat extraction
rate. The process of heat extraction is considered to commence from the 60th day of
maturation period. It is found that the temperature achieved by LCZ decreases with
the rise in rate of heat extraction. During winter season, for heat extraction rate of
40 W/m2 the difference between the LCZ temperature and ambient temperature is
observed to be less than 20 °C. Such lower temperature may not be beneficial for
some applications. Therefore the amount of heat extraction and desired temperature
required by the application should be studied for a particular location.

Figure 4 presents the development of LCZ temperature for different starting days
of heat extraction. The rate of heat extraction is considered as 30W/m2. It is seen that
the increase inwarm-up time results in the increase inmaximum temperature of LCZ.
The highest temperature of LCZ occurs during the month of May for the case of no
heat extraction. Therefore, if heat is extracted during the month of May then higher
temperature can be obtained. It is also attributed to higher heat loss as compared
to other cases. The variation in minimum temperature is marginal. Figure 4 also
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Fig. 2 Variation of LCZ temperature and UCZ temperature without heat extraction

Fig. 3 Variation of LCZ temperature profile for a different rate of heat extraction
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Fig. 4 LCZ temperature profile for different starting days of heat extraction at the rate of 30 W/m2

depicted that the change in warm-up time does not affect the temperature of LCZ
during winter season for the given case. Therefore the warm-up period should be
decided based on the temperature desired for the application.

The behavior of LCZ temperature and instantaneous efficiency for heat extraction
rate of 30 W/m2 is presented in Fig. 5. The heat extraction is commenced in the
month of March. The behavior of instantaneous efficiency is similar to the result
obtained by Date et al. [3]. Higher instantaneous efficiency is observed during the
winter season.

4 Conclusion

The present study includes a transient analysis of salinity gradient solar pond in
Nagpur city. The maximum temperature achieved by LCZ decreases with the rise in
the rate of heat extraction. The commencing day of heat extraction also influenced the
temperature of LCZ. The change in warm-up time does not affect the temperature
of LCZ during winter season for the given case. The warm-up time and desired
temperature of an application should be taken into account for economical assessment
of the solar pond.
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Fig. 5 Variation of LCZ and instantaneous efficiency
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Mathematical and Thermal Modeling
for Solar Drying of Tomato Slices

Rajendra C. Patil and Yogesh S. Kulkarni

1 Introduction

Farmers in India have typically tiny land holdings and commit suicide in current
years due to continual reduced rates of perishable foodstuff and market. Processing
of perishable product to a processed foodstuff can be a worthy choice for such
farmers, whereby shelf life of the foodstuff is enhanced [1, 2]. The spoilage and
wastage of foodstuff can be reduced by cold storage and drying method. The cold
storage method is quite expensive and thus farmers cannot afford it. The drying of
perishable products by use of sun energy is themost appropriatemethod for extending
shelf life and escalating the market value of the foodstuff. Basically, drying is the
simultaneous heat and mass transfer process to reduce the moisture content up to
the desirable extent by use of heat energy. The various technologies for drying are
osmotic dehydration, hot-air drying, freeze drying, vacuum, and microwave drying.
However, freeze, mechanized, and hot air oven solar drying methods are quicker,
costly, and require high energy cost to function than that of open sun and solar drying
method. Conventionally, preservation of foodstuff by open sun drying is commonly
used and has abundant disadvantage like spoilage of foodstuff due to dust, animals,
storms, wind, rain, and results in poor quality of dried product. Hence, to improve
the quality and quantity of dried product, it is necessary to control the drying process
and the attempt had been made to advance the open sun drying to solar drying [2, 3].

Tomato (Lycopersicon esculentum Mill) is one of the vital fruit or vegetable in
human diet, as they are wealthy with vitamin C, vitamin E, lycopene, dietetic fiber,
and can be consumed fresh or else processed due to its extraordinary flavor. Presently,
India is the fourth main tomato producing nation having 10 tons per hectare yield
out of 24 tons per hectare or world’s average yield. Though India is a major exporter
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to Oman, Maldives, Turkey, Nepal, and Pakistan, an enormous quantity of tomato is
being damaged due to the lack of appropriate processing technology and preservation
facilities [1]. Studies on drying kinetics and characteristics of by-product of an ample
range of agricultural produce have been reported such as onion flakes, cuminum
cyminum, olive pomace, tomato pomace, pomegranate fruit peel, potatoes, Amla,
carrot pomace, apple, Celeriac Slices, Casuarina Equisetifolia wood chips, and solid
waste of olive oil. Studies on the drying kinetics and thermal modeling for tomato
slices are limited.

In connection to this, the author has fabricated a simplified and affordable version
of solar greenhouse dryer for drying of multiple foodstuffs under the forced convec-
tion mode and in the area of latitude of 15–30°N. Mostly, dried tomato is used in
sauces, soups, pesto, and as a constituent in spicy dishes, pizzas, salads, and so forth
[1]. From the literature survey, it is observed that the quality of dried foodstuffs in
indirect dryers is better than direct dryers, while the faster drying is the key of direct
type of dryer. In connection to this, the comprehensive survey of Hohenheim tunnel
(direct type) and cabinet dryers (indirect type) has been made and both dryers are
costly and have intricate mechanism and nor affordable to small landholders. Hence
in this work, author tried to overcome the drawbacks of above dryers and proposed a
simplified version of direct type of solar tunnel greenhouse dryer. The investigation
of proposed dryer during drying of fresh tomato is the main goal of this research
work. The specific objectives could be summarized as:

1. To fit the investigational data with several thin-layer mathematical models to
illustrate drying kinetics of tomato slice.

2. To examine the thermal performance by calculating convective heat and mass
transfer coefficient at each hour of drying time.

2 Materials and Method

2.1 Experimental Setup and Features of Dryer

Figure 1 demonstrates the schematic sight of proposed dryer of 4 m2 aperture area. It
consists of two tunnels of identical size with area of 2 m2 each linked in succession
with a small rectangular hole for circulation of hot drying air. On the basis of the
foodstuff to be dried, 15–20 kg of agro-product can be laden in every tunnel. Each
module of tunnel consists of two layers of trays with two trays in each layer. The
surrounding air enters from bottom of first tunnel and moves through the product
loaded in different trays. Later on the hot humid air then goes to second tunnel
through a small rectangular opening, where its temperature is further increased due
to greenhouse effect.
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Fig. 1 Schematic of solar tunnel greenhouse dryer
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2.2 Features of Proposed Dryer

The practical improvements in the proposed dryer with respect to the Hohenheim
solar tunnel and solar cabinet dryer have been made and listed as below.

1. Inclined glazing: Dryer has a shape of home cabinet with tilted transparent
toughened glass at one side and thus needs extremely fewer fragile material.
Also the tilt of 40° permits utmost collection of solar insolation and improves
loading capacity of dryer.

2. Drying air temperature and flow rate: A capability to change air quantity as per
need is the principle method of avoiding extreme temperature within the dryer.
Authors use thePVmodule to adjust the drying temperature by controlling the air
flow rate. Improved exploitation of heatedmoist air in all trays of tunnel provides
approximately consistent drying. The temperature in the range of 60–70 °C is
attained in the dryer which is suitable for drying of nearly all agro-products.
This increases the utilization of dryer.

3. Modular design: Depending on the necessity, the loading capacity of dryer can
be effortlessly varied due to addition or removal of a number of tunnels in
succession.

4. Air filter: A detachable and washable air filter has been installed on the positive
side of the fans to eliminate dust from the incoming moist air and thus ensures
high quality dried product.

5. Material: To overcome the troubles come across with dryers built from conven-
tional materials likemild steel andwood, the proposed dryer has been fabricated
from composite aluminum section and sheet. The light mass, strength, and dura-
bility are the major characteristics of aluminum material and allow subsequent
advantages:

a. The exterior of dryer was fabricated from a single aluminum sheet devoid
of any joints and thus diminish the leakage of hot drying air and improves
drying rate.

b. A 30% weight of dryer is reduced which allows trouble-free handling,
transportation, and effortless tracking of dryer with respect to the sun’s
position.

c. The life span of dryer is improved due to protection of dryer from untimely
rain, yeast, mold, etc.

d. Easy to assemble and dismantle.
e. The idea of sliding door on back side has been used for effortless loading

and unloading of the material to be dried.

The minor increase in the dryer’s cost due to the composite aluminum sheet and
section is compensated because of its more life span and better durability.
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2.3 Instrumentation

Thermocouple (PT-100) with precision of ±0.5 °C has been used for recording the
temperature of air at different locations of dryer. For recording of relative humidity
of drying and surrounding air, digital hygrometer of precision of±10% was used. A
solar meter with accurateness of ±10% was utilized for recording intensity of sun
rays. The velocity sensor as well as an anemometer were employed to gauge wind
speed all over the greenhouse. The photovoltaic module of 10 W has been used to
run the 12 V DC fans to ensure mass flow rate of air throughout the dryer. A digital
balance of±0.01 g precision having amaximum8 kg capacity was used for weighing
moisture content of tomato slices. A 16 channel (SUNPRO, India) data logger is also
used for recording temperatures of drying air for every interval of 5 min.

2.4 Experimental Procedure

A good quality of tomatoes was purchased from the market place of Nashik and
washed with fresh water and dirt-free cloth. The hygienic tomatoes were then cut
into slices of 3-5 mm by stainless steel blade to shun the blackening of surface. All
tomato slices were then pretreated with potassium metabisulfite for improving the
drying rate and quality of dried product. The solar drying trials were carried out at the
Department of Mechanical Engineering, Chandwad, Nashik (latitude of 20.32° N;
longitude of 74.24° E). The initial moisture content of the tomato is determined by
air oven method and found to be 90% (w.b.). Before testing, it is ensured that all
equipments are in condition and whole setup was run without load for 30 min to
attain the steady-state condition. Finally, the pretreated samples of tomato slice were
weighed by digital weighingmachine and loaded on the trays of every tunnel of dryer
for drying. The drying of tomato slices was sustained until the desirable moisture
content was achieved.

2.5 Thin-Layer Drying Models for Tomato Drying

In solar drying, the study of drying kinetics of products with drying time is estimated
to be the most noteworthy area of drying. A thin-layer equation enlightens the drying
performance in a unified way despite the controlling means and to simplify the
drying curves. Hence, experimental studies are imperative and in consequence, thin-
layer mathematical drying terms are imperative utensils in modeling of solar drying
[3–7]. Several thin-layer drying models are presented and broadly employed for
confirming the physics of solar drying method. These models are frequently labeled
into three types as theoretical, semi-theoretical, and empirical. During this work,
applicability of thin-layer mathematical drying models like Newton, Henderson &
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Table 1 Thin-layer drying models

Sn. Model name Model equation

1 Newton’s model MR = exp(−k × t)

2 Page model MR = exp(−k × tn)

3 Modified Page model MR = exp[−(k × t)]n

4 Henderson and Pabis model MR = a × exp(−k × t)

5 Wang and Singh model t = {
[a × ln(MR)]+ [

b × [ln(MR)]2
]}

6 Thompson model MR = 1+ a × t + b × t2

Pabis, Thompson, Page, Modified Page & Wang and Singh model has been tested
and shown in Table 1. All thin-layer mathematical drying models are validated and
judged against the measured data obtained by carrying out test with predicted values
of moisture content [4, 5].

The regression analysis was used to guess honesty of fit and the model is said
to be the most excellent model when it shows the slightest values for chi-square,
RMSE, and utmost value for R2 (coefficient of determination) and can be calculated
by Eqs. (1) and (2) as [3–7]:

R2orr2 = 1−

⎧
⎪⎨

⎪⎩

[∑N
i=1 MRP,i −MRE,i

]2

[∑N
i=1 MRP −MRE,i

]2

⎫
⎪⎬

⎪⎭
(1)

ERMS or RMSE =
⎡

⎣

√∑N
i=1

(
MRP,i −MRE,i

)2

N

⎤

⎦ (2)

where MRP,i, MRE,i, and MRP is ith predicted, experimental, and mean value of MR;
N is no. of observations.

2.6 Numerical Computation for Heat and Mass Transfer

The performance forecast of solar tunnel greenhouse dryer also depends upon the
accurate assessment of convection heat and mass transfer coefficients. Following
correlation, Eq. (3) is used for determination of convection heat transfer coefficient
under forced convection [4, 8, 9]:

Nu = C × (Re× Pr)n

∴ hc = Kha

Lc
× c × (Re× Pr)n

(3)
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where Nu, Re, and Pr represents Nusselt, Reynolds, and Prandtl number; Kha =
thermal conductivity of humid air.

Equation (4) is used to evaluate the amount of heat required to evaporate the
moisture [4]:

Qevap. = 0.016× hc × [P(TP) − RH × P(Tap)] (4)

Amount of moisture evaporated from the product can be written as:

mv = Qevap. × Atray × time interval

hfg
in kg (5)

∴ mv

Z
= C × (Re× Pr)n

where

Z = Kha

Lc
× [P(TP) − RH × P(Tap)] × Atray × t (6)

Solving for getting a linear equation of line Y = mX + c

∴ ln(
mv

Z
) = lnC + n × ln(Re× Pr) (7)

Therefore, from equation of line, we can write

Y = ln
(mv

Z

)
;mX = n × ln(Re× Pr)

i.e. m = nandX = n(Re× Pr)

c = lnC i.e.C = exp c

(8)

By use of regression tool, the values of X, Y, constants C, and n at prescribed
interval of time can be determined. Later on values for convection heat and mass
transfer coefficient along with amount of heat required to evaporate the moisture
from the tomato slices can be found out at corresponding drying time. The mass
transfer coefficient can be evaluated as [4, 8]:

hm = 16.273× 10−3 × hc ×
[(

P(TP) − RH× P(Tap)
)

TP − Tap

]

(9)

The various physical properties related to moist air can be estimated from the
mean temperature of product and drying air temperature by means of the following
expressions [4, 8]:
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Density :ρha = 353.44

(Tm + 273.15)

Viscosity :μha =
[
1.718× 10−5 + (

4.620× 10−8 × Tm
)] (10)

SpecificHeat :

Cha =
[
999.2+ 0.1434× Tm + 1.101× 10−4 × (Tm)2

−6.578× 10−8 × (Tm)3

]
(11)

Partial Vpour Pressure :
P(T) = EXP

[
25.317−

(
5144

T + 273.15

)]

Viscosity :μha =
[
1.718× 10−5 + (

(4.620× 10−8 × Tm
)]

(12)

3 Result and Discussion

3.1 Mathematical Thin-Layer Drying Modeling

To standardize the drying curves, information of moisture content at each interval of
experimentation was transformed to mainly useful MR expressions and then curve
fitting computation with time has been carried on selected drying models.

Table 2 demonstrates the values of drying coefficients and constant for the selected
models, which were obtained by the regression analysis of the natural logarithm
of MR on drying time. For validation of models, statistical analysis and graphical
presentationwere used. From the table, it is observed that the R2 values for all models
are bigger than 0.95, indicating a good fit and varied between 0.9684–0.9958 while
RMSE values stuck between 0.0116–0.1342.

These values confirm that all selected thin-layer dryingmodels envisage the drying
kinetics of tomato effectively. Result shows that Wang and Singh model has the
highest value of R2, hence found to be more precise in forecasting the thin-layer

Table 2 Statistical parameters of drying models

Sn. Drying model Drying constant R2 RSME

1 Newton’s model k = 0.1773 0.9927 0.0253

2 Page model k = 0.228; n = 0.825 0.9684 0.0414

3 Modified page model k = 0.2163; n = 0.8253 0.9838 0.0511

4 Henderson and Pabis model k = 0.2264; a = 1.143 0.9823 0.0299

5 Wang and Singh model a = -0.149; b = 0.006 0.9958 0.0116

6 Thompson model a = -6.144; b = -0.685 0.9946 0.1342
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drying characteristics of tomato. Figures 2, 3, 4, 5, 6 and 7 demonstrate plotting of
experimental data with predicted ones for the models showing better fit for exper-
imental data. In these diagrams, the experimental values are concentrated around

Fig. 2 Newton model

Fig. 3 Page model

Fig. 4 Modified page model
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Fig. 5 Henderson and Pabis
model

Fig. 6 Wang and Singh
model

Fig. 7 Thompson model
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a straight line representing the values found by computation, which indicates the
exactness of thin-layer drying model for drying of tomato.

3.2 Numerical Computation of Heat and Mass Transfer

In this study, the authors focus on forced convection only due to faster drying with
better quality of produce as compared to natural convection mode of drying. Table 3
illustrates experimental data as well as results of convection heat and mass transfer
coefficients. The product of Re and Pr has been experiential as (RePr) < 105, which
shows that whole heat transport for tomato slices drying falls inside a laminar regime.
Result showed that with increase in drying time (no. of observations), Nu starts to
decline as a result of reduction in the rate of moisture evaporation. Also, the fluc-
tuation in constant C as well as coefficient n can be observed as 0.76, 0.94, 0.444
and 0.247 respectively, for the consecutive drying days. It is experiential that convec-
tive heat and mass transfer coefficient in dryer are very high during commencement
of drying. This is mostly due to high moisture content of products as well as high
rate of moisture evaporation in the beginning.

In other words, product surface behaves like wetted surface. This verifies that hc is
a sturdy function of moisture evaporated. The behavior of convective heat and mass
transfer coefficient is shown in Figs. 8 and 9.

The value of convective heat and mass transfer coefficient for tomato slices varies
from 2.17 to 13.51 W/m2K and 91 to 707 W/m2K, respectively. In other words, the
value of heat along with mass transfer coefficient decreases with drying days due to
decrease in moisture content.

Table 3 Experimental data for thermal modeling

Day Ti °C RePr mv kg Nu hc hm

1 48 22,738 0.292 65.34 13.51 658.58

1 49 17,876 0.21 58.72 12.156 707.46

1 49 16,240 0.165 56.27 11.661 552

1 47 15,361 0.322 54.90 11.31 526.87

1 42 14,734 0.131 53.89 10.94 611.21

1 39 13,276 0.151 51.45 10.365 584.62

2 46 21,725 0.241 11.12 2.283 94.29

2 51 18,992 0.125 10.75 2.239 91.19

2 54 117,924 0.100 10.60 2.224 236.93

2 56 17,433 0.095 10.53 2.223 130.86

2 55 16,025 0.09 10.31 2.168 100.63
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Fig. 8 Variation of Nu
versus RePr

Fig. 9 Variation of
convection heat transfer with
drying time

4 Uncertainty Analysis

Errors and uncertainties in the experimentation can take place from instrument selec-
tion, condition, calibration, observation, ambiance, reading, and trial scheduling. In
this work, different observations like temperatures, RH, speed of drying air, moisture
content of produce, solar radiation, and weight loss were measured by appropriate
utensil. Throughout the measurement of above parameters, the experimental errors,
i.e., the uncertainties that take place, are shown in Table 4.

Let XR be the uncertainty in result and X1, X2 … Xn be the errors in the individual
variables.
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Table 4 Uncertainty analysis

Sn. Uncertainty Solar dryer Sun drying

1 Ambient air temperature ±0.381 ±0.381

2 Drying air temperature in tunnel 1 ±0.381 –

3 Drying air temperature in tunnel 2 ±0.381 –

4 Drying air outgoing temperature from greenhouse ±0.381 –

5 Weight loss ±0.500 ±0.500

6 Relative humidity (RH) ±0.141 ±0.141

7 Air speed at inlet ±0.173 ±0.173

8 Solar radiation (I) ±0.141 ±0.141

5 Conclusions

The conclusions drawn from the present study have been summarized as follows:

1. The drying behavior of tomato slices was experimentally examined by regres-
sion analysis. Six thin-layer drying models were compared with two statistical
parameters R2 and RMSE. According to the outcome, the Wang and Singh
model gave outstanding fit for all data with higher R2 (0.9958) and lower RMSE
(0.0116).

2. It is inferred that the convection heat and mass transfer coefficient are sturdy
functions of relative humidity, temperature as well as mass of product for a
specific size of tunnel greenhouse. Result showed that hc and hm varied from
2.17 to 13.51 W/m2K and 91 to 707 W/m2K, respectively, and experiential to
lessen with the succession of drying time owing to decrease in moisture removal
with an increase in drying time in every day of drying.

3. The moisture content of tomato was reduced from 90 to 11% w.b. in 18 h for
the open sun drying, whereas the solar tunnel dryer took only 13 h.

4. The drying air is heated by the tunnel greenhouse satisfactorily with the purpose
of increasing its capacity in favor of taking up moisture from the product.

From the above discussions, a novel proposed design of solar tunnel greenhouse
dryer is the best option for end user. The dryer is exceptional for mass fabrication,
superb transportability, effortless tracking, and easy assembly at site makes it a Do It
Yourself (DIY) kit; thus helpful notably to get better agricultural returns for farmers
in appreciation of the hard efforts they have devoted in crop cultivation. Therefore,
commercial application looks to be feasible.
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A Area (m2)
CR Concentration ratio (-)
G(λ) Spectral DNI (W/m2/nm)
qheat Heat power (W)
Pm Maximum power output (W)
Pin Incident Power (W)
Voc Open circuit Voltage
MJT Multi Junction Tandem
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Abbreviations

InGaAs Indium Gallium Arsenide
InGaP Indium Gallium Phosphide
Ge Germanium

1 Introduction

Solar energy is the world’s largest remaining source of untapped renewable energy.
Majority of the world population are away from the power grid and do not have
proper access to the electricity. Extending power lines from power grid to remote
areas is often not yet economically feasible and so decentralized power sources,
such as the CPV system, are a promising alternative. Multijunction cells consist of
more than one pair of p-n junctions. It is designed in such a way that solar energy
of different wavelengths can be converted into electricity through different layers
of cell as shown in Fig. 1. Typically layers are stacked on top of each other, with
light incident on the largest-band gap layer, which transmits longer wavelengths to
smaller-band gap layers underneath.

MJTs are categorized as Concentrated Photovoltaic CPV, immense heat is gener-
ated through concentration. However, efficiency of MJT is reported around 46%
according to National Renewable Energy Laboratory (NREL 2020). Such solar cells
can be economically viable if sunlight is concentrated by a factor greater than 300x
[1]. Even though the amount of light not converted into electricity is converted into
heat, this waste heat deteriorates both the performance and codal life of the cell.

The solar cell’s efficiency is defined as the proportion of the maximum power
output of the cell to the DNI which is incident on the cell.

Fig. 1 Spectrum utilization through Conventional PV and MJT solar cell (NREL, 2020)
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ηcell = Pout

Pin
= Pin

∫
CR ∗ A ∗ λ ∗ G(λ) ∗ ηopt (λ) ∗ dλ

. (1)

Therefore, the heat power produced on the cell is

qheat = Pin∗(1 − ηcell the electrical conversion efficiency because of the

temperature dependence of the open − circuit voltage) (2)

High concentrations result in high heat flux on the solar cell’s surface and a rapid
increase in the cell’s temperature. High temperature reduces (Voc) and the maximum
power voltage (Vmp) [2]. It has been observed that under 500 × concentration
and without any cooling arrangements, the solar cell can exceed 1000 °C [1]. This
emphasizes the need for proper cooling technology to maintain the temperature
within safe operation limits as well as to avoid suboptimal performance and risk of
system failure [3].

2 Literature Review

Exhaustive efforts are being made worldwide to reduce the operating temperature of
CPV module to increase overall performance in terms of electrical efficiency, power
output and codal life of the module. A number of researchers have worked on cooling
the CPV/PV module with various active and passive cooling techniques. Some of
these techniques are discussed in the following section.

2.1 Peltier Effect (Active Cooling Medium)

Figure 2 shows the schematic of the combined PV-TEC system, the TEC module is
installed in the back side of the PV cell and there is an aluminum sheet in between in
order to spread the cooling effect in the back surface of the PV cell. Solar radiation

Fig. 2 Schematic of the
thermoelectric cooling
system [4]
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Fig. 3 Pulsating Cooling
Pipe Arrangement on the
Rear Side of PV Panel [5]

falls on the top surface of the encapsulated PV cell. A small portion of the sunlight
energy is converted to electricity by PV cell and rest of it is wasted as heat through
the top and bottom surfaces of the encapsulated cell. A fraction of the generated
electricity by the PV cell is used to feed the TEC module in order to provide the
cooling effect for the PV cell.

It can be observed that for a fixed solar radiation, higher cell temperature leads
to less output power. At 3200 W/m2, the generated power for a cell temperature of
298 K is about 80% more than the generated power by the PV cell when the cell
temperature is 360 K, which shows the importance of using an appropriate cooling
system, especially at higher solar radiation levelswhich occurs in theCPVsystem [4].

2.2 Forced Cooling (Active Cooling Medium)

Forced cooling is another alternative way of cooling PV module. Figure 3 shows
schematic of pulsating cooling pipe arrangement on the rear side of PV panel. 12 V
DC fans are placed to dissipiate the heat from the heat pipe at the top as shown in
Fig. 3.

It has been found that the electrical output of water-cooled CPV is 4.7–5.2 times
more than that of PV module (without concentration and cooling) [5].

2.3 Natural Cooling (Passive Cooling Medium)

Micro-fins have been identified as one of the most promising solution for CPV
cooling. It can improve the thermal performance and at the same time lowers the
weight of the system. Figure 4 shows cross-sectional view of themicro-finned silicon
wafer and zooms on the fins. The CPV model is tested under concentrator standard
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Fig. 4 Cross-Sectional view of the micro-finned silicon water and zoom on the fins [6]

Fig. 5 Schematics of a finned heat sink a front view and b 3D rendering [7]

test conditions: 1000 W/m2 for direct normal irradiance, an ambient temperature of
20 °C and cell electrical efficiency of 42.5%. The cell produces 2.20 W of waste
heat. Worst case conditions: 1000 W/m2 for direct normal irradiance, an ambient
temperature of 20 °C and cell efficiency of 0%. In these conditions, the heat produced
by the cell rises to 3.83 W [6].

2.4 Extended Surface Cooling (Passive Cooling Medium)

Extended surfaces are commonly used to extend transfer area to enhance conventional
heat transfer passively. Fins are widely used in multiple fields where cooling is
required from industrial to electronics applications. Figure 5 shows schematic of
finned heat sink is attached at the back side of CPV module; and result shows that in
Fig. 6, cell temperature goes upto 120 °C without fins; and in Fig. 7, cell temperature
decreases upto 80 °C with fins under standard testing condition [7].

2.5 Heat Pipe (Passive Cooling Medium)

Heat pipe cooling is suitable for single cell arrays at high concentration ratio, e.g.,
1000 suns, and linear concentrator at lower concentrator ratios, in the order of 30
suns. Royne et al. [8] used a copper heat pipe with soldered longitudinal copper fins
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Fig. 6 Cell temperatures for different substrates and cell dimensions, depending on the geometric
concentration without fins [7]

Fig. 7 Cell temperatures for different substrates and cell dimensions, depending on the geometric
concentration with fins [7]

to remove heat at roughly 700 suns, using water or acetone as the working fluid.
Heat removal was by natural convection. The temperature difference between the
cell and the ambient air was roughly 30 °C. Beach and White [9] conducted a study
comparing heat pipe and forced convection water cooling for single cell system and
concluded that the heat pipe cooling system was superior. Farahat [10] examined
heat pipe cooling for a linear concentrator with about 24 suns incident on the cell.
The heat pipe was a kite-shaped thermosyphon, with benzene as the working fluid.
Heat was rejected from two aluminum plates with perpendicular extruded fins. The
evaporator temperature exceed the design temperature of 140 °C for wind speed
of less than 1 m/s. Feldman et al. [11] cooled a linear concentrator with a copper
thermosyphon, with 20 suns incident on the cell. The working fluid was refrigerant
R-11, due to the relatively low operating temperature of 40 °C. Heat removal was by
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Fig. 8 Passive cooling by using Heat Pipe, Fins and Fresnel lens [13]

natural convection [12]. A schematic of the concentrated photovoltaic module with
a heat pipe heat sink is shown in Fig. 8. The solar cell is mounted on a back plate.
The incoming solar flux (1X) is concentrated roughly 500 times by a Fresnel lens.
The concentrated flux strikes the solar cell, producing electricity. The waste thermal
energy passes from the cell through the saddle and into the heat pipe rejecting the
heat to the atmosphere by passive cooling, with a temperature difference of only
43 °C. In contrast, the temperature difference between the cell and ambient would
be over 110 °C using passive cooling from the back plate [13].

3 Smart Solar Power Plant Managing Through Scada

One such system designer is Staer Sistemi, an automation and control company based
in Italy, which tackled the design of the first PV automated management system in
late 2009 and has since revised it over the last 4 years. The initial design included
a simple data acquisition system (DAS), but the company quickly identified that
due to the volatility of solar radiation at ground level, mainly due to atmospheric
turbulence, it would require a pretty fast sampling pace (5 s or less). Due to this
requirement, the company decided the best approach would be to develop the final
application in an industrial established Supervisory Control and Data Acquisition
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(SCADA) Environment. This way it would allow designers to manage data streams
in the range of several thousand measures per second.

3.1 Monitoring PV Plants

Designed for the monitoring of the performance, the system logs any problem and
triggers alarms so that the engineering staff can fix or change components or fine-
tune the process of plant operation. The system monitors the performance by means
of a sophisticated mathematical model initialized once at installation time with some
plant design data: PV panels peak power, inverters, manufacturer-provided electric
parameters, number of strings, strings length, etc. The automatic comparison between
the calculated and the real production figures (supplied by the alreadymentioned data
logger) will give a precise indication of the plant performance or plant health every
minute or less. Today, monitoring and performance analysis of solar PV plants has
become extremely critical due to the increasing cost of operation and maintenance
as well as reducing yield due to performance degradation during the lifecycle of
the plant equipment. This means that the use of a monitoring system can become
essential to ensure high performance, low downtime and fault detection of a solar
PV power plant during the entire lifecycle.

3.2 Scada System Increases Solar PV Plant Performance

When contemplating the use of a solar electric photovoltaic system, it is important
to assess how much energy in theory the system can produce according to location,
orientation and plant conversion efficiency. Solar PV installations effectively reduce
the customer load and, during minimum loading conditions, may export energy
back to the utility in a net energy metering (NEM) transaction. The Institute of
Electrical and Electronic Engineers (IEEE) recommended a set of guidelines (IEEE
P1547.6) to PV system integrators to help them design systems that are operable
with utility systems. SCADA provided flexibility in monitoring and controlling the
various plant component andoperations, including trackers, inverters, substations and
meters. Figure 9 shows the schematic of Supervisory Control and Data Acquisition.
The system has proven capable ofmanaging PV plants exceeding 5MW individually,
as well as some larger multi-tenant, multi-site systems.

4 Conclusion

The operating temperature of CPV module pronouncing its effect upon its overall
performance is well documented. As the temperature increases linearly it deteriorates
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Fig. 9 Schematic of supervisory control and data acquisition

the performance in terms of power output, efficiency and codal life of cell. There-
fore, decreasing the operating temperature of CPV module can boost the electrical
efficiency. This paper describes various active and passive cooling techniques for
improving the performance of CPV module. In passive cooling, fins are commonly
used to enhance conventional heat transfer from back of CPV module. Heat pipe is
another widely used medium for passive cooling of CPV module. Micro-fins on the
back side of CPVmodule with certain time interval reduces the CPVmodule temper-
ature significantly. However, active cooling medium required additional power for
maintaining cell operating temperature within optimum range. Introducing Peltier
cooling device at back of CPVmodule and force cooling with the help of compressed
air is used for controlling the operating temperature of module. All these tech-
niques have significant effect on minimizing the CPVmodule operating temperature
resulting in overall performance improvement in terms of power output, electrical
efficiency and codal life of cell.

5 Future Scope

A number of researches show that various active and passive cooling techniques
were utilized and all are effective, but these techniques were performed on different
CPV/PV module material and configuration in different geographical condition. So,
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it’s very complicated to compare between them which one is more effective. So,
there is a scope of performing a research with all these various cooling techniques
on one setup and to study which technique is more optimum among them.
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Experimental Study of Vacuum Tube
Heat Pipe-Based Solar Collector
for Cooking Application

Asim Kumar Joshi, Sachin Gupta, Arunendra Kumar Tiwari, Falgun Raval,
and Milan Sojitra

1 Introduction

Cooking is an energy-intensive process. In developing countries like India, people
below the poverty line still use biomass as primary cooking fuel. Most people use
conventional fuel sources like LPG/PNG or electricity for household cooking in
urban areas. In both cases, the resulting fuel demand contributes to deforestation and
a rise in greenhouse gas emissions. In the case of biomass, indoor pollution often
happens, which seriously affects the user’s health. This pollution causes around
7,80,000 premature deaths a year in India [1]. Still, biomass usage as cooking fuel is
about 80 and 18% in rural and urban India [2] because biomass is readily available
and inexpensive.

To overcome these issues and for sustainability, green cooking fuels are being
explored and studied. Solar energy is one of them, which is freely and abundantly
available. In India, round the year (300–330 days), solar energy received is around 5–
7 kWh/m2 [3], high enough to be utilized for cooking. Solar cookers, in general, are
classified as concentrating and non-concentrating. Concentrating cooker gives higher
temperatures but requires tracking, which makes it complicated and costly. Under
the non-concentrating category, box-type solar cookers are the simplest, cheapest
having a maximum achievable temperature of around 120–130 °C [4]. The box-type
solar cookers provide slow cooking. In the non-concentrating category, the potential
of a flate plate solar collector and solar evacuated tube is for medium temperature
application [5, 6].

The first study on using a vacuum tube with heat pipe for solar cooking was
reported by Balzar et al. in 1996. They tested a solar collector system with six tubes
mounted in parallel to heat 5 l of edible oil up to 252 °C [7]. Garg et al. [8] developed
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a heat exchanger-based pressure cooker using a solar collector with 12 vacuum tubes
and tested it for boiling water at the different loads of 4, 8, and 14 kg water. They
concluded that in the system, full pressure condition establishes at 115 °C and that it
is useful for community-level cooking. Esen [9] studied three different refrigerants
in heat pipe to vacuum tubes for cooking application. The maximum temperature
obtained was 175 °C for heating 7–l edible oil. The time required for cooking 250
g rice and 500 g potato was 50–63 min and 57–70 min for the three refrigerants.
Sharma et al. [10] tested solar vacuum tube collector with erythritol phase change
material for different 5, 7, 8, and 10 kg loads of water and concluded that the system
cooked successfully twice in a day.

Not much work has been reported on testing such solar vacuum tube systems
with loads other than water. In this paper, the performance of a solar collector with
heat pipe for water boiling and cooking rice and split pigeon pea is evaluated and
discussed for entire day operation in Indian climatic conditions. Heat-up time taken
and detailed temperature distributions were measured and examined.

2 Experimentation and Methodology

The test setup is fabricated in-house, installed, and tested in Solar Energy Division
at SPRERI. The test setup’s schematic and photographs are shown in Fig. 1a, b. It
consists of a single vacuum tube solar collector (SVTC) having 20 tubes with heat
pipes connected in series. The SVTC is manufactured and supplied by M/s WesTech
Solar TechnologyWuxi Co. Ltd., China. A gear pump is connected in line to circulate
the HTF. The HTF used was SK Supertherm 300 brand synthetic oil. The oil was
circulated through the collector’s header and in the cooking vessel’s jacket in a closed
loop-cycle, as shown in Fig 1a. The cooking vessel is made of food-grade stainless
steel. The vessel is provided with a jacket of 10 mm to circulate HTF in it for indirect
heating. The vessel is of 3 l capacity having inner diameter 119 mm and height 110
mm.

The instantaneous values of solar irradiance (W/m2) at the tilted angle 26° of solar
collector, temperature (oC) of HTF at the inlet and outlet collector, and water in the
vessel were recorded at an interval of 2 min.

The system is tested in three phases.

2.1 Water Boiling Test

Initially, the stainless-steel jacket vessel (SSV)was filledwith 3.0 kg ambient temper-
ature water before beginning the test. The vessel has been insulated from all sides
except the top. The vessel top was kept covered during experimentation with a
stainless-steel plate without any insulation. The water was allowed to heat up to
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(a)

(b)

SS 
vessel

Pump

Solar collector

Fig. 1 a Schematic SVTC with heat pipe cooking system, b SVTC heat pipe-based cooking test
setup

≥85 °C. After boiling, water is replaced with fresh water. The experiment has been
performed on December 30, 2019, from 9:00 am to 5:00 pm.

The system efficiency has been evaluated during this test using the following
equation.

η = (M × Cp × �T × N)

(A × G)
(1)
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where

M = mass of water = 3 kg;

Cp = specific heat of water = 4.18 kJ/kg oC;

�T = difference of initial and final water temperature = (avg. 90 °C – 25 °C) =
65 °C;

A = gross area of the collector = 3.21 m2;

G = total radiance = 5.01 kWh/m2.day; and

N = the number of batches, i.e., frequency of water replacement = 09.

2.2 Stagnation Test

In this test, the thermic fluid was allowed to get heated up to maximum achievable
temperature without any load/heat sink. During this experiment, the entire system
has been kept insulated, and the pump is operated during the entire test period at 4 l
per minute (LPM) flow rate. This test is performed on January 09, 2020, from 9:00
am to 5:00 pm.

2.3 Cooking/Load Test

The system was tested for cooking by boiling. Rice and split pigeon peas lentil are
cooked alternately. The dry weight of rice and lentil taken in each slot is 500 g.
Before cooking, lentils are soaked in water for 1 h, while rice is directly cooked.
This experiment has been performed on February 01, 2020, from 9:00 am to 5:00
pm.

3 Results and Discussions

3.1 Water Boiling Tests

During the test, nine batches of the water (3 l each), i.e., 27 l of water, got heated
up to ≥ 85 °C in the whole day from 9:00 am to 5:00 pm. The variations in temper-
ature and radiation values during water boiling tests are shown in Fig 2. In the
graph, the temperature of water in the vessel is represented by ‘Water in SSV’. The
HTC temperature at collector inlet and outlet is represented by ‘Collector in’ and
‘Collector out’. The ambient temperature and radiation recorded are represented as
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Fig. 2 Temperature profile during water boil test

‘Amb. Temp.’ and ‘Radiation’. Drops in water temperature indicate replacing hot
water with ambient temperature as a new load. Initially, from 9:00 am to 11:00 am, it
took approximately 2 h to reach water temperature up to 95 °C due to the preheating
of thermic fluid and low radiation. After that, it took around 30–40 min for heating
to reach a water temperature ≥85 °C. The radiation received during the experiment
period is 5.01 kWh/m2

.day. The overall efficiency of the system is estimated using
Eq. (1) and found to be 12.66 % based on the total water boiled in the entire day
against solar energy input on the collector area.

3.2 Stagnation Temperature Test

In this test, the temperature of the inner plate top surface of the jacketed SS vessel is
measuredwithout any load to observe the possiblemaximumachievable temperature.
The thermic fluid flow line and vessel are kept insulated during this test. The results
are shown in Fig. 3, which indicates that the collector outlet temperature is around
173 °C while the stagnation temperature achieved is 164 °C. With an increase in
radiation, the temperature of HTF at collector inlet and outlet and SS vessel surface
increases. The collector outlet reached 152 °C at 12:52 pm and remained above 150
°C till 4:36 pm, i.e., for 3 h and 44 min. The maximum radiation observed was 869
W/m2 observed at 12:52 pm, and the average radiation for the testing period was 635
W/m2. The SS vessel surface temperature reached 100°C at 11.30 am, i.e., in 2.5 h
and a maximum of 164 °C at 2.00 pm. Overall, the surface temperature remained
above 100 °C till 6.00 pm, i.e., for around 6.5 h.
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Fig. 3 Temperature profile and radiation during stagnation test

3.3 Cooking/load Test

In the beginning, the preheating of HTF up to temperature suitable for boiling water
took more time as radiation was low in the morning. The average radiation observed
from 9:00 am to 10:00 am is 393.2 W/m2

. The first batch of 500 g rice and 1.8 kg
water has been filled at 9.00 am with the start of the system. The first batch of rice
cooked in 2 h. After that, it took 40–50min for cooking every batch of dry 500 gm rice
or lentil. Per 500 gm of the dry item, 1.8 l of water is added. During the experiment,
from 9:00 am to 5:00 pm, the system cooks a total of 2.0 kg of each dry rice and 1.5
kg split pigeon peas lentil. The wet weight of cooked rice and split pigeon peas lentil
is 7.8 and 4.1 kg, respectively. After getting heated, the thermic fluid temperature
remained in the range of 120–140 °C. The maximum temperature of HTF at the
collector inlet and outlet has been observed as 136 and 140 °C, respectively, at 4.42
kWh/m2/day of solar energy input. The variations in temperature and radiation values
during cooking tests are shown in Fig 4. Figure 5 shows the cooked rice and lentils
in the stainless-steel vessel.

System testing is under progress. It will be tested for other flow rates to optimize
the flow rate for the maximum efficiency of the collector. Other identified HTF will
be used and tested. Cooking tests for other items like boiling potato, egg, etc., will
be carried out.
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Fig. 4 Temperature profile observed in the system during rice and slit pigeon pea cooking

Fig. 5 Photographs of Rice
and Lentils being cooked in
the SVTC cooking device
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4 Conclusion

The developed prototype of a solar collector with a heat pipe was found suitable for
cooking by boiling. The total amount of rice and split pigeon peas lentils used was
2.0 and 1.5 kg on dry basis. The total weight of rice and lentils afer cooking was 7.8
kg and 4.1 kg, which is sufficient for a family of four people. The overall efficiency
of the system has been estimated at 12.66% for boiling water. From the results, it is
concluded that the SVTC with heat pipe has the potential to be used for moderate
temperature (150–170 °C) cooking applications.
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Reliability Assessment of Smart Grid
with Renewable Energy Sources, Storage
Devices, and Cyber Intrusion

Lalit Tak, Atul Kumar Yadav, Neeraj Kumar Singh,
and Vasundhara Mahajan

1 Introduction

Development in the world economy and population, combined with rapid urbaniza-
tion, has increased fuel energy consumption and energy demand on a daily basis. In
order tomaintain a healthy eco-system, in addition to the challenges ofmeeting rising
demand, greater reliability, security, productivity, and a safe environment are also
important. Technological change and innovation, in order to make the grid process
smarter and smarter smart grids, the strides into digital technology were introduced
[1].

The smart grid provides an unparalleled opportunity for the energy industry to step
into the new age of reliability, availability, and efficiency, adding to the power infras-
tructure that enables electricity to be stored and generated by consumers, enabling
faster electricity restoration after disconnection from the utility.

In recent decades, the advent of many technical advances as well as environmental
and economic issues have made conventional electricity systems redundant and not
well suited to meet the requirements of reliability, performance, and sustainability,
not just because the complexities of the electricity grid also pose a challenge to the
production and distribution of electricity [1, 2].

The implementation of a new smart grid concept or the automation of the grid
to make it smarter through the use of various types of equipment and controls that
interact and function together deliver powermore effectively and efficiently to restore
services more quickly when outages occur [2].

The smart grid technology encompasses various new technologies and applica-
tions that interact to create a more secure and reliable system. Electricity distribution
systems are undergoing a revamp; moving towards smarter utilities with innovations
such as electric vehicles, home appliances, etc. The modern grid allows electricity
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and data to flow in two forms, consisting of two distinctive and complex networks,
cyber and power. Each network has its own set of rules and standards defined and is
regulated exclusively by physical and logical laws belonging to that network. There is
a security issue with the emergence of cybercrime, especially where communication
is concerned.

Which is critical in fault detection, isolation and restoration from the reliability
point of view and not only should recognize and isolate the faulty region. It’s
automatically reenergize the non-faulty component and boost reliability metrics [3].

Architecture of smart grid has been shown in Fig. 1. It visualizes each component,
i.e., bulk generation, energy storage, a two-waycommunication system, transmission,
distribution, and customer sections.

From a cybersecurity viewpoint, the implications of malicious commands can
be modeled for risk management and early mitigation. Steps that are taken when a
cyberattack takes place in a network component are that the affected area is isolated
and measures are taken to restore supplies, such as closing points usually open. At
higher loading speeds, reliability becomes more critical because supply restoration
can be unfeasible or limited when failure occurs. In order to have more practical
reliability, network limitations, e.g., line capacity and voltage limits, and various
other steps need to be taken into account [4].

The design and technologies used for transmission and distribution grids and
their device interactions would need to be modified. The demands of this transition
will increase over the next 10–15 years as a result of energy efficiency initiatives

Fig. 1 An example of architecture of smart grid
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in buildings with an increased presence of zero or positive energy buildings, i.e.,
equipped with their own energy sources for self-consumption or for selling part of
their excess output to electricity operators and the complete integration of renewable
energy sources (RES) which, by their very nature, display fluctuations in availability
and productivity [5]. Energy storage would be needed in order to effectively cover
themismatch between energy needs and the generation of RES and the use of electric
vehicles and their need for both to be sluggish.

This paper deals with the reliability of a smart grid based on a different mix of
power grid systems such as traditional power grids, renewable energy grids, power
grids connected with storage devices and cyber intrusions (CIs). The MATLAB
software program is used for the simulation and study of electrical power systems.
Results show that more efficient and sustainable electricity can be supplied to end-
users when the power grid is combined with traditional, renewable energy sources
and storage devices.

This paper is structured as follows. Section 2 briefly describes the smart grid and
cyber threats. Section 3 describes basic principles for the evaluation of reliability
indices. Section 4 addresses the case analysis of four incidents. The findings for these
cases are compared in Sect. 5. Finally, the inference drawn from the discussions in
this paper is set out in Sect. 6.

2 Smart Grid with Cyber Intrusion

Electrical grids power our day-to-day life, but it’s time to smarten up!
“A self healing grid” or “smart grid” is an electrical grid based on the design idea

of “Demand Follows Supply.“ It is the digital technology that helps in meeting the
complex power demand by providing two-way communication between the customer
and utilities with the increased flow of information and energy.

A smart grid is a developing network of communication control, computers,
automation, and new technologies and tools working together to make the grid more
efficient, more reliable, more secure, and greener. With more advancement in this
field, the smart grid will replace today’s grid’s aging infrastructure, and utilities can
better communicate with us to help manage our electricity needs [6].

The benefits associated with the smart grid include:

1. Helps in the identification and to monitor any glitches or problems that may
arise, i.e., real-time availability status.

2. Improving outage management: restore power in less time.
3. Actively manage energy consumption.
4. A small electrical device, i.e., in-home display, is paired up with a smart meter

to give you all kinds of data about your energy use.
5. The dynamic pricing of power in the smart grid enables the user to adjust their

demand according to time-varying pricing.
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Separating myths from reality allows us to benefit from all the benefits that a
smarter, efficient, secure, and more modernized electric grid (smart grid) offers. It’s
essential to stay acquainted and learn about your utility’s different ways to deploy a
smart grid to improve their electric service [5, 6].

The smart grid permits the authority to connect/disconnect the consumers
remotely for not paying bills, without going to their houses/industries. A smart
meter in the smart grid context records the consumer’s power usage and commu-
nicates this data on time to the utility center, which enables them to generate the
electricity bills with that data. It can be inferred that the smart meters replaced the
meter readers in this new era of power generation [7]. Analytics platforms are built,
which enables to control or monitor the peak load of the grid. Monitoring structure of
smart grid is shown in Fig. 2. In grid monitoring, it will monitor the storage available
in energy storage devices and it will also communicate with the advanced metering
infrastructure.

The SCADA-OMS (outage management system) method allows for the rapid
identification of faults and their position directly on the portal. This reduces the
time required to clear the fault (tree collapse, transformer burst, etc.). The demand
response system allows the utility to run a load-reduction program (automated).
Say, if the consumer consumes more power than the prescribed value, he or she
will be physically removed from power, and this will happen 2–3 times to remind
the consumer of his or her consumption so that the consumer decreases his or her
load at specific intervals. If it still does not reduce its load, the power supply would
be limited for the entire load limitation duration. Provision may be temporarily
disconnected by the user using the portal if the supply is not needed for a fewmonths.
The entire electrical grid is superimposed on the “geographic information system,”
which monitors feeders, transformers, and houses. Supervising the violation of the
sanctioned load by the consumers helps in generating revenues to the utility [5–7].

The smart grid can solvemany problems, but it also poses many challenges. These
problems are related to a lack of understanding and adaptation to emerging tech-
nologies among citizens, electrical infrastructure at the distribution level. Significant

Fig. 2 Monitoring structure of smart grid



Reliability Assessment of Smart Grid with Renewable … 529

investment is required in the rehabilitation of the infrastructure or in the implemen-
tation of remote monitoring (PMU) technology. The smart grid faces a variety of
challenges, but also offers excellent opportunities [8]. Cyber intrusion in power grid
and control center is shown in Fig. 3.

Owing to high penetration of the Internet, cyber protection is one of the most crit-
ical needs in the world, as cybersecurity threats are perilous. In the smart grid system,
the vulnerability of the system renders it vulnerable to cyberattacks. Cyberattacks in
the smart grid system rely on a number of factors that enable the attacker to reduce
the information security of the system [9]. In the smart grid system, cyberattacks
target sensitive information to unauthorized users, who exploit the information to
hurt others and take advantage of it. Cyberattacks often target the unauthorized dele-
tion or alteration of information in the network system and the transmission of false
information to the customer. Most cybersecurity experts agree that malware is a key
weapon option formalicious intent to infringe cybersecurity efforts in cyberspace [9].

Malware may be distributed to utility center servers or the organization to extract
certain sensitive pieces of information by inserting those functions by malware. The
aim of the attacker could also be to conduct a denial-of-service attack, which puts
the power supply at a standstill—creating outages and difficulties in restoring the
power supply [10–12].

Researchers in the field of power systems have recently increased their emphasis
on power interruption by malware attacks, which is the leading cause of device
unreliability. If the alarm is not activated immediately after the malicious data has
been detected, the device will be exposed to the risk of unauthorized access to the
data [10–12].

A comprehensive study of sources of threat helps in achieving smart grid security.
Smart grid security threats classification by sources is as follows [13].

Fig. 3 Cyber intrusion in
power system
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2.1 Technical Sources of Threat

The three salient points of the technical sources of threat are identified and these are.

2.1.1 Infrastructural Security

The smart grid system, a very complex system that is geographically and econom-
ically distributed, interconnecting users, utilities, power stations, substations, ICT
devices, etc., needs protection, because bypassing any of these by unauthorized users
makes the system prone to cyberattack and weakens the systemmaking it unreliable.

2.1.2 Technical and Operational Security

It covers the infrastructural installations and operation procedures. It also ensures
that routine check occurs because the identification and diagnosis of the problem
beforehand makes the system reliable, secure, efficient, and with uninterruptible
operations.

2.1.3 Systems’ Data Management Security

This aspect covers real-time supervision and monitoring of the data and storing the
necessary information and data. It also provides security against cyberattacks by
injection of false information, malware attacks, terrorism, etc. The main concern
is the customer’s privacy breach by access to their personal information. Various
protocols and guiding policies are made against this to provide customer satisfaction
in terms of privacy assurance.

2.2 Non-technical Sources of Threat

This includes.

2.2.1 Environmental Security

The environmental hazards such as earthquakes, floods, falling of trees, bush burning,
etc., are factors that can prevent the smart grid’s deployment. So, while installing
the smart grid, various environmental factors of that location should be a matter of
concern. Furthermore, a smart response system should be set up to tackle the situation
as soon as possible to restore the power supply.
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2.2.2 Government Regulatory Policies and Implementation

The government should introduce various policies to create awareness among the
peoples about the new technologies that are emerging for the country’s socio-
economic development. The various organizations should raise funds under the
government to set up the smart grid system’s infrastructure by replacing the
aging electric power system. Investment should also be made in the research and
development sector by the government.

3 Reliabilty Assessment of Smart Grid with Consideration
of Cyber Intrusion

Reliability is the possibility that the system can perform its task in an acceptable
manner for the period of time intended under the operating conditions encountered.
The description of reliability is broken down into the following sections as shown in
Fig. 4.

The Block one, probability, provides the numerical input for the reliability eval-
uation as well as the first device adequacy index. The remaining three blocks are
all engineering parameters, and probability theory is not helpful in this part of the
assessment [14].

Generally, only the engineer responsible for a particular system can satisfactorily
supply information relating to these. For reliability evaluation, the steps involved are
as follows:

a. Recognize the way of system operation
b. Analyze the ways in which system can fail
c. Reduce the consequences of the failures
d. Obtain models to exemplify these characteristics.

After that, select the reliability evaluation technique. Reliability evaluation can
be done with these two techniques: analytical and simulation.

Analytical techniques exemplify the systemby amathematicalmodel and evaluate
the reliability indices from this model using mathematical solutions. Monte Carlo

Fig. 4 Basic parts of reliability
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simulationmethods, however, estimate the reliability indices by simulating the actual
process and random behavior of the system [14].

3.1 Reliability Evaluation at Generation Side

Availability means the percentage of time that the system remains operational under
normal circumstances in order to serve its intended purpose.

Mean time to repair(MTTR) = 1

μ
(1)

Mean time to failure(MTTF) = 1

λ
(2)

Forced outage rate(FOR) = λ

λ + μ
(3)

Here, forced outage rate (FOR) is also called “Unavailability” of the system.

Availability of the System = 1 − FOR (4)

Availability= μ

λ + μ
; (5)

whereλ is expected failure rate,μ is expected repair rate, mean time between failures
can be calculated as

MTBF = MTTF + MTTR (6)

Availability can also be determined in terms of MTTF and MTTR.

Availability = MTTF

MTTF + MTTR
(7)

3.2 Reliability Evaluation at Distribution Side

When a customer is connected at load point, he requires all system components in
between supply side and himself. For evaluation of reliability indices for such a
situation, we are using a classical concept that includes three basic parameters such
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as average failure rate, average repair duration, and average annual unavailability
or average annual outage time [15]. Here, we can evaluate the following values as
shown below:

Failure rate λ =
n∑

i=0

λi (8)

Annual unavailabilityU =
n∑

i=0

λir i (9)

Repair time r = U

λ
=

∑n
i=0 λir i∑n
i=0 λi

(10)

Annual Customer Interruptions =
∑

Niλi (11)

Customer Interruption Duration =
∑

NiUi (12)

3.2.1 Customer-Orientated Indices

The customer indices are calculated by the following expressions:

SAIFI =
∑

Niλi/
∑

Ni (13)

SAIDI =
∑

NiUi/
∑

Ni (14)

CAIDI =
∑

NiUi/
∑

Niλi (15)

ASAI = (
∑

Ni ∗ 8760 −
∑

NiUi)/
∑

Niλi (16)

ASUI = 1 − ASAI (17)

where λi is the failure rate, Ni is the total number of customers at load point i, and
Ui is the annual outage duration at load point i.

3.2.2 Load-Orientated Indices

The load indices are calculated by the following expressions:
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Fig. 5 Two-state model of cyber intrusion

ENS =
∑

LiUi (18)

AENS = ENS/
∑

Ni (19)

where Li is average load at load point i.

3.3 Cyber Intrusion Modeling and Calculation

For cyber intrusion, two-state model is used as shown in Fig. 5.

Mean time to cyber intrusion = 1/α (20)

Whenever cyber intrusion occurs in the system, the operator will follow two steps:

Step 1: Identify and block the intrusion.

Step 2: Introduce a new method to handle the blockage when any other intrusion
came in the future.

Repair time to recover cyber intrusion β = 1/2α (21)

4 Case Studies

The performance evaluation conducted based on the IEEE 14 bus system. Average
load data taken from Appendix A [16] and number of customers assumed are given
in Table 1.

Case 1: A system with conventional sources

Data sheet for case 1 is shown in Table 2. Customer- and load-orientated indices
evaluated for case 1 are as follows:
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Table 1 Details of the distribution system

S. no. Bus no. Load point No of costumers, N Avg. load demand, L (kW)

1 2 Lp1 2000 21,700

2 3 Lp2 7000 94,200

3 4 Lp3 4000 47,800

4 5 Lp4 700 7600

5 6 Lp5 900 11,200

6 9 Lp6 3000 29,500

7 10 Lp7 800 9000

8 11 Lp8 400 3500

9 12 Lp9 600 6100

10 13 Lp10 1000 13,800

11 14 Lp11 600 14,900

Total 21,000 259,300

Table 2 Reliability indices
for case 1

Load point λ (failures/year) r (h/failure)

Lp1 1.98 2.58

Lp2 1.84 3.63

Lp3 1.69 2.77

Lp4 1.44 2.46

Lp5 1.69 3.13

Lp6 1.58 2.54

Lp7 1.99 2.75

Lp8 1.75 3.20

Lp9 1.69 2.48

Lp10 1.48 3.10

Lp11 1.86 2.89

Annual Customer Interruptions = 36, 771

Customer Interruption Duration = 111, 922.4

SAIFI = 1.751interruption/customer

SAIDI = 5.329637h/customer

= 319.7782min/customer

CAIDI = 3.043767h/customer interruption

= 182.62600min/customer interruption

ASAI = 0.9993916

ASUI = 0.0006084060
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Table 3 Reliability indices
for case 2

Load point λ (failures/year) r (h/failure)

Lp1 1.70 2.61

Lp2 1.82 1.76

Lp3 1.42 1.82

Lp4 1.62 1.92

Lp5 1.21 1.73

Lp6 1.39 1.54

Lp7 1.46 1.96

Lp8 1.11 2.60

Lp9 1.32 2.28

Lp10 1.16 2.20

Lp11 1.21 1.90

ENS = 1, 406, 182.02 kWh

AENS = 66.96105 kWh/customer.

Case 2: A system with renewable energy sources

Data sheet for case 2 is shown in Table 3. Customer- and load-orientated indices
evaluated for case 2 are as follows:

Annual Customer Interruptions = 32, 503

Customer Interruption Duration = 60, 494.55

SAIFI = 1.547762 interruption/customer

SAIDI = 2.880693h/customer

= 172.8416min/customer

CAIDI = 1.861199h/customer interruption

= 111.6719min/customer interruption

ASAI = 0.9996712

ASUI = 0.0003288462

ENS = 747, 301.9 kWh

AENS = 35.58580 kWh/customer.

Case 3: A system with conventional, renewable energy sources, and storage
devices

Data sheet for case 3 is shown in Table 4. Customer- and load-orientated indices
evaluated for case 3 are as follows:
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Table 4 Reliability indices
for case 3

Load point λ (failures/year) r (h/failure)

Lp1 1.40 1.11

Lp2 1.32 1.70

Lp3 1.22 1.85

Lp4 1.42 1.64

Lp5 1.11 1.18

Lp6 1.50 1.69

Lp7 1.46 1.76

Lp8 1.21 2.30

Lp9 1.32 1.98

Lp10 1.36 2.60

Lp11 1.11 2.10

Annual Customer Interruptions = 27, 883

Customer Interruption Duration = 47, 929.62

SAIFI = 1.327762 interruption/customer

SAIDI = 2.282363 h/customer

= 136.9418 min/customer

CAIDI = 1.718955 h/customer interruption

= 103.1373 min/customer interruption

ASAI = 0.9997395

ASUI = 0.0002605437

ENS = 592, 480.9 kWh

AENS = 28.21338 kWh/customer

Case 4: A system with conventional, renewable sources, and storage devices,
including cyber intrusion

Data for the cyber interruption in terms of intrusion time of the system α and recovery
time of the system β is shown in Table 6. Reliabilities indices for this case calculated
using failure and repair rate of the systems with intrusion and recovery time of the
system are shown in Table 5.

Customer- and load-orientated indices evaluated for case 4 are as follows:

Annual Customer Interruptions = 45, 382

Customer Interruption Duration = 43, 475.04

SAIFI = 2.161048 interruption/customer
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Table 5 Reliability indices
for case 4

Load point λ (failures/year) r (h/failure)

Lp1 1.70 0.68

Lp2 2.16 0.93

Lp3 2.61 0.98

Lp4 1.21 1.07

Lp5 1.55 1.07

Lp6 2.25 0.92

Lp7 2.73 0.94

Lp8 1.60 1.27

Lp9 1.16 1.24

Lp10 2.68 1.36

Lp11 2.05 1.13

Table 6 Data sheet of cyber
interruption

Load point α (failures/year) β(h/failure)

Lp1 2 0.250

Lp2 3 0.166

Lp3 4 0.125

Lp4 1 0.500

Lp5 2 0.250

Lp6 3 0.166

Lp7 4 0.125

Lp8 2 0.250

Lp9 1 0.500

Lp10 4 0.125

Lp11 3 0.166

SAIDI = 2.070240 h/customer

= 124.2144 min/customer

CAIDI = 0.957979 h/customer interruption

= 57.47879 min/customer interruption

ASAI = 0.9997637

ASUI = 0.0002363288

ENS = 543, 603.4 kWh

AENS = 25.88588 kWh/customer.
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5 Result and Discussion

Since innovation and technology have ushered in a new era of energy, healthier,
smarter, and greener, while this transformation offers opportunities, it also poses
challenges to “meet the customer”. The electric utility industry defines various reli-
ability indices to measure the system performance and distribution system relia-
bility. In Fig. 6, the performance evaluation is done on IEEE 14 bus system, and the
comparison is performed among various indices, i.e., customer-oriented indices and
load-oriented indices.

System average interruption duration index (SAIDI): the most often used perfor-
mance measurement indices. On comparing the data of SAIDI from all the four cases
mentioned above and from the bar chart (Fig. 6), it can be analyzed that the reduction
in the value of SAIDI took place by 45.94% on switching to the system with renew-
able energy source from the conventional energy source. Further, it is reduced by
57.14% for the system which includes conventional with renewable energy sources
and storage devices. In comparison with case 1, a decrease of 61.15% in the SAIDI
value is seen for the system, including cyber intrusion.

System average interruption frequency index (SAIFI): These customer-oriented
indices give the average number of times a customer experiences an outage during
the time under study.

From the comparison of data and the bar chart (Fig. 6), it can be seen that a
decrease of 11.67% in the outage value is obtained in a system with a renewable
energy source (compared to case 1). When conventional with renewable energy
sources and storage devices are considered, a higher decrease of 24.17% is seen in

Fig. 6 Reliability assessment of power grid system
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the outage that customer experiences. But the trend shows an increase of 23.41% in
the number of outages on the system, including cyber intrusion.

Customer average interruption duration index (CAIDI): Once an outage occurs,
the average time to restore service is found by CAIDI. In case 2, the value of CAIDI
is enhanced by 38.85% compared to case 1. Moreover, a 43.52% improvement was
noticed in the value of CAIDI in case 3 when storage devices are integrated.

Average service availability index (ASAI): ASAI is the total number of customer
hours that service was available during a given time to the total customer hours
demanded. No appreciable change is observed in ASAI’s value while making a
comparison among all the four systems.

From the comparison of data of the annual customer interruption and customer
interruption duration, it can be inferred that a decrease of 11.60% is seen in annual
customer interruption between conventional sources and renewable sources. In
comparison, a reduction of 24.17% is observed in conventional with renewable
energy sources and storage devices. But on cyber intrusion, the interruption value
rises by 23.41%. On calculating the percentage decrease in customer interruption
duration, a decrease of 45.94% is seen between conventional sources and renewable
sources, and the trend shows that the percentage goes on decreasing for both 2 and
3 cases as shown in Fig. 7. In comparison, an increase of 61.15% in customer inter-
ruption duration is seen in conventional with renewable energy sources and storage
devices, including cyber intrusion.

Fig. 7 Customer interruption for different cases
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6 Conclusion

This paper has analyzed the reliability indices of smart grid taking four different
systems: a conventional energy source, renewable energy source, conventional with
renewable energy source and storage devices, and conventional with renewable
energy source and storage devices, including cyber intrusion. The performance eval-
uation is carried out on IEEE 14 bus system, and simulation is done on MATLAB
software. According to the results, as stated above, it can be inferred that themost effi-
cient system is “conventional with renewable energy sources and storage devices.”
But on cyber intrusion, the system’s efficiency decreases, it becomes less secure and
unreliable, resulting in unexpected outages and difficulty in the restoration of power
supply. Cyberattacks are becoming more sophisticated and thereby presenting chal-
lenges to the electric utility industry. As future work, the performance evaluation will
be conducted on a large scale to detect cyber intrusion and for the implementation
of secure architecture to recover faster.
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Distance Relaying with Power Swing
Detection in the Presence of Distributed
Resources

Pankaj Ramtekkar, Suraj Dudhe, Ankur Gupta, and Munishwar Meshram

1 Introduction

Distributed resources are widely used because of their advantages like lower capital
cost and potential for reduced emissions [1]. Distribution generation helps to reduce
the transmission loss and thereby transmission cost. This will help to improve the
transmission efficiency of a line. The protection of distribution generation has very
much influence due to the parameters such as technologies used for generation
purpose, operating conditions, rated power, and fault location [2]. The penetration
of distributed generation will be more challengeable in the protection systems [3].

The relay performance ensures that the system will work properly and the power
is fed continuously and protects the systems from damage [4]. Whenever there is
addition of DG to the distribution feeder for feeder end fault, the effective reach of
relay decreases when there is an increase in value of impedance measured and then
its actual impedance and this may affect the effective reach of the relay which may
further decrease its value [5].

2 Adaptive Distance Protection

To protect transmission line from different types of faults which are under its reach,
the distance relay is used [6]. In the adaptive form, there will be a change in trip
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Fig. 1 Interconnection of wind farm to grid

Fig. 2 Line diagram of phase-a ground fault

boundary as the system conditions are changed. Here, we have considered line-to-
ground fault, and boundary for other remaining faults can be find out similarly. The
trip boundary taken here is of mho relay characteristic on an impedance plane [7].
This trip boundary can be obtained by changing the fault location and resistance of
fault which comes under within their limit, and trip boundary can be found out which
is a mho characteristic on impedance plane [8, 9]. The error term is inserted due to
the fault resistance, whenever there is a fault on system [10, 11] (Figs. 1, 2, 3 and
Table 1).

3 Power Swing

The relay performance has adversely affected the power swing and must be handled
by a relay assigned to it very carefully [12]. For undesirable effects due to power
swing, the relay must not respond [13, 14]. The impedance trajectory for a power
swing and a fault during power swing are shown in Figs. 4 and 5. From Figs. 4 and 5,
it is observed that both the power swings, i.e., with fault and without fault, are easily
differentiate as this relay performance is improved and its reliability is improved
[15].
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Fig. 3 Flowchart

Table 1 Parameters of wind
turbine generator

Generator rated MVA 1.5 [MVA]

Machine angular mechanical speed 60 [Hz]

Rotor radius 40[m]

Rotor area 5026 [m2]

Air density 1.225 [Kg/m3]

Gear box efficiency 0.979

Gear ratio 90.5

Equation for power coefficient MOD 2

Fig. 4 Simulation
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Fig. 5 Impedance trajectory during power swing

4 Simulation and Results

The wind unit is connected to the grid through the transmission line. At point F, an
L-G fault is created. The equivalent simplified models of wind farm and grid are
considered here. Shunt capacitance is neglected here. The integration of wind with
grid through transmission line simulated in PSCAD is shown in Figs. 3 and 6 and
Tables 2, 3.

Fig. 6 Impedance trajectory for fault during power swing

Table 2 Source impedances
of wind farm for different
cases

Sequence impedance Case 1 Case 2

Positive sequence impedance 20e85j� 30e85j�

Zero sequence impedance 200e85j� 300e85j�
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Table 3 Grid side source
impedances of wind farm for
different cases

Sequence impedance Case 1 Case 2

Positive sequence impedance 1e85j � 2e85j �

Zero sequence impedance 1.5e85j� 3e85j �

5 Conclusion

The adaptive nature of distance relay has been found out for different changing condi-
tions. The conditions are wind farm impedance, grid side impedance, voltage ampli-
tude ratio, and power transfer angle for line-to-ground fault. The adaptive distance
relay along with power swing effect is studied. It will be helpful to increase the
reliability of system protection in the presence of power swing issues.
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Modeling and Simulation
of FPGA-Based Vector-Controlled
Induction Motor Drive Using Simulink

Sumit Kumar Gupta

1 Introduction

Variable-speed drives are the machines for varying the rotating speed of adjustable
speed drives by varying frequency of electrical power system to the machine. Drive
system on the whole is a combination of power converter, electrical machine, and
controller [1]. Induction motors have many advantages over DC motors. Induction
motors do not have commutators involved in their operation which gives less control
over power and speed of the machine. But due to the advancement in the field of
efficient semiconductor switches, it becomes much easier to control the speed and
power in induction motor to keep them in the upper side [2]. Variable frequency
drive controllers are solid-state electronic power conversion devices. If the refined
control algorithm is to be realized, simulation and implementation phases are to
be performed on two different stages, first the parameters and control strategy are
validated using high-level simulation of controller and drive system then secondHDL
test bench will verify the response of HDL controller and Simulink simulation but
writing the HDL code is not an easy task and it is really required to have a tool that
can emulate the hardware directly so that the process of design and implementation
could be completed in same high level. So it seems very useful if a tool performing
high-level simulation, i.e., Simulink could be able to generate the code necessary for
FPGA implementation so that the cumbersome task of writing HDL code or writing
the algorithm in other machine languages like in embedded C, Fortran, or any other
binary level language could be avoided.

One fundamental issue is to choose type of implementation platform. DSP func-
tions can be implemented in two programmable platforms: digital signal processers
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and FPGAs. In the past, use of DSP was obvious, but many applications need more
processing capabilities of DSPs which leads to the use of FPGA for implementation.
The primary reason for choosing FPGA over DSPs by the application is their MIPS
(millions of instructions per second) requirement and second advantage is product
reliability andmaintainability [3]. FPGA is verymuch similar to programmable logic
devices which contains only limited number of switches nearly in hundreds while
FPGA supports thousands of programmable switches. Therefore, FPGA is becoming
more popular these days for designing integrated circuit prototypes. Once the design
is ready, hardware chips can be produced for faster performance. The flexibility in
programming the status of PLDs allows the user to increase parallelism and hence to
increase the performance which further increases the utilization of logic gates. The
advantage of increasing the parallel processing makes FPGA to be the answer for
most of the complex control system implementation algorithms.

FPGAs are already used successfully in many areas which utilizes the power
semiconductor. The control of the switching status of those switches is most impor-
tant, for example, in the cases of power factor correction algorithms, PWM inverters
control, non-linear control algorithms implementations, speed measurement algo-
rithms, etc. The use of FPGA in such wide areas which is not limited to these only
makes FPGA a powerful and efficient solution or answer to all the problems associ-
ated with hardware implementation and for the challenges that are going to come in
future [4].

If FPGA implementation is to be done it needs VHDL code for test bench veri-
fication of the algorithm for the control adopted. A new simulation tool, i.e., Xilinx
SystemGenerator integratedwithMATLABSimulink can simulate directly hardware
along with the high-level simulation and can automatically generate VHDL codes
which is to be used in later stages of implementation. This new tool Xilinx System
Generator works with MATLAB Simulink as a toolbox, and it is having library of
blocks like addition, subtraction, multiplication, etc. for general operations. It also
has CORDIC functions like division arctan, sqrt, etc. which uses complex algorithms
for calculations as given in [5] for different operations and the system made up of
these library of blocks can be implemented in FPGA. For simulating power elec-
tronics drive control, user must have own power circuit which is made with Simulink
library, i.e., power system block set while the controller part is made with Xilinx
System Generator library of blocks, and all the blocks are simulated in MATLAB
Simulink environment simultaneously [6].

This paper uses a new tool Xilinx System Generator along with MATLAB
Simulink for simulation for control algorithm of variable-speed drive. The imple-
mentation using System Generator has two advantages over traditional methods.
First, the implemented algorithm is assured to behave exactly as in the simulation
and the other, and further system-level modeling is not required. An example of
vector control of an induction motor is presented and discussed. To develop all the
tasks involved, MATLAB Simulink, System Generator, and ISE tools are utilized for
implementation [7–9].
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2 Vector Control Principal

In vector control, inductionmotor drive is considered analogous to separately excited
DC machine. In separately excited DC machine, the developed torque is

Te = K′
tIaIf (1)

Neglecting armature reaction and field saturation, iqs is torque component and If
is field component.

In vector-controlled induction motor drive,

Te = Ktψ
∧

riqs = K
′
t iqsids (2)

where iqs is torque component and ids is field component.
In Fig. 1, the machine model is shown in synchronously rotating reference frame,

and inverter is omitted as having current gain of unity. The machine terminal phase
currents ia, ib,andic are converted to isds and i

s
ds components by using abc to dq trans-

formation, and then they are transformed to synchronously rotating frame using unity
vector cos θe and sin θe before given tomachinemodel as shown in Fig. 2. Unit vector
assures correct alignment of ids vector with flux ψr and iqs perpendicular to it [4].

Te = 3

2
np

Lm

Lr
(ψdriqs − ψqrids) (3)

where np is number of pole pairs, Lm shows magnetizing inductances, and Lr is rotor
inductance. Also ψqr and ψdr represent the rotor flux linkage to the quadrature axis
and direct axis. Considering direct axil flux to be vanished, torque equation is

Te = 3

2
np

Lm

Lr
(ψdriqs) (4)

Considering ids to be constant for the time being, torque expression comes out
to be linearly depending upon iqs and hence torque response becomes faster as iqs
response was.

Fig. 1 Principles of vector
control
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Fig. 2 Representation of vector control principal using machine d-q model

3 Simulation Tool

3.1 Power System Block Set

In MATLAB tools, electrical power system toolbox is comprised of electrical circuit
components and electromechanical devices like motors, generators, inverters, etc.
Requirement for increased efficiency forced system engineers to use power electronic
devices and sophisticated control system concepts. The libraries contain model of
transformers, lines, machines, and power electronics.

3.2 System Generator Block Set

Xilinx System Generator block set is developed by Xilinx and it can be used as
toolbox in MALTAB Simulink. System Generator proved system-level support for
bit true modeling which enables to create floating- and fixed-point models in same
environment. To connect the control system algorithm implemented in system gener-
ator to the power blocks, i.e., drive part of the Simulink, some special blocks are
utilized which are named as GatewayIn and GatewayOut. “GatewayIn” block is
used to convert floating-type signal to a fixed-type signal with selected fixed time
step. “GatewayOut” is utilized to provide the output in the prescribed and needed
format for further utilization. For modeling a system, SG blocks are used which
are FPGA blocks and represent hardware blocks. The responses of these blocks are
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exactly same as hardware. The system modeled with these blocks can directly go
for FPGA implementation as Xilinx System Generator can generate VHDL (VHSIC
high description language). The VHDL code generated is synthesized in synthesizer
and schematic circuit is made which can generate configuration file that can be used
for FPGA implementation. The system generator blocks are similar to Simulink
blocks and it can replace Simulink blocks easily but it works with fixed time step.
It has some problem with specific functions like square root, division, sine, cosine,
inverse trigonometry, etc. but these functions can also be implemented with iterative
procedure of finding solution like CORDIC algorithms for sine, cosine, division,
square root, inverse trigonometric, etc. The latest version of system generator has
these blocks but with some limitations like sine and cosine can only be calculated
for –pi/2 to pi/2, so it needs some calibration for angle calculation.

3.3 Simulation and Modeling of Vector Control of AC Drives

An application example of vector control of an induction motor is taken to show the
capability of Xilinx System Generator. To simulate the complete circuit, first, the
power circuit requirement is determined and parameters are calculated according to
the options available and then power system block set of Simulink is used to simulate
it and second the vector control technique is chosen and implemented using only SG
block set which are simply addition subtraction multiplication and logic blocks. All
simple arithmetic operations can be implemented using these blocks but for some
of the operations like division sine, cosine, arctan, sqrt and implementing a transfer
function for filters it needs some extra effort like, for example, implementation of a
transfer function is done by first converting it from s domain to z domain with system
sampling time and then discrete domain transfer function is made using delay blocks.
Similarly, for calculating sine and cosine of an angle in abc-dq conversion block,
concept of angular rotation is used. The use of SGblocksmakes the system simulation
time larger compared to model with only PS block set because SG blocks behaves
exactly same as hardware so comparatively it needs more number of operations for
addition, subtractions, etc. Each blockmadewith SGblock contains systemgenerator
token which has options for type of device to be used for implementation, code to be
generated having option of VHDL or Verilog, FPGA clock period, Simulink system
period, and themost important option of generate core which is used to generate code
for targeted FPGA. The power system block set can be simulated with continuous
time step and discrete step both but SG blocks can only use discrete time step, now
both the power circuit and control circuit are connected using interfacing blocks
which are GatewayIn and GatewayOut and simulation of power circuit and control
circuit is done simultaneously (Fig. 3).

The vector control algorithm is simulated first in MATLAB Simulink which uses
dq to abc conversion, abc to dq conversion, and current regulator which gener-
ates firing pulses for three-phase inverters. Figure 8 shows vector control algorithm
modeled inMATLABSimulinkwhich uses inductionmotorwith specifications given
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Fig. 3 Interconnection of
controller and power system
section

Three 
phase 

inverter

Induction 
motor

Power system block 
section

Three 
phase grid 

supply

Control 
Algorithm with 

SG blocks
Gateway out

Gateway In

Gateway In Refrences

System generator Blocks

Measures

in Table 1. Figures 10, 11, and 12 show the outputs of simulations which are speed,
three-phase current, and torque with a speed reference of wre f =120 and flux refer-
ence Phir∗ = 0.96, and these outputs are to be verified by a system which has
a controller made up of only system generator blocks and rest of the block from
MATLAB Simulink as shown in Fig. 9 (Figs. 4, 5, 6 and 7).

Fig. 4 Concept used for
angle range conversion

0

0 to 3.14

3.14 to 6.28

Out1
1

Terminator1

Terminator

Mux

sel

d0

d1

Mult1

a

b

(ab)z-3

Mult

a

b
(ab)z-3

Inverter

notDivider Generator 2.0

dividend

divisor

rfd

quotient

fractional

Delay

z-17

Convert4

st

Convert3

st

Convert2t
s

a

Convert1

cast

Convert

t
s

a
c

Constant2

2

Constant1

3.140625

CORDIC DIVIDER

x

y

divz-79

x

y

y/x

AddSub1

a

b

en

a - bz-1
AddSub

a

b

a - b

In2

2

In1
1

Fig. 5 Angle conversion block



Modeling and Simulation of FPGA-Based Vector-Controlled … 555

 Teta = Electrical angle = integ ( wr + wm)

wr = Rotor frequency (rad /s) = Lm *Iq / ( Tr  * Phir )

Lm = 34 .7 mH

Rr=  0.228 ohms
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The algorithm model creation in Xilinx System Generator was simple as most of
the blocks can be created by using general blocks like addition, subtraction, multi-
plication, etc. Some of the blocks have critical design like the theta calculation block
as it uses CORDIC function which has limitation within its input range. We have
flux angle variation from 0 to 360 in radian in vector control which is out of range of
CORDIC function so we have to convert it to range between pi and –pi. To convert
the angle from 0 to 360 to –pi to pi, concept of arc geometry is used as shown
in Fig. 4. On the first, rotation angle varies between 0–3.14(0−π), and on second
rotation angle varies between 3.14–6.28(π−(−π)). This conversion of 3.14–6.28 to
(π−(−π)) is needed and is implemented using above concept shown in Fig. 4 in
Xilinx System Generator using general blocks and CORDIC divider block. Other
than that the transfer function block which converts id to Phir uses sampling time
of Ts = 2e-5 which is downsampled by 10 as system sampling period is Ts = 2e-6.
Motor parameters are again as per the parameters given in Table 1. Figures 6 and
7 show the important blocks of abc to dq conversion and theta calculation block
with system generator library of blocks. Figure 9 presents the simulated model of
the control system algorithm entirely made up of SG blocks. Each input and output
needs a “Gateway” block to connect to standard Simulink blocks. The outputs of
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system simulated with Xilinx System Generator are given in Figs. 13, 14, and 15
which are speed, three-phase current, and torque with reference speed and reference
same as system simulated with Simulink.

After doing simulation in Simulink, the next milestone is VHDL code generation,
which can further be utilized in Xilinx software for further operation for converting
it into a configuration file which is used for programming FPGA, and these are
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very simple steps. If the system performance is to be changed, all these steps are not
required, so the process is much faster. The advantage of using Xilinx SystemGener-
ator is VHDL code generated which is guaranteed to be implemented and requires
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Fig. 15 Electromagnetic torque using power system and Xilinx System Generator block set

lesser time because of only one step for both software and hardware simulation
testing.
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4 Conclusion

An approach for FPGA implementation of vector control algorithm for variable-
speed drive control is simulated and results are verified. In simulation using Xilinx
System Generator, we observe the improvement in speed tracking where a reduction
in steady-state error and torque ripples was observed. The advantage of procedure
adopted is that it saves lot of time because the simulation using only system generator
blocks represents exactly the hardware, so further testing for implementation is not
needed. Also, there is no need ofwriting complex codes inVHDLor in “C” language,
as Xilinx SystemGenerator tool itself generates VHDL code for the controller which
is made up of only system generator blocks. The advantage of code generated by
Xilinx System Generator itself is that it is guaranteed to be implemented.

Appendix

Symbol Parameters Values

Pn (VA) Nominal power 50*746

Vn Voltage (line-line) 460

fn (Hz) Frequency 60

Rs (ohm) Stator resistance 0.087

Lls (H) Stator inductance 0.8e-3

Rr’ (ohm) Rotor resistance 0.228

Llr’ (H) Rotor inductance 0.8e-3

Lm (H) Mutual inductance 34.7e-3

J (Kg.m2) Inertia 1.662

F (N.m.s) Friction factor 0.1

pO 2

Ts 2e-6
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Design of Sine Filter for GTO-Based
Auxiliary Converter for Electric
Locomotive Using MATLAB Simulink

Rutuja S. Hiware, Shradha K. Umathe, and Shridhika Bire

1 Introduction

Generally, in locomotives for auxiliary circuits, the 3-ϕ squirrel cage IM is used as
the maintenance cost is low. In this, three-phase, 415 V supply runs 12 auxiliaries,
further three-phase auxiliaries, and one battery charger are fed by this AC supply.
When required oil cooling blowers and traction motors are run. Depending upon
the operating temperatures and speed, the blowers speed can be adjusted by the
control electronics. Whenever the auxiliary converters are operating, the transformer
and traction converter work continuously. Auxiliary winding of main transformer
provides one-phase 1000 V supply to auxiliary converter. Further, this AC supply is
fed to rectifier module auxiliary converter where it converts into DC and then it is
forwarded to DC link. From the DC link, pure DC will be obtained which is further
fed to inverter module auxiliary converter. From this, 415 V, three-phase AC supply
with variable amplitude of voltage and frequency will be obtained and again it is fed
to different three-phase auxiliaries. In this system, there are three auxiliary converters
which work together to obtain the one-phase 1000 V AC input supply and provide
three-phase 415 V output to run battery charger and 12 different auxiliaries (Fig. 1).
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2 Methodology

2.1 Overview of Single-Phase AC to Three-Phase AC System

The single-phase to three-phase auxiliary converter topology for traction drives. The
operation of the converter is analyzed using the separation and link approach. The
control is built by using the sinusoidal pulse width modulation (SPWM) for the bi-
directional switches in this converter. This single-phase to three-phase converter has
advantage as this replaces the conventional AC-DC-AC stages so the effective energy
conversion is efficient and the control is conventional carrier-based SPWM (Fig. 2).

a

Fig. 1 a Circuit diagram of auxiliary circuit equipment. b Flowchart of locomotive operation
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b

Fig. 1 (continued)

Fig. 2 Circuit diagram of single-phase to three-phase AC Conversion

2.2 Single-Phase Half Controlled Bridge Converter

See Figs. 3, 4, 5 and 6.
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Fig. 3 Fully controlled
converter with load side
freewheeling diode

Fig. 4 Half controlled
converter—alternative-1

Fig. 5 Half controlled
converter—alternative-2

2.3 Three-Phase Bridge Inverter

See Figs. 7 and 8.
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Fig. 6 Conduction table of single-phase half controlled converter

Fig. 7 Circuit diagram of three-phase bridge inverter

Fig. 8 Sequence of conducting thyristors in three-phase bridge inverter
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Fig. 9 Power circuit of auxiliary converter

3 Design and Implementation

See Fig. 9.

4 Result

See Figs. 10, 11, 12, 13 and 14.

Fig. 10 Output of inverter
without sine filter: line
voltage
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Fig. 11 Output of inverter
without sine filter: phase
voltage

Fig. 12 Output of inverter
with sine filter: line voltage

Fig. 13 Output of inverter
with sine filter: phase voltage
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Fig. 14 Output current
waveform of inverter

5 Conclusion

The single-phase to three-phase auxiliary converter topology for traction drives. The
operation of the converter is analyzed using the separation and link approach. The
control is built by using the sinusoidal pulse width modulation (SPWM) for the
bi-directional switches in this converter. This replaces the conventional AC-DC-AC
stages so the effective energy conversion is efficient. The control is conventional
carrier-based SPWM. By using the filter circuit we can reduce the harmonics in the
system and we can obtain the smooth sinusoidal waveform.
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Analysis of Control Techniques
and Filter Design of Multilevel Inverter

Vaidehi Korde, Neha Sute, V. B. Borghate, and V. M. Korde

1 Introduction

A multilevel inverter generates a staircase output which resembles close to a sinu-
soidal waveform. The basic circuit diagram of cascaded H-bridge multilevel inverter
and its output voltage waveform can be visualized as shown in Fig. 1. The closeness
of this output waveform to sine wave is indicated by %THD parameter. The multi-
level converter has several advantages such as production of lesser common mode
voltage, drawing low distortion current, which can be handled at both lower and
higher switching frequencies, and with the selective harmonic distortion technique
the harmonic content at the output can be reduced, has lower dv/dt, etc.

The conventional topologies of symmetric multilevel inverters are categorized as

(a) Diode clamped-type multilevel inverter.
(b) Flying capacitor-type multilevel inverter.
(c) Cascaded H-bridge (CHB)-type multilevel inverter.

Cascaded H-bridge (CHB)-type multilevel inverter is preferred (and chosen for
further analysis in this work) over the other two topologies (diode-clamped and
flying capacitor topologies) because.

(1) The output levels in the voltage obtained are more than twice the number of
DC sources used.

(2) Because of modularity, faulty section can be easily identified and replaced.
(3) Easy packaging and manufacturing because of modular structure.
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Fig. 1 Basic cascaded H-bridge topology

(4) As more output voltage is obtained it is used in the high-power applications.
(5) No requirement of any clamping diodes and capacitors.

The objective of this paper is to conduct a detailed analysis of level-shifted PWM
control techniques and various filter designs used for multilevel inverters.

2 Control Techniques of Multilevel Inverters

In many industrial applications, the output voltage of inverter is required to be
controlled to overcome the changes in input voltage and to meet the need of v/f
control. The various methods for the control of output voltage of inverters can be
enumerated as follows:

(1) External control of the AC output voltage.
(2) External control of the DC input voltage.
(3) Internal control of the inverter output voltage (PWM control).

PWMmethod is referred to as the internal controlmethod. In the first twomethods,
extra circuits for the control of either DC input or AC output become necessary. The
third method, however, does not require such circuits. The first two methods require
the use of peripheral components whereas the third method requires no external
components. Hence, the most efficient method of controlling the output voltage is to
include PulseWidthModulation (PWM) control within the inverters. So, this method
of control is discussed in great detail in the following section. The advantage of Sine
PWM is that it concentrates all the dominant harmonics at carrier frequency and they
can be eliminated by properly designing a filter for the inverter and the filter size gets
reduced too.
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2.1 Sine Pulse Width Modulation (SPWM)

In this method, the reference signal is taken as sinusoidal waveform and the carrier
signal is taken as triangular waveform. The frequency of inverter output voltage
depends on frequency of reference signal (fR) and amplitude of reference signal
(VR) controls the modulation index (Ma). We can control the amplitude of output
voltage by varying the modulation index (Ma). The modulation index (Ma) is VR/VC.

Sine PWM is further classified as.

1. Level shifted

(a) In Phase Disposition (IPD).
(b) Alternate Phase Opposite Disposition (APOD).
(c) Phase Opposite Disposition (POD).

2. Phase Shifted

Level-shifted PWM techniques will be discussed in this paper.

2.2 Level-Shifted Sine PWM Scheme

In level-shifted SPWM technique, we use carrier waves which are shifted by certain
amplitude. The sinusoidal reference signal is comparedwith a triangular carrier wave
to obtain the gating signals.

For N number of levels in output phase voltage, (N − 1) carrier signals of same
frequency and amplitude are required. The switching frequency of the inverter is
equal to the carrier frequency, that is, (device switching frequency) fC = fcr, where
fC is switching frequency of inverter. Average device switching frequency is fC = fcr/
(N−1). The conduction time distribution of the devices is uneven. The switching
pattern is generated by comparing the carrier waves with the modulating wave.
The carrier waves above zero reference are compared with modulating wave to
generate positive half output voltage, whereas carrier waves below zero reference
are responsible for negative half output voltage.

In Phase Disposition (IPD)

The carrier waves have same amplitude and frequency and there is no phase shift
between them. But these carriers are at different offset values. These modulations are
carried at unity modulation index. Switching pattern produced by using this scheme
is shown in Fig. 2.

Alternative Phase Opposite Disposition (APOD)

In this technique, all the carrier waves are alternatively in phase opposition with each
other. The simulation of modulation signal and carrier waveforms of a five-level
inverter using this scheme is shown in Fig. 3.
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Fig. 2 Switching pattern produced by using the IPD carrier-based PWM scheme

Fig. 3 Simulation of modulation signal and carrier waveforms of a five-level inverter using APOD
as carrier-based PWM scheme

Phase Opposite Disposition (POD)

In this, the carrier waves above the zero reference are in same phase and the carrier
waves below the zero reference are in same phase. The simulation of modulation
signal and carrier waveforms of a five-level inverter using this scheme is shown in
Fig. 4.
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Fig. 4 Simulation of modulation signal and carrier waveforms of a five-level inverter using POD
as carrier-based PWM scheme

2.3 Simulations of Five-Level CHB

Similarly, the simulations were done for three-level, asymmetric seven-level, and
asymmetric nine-level multilevel inverters too and were used for further analysis
(Figs. 5, 6 and 7).

Fig. 5 Simulation circuit of single-phase five-level CHB

Fig. 6 Five-level output phase voltage
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Fig. 7 FFT window for five-level CHB

Fig. 8 Levels versus fundamental voltage

2.4 Effect of Increase in Levels

As levels in multilevel inverter go on increasing, the number of steps in phase voltage
increases and hence will provide more fundamental voltage which is shown in Fig. 8.
The %THD will be reduced with increase in levels as shown in Fig. 9 and the
waveform will be closer to a sinusoid.

2.5 Comparative Analysis of Carrier-Based PWM Schemes

The comparative analysis of fundamental voltage and %THD of all the three carrier-
based PWM schemes (IPD, APOD, POD) is carried out on symmetrical five-level
CHB with Vdc = 100 V and Ma = 1.



Analysis of Control Techniques and Filter Design of Multilevel Inverter 577

Fig. 9 Levels vs. %THD

Fig. 10 Variation in
fundamental voltage with
PWM technique

By observing the results, it can be clearly concluded that from Fig. 10, there is no
significant variation in fundamental output voltage when any of the three techniques
are used and the POD technique provides better %THD performance as seen in
Fig. 11.

Hence, further analysis is carried out based on POD carrier-based PWM scheme.

2.6 Effect of Change in Carrier Frequency

This is observed on symmetrical five-level cascaded H-bridge with Vdc = 100 V and
Ma = 1 with POD technique.
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Fig. 11 Variation in %THD
with PWM technique

Table 1 Variation of %THD
and fundamental voltage with
carrier frequency (fc)

Fc (KHz) THD% Fundamental (V)

1 23.11 200.5

1.5 21.86 201

2 20.77 199.8

2.5 20.51 199.8

3 14.20 200

3.5 3.18 199.7

4 2.11 200.7

4.5 1.84 200.2

5 1.79 198.6

5.5 1.37 200.2

6 1.11 200

(a) The effect of increase in the carrier frequency is observed in the simulation,
and fromTable 1 and Fig. 12, it can be seen that%THDdecreases with increase
in frequency.

(b) This is because the dominant harmonics get concentrated at switching
frequency in case of multicarrier SPWM techniques.

(c) There is not much variation in fundamental voltage.

2.7 Effect of Change in Modulation Index (Ma)

This is observed on symmetric seven-level cascaded H-bridge with Vdc = 100 V and
fc = 3 kHz.

(a) As Modulation Index (Ma) reduces from unity, there is reduction in levels of
output voltage.
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Fig. 12 Variation in %THD with carrier frequency (fc)

Table 2 Effect of change in
Modulation Index (Ma) on
%THD and fundamental
voltage

Ma THD% Fundamental (V)

1 14.1 296.7

0.9 17.22 265.2

0.8 16.45 240.6

0.7 16.84 207.6

0.6 19.72 175.6

0.5 24.77 149.9

0.4 27.79 162

0.3 35.46 90.46

(b) In seven-level voltage, three steps are available in positive half cycle. If Ma

reduces by one-third the seven-level voltage will be reduced to 5. Similarly, if
it reduces by two-third, five level is reduced to three levels.

(c) As we decrease the Ma, the fundamental decreases and THD increases and is
shown in Table 2. The increase in THD is due to the decrease in the number
of levels.

3 Filter Design

The filter for multilevel inverter should be designed such that the output voltage and
current harmonics stay within the limits even for the worst condition. The filters
used for the analysis are L filter, LC filter, LCL filter, and LCL filter with damping
resistor (Rd).
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3.1 Analysis of L, LC, and LCL Filters

L Filter

The application of this filter is suitable for high switching frequency inverters [1].
Figure 13 shows the diagram for L filter.

The inductance value should be chosen such that it should be less than 20% so as
to limit the voltage drop during the normal conditions [2]. The ripple current can be
found as [3]

Iripple = 0.2
√
2P

3
(

VL√
3

)

The filter inductance is given by

Li = 0.5 · (
Vdc − Vdc

2

)

2 · Iripple · fsw

LC Filter

It is second-order filter which has better damping behavior than L filter. Figure 14
shows the diagram for LC filter.

The attenuation of second-order filter is after the cutoff frequency and it has no
gain before the cutoff frequency, but it gives a peak at the resonant frequency, which
is given by

fr = 1

2π
√
Li · C f

Inverter-side inductance is as calculated previously in “L” filter. For the design of
the filter capacitance, it is considered that the maximum power factor variation seen

Fig. 13 L filter

Fig. 14 LC filter
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Fig. 15 LCL filter

by the grid is 5%, so x is taken as 0.05. A design factor higher than 5% can be used,
whenever necessary to compensate the inductive reactance of the filter [3].

Base impedance is Zb = V 2
l
P , Capacitance is Cb = 1

Zb ·2π f , and
Filter Capacitance is C f = x · Cb.

LCL Filter

The attenuation of the LCL filter is for frequencies above resonant frequency.
Figure 15 shows the diagram for LCL filter.

The carrier frequency must be twice compared to the cutoff. There should be
sufficient distance between cutoff frequency and the grid frequency [1]. The cutoff
frequency of the LCL filter can be calculated as

fres = 1

2π

√
Li + Lg

Li · Lg · C f

In order to design an LCL filter, the following constraints are to be followed [3]:

(a) The value of capacitor for which power factor decrease is bearable is
considered. It is generally below 5%.

(b) The inductance value should be such that it should be less than 10% so that
the voltage drop at the normal conditions is limited.

(c) In order to avoid the resonance problems with higher harmonic spectrum
and the lower harmonic spectrum, the line frequency should be one-tenth of
resonant frequency and the carrier frequency should be twice the resonant
frequency.

(d) For calculation of inductor on the grid side, we use the following equation:

Lg = r · Li

where “r” is ripple attenuation constant and it can be defined as the relation between
the grid-side inductance and the inverter-side inductance. When r is 30%, the voltage
drop across Lg is minimum.

LCL Filter with Damping Resistor

Figure 16 shows the diagram for LCL filter with damping resistor. Oscillations can
occur in the LCL filter and it will magnify frequencies around its cutoff frequency.
Therefore, the damping resistor is added to the filter. The damping resistor is
connected in series with the filter capacitor [1].

The value of the damping resistor is calculated as
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Fig. 16 LCL filter with
damping resistor Rd

Rd = 1

3 · 2π · fres·C f

4 Analysis of Filter Design Using Simulations

Simulations are done in MATLAB-Simulink. From simulations, we have observed
the output waveforms, the Total harmonic Distortion (THD), and the dominant
harmonics created have performed FFT analysis and have derived conclusions
accordingly. According to our previous analysis, we have found that Phase Opposite
Disposition (POD) gives better performance compared to other SPWM techniques.

4.1 Analysis of Three-Phase Three-Level CHB

With switching frequency as 3 kHz and system frequency as 50 Hz and giving input
DC input voltage to the CHB as 350 V, following analysis of phase voltage and phase
current is studied. The load power is consuming 1 KW. The FFT window showing
dominant harmonics as well as THD is observed.

Without Filter

The output voltage and current waveforms and FFT window of three-phase three-
level CHB inverter without filter are shown in Figs. 17 and 18, respectively, and
%THD content in Fig. 19.

From the figures, we can see that without filter, the stepped phase voltage is
obtained and there are ripples in the current waveform. Hence, the THD of phase
voltage is found to be 36.26%.The dominant harmonics are situated at 56th harmonic.
The fundamental peak value of fundamental is found out as 350.8 Vwhile total phase
voltage rms as 279.7 V. To get a pure sinusoid, we need to use filters.

With LCL Filter and damping resistor

After the use of LCL filter with damping resistor, the current waveform gets smooth
as shown in the phase current waveform (Figs. 20 and 21) and the %THD decreases
(Fig. 22).
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Fig. 17 Output voltage waveform of three-phase three-level CHB inverter without filter

Fig. 18 Output current waveform of three-phase three-level CHB inverter without filter

Fig. 19 FFT window of three-phase three-level CHB inverter without filter



584 V. Korde et al.

Fig. 20 Output voltage waveform of three-phase three-level CHB inverter with LCL filter and
damping resistor

Fig. 21 Output current waveform of three-phase three-level CHB inverter with LCL filter and
damping resistor

Fig. 22 FFT window of three-phase three-level CHB inverter with LCL filter and damping resistor
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Fig. 23 %THD values of various levels at various switching frequencies (or carrier frequencies)

4.2 Effect on %THD by Variation of Levels and fc
of Three-Phase CHB

By using LCL filter design, the analysis is carried out at different levels and at various
switching frequencies. The effect on %THD of filter parameters at various carrier or
switching frequencies (fc) for various levels can be seen in Fig. 23.

4.3 Comparison of Filter Sizes According to IEEE Standards

For grid-tiedmode, converters require L or LCL filters for output current filtering and
reducing the number of harmonics injected to the grid below limits stipulated by the
IEEEStd. 512–1992 and IEEEStd. P1547-2003 IEEEStd. 519–1992:Recommended
Practices and Requirements for Harmonic Control in Electrical Power Systems [4].
According to the standards, the tolerable ripple (THD) should be within 5%.

Arbitrarily chosen LCL filter parameters to maintain IEEE standards.

The LCL filter design parameters are shown in Table 3 for different levels and at
various fc.
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Table 3 LCL filter design parameters for different levels and carrier frequencies

Level Switching frequency fc

3 kHz 4 kHz 5 kHz

Li (mH) Cf (uF) Lg (mH) Li (mH) Cf (uF) Lg (mH) Li (mH) Cf (uF) Lg (mH)

3 19.54 1.66 5.86 14.65 1.66 4.395 11.7 1.66 3.51

5 12 1.66 3.6 10.5 1.66 3.15 9.25 1.66 2.775

7 10 1.66 3.325 9.18 1.66 2.75 4.8 1.66 1.44

4.4 Stability Analysis of LCL Filter Without
and with Damping Resistance

Without Damping Resistor

Open-loop transfer function of LCL filter is given as

Gd(s) = Ig
Vi

= 1

LiC f Lgs3 + (
Li + Lg

) · s

where Ig = grid-side current and Vi = inverter output.

With Damping Resistor

Open-loop transfer function of LCL filter with damping resistance is given as

Gd(s) = Ig
Vi

= C f Rd · s + 1

LiC f Lgs3 + C f
(
Li + Lg

)
Rds2 + (

Li + Lg
)
s

where Ig=grid-side current,Vi= inverter output voltage, andRd=damping resistor.
Inmagnitude plot of LCLfilterwithoutRd (Fig. 24), a peak is occurring at resonant

frequency which causes the abrupt increase in gain margin of system causing oscil-
lations and makes system unstable. Also, both gain margin (Gm) and phase margin
(Pm) are having opposite signs, which indicates the instability of the system. While,
in magnitude plot of LCL filter with Rd (Fig. 25), the peak at resonant frequency is
diminished by the addition of damping resistor. Addition of series damping resistor
with capacitor improves stability of the system by attenuating the ripples at resonant
frequency and both the gain margin (Gm) and phase margin (Pm) are having same
signs, which means that the system is stable.
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Fig. 24 Bode plot for LCL filter without damping resistor

5 Conclusions

Among the three carrier wave-based PWM schemes, Phase Opposite Disposition
(POD) is found to have lesser %THD from our analysis. So, we have done our further
analysis based on POD technique. On a particular level, if switching frequency is
increased, the%THD decreases. AsModulation Index (Ma) reduces from unity there
is reduction in levels of output voltage.AswedecreaseMa, the fundamental decreases
and %THD increases due to decrease in number of levels.

LCL filter is more preferable for multilevel inverters. It can also be concluded that
as we go on increasing the levels of multilevel inverter, filter requirements have been
reduced sowith respect to its size and cost. But there is a limitation in increasing levels
as the circuit complexity increases with levels as well as size and cost increases. Also,
with increase in switching frequency, there is a decrement in %THD with levels, but
still the limitations of increasing the switching frequency are dominant owing to the
switching losses and EMI interference.

Pure LCL filter makes the system unstable and causes oscillations and this has
been inferred from the bode plots. Addition of series damping resistor with capacitor
improves stability of the system by attenuating the ripples at resonant frequency.
Hence, it can be concluded that the designed LCL filter is stable.
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Fig. 25 Bode plot for LCL filter with damping resistor
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Increasing the Accuracy and Reducing
the Installation Cost of Automatic Power
Factor Correction System Using TRIAC
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1 Introduction

Power factor can be defined as the ratio of KW to KVA of any electrical load where
KVA is denoted for apparent power of that load andKV is denoted for actual power of
that same load. The power factor indicates, how the load current affects the efficiency
of any power system, i.e., power factor is calculated to understand how efficiently the
supply current is being converted to useful work output. Different kinds of modern
domestic loads were used generally in the electrical system like air conditioners,
fans, refrigerators, washing machines, lamps, television, water pumps, etc. which are
inductive in nature. These inductive loads cause very poor power factor that unsettles
AC voltages which therefore decrease the performance of other components that is
connected in the same system. Also having poor power factors these components
require a huge current which increases the cost. Poor power factor enables copper
losses, reduces systems handling capacity, draws low-voltage regulation, and there-
fore results in a very poor, lessened overall efficiency of that distribution system. As
power factor is related to the efficiency of the power system, it is important to elec-
tric utilities used over the world. So, in order to minimize financial losses, to reduce
system and copper losses, to decrease the amount of extra current that is required
for inductive load, to boost the reliability and efficiency of the system, poor power
factor should be improved or corrected. A series of static capacitor banks are used
worldwide to meet these losses. But this project discussed in this paper is based on
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using only a single capacitor which is connected with a TRIAC which is controlled
by a microcontroller that enables the system to control capacitive currents to get the
desired value of power factor.

2 Literature Survey

2.1 Previous Works and Their Limitation

A lot of works have been done on various PFC circuit topologies [1]. Some work has
been done earlier on reactive power compensation, usually fixed value capacitors are
used in the first stage in power factor controllers. Capacitors are added to individual
loads or motors in a parallel way. Themost used technique of improving power factor
is through setting one capacitor bankwith the incoming switchgear bus or transformer
[2, 3]. If the load increases the more capacitor is being connected across the load to
balance the inductive load. This convention power factor control comprises a power
factor sensing relay and several values of capacitors that are discrete are switched
ON and switched OFF to the required value via a set of contactors [4–7]. This
system has some serious disadvantages, such as sometimes it can’t provide perfect
indemnification to the power (reactive) as the steps are only a near about recompense
to the available power factor. Moreover, when the capacitors work at the full-rated
voltage for a long time and at a definite switching specimen with relay, the peak
voltage is increased far off the rated peak voltage of capacitors that can demolish or
decrease the lifetime of those elements. In some systems, the relay has been replaced
by TRIAC [8, 9]. But still, the multi-number of capacitor or capacitor bank has been
used. Therefore, the compensation error cannot be removed.

2.2 Proposed System to Overcoming the Limitation

The main aim of all the above works has been to reduce cost, optimize the perfor-
mance of active PFC circuits, and make the scheme automatic. In this paper, the
power factor has been improved through controlling the reactive power compensa-
tion. In a low load period, the reactive power compensationwill be less than compared
to the high load period. To obtain this task automatically there need some devices
which are used for sensing, controlling, recovering power factor, and protecting the
whole system. In the proposed system, only one capacitor (capacitor bank can be
used also if necessary) has been used with TRIAC. The required reactive power or
Ic has been controlled by controlling the firing angle of the TRIAC that controls the
input power to the capacitor. Therefore, the capacitor is being used for multiple value
of compensation. The firing angle has been controlled by microcontroller using the
method given in Eqs. 1, 2, and 3.
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P = V.I. cos � (1)

S = P + j Q (2)

Power Factor = P/S = P/

√(
P2 + Q2

)
(3)

In proposed system, the supply voltage is constant, so for a given quantity of real
power the load current will be less at high power factor or vice versa. Therefore, we
can determine the desired power factor by observing the line current. In this project,
we used a Hall-effect-type current sensor to measure current. The applied current
flowing through this copper conduction path generates a magnetic field in which the
Hall IC converts into a proportional voltage.

3 Proposed System of Control Scheme

3.1 Block Diagram of Proposed System

In this paper, the power factor has been improved through controlling the reactive
power compensation. In a low load period, the reactive power compensation will be
less than compared to the high load period. To obtain this task, automatically there
need some devices which are used to sensing, controlling, recovering power factor,
and protecting the whole system. Block diagram of automatic power factor control
unit is shown in Fig. 1. Some important parts of the block diagram are discussed in
next section.

3.2 Zero-Crossing Detector

Among different forms of comparator, applied form is known as zero-crossing
detector. The fundamental comparator circuits of op-amp can be applied as zero-
crossing detectorwhich has been given zero reference voltage (Vref).A zero-crossing
detector is illustrated in Fig. 2i by making use of an inverting op-amp comparator.
In Fig. 2ii the waveform of output voltage is depicted which specify the time and
direction of crossing zero volt by input signal voltage Vin. The input signal may be a
slowly changing waveform that may be a low-frequency one in some applications. In
such kind of case, the quick switch of output voltage Vout from one state of saturation
to other state may not happen as there may be output voltage fluctuation between two
saturation states where the voltage fluctuations are mainly endangered for noise that
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Fig. 1 Block diagram of automatic power factor control unit

Fig. 2 (i) Circuit diagram of zero-crossing detector and (ii) input and output waveforms of zero-
crossing detector

is produced from input terminals of op-amp. Therefore, to overcome these problems
positive feeding or regenerative can be used as these causes the output voltage to
alter faster. Also, false output transitions may get eliminated that may be caused by
the noise at the input of op-amp.
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Fig. 3 Circuit diagram for controlling and driver

3.3 Driver and Controller Circuit

The driver and control circuit consists of a optocoupler and a TRIAC. The opto
coupler is used as a TRIAC driver and the TRIAC is used as controlling device
which controls the line current. The optical isolator or optocoupler is a compo-
nent that can transfer electrical signals by using light between two isolated circuits.
Optoisolator prevents high voltages from affecting the system that is receiving the
signal. Input signal of optocoupler is fed from microcontroller pin ICP1, the input
signal is 5 V, and 2 ms duration pulse. The optocoupler is coupled with TRIAC for
controlling capacitive current. The following circuit showed in Fig. 3 has been used
for controlling the output current.

TRIACs are bidirectional, therefore current can flow in either direction. The RMS
value of current depends on the position of firing pulse of TRIAC. TRIACs are very
convenient switches for alternating current circuits for the bi-directionality prop-
erties. When a current flowing into or out of its gate is sufficient to turn on the
relevant junctions in the quadrant of operation the TRIAC starts conducting. The
output waveforms of TRIAC are given in Fig. 4 for different firing angles.

3.4 Flowchart of Microcontroller Program

The flowchart of the microcontroller program is depicted in Fig. 5. In the start, a de-
fault firing angle of TRIAC has been set, and then the line current value has been
taken as default value of current. After that the firing angle has been increased and
decreased by 5 °and for those firing angle the current reading has been taken. The
three value is compared and the lowest value has been taken as new default value.
This process continues until finding out the lowest line current for the particular
TRIAC firing angle.
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(a) Firing angle less than 900 (b) Firing angle greater than 900

Fig. 4 Output waveforms of TRIAC for the case of resistive load only

Start

Set default firing angle of TRIAC

Take current reading at default firing angle = default value

Set firing angle of TRIAC at default angle +50

Take current reading at this firing angle = upper value

Set firing angle of TRIAC at default angle -50

Take current reading at this firing angle = lower value

Is default
value < Lower 

value?

Is default
value < Upper

value?

Yes No                                                No                     Y es

Set default value = lower value                         Set default value = upper value

Fig. 5 Flowchart of microcontroller program
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4 Experimental Studies

In this project, the main idea is to control firing angle of the TRIAC for controlling
the current through the capacitor that is connected in series. Several experiments have
been done before doing the final experiment. Some of the experiment are discussed
as follows.

4.1 Current Controlling Through the Capacitor

The current through the capacitor can be controlled by connecting the capacitor in
series with TRIAC. The firing angle of the TRIAC is changed by the control circuit
as a result the current through capacitor also changed. Due to the system voltage
is con- stant so that the reactive power of the capacitor is a function of capacitive
current. To observe the change of current through static capacitor by TRIAC and
control driver a circuit has been made. The result has been shown in Fig. 6. It is
observed from the figure that, when the firing an- gle is increased the current through
the capacitor decreased. The relation between firing angle and capacitor current is
graphically shown in Fig. 6.
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Fig. 6 Firing angle versus load current when the load is capacitors with capacitance (i) 2.2 µF and
(ii) 4.7 µF
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Table 1 The result of manual power factor correction

Part No Firing angle adjustment Voltage (Volt) Current (A) Power (Watt) Power factor

1 Without capacitance 248 0.58 125 0.86

2 Full capacitance 248 0.80 130 0.66

3 Adjusting firing angle 248 0.51 130 ~1

4.2 Manual Power Factor Correction

To observe the power factor correction manually by reactive power compensation at
various inductive loads, an inductive load table fane of 50 W has been used in this
experiment of manual power factor correction. In the case of power factor correction
of table fan, the line current increases when no capacitance is connected and full
capacitance connected, and the line current is reduced when the firing angle is 4500.
There is significant change of line current after adjusting the firing angle as the power
factor of the table fan is sufficiently improved. The result of manual power factor
correction is given in Table 1.

4.3 Final Experiment and Results

The circuit diagram of this project consists of various types of active elements and
passive elements as shown in Fig. 7. The project has an integrated current sensor
IC Allegro™ACS712 that offers several advantages over other current sensor solu-
tions. These Allegro sensors are incredibly small and offered a standard automotive-
qualified surface-mount packages. There is also a power supply point to power the
circuit and operational amplifier to amplify necessary signals. This is also used as
a regulating IC (7805, 7812). Voltage sources in a circuit cannot provide fixed volt-
age outputs because there may be fluctuations. The constant value of output voltage
is maintained by a voltage regulator IC. 7805 IC, a member of 78xx series of fixed
linear voltage regulators, is used to reduce such fluctuations and it is a popular voltage
regulator integrated circuit (IC). A step-down transformer as well as optocoupler is
also in the system circuit that performs individual’s operations. A TRIAC is also
connected along with a capacitive load and with the optocoupler. The MOC3021
comes in an internal light-emitting diode and a TRIAC-based light activating-based
transistor. This optocoupler protects high resistive and inductive loads. It can make
the current to flow up to 1A. MOC3021 optocoupler work is to keep any kind of
current to flow toward the circuit. Several resistors and capacitors are also used in
this circuit. All of these are depicted in Fig. 7 as shown.

The results of the proposed model of this power factor improvement technique
are shown in Table 2. It is seen from the table that without using capacitor current
taken by the system is 1.20 A when voltage is 240 V, power is 185 W, and power
factor is 0.65. Then a capacitor is connected with this microcontroller -based system
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Fig. 7 Circuit diagram of automatic power factor correction unit

Table 2 Wattmeter reading automatic power factor correction when load is in series connection
with inductor (1.16 H) and resistor (216 ohms variable)

Part No Firing angle Voltage (Volt) Current (A) Power (Watt) Power factor

1 Without capacitance 240 1.20 185 0.65

2 At stable position 240 0.80 190 ~1.0

3 Peak current 240 1.80 185 0.67

and while it was adjusting with the system, there was the peak current of 1.8 A,
power taken by load was 185 W, and the power factor was near about 0.67. After
a while, the attachments reached a stable position and the line current significantly
de- creased to the lowest value 0.65 A. Power factor was almost unity in this stable
position and power taken by the load was 190 W that means power loss has been
decreased also. Thus, the proposed system runs successfully.
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5 Conclusion

In thefinal designed scheme, the power factor correcting capacitor is connected across
the inductive load. When the power factor of the load is reduced or more inductive
loads are connected to the system then the firing angle of TRIAC is reduced and
thus the reactive leading power compensation increases which improved the power
factor of load and vice versa. Therefore, the only TRIAC is being used for several
values of capacitance. As a result, we don’t need several collections of capacitors.
An experiment has been performed in the lab, where the line current, the power, and
the power factor of the load before connecting the capacitor were 1.20 A, 185 W,
and 0.65, respectively, and after the connection of the PFC unit, the line current,
the power, and the power factor became 0.80 A, 190 W, and 0.99, respectively. The
statistical result shows the schemes improve power factor also considering some
negligible power loss. Though there were some minor limitations like slow starting,
TRIAC triggering that create oscillation that reduces the lifetime of the system, it
is found that this proposed system can get a desirable amount of power factor that
is almost near unity. It can be said that if this proposed system is implemented in
large aspects, it can bring a revolutionary change in the power factor improvement
systems.
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Testing Topologies to Overcome Fault
in Micro-Grid Connected System

Ankur Kumar Gupta, Rishi Kumar Singh, and Shradha Umathe

1 Introduction

In the switchgear portfolio, there are two types of products—powergear and control-
gear. Powergear products are located at the upstream level and provide all the neces-
sary protection features in addition to isolation. However, controlgear products are
downstream devices used for switching the motors and other operating equipment.
Along with that they can also sense fault and provide a tripping mechanism. They
are not meant for isolation. The controlgear products can be widely categorized into
two types—contactors and relays.

Contactors are devices with very high operating life meant for switching the
motors on and off, even at very high frequencies. A relay is a fault-sensing unit,
which provides a tripping command to the contactor in the event of anyoverload, short
circuit, single phasing, locked rotor, or ground fault [1-3]. The project undertaken
provides an in-depth study of the control gear product—“Relay.” The main aim of
this project is “Yield Improvement of Overload Relay.”

The ideology of the project is to improve the existing overload relay (rating: 25A-
37A) with design changes in existing mechanism which will improve the accuracy,
reliability, and first testing yield of the product. Basically the existing product was
verified by performing product tests and by finding various parameters regarding the
mechanism and the quality ofmaterial used tomanufacture the existing product [5-7].
As the power system, resources, and energy saving continue to progress, the demand
of reducing their size and improvement of energy efficiency also increases. There is
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also a high demand of reducing the size and improvement of power consumption of
thermal overload relays, which increases the competition between the industries.

Microcontrollers and electronic-based overload relays use comparators to
compare the flowing current to a predetermined value, when the current value
increases the predetermined value, the relay asserts an auxiliary output which opens
the protected circuit, and thus the relay gets tripped protecting the circuit.

Relays are also installed in huge amount in railway signaling, since railway signal
circuits must be highly protected electrically and there comes the need of installing
relays. Railway signaling relays protect the system from false feeds, double switching
contacts, and also used so that no false feed can cause a false signal [8]. MN-type
thermal overload relays are specially manufactured for MNX-type contactors, and
they work on the same principle as thermal overload relay. MN relays are also
available in three frame sizes from 0.2A to 570A; they are directly mounted on
MNX contactors and are modified for ambient temperature compensation.

2 Thermal Overload Relay (RTO Relay) and Its
Classification

A relay can be defined as a switch; switches are generally used to close or open the
circuit manually, and a relay is also a switch that uses electric signals to connect
or disconnect two circuits instead of manual operation, which in turn connects or
disconnects other circuits [9].

Thermal overload relay is an inverse time-delay overload relay which for its
operation depends on a bimetal for producing differential thermal expansion due
to the current flow thereby tripping a lever. Thermal overload relays are economic
electromechanical protection devices for the main circuit. L&T’s thermal overload
relays are manufactured mainly to complete the MO series of contactors.

3 Main Benefits

a. Isolated alarm circuit contact.
b. Ambient to temperature.
c. Optimized match to MO contactors.
d. Mounting kit is available separately.

4 Main Features

a. Tripped/non-tripped indication from front.
b. Sensitive to phase failure.
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c. Auto/manual functions at front.
d. Easy access to START and STOP/ RESET buttons.
e. Sealable transparent top cover.
f. Easy to mount on MO contactors.

5 Principle of Operation

Above figure shows the circuit diagram of overload relay, various components are
as follows:

A = Heated bimetal strips.
B = Trip slide.
C = Trip lever.
D = Contact lever.
E = Reparation bimetal strip.

The bimetal strips (heater) might be warmed legitimately or in a roundabout way.
In the primary case, current directly flows through heater and in the second case
current courses through a protection warming the heater. The protecting material
causes some deferral of the heat stream so the inactivity of heat transfers that are
heated is more noteworthy than with their privilege warmed partners.

The cooling time consistent of warm transfers is no longer than that of typical
engines. This also prompts an expanding distinction between the real temperature
and that reproduced by the warm hand-off in discontinuous technique.

6 Construction of Thermal Overload Relay

The construction of thermal overload relay is quite simple. Three bimetals are
mounted on the housing of the relay. The three terminals of bimetal (heater element)
act as an input for the relay. The three bimetal strips are assigned as R-pole terminal,
Y-pole terminal, and B-pole terminal whose distance from the vertical wall of relay
must be ideally 4 mm, 3 mm, and 3 mm, respectively. Two metals are attached on
the bimetal strips, namely, metal A having low coefficient of expansion and metal
B having high coefficient of expansion. Also one heating strip or wire is wound on
every bimetallic strip. One end of the bimetal strips acts as an input and the other
end acts as an output which goes to any contactor or motor.
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On the bimetal strips a tripping lever is attached with a mechanism which is
located exactly above the bimetal strips. This lever can move freely which is then
attached to the tripping mechanism. This mechanism as a whole acts as a main
tripping mechanism of thermal overload relay.

The front part of the relay has one START (green) and one STOP/RESET (red)
button and along with that it has one knob (blue) for changing the range from
maximum to minimum and also one knob which is for the setting of AUTO and
MANUAL (yellow) mode. It also has one knob which can lock and unlock the
STOP/RESET button.

7 Working of Thermal Overload Relay

When a relay is connected with a contactor of specified range and if the current
is passed through it in the range of relay then the current will flow from relay to
contactor without any disturbance but if an over current flows through the heating
coil of relay, it heats up the bimetallic strips.

If the current flow in the circuit exceeds the specified range of relay, heat is
generated in the coil, thus both the metals start to expand due to the heat generated
by the coil. But metal B expands more than that of metal A. Thus, the bimetallic strip
bends toward metal A because of this dissimilar expansion. This bending of bimetal
will cause the tripping lever to displace from its position and it will apply force on
the above tripping mechanism [11-13]. Thus, the tripping mechanism will trip the
relay which will disconnect the circuit and the current will stop flowing. Thus, the
contactor will be protected from getting damaged due to over current flow.

8 Contactor and Its Classification

A contactor is an exchanging device having just one situation very still and when
worked, it is fit for making, conveying, and breaking electric flow under ordinary
circuit conditions remembering working for over-burden conditions. Contactors are
employed in control and power circuits, with load currents on the main contacts
varying from a fraction of an ampere to hundreds of amperes, depending on the
particular application.

Although the construction of a contactor is similar to that of a circuit breaker, its
action is the exact opposite. A circuit breaker usually employs an electromagnet for
its opening when a fault occurs, whereas a contactor employs an electromagnet for
opening or closing a circuit under normal operating conditions. However, a contactor
can withstand short-circuit conditions when used with a suitable S.C.P.D (short-
circuit protective device).
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9 Main Benefits

a. Motor starters (direct online starter and star-delta starter).
b. Furnace.
c. Lighting.
d. For switching of small resistive loads.
e. For switching of solid devices.
f. In domestic applications.

10 Principle of Operation

The electromagnetic contactors take a shot at Faraday’s first law of electromagnetic
enlistment. A current conveying conductor creates an attractive field around it. At
whatever point the electromagnetic loop is invigorated, an electromagnetic field is
delivered. This electromagnetic field pulls in the metallic bar (armature) toward the
empty barrel-shapedmagnet. In contactors with split electromagnets, the mobile half
piece of the electromagnet is pulled in toward the fixed piece of the electromagnet.

11 Working of Contactor

In normal condition when the contactor is connected in an assembly, the bridge is
balanced by two return springs keeping the bridge and the contacts at the original
position. Initially, at rest, the moving and fixed magnets are apart from each other.

When coil current is switched OFF, the electromagnetic force is reduced to zero
and compressed return springs come back to the original position bringing the bridge
assembly to the normal position. Thus, the magnets and contacts are separated. This
is OFF position of the contactor.

12 Tests Performed on Relays

a. IS (Indian Standard) test.
b. Temperature rise test.
c. Deflection test.
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13 Conclusion

While testing the sample of RTO-1 (25A-37A) relay for IS test and deflection test, it
was observed that the relay was tripping under 5 min at 1.25In on maximum current
setting in IS test, but at minimum current setting it was not tripping in 1.2In as well
as in 1.3In.

For this problem, some changes were made in the sample as follows:

a. The distance between the wall and pip was decreased.
b. The distance between the wall and pip was increased.
c. The gap between the lever and wall was reduced by sticking paper in the gap.
d. The strip-type heater was replaced with the wire-type heater.
e. The heaters were replaced according to their resistance value.

When the distance between the wall and pip was decreased, 1.05In current is
passed through the relay.

When the heaters were replaced some parameters were checked and kept constant
like the resistance of the heaters in both strip type and wire type were kept constant.
The strip or wire which is wound on the bimetal is made up of copper and has its
specific resistance which causes the heating of bimetal resulting is tripping of relay.

Thus, the conclusion was made that the relay with all the parameters remaining
same except the relay with strip-type heater will not trip in the rating 25A to 35A
unless the heaters are replaced with wire-type heaters.
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Improving Reactive Power Compensation
by Using Hybrid-STATCOM

Ramchandra Adware and V. K. Chandrakar

1 Introduction

It has long been known that it is possible to increase the steady-state power flow and
control of voltage profile over a wide range by using a shunt compensating device.
The reactive compensation is aimed to enhance the transmission lines’ fundamental
electrical parameters to make them more compliant with the prevailing demand for
loads. In order to suppress line overvoltage during light load, shunt compensator
with fixed and switched mechanical reactors whereas, for higher load conditions,
shunt compensator with switched mechanical condensers are used. This paper is
focused on some specific power quality issues to improve transmission capability by
improving reactive power compensation and providing a basis for compensation and
control strategies based on power electronics and obtaining specific compensation
objectives. In a transmission system, the ultimate purpose of applying reactive shunt
compensation is to increase the transmittable power. In order to improve the steady-
state transmission characteristics as well as the reliability of the system, this may
be necessary. In order to improve transient stability and the damp power system
oscillations, Var compensation is, thus, used for voltage regulations, as well as for
dynamic voltage control.

If we look at the Indian situation, an order of approximately EUR 78 million has
been released by the Power Grid Corporation of India (PGCIL). Supply of plan-
ning and engineering facilities, as well as construction and installation of equipment
in four substations at Indian Energy suppliers. In the Indian states of Bihar, Jhark-
hand and Odisha, Ranchi, Raurkela, Kishenganj and Jeypore substations are located:
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Table 1 Characteristics of different compensators for transmission system

Compensator Response
time

Resonance
problem

DC-link
voltage

Compensation
range

Cost

SVCs Slow Yes – Wide Low

STATCOMs Very Fast No High Wide High

C-STATCOMs Fast No Low Narrow Low

PPF STATCOMs Fast Yes High Narrow Medium

SVC/APF Fast Yes High Wide High

Hybrid-STATCOM Fast No Low Wide Medium

where static compensation systems can help regulate the supply of power in these
regions. A subsection of Flexible AC transmission systems (FACTS) is the reac-
tive power compensation technology. The parameters that define the function of the
power supply grid and account for the transmission quality can be controlled by these
systems. Transmission impedances, currents, voltages and phase angles between the
various nodes are included in such parameters.

The compensation for reactive power is split into parallel compensation and serial
compensation. Parallel compensation systems, such as those to be used in India,
mainly control the contact point voltage and thus promote the safe and efficient oper-
ation of the grid. SVCs(Static Var Compensators) were the most traditionally used
compensating device or system used, but they suffered frommany problems, such as
sluggish response, harmonic current injection and resonance problems [1, 2]. In order
to overcome these drawbacks and improve compensation efficiency, a combined
system of active power filter and a static compensator was further developed [3–8].

But those systems were very complicated and expensive. In order to resolve this,
capacitor-coupled static compensator (C-STATCOM) [9] and traction power systems
[10–12] have been applied to several series-based systems consisting of different
forms of passive power filters. But these devices failed to have low dc-link voltages
and had a very limited range of compensations (Table 1).

In order to achieve these above benefits and to boost the operational efficiency of
passive power STATCOM, various control strategies have been suggested in the past
to capacitive coupled STATCOM and other STATCOMS.

The instantaneous p-q principle is one of the suggested techniques. Negative
control of the sequences, zero control of the sequence [7], nonlinear control [13],
control method of back propagation (BP) [8], control theory based on Lypunav [14],
instantaneous d-q theory, the theory of instantaneous symmetrical control [15] and
the theory of hybrid voltage and current control. A hybrid combination of passive
filters was also implemented in [16, 17] considering the reduction of the existing
level of the active power filters and STATCOMS.
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2 Circuit Configuration of Proposed System

The following circuit configuration is shown in the figurewithHybrid, traditional and
Capacitor-coupled STATCOM. This device (STATCOM with TCLC filter) consists
of an LC component powered by a thyristor and an active part of an inverter.

The high voltage drop between system voltage and inverter voltage can be
generated by the TCLC component here from Hybrid-STATCOM. This enables the
system’s active inverter part to work at the voltage level at the DC bus. Due to the
above reasons, the system can gain a very wide compensation for reactive power. A
low-rated inverter is taken as a system part because a small rating filter enhances the
output of the TCLC component by absorbing unwanted frequency signals of current
produced by the TCLC. As a consequence, the mistuning of the firing angle is also
avoided, which further results into the problem of voltage resonance being avoided
by the system.

Figure 1 displays the hybrid-STATCOMconfiguration, and this is the circuitwhere
Ls is the impedance of the transmission line and the x means the respective phase of
the system, e.g. phase a, b and c.

The voltage Vsx stands for system voltage or source voltage at the respective
phase and Vx means the voltage at the load with respect to phases. isx, iLx and icx are
the currents of source, load and compensating current.

Hybrid-STATCOM has two parts one is a low rating inverter and another one is
thyristor-controlled LC filter. First one is responsible for the tuning of the TCLC part
to reduce harmonic currents whereas the second part is responsible for the reactive
power compensation by tuning the firing angle of the thyristor.

Fig. 1 3-phase system with STATCOM circuits
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The low rating inverter component consists of a voltage source converter with a
dc-link capacitor, and the active inverter part with a small rating is used to increase
the output of the LC component operated by the thyristor.

3 V-I Characteristics

The V-I characteristics of the different types of STATCOM are observed, compared
and discussed on the basis proposed system.

As shown in above Fig. 2, the inverter voltage Vinvx is the voltage produced by the
active inverter part and Vx is the reference coupling voltage. Also, loading currents
show from extreme left to extreme right that inductive current is compensated from
capacitive loading to inductive loading under various conditions. In conventional or
traditional STATCOM, the inverter voltage required for the compensation is very
high though it is providing a wide range but it requires high-rated inverter for the
smooth Var compensation.

In Fig. 3 V-I characteristics of Coupled capacitor STATCOM have been drawn
with respect to loading capability. Also, inverter voltage and coupling voltage are
shown where it is seen that a inverter voltage is providing a wide range of magnitude
of voltage fromvery lowvoltage to high but the inductive current loading capability is
very narrow, whichmeans if we go with the wide range of compensation, STATCOM
may lose its control and will not able to compensate the required power.

From Fig. 4, the proposed system gives the same amount of reactive power as
demanded by the load. This implies that the compensating mechanism can have the
same amount of reactive power with the opposite polarity as the load. The summation

Fig. 2 Conventional STATCOM- V-I characteristics
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Fig. 3 C-STATCOM V-I characteristics

Fig. 4 Hybrid-STATCOM V-I characteristics
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of the reactive power of the thyristor control LC filter part and the low-rated inverter
component will, therefore, be the reactive power that will be provided.

It can be expressed as follows.

QLx = −Qcx = −(QTCLC + Qinvx ) (1)

.
In the above expression, QLx is inductive reactive power, Qcx capacitive reactive

power, QTCLC is reactive power of TCLC part of the system and Qinvx is reactive
power of the inverter. If the above expression (1) is expressed in voltage, then it will
be as follows.

QLx = Vx ILqx = −XTCLC(αx )I
2
cqx + Vinvx Icqx (2)

where XTCLC(αx) is the impedance and αx is the respective firing angle. Vx and Vinvx

are the coupling point and inverter voltages root mean squared values. ILqx and Icqx
are the load RMS and reactive currents compensating value, where ILqx = -Icqx.
Therefore, (2) can be simplified further as.

Vinvx = Vx + XTCLC(αx)ILqx (3)

.
Thus, from the above expression, the impedance of TCLC will be as follows:

XTCLC(αx) = (XTCR(αx)XCPF)/(XCPF − XTCR(αx)) + XLc

= [(πXLPF · XCPF)/(XCPF(2π − 2αx + sin 2αx) − πXLPF)] + XLc

(4)

.
On the basis of the circuit and above equations, the minimum inductance and

capacitance of the system can be expressed as follows:
At (αx = 90°),

XInd (min) = [
XLPF XCPF

/
(XCPF − XLPF )

] + XLc (5)

.
Similarly.
At (αx = 180°).

XCap(min)(αx = 180◦) = −XCPF + XLc (6)

.
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As shown in Fig. 4, the proposed system help to maintain minimum voltage at
the inverter terminal and ensure maximum inductive and capacitive reactive current
compensation.

If the reactive current required is more than the thyristor-controlled LC part,
then the inverter part will increase its voltage marginally to compensate for the
power. Thus, it is concluded that this proposed system can provide a wide range of
compensation with low inverter voltage as shown in Fig. 4.

4 Control Scheme for the Proposed System

The control scheme for the proposed system is implemented by integrating and
organizing the control of the active inverter part and the LC part of thyristor control.
This is achieved with the intention that both parts of the proposed system balance
each other’s performance (Fig. 5).

1. TCLC filter Component: This part of the proposed system is controlled on
the basis of instantaneous p-q theory and implemented to improve the system
performance in terms of compensation range as well as to reduce harmonics.

X(TCLC) = (x)
/
(I (Lqx)) (7)

.
Therefore, by acquiring the necessary impedance value of TCLC, the

necessary value of alpha is obtained by calculation.
2. Low rating inverter component: Its control is based on instantaneous active

and reactive current id-iq model for calculating harmonic component. This part
helps TCLC to improve the power compensation under various load conditions
by decreasing harmonic current and continuouslymonitoring and compensating
ref. current and measured current.

⎡
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.
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Fig. 5 Control scheme

5 Simulations and Results

In the simulation and results, four different cases are considered for the system simu-
lation. The following table illustrates the different values considered under different
situations (Table 2).

5.1 System with Light Inductive Load

In this case, system simulation is done with different types of STATCOM under
light inductive load on three-phase source system and static load as shown in Fig. 1.
Simulation results are obtained on MATLAB Simulink and interpreted on the basis
of Var power compensation with respect to time as shown below.
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Table 2 Performance
parameters of STATCOM
under different conditions

Parameters Physical values

System parameters Vx,.f, U 110 V, 50 Hz, 0.1 rnH

Traditional STATCOM L 5 mH

C-STATCOM L,C 5 mH, 80 uF

Hybrid-STATCOM Lc, LPF, CPF 5 ntH, 30 ntH, 160 uF

Case A: inductive and
light loading

LL1, Rli 30 mH, 14 Q

Case B: inductive and
heavy loading

LL2:, RL2 30 mH, 9ft

Case C: capacitive
loading

Cu, Ru 200 uF, 20 Q

There are three results shown in the Simulink results, and it shows reactive power.
The upper graph shows load reactive power, the middle one is compensation reactive
power and the lower graph shows source reactive power demand (Figs. 6, 7 and 8).

From the above graphs, it is observed that load reactive power demand is 1200Var,
and therefore, the overall compensation reactive power to be delivered by compen-
sating device is −1300 Var and source reactive power is Var. Thus, the percentage of
compensation is above 90%. Without compensating device, the source has to deliver
about 90% of reactive power.

Fig. 6 Source reactive power of the lightly inductive load

Fig. 7 Load reactive power of the lightly inductive load
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Fig. 8 Compensating reactive power of the lightly inductive load

Fig. 9 Source reactive power of the heavily inductive load

Fig. 10 Load reactive power of the heavily inductive load

5.2 System with High Inductive Load

From the following figures, a System with high inductive load shows reactive power
demand of about 2000Var, compensation Var is 2250 and source reactive power 250
Var. Thus source has to bear 250 Var. Thus, the percentage of compensation is above
90% for high inductive load also (Figs. 9, 10 and 11).

5.3 System with Capacitive Load

The following figure shows the Simulink results of a system with hybrid-STATCOM
with capacitive load. From the above waveforms, it is observed that load reactive
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power is −890, compensation reactive power is 600 and source reactive power is
−290 Var. Thus, the source has to bear −290 extra. Therefore, the percentage of
compensation is above 90% (Figs. 12, 13 and 14; Table 3).

Fig. 11 Compensating reactive power of the heavily inductive load

Fig. 12 Source reactive power of the capacitive load

Fig. 13 Load reactive power of the capacitive load

Fig. 14 Compensating reactive power of the capacitive load
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Table 3 Simulation results
with different types of
loading conditions

Type of
load

Source reactive
power

Load reactive
power

Compensator
reactive power

Lightly
inductive

100 1200 −1300

Heavily
inductive

−250 2000 −2250

Capacitive −270 −890 600

6 Conclusion

A three-phase system with different types of loads has been studied with hybrid-
STATCOM and it is found to be low cost and robust in nature due to low dc bus
voltage at inverter part and improved power quality and increase range in reactive
power compensationwith the help of TCLCfilter in conjunctionwith the STATCOM.
Performance is analysed on the basis of V-I characteristics and concluded that
hybrid-STATCOM is having better performance than the traditional and coupled
C-STATCOM. Control techniques are also studied and found that it is complicated
than other types of STATCOM as there is a need to control both the components of
the proposed system but it has been found that in terms of its performance, it is worth
to do simultaneous control over the inverter and TCLC part.
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Electric Vehicle Technology: Trends
and Challenges

Nadeem Akhtar and Vijay Patil

1 Introduction

The popularity of electric vehicles (EV) has steadily increased over the recent years.
These vehicles act as an alternate solution in reducing greenhouse gas (GHG) emis-
sions. The CHG emission causes rise in carbon dioxide (CO2) level, which in turn
increases the heating effect and global warming of the earth. Global warming effect
such as rise of temperature every year has severe effects on many lives on the earth.
There are various reports in this regards which reveals severe impacts of climate
change on lives. The man made developments and industrialization that uses the
fossil fuel burning have contributed to the rise in pollution of earth. Similarly the
exhaust emissions of automotive vehicles are the key contributor to the CHG, which
leads to different types of cancers and other serious diseases [1]. EV uses the electric
power for running and zero emission; hence, use of EVs on road will reduce the
emissions in metro cities of India such Delhi, where cleaner air is much important
during November and December months of the year. EVs have many advantages
over the internal combustion engine (ICE) based vehicle such as high starting torque
at startup as well as at low speed, good acceleration, easy to operate, zero emission
during idle condition, and capable of frequent start-stop driving in traffic conditions.
The cost of electricity is cheaper than the fossil fuels for same power extraction, and
maintenance cost is very less as compared to the ICE based engines.
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According to author [2], it is estimated that the oil resources will be exhausted
by 2038 and transportation industry requires around 49% [1]. EV are an alterna-
tive resource over ICE vehicle for reducing the effect of global warming [3]. The
different types of EVs are ground vehicle, airborne, electrical powered space craft,
and seaborne vehicles. The airborne vehicle is manned as well as unmanned. The
ground vehicles can be classified as battery electric vehicle (BEV), hybrid electric
vehicle, plug-in hybrid electric vehicle (PHEV), fuel cell electric vehicle (FCEV),
Rail borne Electric Vehicles, and Space Rover Vehicles. The BEV is operated by
battery-powered electric motors, while HEV and PHEV are driven by ICE alone,
assisted by electric motors. FCEV is also powered by electric motors but powered
by a stack of fuel cells. The term BEV is abbreviated as EV in subsequent sections.
This paper addresses the issues in EV adoption in society based on technical and
socio-economics challenges.

2 Technical Issues with EV

EV offers numerous advantages over ICE vehicle, but EV adoption in society faces
various challenges. The popularization of EV is mainly affected with numerous tech-
nical issues. Technical issues are related with the designing and operating parameters
of EV. It directly impacts on the social acceptance of EV in the society.

2.1 Powering Batteries

The powering batteries are major source to EV propulsion system and main contrib-
utor to the overall load of the car. The EV driving range and refueling time are mainly
dependent on the powering capacity of the battery; hence, battery technology devel-
opment leads to attain the desired performance of battery life, and its ampere hour
rating. The overall EV price is reduced by reducing the battery price which carries
an important share in total cost of EV. The different types of batteries available in the
market are lead-acid, Ni–Cd, Ni-Zn, Zn/air, Ni-MH, Na/S, Li polymer, and Li-ion
batteries. Yong et al. [4] described the advantages, structural model, and applica-
tions of graphene based batteries used in EVs. These batteries are selected on the
basis of numerous parameters like energy density, the power density, the cycle life,
calendar life, and the cost per kWh, safety, energy efficiency, and self-discharge [5].
The battery selection is the tradeoff between the energy, power density, and vehicle
range [5]. The relationship between the car range and battery capacity is not linear
[5]. According to International Energy Agency (IEA), the battery prices should be
under USD 300/kWh. Another important parameter while selecting the battery is
cycle and calendar lives. It should not be inferior to the EV life, which ultimately
increases the ownership cost of vehicle. It is mainly affected by how battery is used
(e.g., rate of discharge, charge, and temperature of operation). The use of battery
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management system boosts the battery life by properly utilizing it. The battery life
is affected by operating temperature that reduces its life by 20–30%. Slow charging
batteries have more life span than the fast charging batteries.

The different batteries used in the EV technology are lead acid, Nickel Metal
Hydride battery (Ni-MH), Lithium-ion batteries (Li-Ion), Nickel-Zinc (Ni-Zn), and
Nickel–Cadmium (Ni–Cd). The lead (Pb) acid batteries have low specific energy, but
cheaper, easily available in market, and its technology mature enough but potential
for improvement is very low. It has limited calendar life as compared to others such
as Ni-MH battery. It has low energy, low power density, and requires maintenance.
The Ni-MH battery is used in hybrid vehicle (Toyota Prius) and cheaper than Li-ion
battery. Its energy density is two times the lead acid battery, long calendar life, safe
at higher voltage, high specific energy, and long operating temperature range. The
energy density is lies 60–80 Wh/kg, hence not suitable for battery operated EVs
[6]. It suffers with self-discharge, short life time of 200–300 cycles if discharged
with high load currents and memory effects due to reduced reusable power. Figure 1
shows the comparison of batteries with different parameters.

The energy density of Li-ion batteries is two times ofNi-MHas lithiumhas highest
electrochemical potential and low equivalent mass [6]. It has high efficiency, long
calendar life, recyclable, and offers improved performance at high temperature. It
is more expensive than other batteries and has elongated charging time. The over-
charging effect causes the fires and hence raises the safety issues. The other lithium
ion batteries include lithium cobalt oxide (LiCoO2), Lithium Polymer (LiMnO4),
and Lithium ion phosphate (LiFePO4). The LiFePO4 is smaller, light weight, and
has good thermal stability while suffers with low energy density [8]. LiCoO2 has high
power and energy density, but has safety issue and costly. LiMnO4 has good thermal
stability, high power density, but sufferswithmoderate calendar life and lower energy.
The sodium Nickel Chloride (Na/NiCl2) battery is considered as safe and low cost
battery. Its cost is around one third of Li-ion batteries. It has longer calendar life and

Fig. 1 Power and energy
capabilities of battery type
[7]
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Table 1 Battery comparison [9]

Parameter Comparison

Price Pb << Ni << Li ion

Safety Li << Ni << Pb

Capability Pb << Ni << Li

Calendar life Pb << Li = Ni

Refueling time Li << Ni << Pb

Heaviness Li << Ni << Pb

discharges completely without degrading its life expectancy. However it suffers with
low specific power due to which it is not considered to power battery operated EVs.
It is used in association with power sources such as super capacitors [6]. The other
batteries Ni-Zn have high power density, ecofriendly but suffers with fast growth
of dendrite. Ni–Cd has longer life, recyclable and full discharge that would not
damage it. It is costly and can cause pollution if cadmium is not properly disposed.
Ni-cadmium batteries have maximum life but suffers with heavy use of cadmium
which affects the environment. The battery weight of EV should be light with large
storage capacity so that EVs runs larger distance. Table 1 compares the performance
of Li-ion, Ni, and lead acid battery on the basis of five parameters.

The refueling of EV is done through the battery recharging that requires the
supply conversion. This conversion may lead to harmonics introduction that ulti-
mately degrades the power quality. The poor power quality directly affects charging
process and battery life. The battery contains numerous poisonous materials like
lead, cadmium, nickel, etc.; hence, its disposal should be permitted under specific
regulations. Recycling of the battery is a better option to shrink the life cycle price.
Table 4 shows the batteries used by the EV manufacturers with their model names.

Battery Management System (BMS) monitors the battery health and keeps the
battery in safe andnon-damagingmode.BMSmonitors voltage, currents, and temper-
ature of each battery cell and keeps them within the operating range. This leads to
a longer calendar, cycle life, improved protection, and increased power capabilities
for a relatively small increase in costs.

2.2 Battery Charging and Infrastructure

The refueling of EV batteries is often required for drained battery. The battery refu-
eling takes longer time as compared to the gasoline vehicle. Further each charging
(refueling) station is not suitable for EV, due to different capacity and type of battery
used. Total number of charging points at refueling center limits and number of EV
at a time. This refueling is either conductive or inductive in nature. The conductive
charging uses the cable plugged to the electrical grid [12]. This is light, compact,
efficient method that allows bi-directional power flows. The inductive charging is
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Table 2 Batteries used in EV Models [10]

Battery Technology EV Model (Company)

Li-ion Escape PHEV, Ford Focus Electric (Ford),
Mini E-2012 (BMW),
iMiEV-2010 (Mitsubishi),
Audi e-tron (Audi),
Leaf EV-2010 (Nissan),
Kona (Hyundai),
Fiat 500e (Fiat),
Zoe, Fluence Z.E (Renault),
I-Pace (Jaguar Land Rover),
Roadster-2009, Tesla Model X, S, 3 (Tesla)
Mercedes-Benz EQC (Mercedes-Benz)

NiMH Saturn Vue Hybrid (GM)
Escape, Fusion, MKZ HEV (Ford)
Prius, Lexus (Toyota)
Civic, Insight (Honda)
Altima (Nissan)
X6 (BMW)
ML450, S400 (Daimler Benz)

LiFePO4 E6 (BYD)

Lithium Polymer Kokam Micro Vett (Fiat)

Lithium-ion Polymer Ioniq Electric (Hyundai)
Kia e-Soul (Kia Motors)

Nickel-Metal Hydride RAV4 L V EV (BEA11) (Toyota)

Lithium Nickel Manganese Cobalt Oxide
(LiNiMnCoO2)

Rimac C Two (Rimac Automobili)

Table 3 SAE AC charging characteristics [11]

AC Charging Scheme Supply Voltage (V) Maximum Current (A) Output Power (kW)

Level 1 120 V, 1-phase 12 1.08

120 V, 1-phase 16 1.44

Level 2 208 to 240 V, 1-phase 16 3.3

208 to 240 V, 1-phase 32 6.6

208 to 240 V, 1-phase ≤ 80 ≤ 14.4

Level 3 208/480/600 V 150–400 3

Table 4 SAE DC charging
features [11]

DC charging
scheme

DC voltage
range (V)

Maximum
current (A)

Power (kW)

Level 1 200–450 ≤80 ≤36

Level 2 200–450 ≤200 ≤90

Level 3 200–600 ≤400 ≤240
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achieved through Constant current (CC), constant voltage (CV), and constant power
(CP) method [8]. The faster battery charging process uses combination such as
CC/CV. Authors [13, 14] used pulse and negative pulse-charging to achieve faster
battery charging. TheCCmethod uses variable voltage, CVuses variable current, and
CP uses constant power for battery charging process [14]. These charging methods
are preferred in nickel–cadmium and nickel-metal hydride batteries [13].

The combination of CC-CV method is ideal for quick charging of lithium-ion
batteries, in two modes. Initially CC is used until it reaches to a predefined voltage,
followed by CV until current drops nearly zero value. It prevents over-voltages and
thermal stress [8]. The pulse charging method uses current pulses, but precise control
of the pulses is crucial. Wireless charging is another name for inductive charging
which is more versatile and easier charging process. The wireless connection elim-
inates the spark issue due to plugging and unplugging. The inductive charging is
also possible while driving the EV car. The wireless power is either inductive or
capacitive power transfer. AC charging requires the conversion of AC to DC, which
needs converter [11]. Table 3 shows different charging levels defined by Society of
Automotive Engineers (SAE) for AC charging.

DC charging systems are faster than AC system, which requires dedicated wiring
and installations at garages or charging stations. The different levels of DC charging
station are shown in Table 4.

Battery charger should monitor the battery chemistry to avoid any harm to it;
further it should withstand fast charging conditions during the charging process.
The individual charging point at home facilitates the charging in residential areas. A
public charging spots should facilitate theEVcharging for the residents in urban areas
and commercial areas who suffers with private parking space. Schneider electric has
developed the RFID based charging points for EV users (Table 5).

The charging time of EV should be optimized by using new technology. The older
EV battery requires full night charging. The different models suchMahindra’s model
e2o EV hatchback and Hero Electric E Sprint electric scooter charges in 5 h and 8 h
[9]. The lead acid battery requires 70% infirst 40%charging timewhile rest period top
ups the charging process. The new batteries used EVs charges faster than the old one.
A single standardized connector technology at charging station will reduce battery
charging time. The charging should not affect the power quality of the system as well

Table 5 Charging time requirement of EV models [15]

Vehicle Charging time (h) from empty to full

Model Battery 3.7 kW 7 kW 22 kW 50 kW 150 kW

Jaguar I-Pace 90 kW 30 13 13 1.5 (0–80%) 0.75 (0–80%)

Tesla Model S 75 kW 21 11 5 2 1

Audi e-tron 95 kW 31 13.5 4 1.5 (0–80%) 0.5 (0–80%)

BMW i3 33 kW 11 4.5 3 0.6 (0–80%) NA

Nissan LEAF 40 kW 11 6 6 1 NA
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Table 6 Power comparison
of same size motors [16]

Motor Power (kW) Base speed Maximum speed

IM 93 3000 12,000

SRM 77 2000 12,000

BLDC 110 4000 9,000

as avoid harmonic to be injected. Further the components life of charging station
should not be affected by the fluctuations in the output load conditions (Table 6).

Battery swapping at Battery Switching Station (BSS) will achieve the fast battery
charging. BSS replaces discharged battery with fully charged battery; hence, EV
refueling is as like refueling of gasoline vehicles. This solution confronts another
major challenges that opening of high electric energy connection may lead to spark
and discharge [17]. The development of such BSS for monitoring and storing the
number of batteries requires as additional safety requirements [18]. BSS needs to
store each types of battery with rating, which further increases the investment of BSS
[19, 20]. According to [21], there are currently about 320,000 publicly accessible
charging stations in the worldwide. China has the highest number of fast-chargers
that represent one third of all chargers operating worldwide. Table 7 shows the time
requirement for numerous EVmodels from empty battery to full charging at different
power levels adopted from [15].

2.3 Electric Motors in EV

The electric motor is most essential component in EV drive system. There are many
advantages of electric motors over ICE. Electric motors performance decides the
performance of EV in terms of maximum speed, acceleration, and climbing perfor-
mance.Moreover electricmotors canbeused as generators in brakingmode to recover
the electrical energy. Electric motors used for EVmust satisfy the basic requirements
for effective functioning. These requirement includes high starting torque, low speed
during hill climbing; high power density for acceleration and high speed cruising for
highway; and high efficiency over wide torque and speed range. It should be suitable
for regenerative braking; overload capability during certain period of time; control-
lability, high reliability and robustness at affordable costs, with good thermal and
cooling systems. However, their efficacy fluctuates with torque and speed, being
higher at high torque and low speed. The two tests associated with motor are the
acceleration and gradeability test.

The acceleration performance of EV is evaluated by the time required to accel-
erate the vehicle to achieve the desired or high speed from null or low speed. Accel-
erating the vehicle from null speed tests starting acceleration while low to high speed
test passing ability of the vehicle [22]. The gradeability of vehicle is tested by the
maximum road grade an automobile can overcome at a specified speed, and the
highest speed that the vehicle can reach. The electric motors are acted as propulsion
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Fig. 2 Output characteristic of motor desired for EV [22]

system in EV; hence, torque speed characteristic of electric motor plays a vital role in
EV propulsion system. The desired output characteristics are shown in Fig. 2. From
this characteristic, motor drive should be able to deliver high torque at low speed for
EV acceleration and high power at high speed of EV. It is also desired that constant
power range of the characteristics should be wide.

Figure 3 shows the typical output performance of electric motor in numerous
industrial applications. During the normal mode of operation, motor provides the
constant rated torque up to base speed. Beyond base speed is the constant power
region up to the maximum speed limit. The constant power range depends on the
type of motor and employed control scheme employed. The above characteristics

Fig. 3 Typical performances of electric motor drives in industrial [22]
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(Fig. 3) shows that for acceleration performance, power requirement declines as
constant power region ratio increases. Torque requirement increases with increase
in constant power region ratio that results in bulkiness of the motor. The passing
time and distance suffers with increase in constant power region ratio. The motor
power decreases with maximum speed of the motor. This will decrease the converter
power requirement for increasing the constant power range and cost. The low speed
motors with stretched constant power speed range and high torque needs added iron
and copper to support this higher flux and torque. Motor selection for EV is very
important since it directly affects the EV propulsion system. Therefore selecting a
motor for EV is a major challenge in EV industry. The motor for EV should have
low electromagnetic interface, cost, and weight and should be fault tolerant. The
motor should have high instant power, torque for EV starting and climbing, as well
as high power during high speed operation. It should have wide speed range over the
constant power section of characteristics.

The advancement in power electronics field allows the use of different elec-
tric motors such as brushless DC motor, asynchronous motor, permanent magnet
synchronous motor, and switched reluctance motor. EVs can have different numbers
of motors, depending on their requirements, for example Toyota Prius has one and
Acura NSX has three. Author [23] uses two electric motors combined via planetary
gear train mechanism. This choice is based on the type of vehicle and its function-
ality. The DC motors were employed during the initial phase development of EVs.
The development in power electronics filed promoted the use of different motors. DC
motors are the simplest motor considered for EV application, since it is least compli-
cated and inexpensive but suffers with brush deterioration and rotor heat losses,
hence not suitable. The other motors reported in EV literature are DC series motor
[24], Brushless DC Motor, Permanent Magnet Synchronous Motor (PMSM) [16,
25], Three Phase AC Induction Motors [26], Switched Reluctance Motors (SRM)
[27], and synchronous Reluctance Motors [28].

The high torque at low velocity makes the DC brushed motors ideal for the EVs.
However brushed DCmotor suffers with poor power density. The brushed DCmotor
are smaller, light weight and has no copper losses. It is more reliable with enhanced
heat dissipation capability and has more torque density and specific power. It suffers
with short constant power range, decrease in torque with increased speed due back
emf generation in stator, and high cost due to permanent magnet. The permanent
magnet brushless DC (PMBLDC) motor has greater torque, high-power density, and
efficiency. It has zero rotor copper losses [11] due to absence of rotor, wide speed
characteristics (see Fig. 4), high efficiency, controllability, and safety. The BLDC
commutation uses electronic switches for current supply to the motor winding with
the rotor position. Hall sensors, resolvers, or optical encoders are used for detecting
the rotor position. The presence of position sensor makes the motor more expensive
and raises control issues. Author [29] proposed a sensor less scheme for BLDCmotor
in which lower speed commutation moments are identified by H functions.

Induction motor (IM) is most commonly used that can operate on alternating
current (AC). It is widely preferred for constant-speed applications. The different
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Fig. 4 Permanent Magnet Brushless DC Motor Characteristics [11]

features of IM includes robust construction, excellent peak torque, and low main-
tenance and makes it most competent candidate for EV propulsion system. It has
improved speed limit due to the absence of commutator and brush, hence free from
brush friction. This extends the constant power speed range on the characteristic.
The speed variation of IM can be achieved by varying the frequency of the excited
voltage. The IMs suffers with high copper loss, low efficiency, low power factor,
and limited constant power range. IM controllers are costlier than the DC motor.
The constant power range of IM can be increased by 2–3 times the base speed,
but EV needs 4–5 times more expansion. Figure 5 shows the IM characteristics.
Vector control makes the IM drives suitable for EV system’s needs. Author [30]
demonstrated minimization in loss at any load condition.

Fig. 5 Induction motor
drive characteristics [11]
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The switched reluctance motors (SRM) are gaining much popularity for EV
application. SRM have advantages such as simple and rugged construction, simple
control, fault-tolerant operation, wide constant power range, high power density,
and outstanding torque–speed characteristics. The high starting torque, high torque-
inertia ratio, and torque-speed characteristics make suitable candidate for gearless
operation inEVapplication. The rotor structure does not have anywindings,magnets,
commutator, or brushes. The range can be extended up to 2–3 times the base speed
using proper control strategy [22]. The SRM are noisy due to variable torque and are
less efficient, bulkier than the permanent magnet machines. SRM are affected by the
design and control strategy due to slot fringe effect and poles and high saturation of
the pole-tips [11]. These drawback limits the advancement in SRM as compared to
IM and permanent magnet machines.

Synchronous Reluctance Motor offers the combine advantage of permanent
magnet and IM. It is fault tolerant like an IM, effective and small size with similar
control strategy of permanent magnet machines. The controllability, manufacturing,
and low power factor obstruct its use in EVs [11]. The increase in saliency improves
the power factor that can be attained by laminated rotor in axial or transverse direc-
tion. The power factor can be improved by integrating the permanent magnet in
rotor of Synchronous Reluctance Motor that creates the permanent magnet assisted
Synchronous Reluctance Motor [11]. According to [31] Axial Flux Ironless Perma-
nentMagnetMotor is more suitable and advanced one to be used for EV. The absence
of stator core and radial field air gap proves better power density. It has the advan-
tages that machines rotors can be mounted on lateral wheel ends, centering the stator
windings on the axle. Table 6 shows the power comparison of three motors in terms
of power and speed of the motor. Table 7 shows the electric motor used with EV
models.

Table 7 Motors in EV models [32]

Motor type EV model name

Brushed DC motor Fiat Panda Elettra (Series), Conceptor G-Van
(Separately excited), Mazda Bongo (Shunt)

Permanent magnet brushless DC motor Honda EV Plus, Toyota RAV 4, Toyota Prius
(2005), Nissan Altra, Suzuki Senior Tricycle

Permanent magnet synchronous motor Toyota Prius, Nissan Leaf, Soul EV

Induction motor Tesla Model S, Tesla Model X, Toyota RAV4,
GM EV1, Ford Think City, Fiat Seicento Elettra

Switched reluctance motor Chloride Luca

PM assisted synchronous reluctance motor BMW i3

Axial flux ironless permanent magnet motor Renovo Coupe
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3 Social and Economic Issues with EV

This section discusses the numerous issues of social and economics related issues
with EV. The issues discussed are EV range, environmental impacts, charging period,
safety concerns lack of number of charging station, and EV price.

3.1 Impact on Environment

The use of ICE based vehicles burns the fuel and emits the various gases like CO2.
In addition to CO2 (76%) the other emission includes 2% in carbon mono oxide
(CO), 56% in nitrogen oxides (NOx), and 9% in hydrocarbon (HC) [32] and thus
polluting the air. The use of EVs benefits the environment by reducing the emission
of air polluting particles in the environment and noise level with zero toxic element.
The gasoline powered vehicles emits air polluting elements with noise and have
sensible vibration noise. In contrast to this EV is quiet and almost vibration-free.
EVs are powered and controlled by environmentally friendly electric motors. The
CO2 emission level of EV is dependent on many factor such as vehicle miles traveled
(VMT) and fuel economy. The use of EV will also give rise to the CHG, if EV
charging is done through conventional energy sources. This will add extra load on
the generating power plant. Further CHGwill be increased during the peak hours for
EV charging, since the conventional power plant are ICE based which uses either
coal or gasses for power generation, and hence rises CO2 emission. This effects
will be minimized if EV charging is integrated properly with renewable energy
resources. Thus EVs emissions are null during its life and further charging emission is
minimized through the use of renewable energy resources. The country likeDenmark
reduces the CO2 emission by 85% from transportation using EVs [11].

EVs use different types of battery such as Li-ion for powering the motors. It will
increase the demand for lithium and hence the lithium based batteries. This increased
demand of lithium will increase the lithium mining because less than 1% of lithium
is recycled today [33, 34]. The non-recyclable lithium has to be properly disposed,
since it has harmful effects on environment. The manufacturing of Li-ion batteries
causes the pollution at the production sites of these batteries. Thus in future less
polluting battery process has to be invented for cleaner environment.

The emission of toxic elements builds the air pollution. The air polluting elements
includes CO, sulfur dioxide (SOx), NOx, HC, andCO2 that affects the general human
health. The presence of CO2 in the environment causes the rise in temperature and
hence the global warming. The presence of hydrocarbon causes the cancer and could
irritate mucous membranes [32]. The presence of NOx in the environment produces
the yellowish-brown haze and becomes a toxic gas that affects the lung tissue if
united with oxygen. The presence of carbon mono oxide reduces the blood’s ability
to transport oxygen that affects the lungs and heart [32]. The presence of SOx with
water vapor may lead to acid rain [32].
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Table 8 EV and conventional vehicle cost comparison [28]

EV Model Model price Equivalent ICE Model Model price Hikes price (%)

Volkswagen e-Golf |20,38,694 Volkswagen Golf |6,50,000 214

Mitsubishi i-MiEV |14,95,261 Chevy Beat |5,40,000 177

Fiat 500e |22,10,879 Fiat 500 |10,40,000 113

Tata Nexon EV |16,07,000 Tata Nexon |7,98,000 101

Tata Tigor EV |11,09,000 Tata Tigor |7,49,000 48

Mahindra e Verito |9,75,000 Mahindra Verito |7,65,000 27

3.2 EV Prices

There are various challenges of EVs in India which includes the cost, speed, and its
efficiency for mileage. The initial cost of EV is high as compared to conventional fuel
vehicle. Table 1 compares the EV and equivalent conventional vehicle cost in India
[28]. The higher initial cost of EV limits the number of purchases by the customer
and still lack with government subsidies (Table 8).

3.3 Driving Range

In EVs battery is the only source to power themotor; hence, battery is most important
component in EV to decide the range. Therefore drivers always suffer from short
driving range of EV. It is estimated that the driving range of EV is five times lesser
than the conventional vehicles [9]. The EVs on average provide 120 km run for full
charge of batteries, hence not suitable for long distance drives. These range depend on
numerous factors such as vehicle configurations, road conditions, battery type, battery
age, number of passengers, driving condition, driving style, and climate condition.
Table 2 shows the range for different EVs. Tesla Model S has highest range in single
range among the EVs, while Renault Twizy has lowest range. The Indian EVs offer
maximum speed of 85 km/h [35]. The range of EV can be increased by continuing
the charging of batteries during EV running condition with solar photovoltaic cells
in the form of window glasses of vehicle (Table 9).

EV has several risk factors that include the risk of fire, vehicle safety. EV can
easily catch the fire after a crash or mechanical failure. The weight of EV is mainly
dependent on the battery weight. The impact of collision time will be severe on light
vehicle as compare to the heavy vehicle. The battery location affects the center of
gravity, increases the driving stability, and lowers the accident risk. The EV tech-
nology adoption to the society will take some time to change certain habits [36]. The
EV changes the driver’s style of refueling and driving style habits. Further a better
quality EV will win the trust of the peoples for its regular use.
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Table 9 Electric vehicle
model with range (in km) [10]

EV Range (Km) EV Range (Km)

Tesla Model
S

610 BYD e6 300

Tesla Model
X

528 Skoda CITIGOe
IV

260

Hyundai
Kona

470 BMW i3 246

Renault Zoe 400 Fluence Z.E 213

Chevrolet
Bolt EV

383 Ford Focus
Electric

185

Jaguar
I-Pace

350 Fiat 500e 140

Audi e-tron
(2018)

328 Renault Twizy 100

The refueling of EV requires longer time as compared to the refueling of conven-
tional ICE vehicle. The performance of short range EVs can be improved by
increasing the number of charging stations, fast charging batteries, high density
batteries, etc. Refueling time on the charger outline, its infrastructure and operating
power level. EV range is maximized by reducing the weight of vehicle, since heavy
weight vehicle demands higher energy and hence results in battery draining faster.
The light weight like aluminum, plastic, and composites should replace the steel to
reduce the vehicle weight. This will further increase the EV price and raise the safety
issues.

4 Discussion

The increasing demands of energy day by day is not fulfilled by the natural resources
like coal, oil, and natural gas. These resources are finite, and discovery of new
energy resources is decreasing day by day. Further the fuel prices for gasoline vehicle
is increasing, hence need of an alternative resource for vehicle is urged in global
community. The sale of gasoline vehicle is almost doubled in last 25 years that are
the main contributors to CHG emission. The CHG emission by gasoline vehicle is
also dependent on VMT and fuel economy. The fuel economy is affected vehicle
practices and operating conditions. The CHG emission leads to global warming
effect on earth planet. The electric vehicle is an alternate solution to gasoline vehicle
in order to reduce the temperature rise effect. EVs are battery powered vehicle and
require electricity for refueling of battery. The use of renewable energy resources
for battery charging will reduce the global warming effect. The electricity prices are
much cheaper than the petrol or diesel, since it is generated locally and its price is not
changed drastically. The use of EV has many benefits but it faces many challenges
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for its implementation in India. The designed EV should be safer in order to win
the trust of citizens. EV should be safe against collision, vibrations, shocks and
fire, short circuit protection, overcharge protection, over-discharge protection, and
over current protection. EV should be tested for above protection test by opening
the testing centers for EV users. Advanced technology use for protection will be the
probable solution for this issue. The use of bettermanagement and battery technology
makes the improvement in driving range of EV. The new technology always suffers
with servicing and repairing, increasing the number of service station and charging
station at cheaper rate is the key solution. Themass production of EVs using advanced
technology with government subsidies on the EV purchase will bring down the cost.
The batteries are the heart of EV, since the range of EV is mainly dependent on its
powering capacity. EV batteries should power EV for longer range with fast charging
time. The batteries cost around 35% of total EV cost, hence reducing the battery cost
will reduce EV cost. The light weight material should be used for EVmanufacturing,
since it affects the battery draining. The increased number of charging station suitable
for every type of EV will reduce the wait for refueling. For keeping the global
temperature under two and gaining larger market share, the stronger government
policies will support the transport electrification. The EV uses on Indian road is
going to be increased under India’s Vision of 2030. NITI AAYOG (India), declared
charging points for EVs is mandatory for multi-store apartments. It is declared that
public place like shopping malls, residential areas, commercial buildings and offices
must reserve the 10% parking space for EV.

5 Conclusion

EVs have great potential to become the future of transportation industry, with less
impact on environmental conditions. The use of EV on Indian roads will reduce
numerous CHG emission and keep the global temperature growth under two degrees.
This deploymentwill depend onvarious factors such asEVperformance, battery cost,
efficiency, development of EVmodel with cheaper cost, acceptance of EV by society
with implied driving behaviors. Standard development for safety and environment
will further boost the EV adoption in urban and suburban zones. The increase number
of renewable energy integrated charging station and service station will boost the
adoption of EV on Indian roads. The success of EV makes it road transporter for the
society. The environment education programswill promote the use of EVs among the
peoples, further the government policies will enhance the promotion of EV on road
and hence helps in reducing the pollution. The EV has to overcome the different
technical issues to win the trust of society. The technical issues are long lasting
batteries, battery charging, charging infrastructure development, and lack of options
for high performance EVs.

Conflicts of Interest The authors declare no conflict of interest.
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Solar Micro-Inverter with Phase Shift
Power Modulation and Half Wave
Cyclo-Converter

Amit L. Nehete, Gururaj Talewad, and Chetan B. Khadse

1 Introduction

The energy is the major and universal measure of all kind of work by human beings
and nature. The per capita energy consumption decides the standard of living of
a given country. The energy is the part and parcel of the countries’ economy. The
renewable energy sources have upper hand to the conventional energy sources in the
area of availability. The conventional energy sources are going to dry up in further
time, and renewable energy sources will be the only option available to human kind
[1]. In renewable energy, solar energy is inexhaustible and can be available in abun-
dant. The solar photovoltaic technology (PV) converts solar energy into electricity
and fed into a grid or used separately for power lighting, heating, and cooling system
devices [2]. DC power produced by the solar cells needs to be converted in AC form
or may be required to be used in DC depending on the applications. Power converters
in the solar PV system brings the generated power into the suitable form for the end
consumer. Thereby, there is a lot of scope or several types of power converters in the
solar PV configuration. Power optimizer, string inverter, central inverter and module
or micro inverter are some popular types of the converters [3]. Out of which micro
converter is recommended to be the best bymany researchers. The optimization of the
energy harvest, reduced installation cost, improved system reliability, soft switching,
and standardized design are some of the benefits of the micro inverter.

The multilevel inverter is implemented for harmonic reduction in solar pv appli-
cation in [4]. DCmicrogrid PV architecture using microinverter is proposed in [5]. A
quasi z-source matrix microinverter is proposed for grid connected pv applications
in [6]. A case study on microinverter used for 2.24 kW pv system is done in [7].
This paper will present a design of micro inverter that can convert from a 25 to 40
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V low voltage DC input to single phase 240 V AC at high efficiency. Conceptual
design of this topology was developed by A.K. Hayman. However, the proposed
work has different focus. Primarily the goal was to design a working model having
descent efficiency with less attention on the optimization. Here, in this paper, while
designing, the various aspects of exploiting the high efficiency are explored.

2 System Description

The inverter is developed keeping commercial view in front thereby the market
largely governs the design goals. Input, output, and operational requirements are
given in Table 1, and notations used are given in Table 2. Galvanic isolation between
input and output ensures safety standards necessary for commercial inverters.

The focus of control strategy is to reduce the amount of r.m.s currents in the circuit
that will reduce the conduction loss. The resonant inverter controls power throughout
a line cycle, and cyclo converter acts as a rectifier supplying all of its power to the
line.

Due to this, resonant inverter supplies the least excess current thereby, minimum
excess energy consumption at the resonant tank.

Table 1 Design
specifications

Parameter Value

Input voltage (minimum) 25 V DC

Input voltage (maximum) 40 V DC

Voltage at the output terminals Single phase 240 V AC, 50 Hz

Power (average) 0–175 W

Efficiency (%) 96

Power factor 1

Switching frequency Desirable to be = >50 kHz for
size considerations

Table 2 Notations for
frequencies and time of
interest

Parameter Symbol Value

Frequency of switching fSW >= 50 kHz

Frequency of switching angular ωSW 2π fSW rad/s

Period of switching TSW 1/fSW s

Frequency of line Flin 50 Hz

Frequency of line angular ωline 2π fline rad/s

Period of line Tline 1/fline s

Instantaneous time Tline S
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3 MATLAB Simulation and Results

The controller part of the micro inverter consists of two separate loops. These loops
regulate the output power and voltage of the photo voltaic link.

In the current control loop, the output current of the micro inverter is effectively
regulated by controlling inverter phase shift ϕ in the grid connected mode. The grid
current io and the reference grid current io,peak determine the permissible working
range for value of ϕ. The required ϕ value is calculated by phase-shift controller of
the ac–ac converter. The output γ of the phase locked loop is used as input for the
same (Fig. 1). Use of modulation method or correspond a look up table are the two
alternatives that can be followed for developing the phase-shift controller. A look up
table method of ϕ control is used quite often for such circuits. However, in this work,
γ is used to adjust ϕ to calculate the required output current. And the full-bridge
phase shift θ controls the Photo Voltaic-link voltage of the inverter.

The proposed micro inverter is simulated with MATLAB/Simulink. The intent
while designing the inverter was to achieve high-efficiency of the operation with
minimal size for the resonant components as well as improve the performance of
power switches with soft switching. Selection of a proper resonant component size
that is essential to have switching with reduced noise and less losses throughout
operation which becomes difficult due to continuously varying output power. To
overcome this, equivalent load resistance of the inverter is calculated by the average
power of the inverter.

Q (quality factor) of the series resonant circuit is assumed to be 4. Soft switching
of all power switches operation is obtained by considering the ratio of switching
frequency to resonant frequency f 1.1. ϕ (phase shift) essential to attain change in
power between the load range (from full to zero) is observed to be restricted and not
more than 45°. The parameters for the simulation are mentioned in Table 3.

TheResistive load of 175W is connected across output terminals ofmicro-inverter
in simulation circuit. Figure 2 shows simulink input voltage and current waveforms.
The Fig. 3 shows the switching pulses for the switches.

Figure 4 shows simulink output voltage and resonant current of bridge inverter.
The output waveform of 25 kHz is generated by bridge inverter. Figure 5 shows
simulink output current and voltage of high frequency transformer. The high

Fig. 1 Structure of micro-inverter
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Table 3 Micro-inverter
simulation parameters

Parameter Symbol Value

Resonant inductor Lres 84.60μH

Resonant capacitor Cres 120.9nF

Switching frequency fsw >50 kHz

Quality factor Q 4

Input voltage Vin 25 V

RMS output voltage Vout/Vline 240 V

Transformer turns ratio N 8

Fig. 2 Input voltage and current

Fig. 3 Switching pulses for switches S1, S2, S3, S4
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Fig. 4 Bridge inverter output current and voltage

Fig. 5 High frequency transformer output current and voltage

frequency 25 V is stepped up to high frequency 230 V. Figure 6 shows that zero
voltage switching takes place at all the power switches as Ires (resonant current) is
observed lagging to the VF B (volltageat full-bridge terminals) and seen leading to
the Vcc (volltageat input terminals of cycloconverter). Waveform shown in Fig. 7
indicates the maximum voltage of grid at negative side. Also, the occurrence of zero
voltage switching is observed at all switches of the cycloconverter as in this figure it
can be observed that the.

Ires (resonant current) is observed lagging to the VF B (volltageat full-bridge
terminals) and seen leading to the Vcc (volltageat input terminals of cycloconverter).
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Fig. 6 Simulated Ires (resonant current),VFB (volltageat full-bridge terminals) andVcc (volltageat
input terminals of cycloconverter) at maximum grid voltage at positive side

Fig. 7 Simulated Ires (resonant current),VFB (volltageat full-bridge terminals) andVcc (volltageat
input terminals of cycloconverter) at maximum grid voltage at negative side

Waveform showing voltage of the grid is observed in Fig. 8 which underlines that
the simulated configuration of micro inverter along with phase-shift control can be
feasibly implemented.



Solar Micro-Inverter with Phase Shift Power Modulation … 645

Fig. 8 Output voltage of micro-inverter

4 Conclusions

This work aims the contribution towards development of solar inverters with better
efficiencies to enable more and more energy extraction from solar panels. A micro-
inverter topology that includes half-wave cyclo-converter and a full-bridge inverter
is put forth here. Single power stage of power conversion makes use of lesser number
of power switches. Thereby, substantial decrease in losses caused due to switching
and conduction is observed. Soft switching at the time of turning the power switches
on and off is a feature of the use of series-resonant tank. It implies to minimal
losses that occur in switching because of increased frequency of switching. Anal-
ysis of soft-switching operation is done by using derived resonant current equation
for the three stepped full bridge output voltage and the half-wave cyclo-converter
input voltage. Results of the simulation corroborate the design and operation of the
proposed inverter.
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Load Flow Analysis of 5 Bus Power
System for Three Phase Symmetrical
Fault Using MATLAB

Prajakta Vikas Dhole and Sahebrao Narsingrao Patil

1 Introduction

The load flow studies are a very important part of power system analysis. It helps
in planning, economic scheduling, and control of an existing power system. In the
solution of power flow, the system is assumed to operate under balanced conditions.
The system is represented in form of single line diagram. The solution is obtained in
terms of the magnitudes and phase angle of voltages at each bus, real, and reactive
power flowing through the lines [1].

Power flow calculations are done with the help of various iterative methods
such as Gauss-Seidel method, Newton-Raphson method [2, 3], and Fast Decoupled
method. The Gauss-Seidel method is the modification of the Gauss-iteration method.
This modification reduces the number of iterations. In this method the value of
unknown immediately reduces the number of iterations, the calculated value replace
the earlier value only at the end of the iteration. Because of it, the Gauss-Seidel
methods converge much faster than the Gauss methods. In Gauss Seidel method
the number of iterations required to obtain the solution is much less as compared to
Gauss method [4].

In this study, power flow analysis is performed for 5-bus system under three phase
fault conditions. The results are obtained with the help of MATLAB. Three phase
fault is applied at the load bus. Obtained results are compared with normal operating
conditions. This gives system behavior under fault conditions [5] and most effective
fault point of the system.
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2 Power Flow Analysis

The current at the bus i is given by [4]

Ii = Vi

n∑

j=0

yi−
n∑

j=1

yi j Vj j �= i (1)

yi j is actual admittance per unit.
The above current, in terms of real and reactive power, is given by

Pi − j Qi

Vi∗ = Vi

n∑

j=0

yi j −
n∑

j=1

yi j Vj j �= i (2)

Equation (2) is solved for Vi by Gauss–Seidel method, and the iterative sequence
becomes

V (k+1)
i =

Psch
i − j Qsch

i

V ∗(k)
i

+ ∑
yi j V

(k)
j

∑
yi j

j �= i (3)

Psch
i and Qsch

i are the net real and reactive powers in per unit.
Since for the bus admittance matrix Ybus, off-diagonal elements are Yij = − yij,

Eq. (3) becomes

V (k+1)
i =

Psch
i − j Qsch

i

V ∗(k)
i

− ∑
j �=i Yi j V

(k)
j

Yii
(4)

Net real and reactive powers at slack bus are given as below

P (k+1)
i = Re

⎧
⎨

⎩V ∗(k)
i

⎡

⎣V (k)
i Yii +

n∑

j=1,J �=
Yi j V

(k)
i

⎤

⎦

⎫
⎬

⎭ J �= 1 (5)

Q(k+1)
i = −Im{V ∗(k)

i [V (k)
i Yi +

n∑

j=1, j �=1

YiV
(k)
j ]} j �= i (6)
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3 Power System Under Consideration

Figure1 shows the one-line diagram of 5-bus power system. The generators are
connected to buses 1 and 4. At bus 1 the voltage msagnitude is adjusted to 1.06 pu
and is taken as slack bus. The system comprises of four load buses, and it has one
generator bus. Bus 4 acts as both load and generator bus. Voltage magnitude and
real power generation at bus 4 is fixed to 1.047 pu and 45 MW respectively. Line
impedances in per unit are marked on a 100MVA base. The line charging substances
are neglected (Fig. 2; Tables 1, 2 and 3).

Fig. 1 A typical bus of the
power system

Fig. 2 One line diagram of 5 bus power system
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Table 1 Operating conditions of 5 bus system

Bus no Voltage (pu) Angle δ (degree) Generation active power
(MW)

Load

MW MVAr

1 1.06 0 0 0 0

2 1.00 0 0 45 15

3 1.00 0 0 40 5

4 1.047 0 45 0 0

5 1.00 0 0 60 10

Table 2 Line data of power system

Bus-to-bus Resistance (pu) Reactance (pu)

1 to 2 0.08 0.24

1 to 4 0.06 0.06

2 to 3 0.01 0.03

2 to 4 0.06 0.18

3 to 4 0.06 0.18

3 to 5 0.08 0.24

4 to 5 0.04 0.12

Table 3 Synchronous
Machine data of power
system

Bus Machine subtransient reactance Xd”(pu)

1 0.2

4 0.15

4 Procedure

(1) Load flow analysis is carried out for the pre-fault condition on the given five
bus power system. Results were obtained using MATLAB. This gives voltage,
phase angle, real, and reactive power.

(2) Fault analysis is done for three phase symmetrical fault at bus no. 5. This results
in change of voltage, phase angle, real, and reactive power at the buses.

(3) Load flow analysis is performed considering the post-fault conditions.

5 Results

5.1 Load Flow Analysis Under Normal Operating Conditions

Maximum Power Mismatch = 0.000837173.
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Fig. 3 Voltage magnitude versus bus number for load flow analysis in normal operating conditions

Table 4 Load flow solution under normal operating condition

Bus no Voltage(pu) Angle (degrees) Load Generation

MW MVAr MW MVAr

1 1.060 0.00 0.00 0.00 106.423 -31.312

2 1.017 -5.148 45.00 15.00 0.00 0.00

3 1.016 -5.496 40.00 5.00 0.00 0.00

4 1.047 -3.156 0.00 0.00 45.00 74.834

5 1.012 -6.398 60.00 10.00 0.00 0.00

Total – – 145.00 30.00 151.423 43.522

No. of Iterations = 20.
The magnitude of voltages range between 1.06 and 1.012 p.u. The total active

and reactive line losses are 6.327 MW and 13.092 MVAr respectively. Total load on
system is 145 MW and 30 MVAr respectively. The voltage profile is shown in Fig. 3
(Tables 4 and 5).

5.2 Three Phase Fault at Bus Number Five

Three phase balanced fault at bus no. 5 through a fault impedance of 0.16 �.
Total fault current = 3.7941 per unit (Table 6).
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Table 5 Line flow and losses

Line Power at bus and Line flow Line loss

From To MW MVAr MVA MW MVAr

1 – 106.423 −31.312 110.934 – –

2 42.558 6.819 43.101 1.323 3.968

4 63.786 −38.04 74.268 2.945 2.945

2 – −45.000 −15.00 47.434 – –

1 −41.235 −2.85 41.334 1.323 3.968

3 19.736 −3.45 20.036 0.039 0.117

4 −23.556 −9.0 25.217 0.369 1.108

3 – −40.000 −5.000 40.311 – –

2 19.697 3.569 20.018 0.039 0.117

4 −26.872 −8.254 28.111 0.460 1.379

5 6.571 −0.506 6.590 0.034 0.101

4 – 45.000 74.834 87.322 – –

1 −60.840 40.986 73.358 2.945 2.945

2 23.925 10.108 25.973 0.369 1.108

3 27.332 9.633 28.980 0.460 1.379

5 54.577 13.961 56.334 1.158 3.474

5 – −60.000 −10.000 60.828 – –

3 −6.537 0.607 6.565 0.034 0.101

4 −53.419 −10.487 54.439 1.158 3.474

Total Loss – – – 6.327 13.092

Table 6 Bus voltages during fault in per unit

Bus no Voltage magnitude(pu) Angle

1 0.8550 −15.4301

2 0.7589 −21.0948

3 0.7434 −22.3948

4 0.7847 −18.3262

5 0.6071 −42.8323

5.3 Load Flow Analysis Under Three-Phase Balanced Fault

Maximum Power Mismatch = 0.000878504.
No. of Iterations = 26.
The magnitude of voltages range between 0.86 and 0.734 p.u. The total active and

reactive line losses are 12.134MW and 24.778MVAr respectively, which are almost
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Fig. 4 Voltage magnitude versus bus number for load flow analysis after occurrence of three phase
symmetrical fault at bus number 5

Table 7 Load flow solution under three phase fault condition

Bus no Voltage(pu) Angle (degrees) Load Generation

MW MVAr MW MVAr

1 0.860 −15.40 0.00 0.00 112.11 68.141

2 0.754 −21.606 45.00 15.00 0.00 0.00

3 0.749 −22.064 40.00 5.00 0.00 0.00

4 0.780 −17.079 0.00 0.00 −13.344 0.00

5 0.734 −23.295 60.00 10.00 0.00 0.00

Total – – 145.00 30.00 157.117 54.797

doubled following the three phase symmetrical fault at bus number 5. The voltage
profile is shown in Fig. 4 (Tables 7 and 8).

6 Conclusion

The successful operation of power system requires themonitoring of various parame-
ters like voltage magnitude and angles, real, and reactive power flows and the losses.
In this study, load flow analysis is done under normal operating conditions. This
gives the line loadings which further changes the voltage magnitudes and angles.
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Table 8 Line flow and losses

Line Power at bus and Line flow Line loss

From To MW MVAr MVA MW MVAr

1 – 112.117 68.141 131.200 – –

2 38.181 26.958 46.739 2.363 7.089

4 73.947 41.193 84.647 5.813 5.813

2 – −45.000 −15.00 47.434 – –

1 −35.818 −19.869 40.960 2.363 7.089

3 17.044 5.986 18.065 0.057 0.172

4 −26.203 −1.274 26.234 0.727 2.181

3 – −40.000 −5.000 40.311 – –

2 −16.987 −5.813 17.954 0.057 0.172

4 −28.883 −2.027 28.954 0.896 2.689

5 5.874 2.864 6.535 0.061 0.183

4 – 45.00 −13.344 46.937 – –

1 −68.135 −35.380 76.773 5.813 5.813

2 26.930 3.455 27.150 0.727 2.181

3 29.779 4.716 30.150 0.896 2.689

5 56.337 14.080 58.070 2.217 6.651

5 – −60.00 −10.000 60.828 – –

3 −5.813 −2.681 6.402 0.061 0.183

4 −54.120 −7.429 54.628 2.217 6.651

Total loss – – – 12.134 24.778

These values can be used for further fault study. The bus voltage magnitude and
phase angles, line flows, and line losses are computed using MATLAB. Further the
effect of fault on power flow analysis is investigated.

Three phase symmetrical fault is placed at bus number five that gives complete
system behavior during fault occurrence. The result obtained is used for planning,
scheduling, and control of existing system. The losses are almost doubled under
the three phase symmetrical fault. To overcome the losses, we can adjust the power
output at the slack bus. Also more power can be generated when the losses are quite
high.
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MIL, SIL, and PIL Simulations
of a Grid-Tied Inverter

Piyush Pandey, Saurabh Mani Tripathi , Utkrisht Goswami,
Hemant Kumar Verma, and Aman Kumar Sriwastava

1 Introduction

Distributed renewable energy generation systems are becoming more and more
popular in today’s time.Theoutput of these systems is irregular in naturewhichmakes
the power generated by these sources unfit for supplying directly into the utility grid.
The generated electricity is, therefore, conditioned using power electronic devices
before supplying it to the grid [1, 2]. Maintaining the DC link voltage, synchroniza-
tion with the grid, and ensuring power quality are the most important tasks of the
inverter system [3, 4]. Some commonly used control strategies for controlling grid-
tied inverters have been discussed in [1, 2, 5, 6]. Before the actual implementation of
such systems, they have to be thoroughly tested for satisfactory performance. This
can be done in the laboratory conditions to reduce implementation cost, debugging
time, and reduce the risk of damage of the inverter systems. For such purposes, tests
like model-in-the-loop (MIL), software-in-the-loop (SIL), and processor-in-the-loop
(PIL) simulations are being used in the development process [7]. In this paper, the
voltage control method has been presented which is used to ensure the unity power
factor operation by controlling the d-q axes currents. The proposed scheme results in
good transient performance. The performance of the proposed control strategy has
been tested in MATLAB/SIMULINK environment by way of MIL, SIL, and PIL
simulation techniques. The C-code used in SIL and PIL simulation tests has been
generated using the embedded coder. The paper is organized in following sections—
Sect. 2 describes the grid-tied inverter control schematics and modeling equations.
The control scheme for the grid-tied inverter has been discussed in Sect. 3. TheMIL,
SIL, and PIL test results have been discussed in Sect. 4. The conclusions from the
work have been brought out in Sect. 5.
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2 Schematics for Grid-Tied Inverter Control

The generated power from theDGsource is required to be controlled and conditioned,
before feeding to the grid using a grid-tied inverter as illustrated in Fig. 1. The
schematic arrangement of the grid-tied inverter control for MIL and SIL simulation
tests is shown in Fig. 1a, and the schematic arrangement for PIL simulation test is
shown in Fig. 1b.

Fig. 1 Schematic arrangement of the grid-tied inverter control for (a) MIL/SIL simulation tests
(b) PIL simulation test
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2.1 Grid Voltage Equations

The d-q axes grid voltages can be expressed using the following equations:

edg = vdg + Lg × didg
dt

+ Rg × idg − ωg × Lg × iqg, (1)

eqg = vqg + Lg × diqg
dt

+ Rg × iqg + ωg × Lg × idg, (2)

where edg , eqg are d-axis and the q-axis grid voltages; Rg is the coupling resistance;
Lg is the coupling inductance; vdg , vqg are d-axis and the q-axis inverter voltage, and
ωg is the grid (angular) frequency.

2.2 DC-Link

The DC link capacitor voltage can be represented as follows:

d

dt
(VDC) = Ps − Pg

CVDC
, (3)

where Ps is the generated DG power and Pg is the supplied power to the grid.
The real power Pg can be calculated using the equation given as follows:

Pg = 3

2
× (

edg × idg + eqg × iqg
)

(4)

3 Control of the Grid-Tied Inverter

Figure 2 depicts the schematic diagram of the controller which has been used in the
grid-tied inverter control at power factor equal to unity wherein theDC-link capacitor
voltage VDC is being compared to reference DC voltage V ∗

DC and the error signal
generated is given to the outer loop PI controller to give the d-axis grid current as
follows:

i∗dg = Kpv ×
(
1 + pTiv
pTiv

)
× (

V ∗
DC − VDC

)
, (5)

where Kpv, Tiv are the proportional gain and integral time constant of the outer loop
PI controller.
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Fig. 2 Voltage oriented control schematic for grid-tied inverter [1]

The q-axis reference grid current i∗qg is commanded to be zero to achieve unity
power factor operation. These reference d-q axes currents being compared to actual
d-q axes currents, and the error is given to the inner loop PI controllers to generate
the d-q axes inverter voltages v∗

dg and v∗
qg given as follows:

v∗
dg = Kpc ×

(
1 + pTic
pTic

)
× (

i∗dg − idg
)

(6)

v∗
qg = Kpc ×

(
1 + pTic
pTic

)
× (

i∗qg − iqg
)

(7)

where Kpc,Tic are the proportional gain and integral time constant of the inner PI
controllers (Fig. 2).

The inverse transformation of d-axis and q-axis inverter voltages gives 3-phase
reference inverter voltages which are then utilized to generate the gate pulses for the
grid-tied inverter using a PWM modulator.

Table 1 System parameters
[1]

Coupling grid resistance 1.85 �

Coupling inductance 12.8 mH

DC capacitor value 1000 µF

DC link voltage (Reference value) 800 V

Grid frequency and voltage 50 Hz and 415 V (r.m.s.)

Proportional-gain (outer loop PI) 0.69

Integral-time constant (outer loop
PI)

0.0055

Proportional-gain (inner loop PI) 70.69

Integral-time constant (inner loop
PI)

0.00044
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4 Mil, Sil, and Pil Simulation Tests

The controller has been tested using MIL, SIL, and PIL simulation techniques to
demonstrate the performance of the grid-tied inverter. PIL simulation test has been
done for the outer loop of the controller using the Arduino Uno microcontroller
board. The simulation test parameters are listed in Table 1.

4.1 Mil Simulation Test

Figure 3 shows the performance results against a variation in the input DC current
from 8 to 10A so as to demonstrate the success of the control scheme of the grid-tied
inverter by way of MIL simulation.

The step input DC current variation from 8 to 10A is depicted in Fig. 3a. With
the sudden increase in the DC current, the DC link voltage tends to increase which
is then taken care of by the outer loop PI controller (see Fig. 3b).

The results of the MIL test show that the outer loop PI controller keeps the
DC-link capacitor voltage at its reference value even after the input DC current
is varied. Figure 3d–e depicts that the grid voltage vectors are aligned to the d-axis.
The variation in the d-axis grid current is in line with the varying input DC current
(see Fig. 3f–g). The inner current PI controller maintains the q-axis grid current
at zero value to make certain the unity power factor, which can also be verified
from the waveforms shown in Fig. 3c. The three-phase grid voltage remains at its
nominal value; however, the variation in the three-phase grid current can also be seen
according to the varying input DC current. Here, it is worth mentioning that the grid
current has been scaled by a factor of 15 so as to clearly demonstrate the variation
in the same in Fig. 3c with respect to the varying input DC current. Thus, the MIL
simulation results clearly reveal that a fast transient response and good steady-state
performance can be guaranteed while adopting the voltage oriented control scheme
for the grid-tied inverter.

4.2 Sil Simulation Test

The performance results of SIL simulation test with identical DC current input are
shown in Fig. 4. In SIL simulation test, the performance results have been obtained
after replacing the controller block developed in theMATLAB/SIMULINK environ-
ment by aSILblock containing the embeddedC-code for the control action.The result
of SIL simulation test depicted in Fig. 4 demonstrate almost similar performance of
the grid-tied inverter system to that obtained using MIL simulation test.



662 P. Pandey et al.

Fig. 3 Grid-tied inverter performance with varying input DC current under MIL simulation test.
a Input DC current. b DC capacitor voltage. c Grid voltage and grid current (scaled by 15) for
Phase-‘a’. d Grid voltage: d-axis. e Grid voltage: q-axis. f Grid current: d-axis. g Grid current:
q-axis

4.3 Pil Simulation Test for Low Cost Experimental Validation

The PIL simulation is a low cost experimental test setup wherein the embedded C-
code of the controller block is run in an external processor [7]. In PIL simulation test
arrangement, an Arduino Uno microcontroller has been employed as shown in Fig. 5
and the corresponding performance results are shown in Fig. 6. For PIL simulation
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Fig. 4 Grid-tied inverter performance with varying input DC current under SIL simulation test.
a Input DC current. b DC capacitor voltage. c Grid voltage and grid current (scaled by 15) for
Phase-‘a’. d Grid voltage: d-axis. e Grid voltage: q-axis. f Grid current: d-axis. g Grid current:
q-axis

test, the outer control loop has been replacedwith a PIL blockwhich interactswith the
external Arduino Uno microcontroller board so as to execute the embedded C-code
which is generated for the outer loop of the controller.
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2 

1

Fig. 5 PIL simulation test setup––(1) Arduino Uno microcontroller board executing the outer loop
of controller. (2) Laptop PC simulating the grid-tied inverter control in MATLAB/SIMULINK
environment

The result of PIL simulation test also reveals a comparable performance as that
obtained via MIL and SIL simulation tests. This way the controller performance has
been validated experimentally by way of the PIL simulation test making use of a low
cost controller hardware.

5 Conclusion

The voltage-oriented control schematic for grid-tied inverter was presented. The
performance of the control scheme for grid-tied inverter was tested through devel-
oped MIL, SIL, and PIL simulation models in MATLAB/SIMULINK environment.
The performance results of MIL simulation test confirmed that the control scheme
is effective in feeding the power grid while maintaining the unity power factor. The
control scheme was also tested using SIL simulation wherein the embedded C-code
was generated to perform the control action. Performance results from the SIL simu-
lation test confirmed that the embedded C-code for the controller was executing as
desired. Further, for a low cost experimental validation, the embedded C-code for the
outer loop of the controller was executed on an Arduino Uno microcontroller board
by way of PIL simulation test setup which validated that the control scheme can be
implemented in a physical controller so as to achieve a satisfactory operation of the
grid-tied inverter.
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Fig. 6 Grid-tied inverter performance with varying input DC current under PIL simulation test.
a Input DC current. b DC capacitor voltage. c Grid voltage and grid current (scaled by 15) for
Phase-‘a’. d Grid voltage: d-axis. e Grid voltage: q-axis. f Grid current: d-axis. g Grid current:
q-axis
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Performance Investigation on Vector
Controlled IPMSM Drive Using MIL,
SIL, and PIL Simulations

Utkrisht Goswami, Saurabh Mani Tripathi , Piyush Pandey, Saumya Jain,
and Govind Saroj

1 Introduction

Permanent magnet synchronous motors (PMSM) are being progressively utilized
nowadays because of their advantages over other machines [1–3]. In PMSM, the
field is created by permanent magnets [4]. PMSMs have received vast acceptance
in industries due to their fast dynamic responses. The PMSMs can further be classi-
fied as surface-mount permanent magnet synchronous motor (SPMSM) and interior
permanent magnet synchronous motor (IPMSM) [2]. The work presented in this
paper makes use of IPMSM for transient performance analysis. The IPMSM has an
asymmetrical magnetic system, and hence it is essentially a salient pole motor. The
d-axis inductance and the q-axis inductance are not equal due to the asymmetrical
pole orientation (Ld �= Lq) [5]. In order to ensure the best performance of the PMSM
drives, control schemes such as minimal loss scheme and maximum torque schemes
have been suggested in the past researches [6]. As far as this paper is concerned, a
vector control method for IPMSM drive is suggested in order to guarantee maximum
torque per ampere (MTPA) via controlling the d-q axes currents against a given
reference speed command (see Fig. 1). The error in the rotor speed is processed
by a PI controller to generate the reference torque command which is then used to
generate the reference q-axis and d-axis currents. A hysteresis current controller is
employed in the inner loop in order tominimize the current error [7]. In order to reduce
the implementation cost and to avoid the possibility of damage of actual machine,
the simulation techniques such as model-in-the-loop (MIL), software-in-the-loop
(SIL), and processor-in-the-loop (PIL) are used [8]. In this work, the IPMSM drive
control has been implemented in MATLAB/Simulink environment and the efficacy
of the drive control has been demonstrated by way of MIL, SIL, and PIL simulation
techniques.
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Fig. 1 Vector controlled IPMSM drive

2 Modeling of IPMSM

The d-q axes stator voltage equations are given by

Vd = Id .Rs + Ld
d Id
dt

− ωe.Lq .Iq , (1)

Vq = Iq .Rs + Lq
d Iq
dt

+ ωeLd .Id + ωeλpm, (2)

where λpm is the rotor flux; Ld and Lq are the direct and quadrature axes inductances,
respectively; Id and Iq are the direct and quadrature axes stator currents; ωe is the
angular electrical speed.

The electromagnetic torque equation of IPMSM is expressed as follows:

Te = (3P/4) × (
λpm Iq + (

Ld − Lq
)
Id Iq

)
, (3)

where P is the number of poles of the motor.
The mechanical torque equation is given by

Te = Tl + Bωm + J
dωm

dt
, (4)
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where Tl is the load torque; ωm is the angular mechanical speed; B and J are the
friction coefficient and rotational inertia of the motor, respectively,

ωe = (P/2)ωm . (6)

3 Control Scheme for the IPMSM Drive

The outer speed control loop consists of a PI controller which compares the
motor speed with the reference speed command. The PI controller generates the
electromagnetic torque reference as output

T ∗
e = Kps

(
1 + pTis
pTis

)
.
(
ω∗
r − ωr

)
, (7)

where Kps is the proportional gain and Tis is the integral time constant of the speed
PI controller.

The reference torque generated is used to calculate the reference q-axis and d-axis
stator currents as follows:

I ∗
q = T ∗

e

(3P/4) × (
λpm + (

Ld − Lq
)
I ∗
d

) (8)

I ∗
d = − λpm

2
(
Ld − Lq

) −
√√√√I ∗2

q +
[

λpm

2
(
Ld − Lq

)

]2

(9)

The d-axis and q-axis reference stator currents are converted to a–b–c reference
frame by using inverse Clark and Park transformations. The reference a–b–c stator
currents thus generated are compared with measured a–b–c stator currents, and the
errors are passed through hysteresis controller. The hysteresis controller generates
the gate pulses for the inverter.

4 MIL, SIL, and PIL Simulation Tests

The controller has been tested using MIL, SIL, and PIL simulation techniques to
demonstrate the transient performance of the vector controlled IPMSM drive. PIL
simulation test has been carried out for the outer speed control loop using theArduino
Uno microcontroller board. The drive system parameters are listed in Table 1.
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Table 1 System parameters Stator resistance 0.9585�

d-axis inductance 0.004987H

q-axis inductance 0.005513H

Rotor flux 0.1827Wb

DC voltage (Vdc) 300 V

Proportional-gain (speed PI) 0.1196

Integral-time constant (speed PI) 41.0323

Motor inertia (J) 0.0006329 kg-m2

Number of poles (P) 8

Output power 900 W

Rated torque 8 N-m

Rated speed 2000 rpm

4.1 MIL Simulation Test

The performance of the drive has been tested for (1) start-up at rated load, (2) decre-
ment of load torque to half value, (3) increment of load torque to rated value, and
(4) speed reversal in order to demonstrate the effectiveness of the control scheme for
IPMSM drive. Figure 2 shows the performance of the IPMSM drive control during
start-up at rated load condition. The waveforms have been obtained by way of MIL
simulation. The speed command is given for 2000 rpm. The torque is at rated value.
It can be seen that there is a small overshoot in speed response, but it settles at the
reference value in about 0.2 s. The q-axis current is proportional to the load torque.

Fig. 2 MIL simulation: Performance of the IPMSM drive control during start-up at rated load–
–Rotor speed, d-q axes stator currents, three-phase stator current and electromagnetic torque
responses (from left to right)
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Fig. 3 MIL simulation: Performance of the IPMSM drive control during decrease in load torque
to half value at rated speed––Rotor speed, d-q axes stator currents, three-phase stator current and
electromagnetic torque responses (from left to right)

Figure 3 shows the performance of the IPMSM drive control during decrease in load
torque to half value at rated speed condition. When load torque is changed to half of
the rated value, the speed increases but settles again to its original value. The stator
current also reduces with the reduction of the load torque. The decrement in q-axis
current is proportional to the decrease in load torque. Figure 4 shows the perfor-
mance of the IPMSM drive control during increase in load torque to the rated value
at rated speed condition. When load torque is changed again to the rated value, the
speed decreases slightly but settles again to its original value. The stator current also
increases with the increase of the load torque. The increment in q-axis current is
proportional to the increase in load torque.

Figure 5 shows the performance of the IPMSMdrive control during speed reversal
at rated load condition. The speed command is given for –2000 rpm. The torque
is at rated value. It can be seen that the rotor settles at the reference value very
quickly but comparatively with higher undershoot. Still, the current remains within
the permissible value. This way the drive performance has been found satisfactory
in all transient conditions considered above.

Fig. 4 MIL simulation: Performance of the IPMSM drive control during increase in load torque
to the rated value at rated speed––Rotor speed, d-q axes stator currents, three-phase stator current
and electromagnetic torque responses (from left to right)
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Fig. 5 MIL simulation: Performance of the IPMSM drive control during speed reversal at rated
load––Rotor speed, d-q axes stator currents, three-phase stator current and electromagnetic torque
responses (from left to right)

4.2 SIL Simulation Test

The performance results of SIL simulation test with identical transient conditions are
shown in Figs. 6, 7, 8, and 9. In SIL simulation test, the performance results have been
obtained after replacing the controller block developed in theMATLAB/SIMULINK
environment by a SIL block containing the embedded C-code for the drive control.

The results of SIL simulation test as illustrated in Figs. 6, 7, 8, and 9 demonstrate
almost similar performance of the IPMSM drive system to those obtained using
MIL simulation. The IPMSM drive operation is found satisfactory in all transient
conditions under SIL simulation test.When load torque decreases the speed increases
and then settles at the reference value. When load torque is increased the speed
decreases, but later settles at the reference value. On speed reversal, large overshoots
are observed; however, the drive performance is acceptable in all transient conditions.

Fig. 6 SIL simulation: Performance of the IPMSM drive control during start-up at rated load–
–Rotor speed, d-q axes stator currents, three-phase stator current and electromagnetic torque
responses (from left to right)
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Fig. 7 SIL simulation: Performance of the IPMSM drive control during decrease in load torque
to half value at rated speed––Rotor speed, d-q axes stator currents, three-phase stator current, and
electromagnetic torque responses (from left to right)

Fig. 8 SIL simulation: Performance of the IPMSM drive control during increase in load torque
to the rated value at rated speed––Rotor speed, d-q axes stator currents, three-phase stator current,
and electromagnetic torque responses (from left to right)

Fig. 9 SIL simulation: Performance of the IPMSM drive control during speed reversal at rated
load––Rotor speed, d-q axes stator currents, three-phase stator current, and electromagnetic torque
responses (from left to right)
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4.3 PIL Simulation Test for Low Cost Experimental
Validation

The PIL simulation has also been carried out which is a low cost experimental test
setup for performance validation. In PIL simulation test, the embedded C-code of the
controller block is executed in an external processor. In this work, for PIL simulation
test, an Arduino Uno microcontroller has been used as illustrated in Fig. 10 and the
corresponding performance results are presented in Figs. 11, 12, 13, 14.

For PIL simulation test, the outer control loop has been replaced with a PIL block
which interacts with the external Arduino Uno microcontroller in order to execute
the embedded C-code for the outer loop of the drive controller.

As can be seen in PIL simulation results shown in Figs. 11–14, the performance
of the IPMSM drive is very close to those obtained via MIL and SIL simulation tests.
Only a slight deviation can be observed. This way the efficacy of the drive controller

Fig. 10 PIL simulation test setup employing an Arduino Uno microcontroller board executing the
outer loop of controller and a Laptop PC simulating the IPMSMdrive control inMATLAB/Simulink
environment

Fig. 11 PIL simulation: Performance of the IPMSM drive control during start-up at rated load–
–Rotor speed, d-q axes stator currents, three-phase stator current, and electromagnetic torque
responses (from left to right)
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Fig. 12 PIL simulation: Performance of the IPMSM drive control during decrease in load torque
to half value at rated speed––Rotor speed, d-q axes stator currents, three-phase stator current, and
electromagnetic torque responses (from left to right)

Fig. 13 PIL simulation: Performance of the IPMSM drive control during increase in load torque
to the rated value at rated speed––Rotor speed, d-q axes stator currents, three-phase stator current,
and electromagnetic torque responses (from left to right)

has been experimentally validated by way of the low cost PIL simulation test using
Arduino Uno microcontroller.

5 Conclusions

The vector control scheme for IPMSM drive was presented. The performance of the
control scheme for IPMSM drive was tested using developed MIL, SIL, and PIL
simulation models in MATLAB/Simulink environment. The performance results
of MIL simulation test demonstrated that the vector control scheme is effective in
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Fig. 14 PIL simulation: Performance of the IPMSM drive control during speed reversal at rated
load––Rotor speed, d-q axes stator currents, three-phase stator current, and electromagnetic torque
responses (from left to right)

handling all the transient conditions which includes startup, increase/decrease of
load torque and speed reversal. The vector control scheme was also tested using SIL
simulation technique wherein the embedded C-code was generated to perform the
drive control. Transient performance results from the SIL simulation test revealed
that the embedded C-code generated for the controller was executing well. Further-
more, the embedded C-code for the outer speed loop of the drive control system was
executed on an Arduino Uno microcontroller board by way of PIL simulation test
which experimentally validated the satisfactory control performance of the IPMSM
drive for all transient conditions.
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Artificial Intelligence Based State
of Charge Estimation of Electric Vehicle
Battery

S. P. Nangrani and Ishaan S. Nangrani

1 Introduction

The term artificial intelligence (modern AI) was coined formally in 1956 at a confer-
ence at Dartmouth College, in Hanover, New Hampshire. MIT Scientist, Marvin
Minsky, was very optimistic about and foreseen the future of AI [1]. In 1997
computer intelligence defeated world chess champion Garry Kasparov at that time,
thus opening up a challenge to human intelligence.

AI has wide applications, and it almost covered all field of engineering involving
data computation based on input output mathematical correlation and decision
making for controlling system response. Several applications related to AI have
been reported by eminent authors. To list a few, circuit breaker, flashover voltage of
insulation, partial discharges in current transformers, substation risk management,
power quality, fuzzy logic based power system stabilizer, voltage control, protec-
tion system, static security assessment, condition monitoring, demand forecasting,
etc. The list is endless [2–6]. This paper throws light on all such applications and
introduces several features of AI to a novice as well as high end researcher. Electric
vehicles are futuristic upcoming area where one can use AI for several condition
monitoring issues of charging, battery life, dynamic risk, and chaotic behavior.

Needless to say that core knowledge of electrical power system differs a lot from
biological and artificial intelligence domain understanding. But usage is eminent
and needs better mapping of objectives in modern era. This feature of AI makes it
exciting and as well as challenging.
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Man-made consciousness has given extraordinary potential and space to the
streamlining of electrical designing, and it will achieve extraordinary improvement
in monetary perspective, yet additionally in security what’s more, genuine activity
control. Since the coming of computerized reasoning, it has been generally applied
in all fields of life, and accomplished outstanding application impact, its rise has
even brought up the course for the advancement of numerous fields, the field of elec-
trical computerization control is no special case. As a general rule, the utilization of
man-made brainpower innovation has enormously advanced the advancement of the
solid practice of electrical computerization, and ought to be given full consideration
to by related undertakings and staff.

Different sections in paper will highlight step by step understanding of integration
of core knowledge and its alternate decision making using AI and machine learning
algorithms.

This paper intends to abridge the rise and advancement of recent computer gadgets
and adding one more dimension to the field on control in electrical power system
[7–18].

2 The Research Direction of Artificial Intelligence

R one of the good features of AI approach is less rigorous in implementation as
compared to use of core knowledge of electrical engineering related to differential
equations and their numerical solution, fourier transform, laplace transform, and
complex mathematical approach [19–32]. Intelligence is closely associated with
knowledge in human beings. Similarly in machines, knowledge base systems are
called as expert systems.

2.1 Expert Systems

A specialist framework i.e. Expert Sustem (ES) is a product framework that catches
human ability for supporting basic leadership; this is helpful for managing issues
including fragmented data or a lot of complex information. Master frameworks are
especially valuable for on-line tasks in the control field since they fuse emblematic
and decide based information that relate circumstance and activities, and they addi-
tionally can clarify and legitimize a line of thinking. TheES fundamentally comprises
of information base, database, thinking machine, translation system, information
securing and UI, which is appeared in Fig. 1. Fault location and detection in elec-
trical system usually makes effective use of expert system. The miniature version
of implementing AI for decision making keeping in view the experts experience,
knowledge, and inference engine.
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Fig.1 Schematic of expert
system

2.2 Machine Learning

Machine learning is subset of modern AI techniques. Machines and programs are
designed in such a way so as to have learning based on memory, statistics, and errors
made in past. It is a process by which machines mimic human decision. However the
decisions by human beings are more intelligent, but machines have also progressed
tremendously to showcase their power when machine defeated world chess cham-
pionGarryKasparov. It basically centers around how the software platforms recreates
human learning conduct, redesigns the current information structure with the infor-
mation and aptitudes learned, and persistently improves its exhibition. Information
updating and reconfiguration of mathematical architecture is beauty of AI designs.
AI procedures are regularly embraced for tending to the information procurement
bottleneck in executing master frameworks. In utilizing machine insight procedures
to handle this bottleneck, information is consequently extricated from information.
It possess several features such as minimal human intervention, identifying patterns
in data and information, learning, reconfiguration, adjustments of weight in model,
self-driven and effective data mining.

2.3 Neural Networks

The artificial neural system (ANN) approach is used to mimic the decision making
of human beings using central nervous system controlled by human brain. Biological
neurons and its structure as existing in body are beyond the reach of humanbeing. Still
use of supercomputing facilities focused solution of machines for specific challenge
is beating human champions and experts in a surprising way.

Artificial implementation of the intelligence machine is nothing but non-linear
mapping of input output relation with better accuracy using different architectures
and learning algorithms using multilayer perceptron computational models.
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2.4 Deep Learning

Deep learning is related to algorithmswhich extract high level features fromdatawith
the use of multiple layers. For this foundation of artificial neural network needs to
be understood well. They differ from task-specific algorithms in many ways. Based
on application use of different types of learning such as supervised or unsuper-
vised learning. Deep learning is upper layer of a broader family of machine learning
methods. Artificial neural network is at the core of deep learning. It works similar to
our nervous system and brain. It has a similarity to biological natural intelligence.
However it is limited and not touched the full dimension of intellectuality as that of
human brain. However it is able to take complex decision based on huge data in a
very short time which is suitable and resembles human intelligence.

However core technologies are little bit reluctant to apply this new science due to
question of reliability. But certainly few areas of core engineering can be ascertained
with the use of such technology. Benefits of deep learning will be evident when
used more frequently. It will open up a new dimension of looking into existing
methodologies. For example in electrical engineering, power flows on transmission
line is dependent on classical methods of load flow analysis using Gauss Seidal and
Runge–Kutta methods. But researchers have usedAI to predict power flows correctly
on transmission line without any core engineering mathematics.

3 Benefits of Artificial Intelligence in High Voltage
Engineering

3.1 A Subsection Sample

Following are some applications where use of AI has been researched in depth and
it is found that it is easy and simple when compared to complex mathematical engi-
neering equations. Like once upon a time, Laplace Transform and Fourier Transform
simplified the solution of differential equation similarly, we can coin a termAI Trans-
form which will simplify the task of computation and decision making will be based
on intelligent approach.

(1) Design of Controllers: The classical PID controller design has been replaced
by memory based input output data control patterns.

(2) Fault detection: There are technical ways of analyzing fault location and detec-
tion but use of image processing and decision making by AI enabled expert
system can pin point the faults, and it has replaced earlier approach of electrical
engineering analysis.

(3) Performance upgrade: Adaptive AI techniques take care of memory and
learning in a coordinated way as human intelligence hence performance
upgrade is quite obvious.
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(4) More helpful to utilize. The implementation is quite helpful and concepts of
AI can be utilized wherever required with proper integration of existing tools
and platforms.

(5) Good consistency: When compared with expert decision, results of AI based
designs are quite consistent.

4 Application of Artificial Intelligence in Electrical Power
System

Architecture of Prolog based Expert System for relay setting [33] is shown in Fig. 2.
A novice user can input system parameters related to network configurations and
associated relay parameters will be set which will protect the system using short
circuit analysis software. Use of object oriented programming in such architecture
is not related to core knowledge of electrical engineering. Various classes for trans-
mission lines, isolators, circuit breakers and transformers can be defined as object
and functionality of each object can be defined.

Supervised neural networks have been applied in power system analysis in [33]

• planning (long-term load forecasting)
• operation (optimal power flow, unit commitment, generator shedding, state esti-

mation, static and dynamic security assessment, dynamic contingency analysis,
fault detection, fault location, daily load forecasting, substation maintenance,
system voltage stability assessment)

Fig.2 Relay setting based expert system
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• analysis (dynamic stability assessment, generator voltage and speed control
systemdesign both analogue and digital, identification of coherent dynamic equiv-
alents, signal processing in harmonic analysis, bad data detection, monitoring and
protection).

Unsupervised applications include condition monitoring. Conditions of existing
networks are function of daily operational experiences hence its classification to
known target cannot be ascertained. Hence unsupervised learning networks are
more popular for such issues in electrical power system. Transformer DGA anal-
ysis represents infinite sets of gas concentration pointing to different conditions of
health of transformer. Classification of such health parameters require support of AI
techniques.

Artificial intelligence is effectively used in electrical system to identify faults
with the support of Fuzzy Logic based design. Even the advanced form of Fuzzy
design i.e. Adaptive Neuro Fuzzy Inference System is effectively used for the same
purpose with better accuracy. Hence various researchers have reported successful
results related to fault and failures of electrical systems under uncertain parameters.
Type-2 fuzzy systems were another addition which takes care of uncertainties in
engineering parameters.

Figure 3 describes membership function of fuzzy based relay [33]. VS is a
linguistic variable for VERY SMALL, LV is used for Large Value, AT for Absolute
Trip, NT for No Trip.

Expert systems make use of various layers before arriving at a decision. The
layer involves fuzzy, expert knowledge, input–output correlation and weightage of
parameters in output decision. Most of earlier approaches were platform dependent.
Machine learning is successful in implementing them on platform independent and
ready to use class and functions. This reduces the burden on design engineer for
understanding intricacies of mathematics behind the intelligence.

Fig.3 Fuzzy relay
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5 Conclusion

Based on discussions in previous sections, the focus of this paper successfully advo-
cates the use of AI techniques. Various areas of AI can be utilized such as ANN,
fuzzy, neuro fuzzy, hybrid models, evolutionary approaches for applying to core
application. This will ease out the burden of technical computation for high voltage
electrical power system and its issues. Areas such as partial discharge data can be
handled very well by AI techniques to predict fault in advance. Condition moni-
toring is also picking up based on usage of AI techniques. Demand side forecasting
is basedonbig data analytic concepts. This requires data analytics alongwithmachine
learning algorithms and concepts. With the advancement of architecture of modern
electrical systemswithUHV technology, behavior of electrical system is additionally
confronting new difficulties. The customary control has been hard to adjust to the
present complex dynamic conditions. Various trends in data are falsely understood by
power system operators. AI usage is expanding, but it needs to be applied in a justi-
fied way by understanding various tools and techniques of programming platforms.
This paper will benefit the power system operators and utilities in nutshell.
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Accelerometer-Based Hand Gesture
Control Robot Using Arduino and 3-Axis
Accelerometer

Ankit and Shweta Agarwal

1 Introduction

For the past few decades, robots are only controlled by buttons, controllers. But as
the robotics is evolved now, we can control the robot using data glove, voice and
also by gestures [1, 2]. In this system, gestures are captured using an ADXL335
accelerometer sensor and the particular tilt of the hand is in analog value [3–5]. That
value is converted into input and input is wirelessly transferred using RF receiver
and transmitter module and input is sent to the L293D motor driver and the robot
will move according to gesture. Arduino is used as an interface that will allow
different sensors to communicate with each other and call as a hub of both transmitter
and receiver parts [6–8]. This technology can be used for military purposes where
conditions are not favorable for humans. The whole concept of VR gaming works
upon gesture control. The medical field uses this technology where doctors are not
able to treat any patient [9, 10].

2 Block Diagram

The model is divided into transmitter module and receiver module (Figs. 1 and 2).
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Fig. 1 Block diagram of the
transmitter part

Fig. 2 Block diagram of the
receiver part

3 Hardware Description

(i) ADXL335Accelerometer sensor: This sensor is used to detect tilt, ADLX335
sensor can check tilt along the x-, y- and z-axis. This sensor has five pinsVCC,
x-input, y-input, z-input and ground [11].
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(ii) Transmitting RF module: It is a part of the RF pair module. This transmitter
part is used to send the digital output of the ADXL335 sensor to the receiver
part. This sensor has four pins VCC, DATA, GND and ANT. ANT pin is used
as an antenna, and we can attach an antenna with it for good connection [12].

(iii) Bread Board: A breadboard is a rectangular board with a lot of holes that are
used to make circuits and connections. Bread boards are used when we have
limited pins for giving input and output.

(iv) Arduino Board: Arduino is like a brain of all sensors. In simple words, it helps
to establish communication between all the sensors. Arduino is used to make
various models and is applicable to attach all types of sensors. It consists of
Micro Processor, 2 VCC and 2 GND pins, and we have different analog and
digital pins so we can use specific pins for input and output. We can even give
power using DC and by using USB [13, 14].
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(v) L293D Motor Driver: When we are talking about robots and motors, L293D
motor driver is the most important part. As motors work on 9v power and
Arduino work on 5v input. We even need to change the polarity of motors to
moving forward and backward so L293D motors driver is used to give 9 V
input and change polarity according to the user input [15].

(vi) Battery: For giving power to the receiver Arduino and motors, we need 9v
batteries or even we can use 12v batteries for a good backup.

(vii) Motors and chassis: We need 2 BO motors to move the robot and chassis to
support all the components on it.

4 Hardware Design

Hardware part is divided into two parts as follows:
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Fig. 3 Circuit diagram of
transmitter module

Fig. 4 Implemented Module

4.1 Transmitter Module

• The whole functioning of the Transmitter end is as the input of ADXL355
accelerometer sensor X, Y and Z is connected with an analog input of Arduino,
and for giving power to sensor, VCC and GND of Arduino are connected with
VIN and GND of ADX335 sensor [16, 17].

• In the RF transmitter module, VCC is connected to the VIN of the ADXL335
sensor.

• The input of the RF module is connected with pin 11 digital input of Arduino
board and ground with gnd of digital input of Arduino board.

• For giving power to the Arduino board, we can directly connect it with USB [18,
19] (Figs. 3 and 4).

4.2 Receiver Module

• In the receiver module, motors are connected with a motor driver; IN1, IN2, IN3
and IN4 of the motor driver are connected with digital input 3, 4 and 5 pins
of Arduino board. For giving power to motors and L293D sensor batteries, the
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Fig. 5 Circuit diagram of
receiver module

Fig. 6 Implemented Module

positive end of the battery is connected with Vin and the negative end with the
GND of the motor driver [20, 21]

• For giving power to RF receiver module, 5v input of Arduino board is connected
with+ 5v of RF sensor, GND of Arduino with GND of RF sensor and DATA pin
of RF is connected with digital input pin 11 of Arduino.

• To give power to the Arduino battery, the positive end of the battery is attached
with Vin and the negative end with GND of Arduino board [22] (Figs. 5 and 6).

5 Working Principle

ADXL335 accelerometer sensor is a sensor thatworks on the principle of acceleration
due to gravity. This sensor detects the tilt and gives a particular analog value. The
robot will move according to the particular tilt [23, 24] (Table 1).
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Table 1 Movement of the
robot on hand tilt

Hand movement Movement of robot

Tilting hand downward Robot will move forward

Tilting hand upward Robot will move backward

Titling hand right Robot will move right

Titling hand left Robot will move left

No tilt Robot will not move

For checking the analog value of tilt, we need to write a basic program in Arduino
IDE. Arduino IDE is open source and free and this software is easy to use and
user-friendly (Fig. 7 and Table 2).

Fig. 7 Analog value on every tilt of ADXl335 sensor
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Table 2 Analog value along
3-axis using ADXL335
sensor

Direction X-axis analog
value

Y-axis analog
value

Z-axis analog
value

Stable 329 326 416

Upward tilt 329 280 (−50)
approx

410

Left tilt 378 (+50)
approx

365 395

Right tilt 279 (−50)
approx

324 401

Downward tilt 329 370 (+50)
approx

411

Fig. 8 Tilt detection in every direction

So, we need to write another program to send a digital output to the Receiver RF
module. For sending signal wirelessly, we need to add a header file (VirtualWire.h)
[25, 26] (Fig. 8).

6 Result

We successfully built a hand gesture-controlled robot using Arduino. The device is
working correctly in all directions with negligible error. The ADXL335 sensor is
also working well as giving accurate analog value and showing tilt direction. The
communication between both RF modules (receiver and transmitter) is good and
they are working for quite a range and communication is good even when there is
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Fig. 9 Final module

an obstruction between them. For giving power to Motor driver and BO motors, we
need good batteries. 9v batteries can work only for 60 min. RF sensor is good than
IR sensor as the range of RF sensor is more than 5 m and range of IR sensor is up to
5 m (Fig. 9).

7 Advantages

(i) Easy to operate.
(ii) Not so expensive.
(iii) Reliable.
(iv) All the parts are easily available.
(v) User-Friendly.
(vi) The range is good.
(vii) Rigid Hardware.
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8 Applications

(i) Controlled robots can be used as Surgical robots.
(ii) These robots can be used at pandemicswhere humans are not safe for traveling.
(iii) These robots can be used as surveillance robots.
(iv) These robots can be used for military purposes where human lives are in

danger.
(v) These types of robots can be used for persons who are physically challenged

people to navigate their robot around space.
(vi) Gesture-controlled robots can be used at heavy construction places.

9 Future Scope

This technology can be used in smart cars to control them without steering. Control-
ling any type of robot using this technology like controlling drones can be used at
places where doctors cannot directly treat the patient. This technology can be used
to make robots that can work in the home and care take babies and old people. By
adding more features to the robot, this technology can be used in vulnerable places
like rescuing people. It can be used for military purposes as guard robots [27].

10 Conclusion

In this paper, we have developed a hand gesture control robot using an ADXL335
sensor and Arduino. RF pair module is working on 433 MHz and had a range of
more than 10 m. The device is working correctly with no errors. The cost is low. This
technology can be upgraded and used in fields likemedical, security and automobiles.
We can make a robot that works just using face gestures and a robot for daily help at
home and offices.
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Artificial Intelligence-Based State
of Charge Estimation of Electric Vehicle
Battery

Samruddhi Dewalkar and S. P. Nangrani

1 Introduction

Electric Vehicles are going to be very popular due to the depletion of conventional
fuels. The most important component of the electric vehicle is its battery. The state
of the battery is a decisive factor for the performance and efficiency of the electric
vehicle. Internal aspects of the battery include a clear understanding of its charge
mechanism and its state during the running of the electric vehicle. State of Charge
(SoC) is an important parameter for examining battery performance. It is a measure
of battery capacity. The accurate state of charge cannot be determined due to several
factors and assumptions based on the complexity of physics and chemistry of the
battery. Estimation of SoC is one of the challenging tasks but near to accurate estima-
tion of it protects the battery from overcharging and improves the life of the battery
which ultimately saves energy. There are different types of methods that ensure
accurate SoC calculation but still none of the methods can get accurate results.
Conventional methods of SoC estimation are equation based with several parame-
ters which defer from battery to battery, according to size and manufacturer of the
battery. All batteries function in a different manner. Hence, Artificial Intelligence
(AI)-based techniques are effective in the prediction of SoC as per ongoing research
reported for different applications. Artificial Intelligence provides different models
through which SoC can be calculated. SoC depends on voltage, current, temperature
and ampere capacity as major parameters. There is no straight mathematical rela-
tion between these parameters. Hence, non-linear mapping of a vast amount of data
to SoC estimation requires the use of AI-based data-driven techniques. Comparing
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these models, we can get the best model through which near to accurate SoC calcu-
lation can be done. The conventional fundamental equation of current is the rate of
change of charge. Hence, mathematical relation for SoC as a function of time is given
as follows [1]:

SoC(t+ 1) = SoC(t) +
∫ t+τ

t I dt

Qrated
.

AI having excellent learning capabilities makes industries catchier towards it.
Nowadays, different types of traditional techniques are replaced by artificial intelli-
gence to ease the work. For SoC estimation, artificial intelligence models Artificial
Neural Network (ANN) model and Support Vector Machine (SVM) model are used.
This helps to determine adaptive, near to accurate, best suited and which makes it
more capable of estimating SoC. Although artificial intelligence-based techniques
don’t depend on battery physics as these models are totally dependent on data-driven
approach. Lithium-ion batteries are a better choice for electric vehicles as compared
to lead-acid batteries. Hence, plug-in and full-battery electric vehicles (PHEVs and
BEVs) use Lithium-ion (lithium-ion) batteries. They are preferred due to their high
energy density and compact size over other batteries. Mathematical models of the
battery give deep insight into the differential performance of batteries. These models
are basically based on the charging and discharging of the capacitor with respect to
time. However, practical batteries have an effect on temperature as well as on SoC.

There are a lot of models analysed by researchers, some of them are simple and
complex as well. One such popular model is Electrochemistry-based model and the
other is the electrical circuit model. Other types of models are generally derived from
these two basic models. Another type of classification is a mathematical model and
an analytical model where the mathematical model is the electrochemical model and
the analytical model is based on empirical data.

Ageing equations of batteries are related to the life estimation of batteries. The
selection of the battery model is very crucial for the analysis purpose. If we are
interested in battery SoC, there may be many options but one has to use the model
with more details if the target is accuracy.

2 Literature Review

Support Vector Machine (SVM): To change non-linear model from the linear model,
the SVM model algorithm needs both regression or classification challenges but
the complexity of the SVM system is higher because of its complex quadratic
programming [2].

Genetic Algorithm (GA):- Zheng Chen used this method for EV applications for
the calculation of the state of health [3]. GA is used to estimate the battery model
parameters and also the diffusion capacitance in real using measurement of current
and voltage of the battery.
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Artificial Neural Network (ANN):-This has self-adaptability and self-learning
abilities. To improve the performance, backpropagation neural network can be used
[4]. Artificial Neural Network (ANN) can be described as processing devices that
are loosely modelled after the neural structure of a brain.

Particle SwarmOptimization (PSO):- This is a nature-inspired nature approach of
different types of species of birds or fishes. The advantage of this method is that data
can be shared in a groupwhere the individual bird does not know the exact location of
food. However, food sites can be tracked through the information sharingmethod [5].

Bacterial Foraging Algorithm (BFA):- This is another nature-based method. It
has high efficiency and simplicity [6].

Recurrent Neural Network (RNN):- This method has current has input to model.
This adds additional weight to create the feedback loop to maintain internal neurons
[7].

Fuzzy Logic (FL):-This method consists of fuzzification, fuzzy rule base, infer-
ence engine and defuzzification. FL method is time-consuming and needs large
memory.

Adaptive Neuro Fuzzy Inference System (ANFIS):- This method is more
advanced than artificial NN and Fuzzy Logic (FL) [8].

Review on some AI-based techniques for SoC estimation is discussed above and
comparative analysis can be done through this study of artificial-based techniques
on State of Charge estimation with traditional techniques. Every method discussed
above is unique and has its own advantages and disadvantages.

3 Methodology

AI techniques need large data samples for learning. Relevant and appropriate data
can only produce predictions accurately. The datasets chosen don’t consist of the
SoC parameter. SoC is mathematically calculated based on time interval, battery
state and current. Dataset consists of time series data of Current, voltage and initial
storage conditions. As the dataset is analysed, inputs are given to AI models for
testing, validation and training. Both the models’ performance is evaluated and the
best model is selected.

AI techniques need training of models which are required to calculate the state of
charge. Data samples collected are closely studied and corrupt data is neglected.

The Coulomb counting method is used for reference to compare the results of
the traditional method and results from these two models. Models are created with
the use of data in MTLAB software since MATLAB software is usually used in
educational institutes and can be easily learned.

Performance comparison can be done by analysing the graphs obtained through
thesemodels. The data collectedmay consist of some incorrect or duplicate or corrupt
data so these kinds of data need to be sorted out to get the most suitable result.
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Fig. 1 Flowchart for
estimation of accurate SoC

Ageing tests of batteries involve different types of tests named as pulse current
discharge, static capacity and chare-discharge cycle. Few tests are indirect measure-
ments of SoC (like the Coulomb Counting) while there are direct methods also to
measure SoC such as using a battery tester.

MATLAB-based ANN model helps in handling huge data, analysing data easily
and predicting SoC. The data fed to these models must be related to the testing of
the battery. Detailed excel sheet can store time-based samples of voltage, current,
temperature and SoC as measured by measuring instruments. The excel file data
will be fed as a pattern to ANN models programmed on the software tool MATLAB
(Fig. 1).

4 Result

Data samples consist of some corrupt or duplicate samples so such samples are
excluded.

The following graphs shows the relationship of voltage and current with SoC.
From the dataset, it is observed that during its life cycle, battery goes fromdifferent

stress environments. FromFig. 2, the voltageVsSoCgraph is linear up to 30%ofSoC,
stable up to 80% of SoC and increases thereafter as observed. Current is inversely
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Fig. 2 Voltage versus SoC graph

proportional to SoC percentage as shown in Fig. 3. Data points from these graphs
are used as input patterns for training purposes in ANN models and output will be
SoC. Batteries from different manufacturers are tested and the collection of similar
capacity batteries from the same manufacturer helps in better training and a part of
data points can be used for testing. SoC can be measured by measuring instruments
in a lab and results of software-based ANNmodels are then compared with measured
test results. If they reveal closeness to SoC estimated by analytical equation, then
the model is acceptable else it requires tuning of ANN models so as to give output
as predicted and measured by the test.

Fig. 3 Current versus SoC graph
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5 Conclusion

The above paper indicates that using AI techniques minimizes error in calculating
SoC. So using artificial intelligence models, one can get near to accurate SoC than
using traditional techniques. The study shown in the literature review shows how the
use of AI for estimation of SoC is helpful as AI-based techniques are simpler and
have higher accuracy. AI-based estimation takes care of uncertain parameters such as
temperature which cannot be correlated through straight mathematical relations. Test
results when fed as input to ANN-based software models give an estimation of SoC
which can be measured by SoC Tester as well. ANN models are also adaptive in the
sense that one can tune the model for better accuracy. All the models when cleverly
put together helps to compute tasks that were previously thought to be reserved for
humans. More and more techniques are being introduced to make the calculation
simpler and make the method user-friendly. Measured SoC was in close agreement
with AI-predicted SoC values which proves the efficacy of intelligent methods.
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Wattages Optimization of Small Hydro
Power Station to Build up Energy

Prachi Dashrath Mohite , Shweta Abhay Khalatlkar,
and Abhay M. Khalatkar

1 Introduction

There are many techniques to solve a model that too in this case a small hydro model
which keeps an eye on the head of water for increasing values. Similarly, we can
monitor the different other values such as head pressure with the help of turbines
usage. Also, the other conditions such as the alternators, governors and turbines also
play a vital role in contributing to the optimization of small hydro power plants.

2 Classification of Small Hydro II

Classification of small hydro according to wattages is shown in following Fig. 1 and
used for further study and evaluation of the model of power plant with other factors
keeping in mind.

Small-hydro 1,500,000 Watts

Mini-hydro 1,000,000 Watts

Micro-hydro 100,000 Watts

Pico-hydro 5000 Watts
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Fig. 1 Classification of small hydro power plant

The classification can be seen from the chart for different percentages of values.

3 Watts Optimization III

We can find the power according to the potential of water and depending upon the
height of the head if we achieve the flow rate constant. We are calculating the headas
vertical height in metres from turbine house to the penstock.

The following parameters are accounted for calculations [1].

Power in kW (P) = P = g * Q * H * feff.
Gravity constant 9.81 m/s2 (g).
Flow rate in m3 /s (Q.
H head in m (H).

The power will be calculated for all the values and it shows that the power will
increase with the increasing head; also, if other values may vary or be kept constant,
the energy maximization is possible and may also contribute to energy factors with
head pressure and period of turbine operation [2]. The following table shows the
values to be tabulated and verified on simulation [3] (Table 1).

4 Results and Discussion IV

The graphical representation is shown in Fig. 2. The increasing nature of parameter
of the head with increasing power values and hence optimization of the plant.
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Table 1 Readings of small hydro plant

n P g Q H Feff = 0.5

1 15000 W 9.81 m/s2 0.3 m3/s 10 0.5

2 18,000 KW 9.81 m/s2 0.3 m3/s 12 0.5

3 21,000 KW 9.81 m/s2 0.3 m3/s 14 0.5

4 24,000 KW 9.81 m/s2 0.3 m3/s 16 0.5

5 27,000 KW 9.81 m/s2 0.3 m3/s 18 0.5

6 30,000 KW 9.81 m/s2 0.3 m3/s 20 0.5

7 33,000 KW 9.81 m/s2 0.3 m3/s 22 0.5
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Fig. 2 Water head

The graph for current point and evaluations is shown which shows direct iteration
made with initial point set correct and fit in the equation [4]. The output is for the
head of 10 m value [5] (Fig. 3).

The graph for best function value and current function value point set correct and
fit in the equation. The output is for the head of 10 m value [6] (Fig. 4).

The graph for violation zero value, step size and optimality value point set correct
and fit in the equation. The output is for the head of 10 m value [7] (Fig. 5).

The graph for current point and evaluations is shown which shows direct iteration
made with the initial point set correct and fit in the equation [8]. The output is for
the head of 22 m value (Fig. 6).

The graph for best function value and current function value point set correct and
fit in the equation [9]. The output is for the head of 22 m value (Fig. 7).

The graph for violation zero value, step size and optimality value point set correct
and fit in the equation [10]. The output is for the head of 22 m value (Fig. 8).
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Fig. 3 Current point and evaluations

Fig. 4 Best value and current function value
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Fig. 5 Violation, step size and optimality

Fig. 6 Current point and evaluations
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Fig. 7 Best value and current function value

Fig. 8 Violation, step size and optimality
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The graph for violation zero value, step size and optimality value point set correct
and fit in the equation [11]. The output is for the head of 22 m value.

5 Conclusion

Themodel has a type of small hydro power plant and the points considered are power,
head, Gravity, water discharge, etc. [12]. Also, the other factors can be noted, and
similarly, the power calculation can be done [13]. And hence optimization can be
performed by other factors also.
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A Review on the Development of Solar
Power Automatic Biodegradable Waste
Sorter and Composter

Amit S. Borole and A. R. Phadke

1 Introduction

India is said to be the country of Farmers. Fertilizer is one of the basic needs for
farming and to improve the fertility of land required for farming. Nowadays, due
to the decrease in the efficiency of land and soil properties, it becomes immensely
important to put a step forward and try to improve the quality of the soil. This can
be done by good quality of Composting [1].

Composting is a technique which is very less in operation cost and also it does not
create pollution. Hence, it can be widely used to create a nutrient for the plants and it
will improve the fertility of the soil. This creates a naturally created fertilizer, as it’s
an acceleration of nature’s process in itself, with the assumption that each material
decomposed with time.

Compost creates organic material which is obtained by recycling the various
natural materials which can be declared as waste materials. Compost is rich in nutri-
ents. Compost is a value-added package for the soil to improve its fertility and it can
be used as a conditioner for soil. The compost requires a green waste heap which is
converted into humus after a period of time. However, compost can be a complex
monitored process as well to obtain fast and efficient results.

The problem with compost is that many of the farmers don’t know the exact
process of its manufacturing. Also, it takes 45–60 days to produce good quality of
Compost. With the help of technology, we can improve the quality as well as the
speed of the Composting. The model will be completely automatic and the process
can be done faster by providing adequate heat to the grindedmixture of biodegradable
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waste. Thismodel will have a solar panel to provide the required amount of electricity
for the crusher and composter. This will also give supply to the automated process
of sorting between degradable and non-degradable waste.

Hence, a system can be developed which will automatically monitor the process
of composting and will also sort waste into two different categories.

2 System Description

Figure 1 represents the block diagram of the complete model. The process can be
justified in four steps as Collection of waste, Sorting of degradable waste, Crushing
in small pieces and Composting. As shown, solar panels will charge the battery and
hence will supply power to the crusher mainly and to the complete process also.

The smart Bio sorter has to segregate degradable waste from non-degradable
waste. In this sorter, the important aspect is to identify distinguishing properties of
degradable materials, and then with the help of these properties, these materials will
be sorted out from each other.

Degradablewaste is generally consisting of gardenwaste and kitchenwaste. These
wastes have their own unique shapes such as banana or apple or leaves. These can
be identified on the basis of shape and color, which is quite different from non-
degradable waste like plastic, glass or paper boxes. This shape and color of different
samples can be provided to the robot and it can be trained to such a level that it
can identify degradable and non-degradable waste up to a certain extent. Further, the
material sorted as degradable waste by the robot can be processed from a humidity

Fig. 1 Block diagram of model
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sensor which will detect moisture present in the waste material. This can be done by
a method called image processing.

Crusher will operate as ON command is given to it based on capacity of the solar
system. Crusher will convert waste degradable material into small pieces and then
the output of the crusher will be fed to the composter. Now composter will require
some mechanical and chemical processes according to the composting process. For
the fast composting process, extra adequate heat will be provided by solar panels.

3 Literature Review

There are several articles explaining the types of compost and the process to enhance
the quality of compost. Also, there are several publications listed below having brief
details about the crusher and its blade design. There are numerous papers justifying
solar interfacing systems but it was tough to get literature on the combination of
all these articles. The literature found and studied is in separate categories are as
follows.

3.1 Smart Bio Sorter

Joshi et al. [2] have explained about sorting of metal, glass and paper from the waste
materials. In this paper, they have not focused on sorting of degradable waste but
they proposed sorting of the above-mentioned materials which generally occur in
the category of degradable materials. The robotic arm works with the help of a metal
proximity sensor which is an electronic instrument that detects the presence of metal
nearby.

Ranjani and Chockalingam [3] proposed a sorter based on both sensors and image
processing techniques, inwhich they explained an overviewof their proposed system.
The system includes a robotic arm that will work on the inputs given by theMATLAB
image processing tool. The database is already stored in MATLAB and with the help
of a camera, objects can be identified.

In Saravana kanaan et al. [4], explained about three stages of image processing
for waste separation as follows:

1. Color feature extraction
2. Size feature extraction
3. Texture feature extraction.

This can be achieved by pictures taken from a web cam or RGB camera and a
robot having an arm and gripper. The robot movement is based on the function of the
camera and what it detects completely depends on the input provided by the camera
with the image processing technique of shape, pattern and shade.
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Rokade et al. [5] mentioned a robot having a dustbin mounted on it. The waste
collection done in the bin is sorted out by the robot having the following components:

PIC 18F452 microcontroller.
Motor driver L293D.
DC motor –30 rpm, 12v.
Obstacle sensor.
USB to TTL.
Camera.
MATLAB image processing algorithm.

It can be determined that image processing technique can be a primary filter for
waste sorting and then some sensors can be applied for more accuracy.

3.2 Crusher

In paper Wang et al. [6], explained their contribution in the field of proximity switch
in crushers used to crush garbage. In this paper, the author provided a new low power
switch that can be replaced by a mechanical switch. This made the automatic process
of crusher whenever the required amount of garbage is collected in the kitchen sink.
In this paper, the APDS-9960 device is used which adopts digital RGB of single 8
pin package, ambient light and short-range hand gesture sensors.

In Li et al. [7], wrote their experimental fault analysis on garbage crushers. The
authors stated eight different categories of faults which can occur in garbage crushers
such as a crack in rotor blades and they also stated symptoms for the particular fault.
In this paper, the author stated diagnosis of faults based on ant colony algorithm.
ACA gives better results to improve training efficiency which is shown in the case
study given below (Table 1).

Table 1 Fault diagnosis of
crusher

Sr. No Fault type Fault symptom

1 Blade crack of rotating
cutter

Spindle temperature

2 Spindle wearing Rotor speed

3 Sieve jamming Motor bearing
temperature

4 Garbage wrapping Crushing throat size

5 Crushing throat locked Temperature of crusher
case

6 Motor bearing burnt out Spindle speed

7 Overloading Vibration

8 Crusher is overheating Differential pressure of
filter
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Huang et al. [8] wrote about improvements done in crusher design to have better
performance. They did this research for coal crushers but their study can be used to
design garbage crushers.

3.3 Composter

Taumi [1] gave a detailed analysis about composting process. The author developed
model of compost tumbler which is operated on solar energy for rotation of heap.
The paper gives a brief idea about organic and non-organic materials, the process of
composting and precautions taken for good quality of compost. This process can be
automated by solar energy.

To prepare better compost, the following process should be conducted:

I. Prepare the composter based on the material size that needs to be composted.
II. Select a sunny area where this composter can be placed.
III. Create layers while placing materials in the composter. Place the twigs at the

bottom and allow air to pass through it. Above it, place the leaves and soft
green material over the first layers.

IV. There must be some water content in the material so that composting will
become faster.

3.4 Solar System and Interfacing

In Sivaprasad et al. [9], stated the DC-DC converter technique used for duel input
solar interfacing system. The author describes the converters for DC micro grid
connected with the solar photovoltaic system. The proper study of insolation and
temperature is to be done for the installation of the solar system. For this purpose,
a DC-DC converter can be used to make stable voltage. Paper describes the SPY
generation, MPPT algorithm and mathematical modeling of solar cell and analysis
of DC-DC converter and implementation of MPPT algorithm.

The DC-Dc converter is specially designed to meet the load demand of DC load.
There are many converters depending upon the application like buck converter which
steps down the supply voltage, boost converter which boosts the supply voltage,
SEPIC converter and flyback converter. These converters regulate the unregulated
DC supply using the PWM switching at a fixed frequency. This individual converter
requires the individual switching for each operation to turn on and turn off it. Because
it’s used in power applications, so it requires power devices such as switch, like Power
MOSFET, IGBT, BJT and Thyristor. These power switches require an additional
control circuit to operate them, which is known as the gate driver circuit. These tech-
niques used the pulse width modulation to control the converter voltage, frequency
and phase delay. The general types are as follows:
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DC-DC Boost Converter.
DC-DC Buck Converter.
DC-DC Buck-Boost Converter.

After reviewing various aspects, there seems a chance of improvements in the
current available composters and sorter. The sorting of waste is becoming an impor-
tant issue that is yet to be solved. This problem is identified and the system is proposed
for sorting of waste and its decomposing. There are several problems in designing
this system such as the design of robotic arms, design of sorter, design of crusher
and solar power required for it [10].

Assume the following:
Radius of motor blades = 20 cm = 0.2 m
Total waste handling at a time = 10 kg
Total Degradable waste at a time = 6–7 kg
For 3 cycles of operation in a day, waste handling in crusher = 2 kg

Torque (T) = Force ∗ radius

= Weight ∗ gravity ∗ radius

= 2 ∗ 9.81 ∗ 0.2

= 3.924 Nm

Torque (T) = Force ∗ radius

= Weight ∗ gravity ∗ radius

= 2 ∗ 9.81 ∗ 0.2

= 3.924Nm

Input Power = Output Power / efficiency

= 41/0.8

= 50W (approx)

4 Comparative Analysis

The paper covers multidisciplinary articles and papers relevant to the proposed
system. As a similar system is not yet designed, exact comparison can’t be done
between two models but the effectiveness of different topologies used for various
phases of the proposed system can be done. The DC-DC converter Boost topology
will be a handful due to its simple design and high-end output. The crusher design
is suitable from [7] is a handy one where several faults are detected and eliminated.
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5 Conclusion

The proposed system is analyzed with a thoughtful process and every aspect of the
proposed system is feasible to design and develop. The system consists of solar panels
installed in its outermost top and the use of a battery can be avoided by analyzing
day-to-day insolation of sun rays in the area it is desired to be installed. Especially,
in the rainy season, when a backup or storage system is essential, it can be provided
with an external source to plug in.
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