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Abstract Integrative bioinformatics aims to combine information from various
sources of different data domains in such a way that a cross-domain analysis
becomes feasible. With this approach, insights may be gained, which would not
be possible with an analysis restricted to a single domain. For example, relation-
ships between genotypic characteristics (genotypes) and phenotypic characteristics
(phenotypes) in their environmental context (environment) could be made visible.
The efficient management of such data combined with the supply of corresponding
machine-readable access possibilities are essential prerequisites to achieve the
outlined goal. This awareness was the nucleus for the development of the concept
of data life cycles. In such a cycle, the stages of planning, collecting, processing,
analysing, preserving, sharing and reusing are represented. All these steps must be
considered, mapped and carried out accordingly in data management.

This chapter will discuss this data life cycle. The description of the individual
steps is always based on concrete applications of a modern plant research institution
and is therefore allocated to the field of plant bioinformatics. The focus here is
primarily on the three data categories “genotype”, “phenotype” and “environment”.
The spectrum of activities ranges from local data management to making data
available in public archives and thus includes project planning, metadata definition
and collection, database storage solutions, data curation processes, data integration
technologies, data access interfaces as well as data reusability. The ultimate goal is
to make all research results available to the public according to the FAIR principles
of Findable, Accessible, Interoperable and Reusable.

Keywords Plant genetic resources · Biodiversity · Data management · FAIR ·
Data life cycle · Plants · Genotype · Phenotype · Environment

D. Arend · S. Beier · P. König · M. Lange · J. A. Memon · M. Oppermann · U. Scholz (�) ·
S. Weise
Leibniz Institute of Plant Genetics and Crop Plant Research (IPK) Gatersleben, Seeland, Germany
e-mail: scholz@ipk-gatersleben.de

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. Chen, R. Hofestädt (eds.), Integrative Bioinformatics,
https://doi.org/10.1007/978-981-16-6795-4_2

11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6795-4_2&domain=pdf
mailto:scholz@ipk-gatersleben.de
https://doi.org/10.1007/978-981-16-6795-4_2


12 D. Arend et al.

2.1 Introduction

This chapter is based on more than 20 years of data management experiences and
activities at the Leibniz Institute of Plant Genetics and Crop Plant Research (IPK).
The IPK is a leading international research institution in the field of crop plants and
their wild relatives. Research focuses on the conservation of biodiversity and the
performance of crop plants.

The Institute’s distinguishing feature is the German Federal ex situ Genebank for
Agricultural and Horticultural Crops. This is one of the world’s largest genebanks
and the largest of its kind in the European Union (EU27). The tasks of the
genebank are the conservation of agrobiodiversity and the provision of plant genetic
resources (PGR) for research and breeding. The IPK collection comprises about
151,000 samples, so-called accessions, which cover more than 3000 different
species. The genebank represents a vault in which the biodiversity of cultivated
plants is stored. To maintain this unique collection, regular multiplication trials
have to be carried out. This involves recording a wide range of data, in particular
phenotypic observations, but also environmental data (e.g. temperature, rainfall or
UV radiation). As with all organisms, the phenotype of plants is influenced not only
by the genotype but also by the environment. During cultivation, mainly phenotypic
traits are recorded. In order to better understand the material, it also becomes useful
to use genomic data, e.g. to explain the influence of genotypic variation on the
phenotype.

While the data-side focus of the genebank has traditionally been on the passport
data of the accessions and on phenotypic observation values, the extension of digital
information services makes it possible to integrate data from other domains, e.g.
genome or genotyping data, and thus successively develop the genebank into a bio-
digital resource centre.

Concretely, in this chapter, we will discuss and include five data domains: plant
genetic resources data (1), genomic data (2), genotyping data (3), phenotyping data
(4) and environmental data (5). We will briefly explain how we define these terms
in the following paragraphs.

1. Plant genetic resources data: On the one hand, this includes for each accession
so-called passport data like country of origin, collection site, the genus/species,
the full botanical name and recently also unique identifiers like a DOI (Digital
Object Identifier). Furthermore, this includes characterization data. These data
describe the phenotype and are rather stable, e.g. the properties of organs
such as the ear in cereals (e.g. two-row or six-row in barley). The third part
is the evaluation data. These are phenotypic characteristics that are collected
during propagation cultivation. These include, for example, plant height, disease
infestation or yield data such as the 1000 kernel weight.

2. Genomic data: These are, on the one hand, sequence data such as nucleotide
sequences of entire chromosomes at pseudomolecule level, and the gene models
(genes with their localization on the chromosomes, exons, introns, as well as the
coding sequence and translated peptide sequence). Furthermore, it also includes
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descriptive annotations of the structural regions of the genome like genes and
their functions or information about non-coding regions such as repeats.

3. Genotyping data: This includes diversity information on how a specific geno-
type (e.g. one accession) or several genotypes (e.g. several accessions) differ
from a reference genotype. The methods used to determine such differences are
very diverse, e.g. SNP arrays or genotyping by sequencing (GBS). This also
results in very heterogeneous data formats. One example is the so-called variant
calling format (VCF). Here, the differences of several genotypes can be mapped
to the reference, including qualitative assessments.

4. Phenotyping data: This includes all phenotypic traits that are collected outside
the classical conservation cultivation in the genebank. This covers experiments
both in the field and under controlled conditions, e.g. in the greenhouse.

5. Environmental data: These include weather data such as temperature, precip-
itation, humidity, wind speed or UV radiation. Furthermore, this includes data
collected by environmental sensors in isolated environments, e.g. greenhouses.
The data from environmental sensors complement the existing weather data and
can therefore also be counted as part of it.

These characterized data domains are in the focus of the further described data
management processes and systems.

2.2 Data Management Concepts in Plant Science

Data management plays an important role in achieving the goal to transform the
IPK genebank into a bio-digital resource centre. In the beginning, data was managed
analogously on paper or index cards. With the availability of computers, these were
rapidly used for this purpose. In particular, database systems were identified as the
more effective tool for this task. First databases were created in which different
information could be stored and queried in a structured way. Often the results of
scientific studies were imported and certain parts could be queried and extracted
again. Unfortunately, a description and documentation of how the data acquisition
was often missing. However, this is essential in order to be able to reuse the results
and feed them as input into new studies.

In recent years, it has become clear that data management is a process that
takes place over several stages and can be accompanied and supported by the use
of databases. Ultimately, this process is transferable to all scientific fields and is
currently a topic in the new scientific discipline of Data Science. Currently, this
process is known as the Data Life Cycle (ELIXIR 2021) and is illustrated in Fig. 2.1.
Each step of the Data Life Cycle is briefly described in the following paragraphs.

The process step plan defines a strategy for managing the data and documenta-
tion generated in the research projects. Consideration should be given in advance
on how best to avoid problems associated with data management and to create the
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Fig. 2.1 Data Life Cycle
adapted from RDMkit
(ELIXIR 2021)

conditions to ensure that all research data continue to have maximum impact in
science beyond the end of the research project.

Data collection describes the process of gathering information for specific
parameters either automatically, i.e., using instruments, as well as manually. During
this process, data quality must be ensured regardless of the research field.

Data processing is the step in the cycle where data is converted into a format to
prepare it for analysis. In addition to format conversion, this stage of the process
includes quality checking and pre-processing according to standardized protocols.
Furthermore, poor- or low-quality data is discarded in order to create a cleaned
dataset that provides reliable results.

In the analysis step, the collected data is examined to identify the information
contained in a dataset. These investigations can be performed multiple times in the
process. Specifically, the data can be analysed directly or indirect analyses can be
performed by using models, for example.

Data preservation includes all activities necessary to ensure the safety, integrity
and accessibility of data for as long as it is required. Data preservation is more than
storage and backup. It prevents data from becoming unavailable and unusable over
time.

In the sharing phase, the data is made available to others. This can be sharing
with collaborative partners or publishing the data to the whole research community.
It is important to note that data sharing is not the same as making data open access.
It is the decision of the data producer how the data will be shared. Thus, restricted
access for different user groups is also possible, e.g. only for collaborative partners.

In the reuse phase, data is used for a new purpose for which it was not originally
intended. This makes it possible to generate and also publish new results based on
the same data. Reusability is an essential part of the FAIR principles.

In addition to the steps in the life cycle, the use of data standards as well as data
concepts is, of course, essential basics in data management. Furthermore, it is crucial
to manage and offer data according to the FAIR data principles. First formulated in
2016 Wilkinson et al. 2016), it is now established in more or less all data domains,

https://www.zotero.org/google-docs/?fnC8Bh
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and several funding agencies have also made FAIR their central paradigm (Mons et
al. 2017).

Behind this acronym is a guideline for handling research data in a sustainable
way.

• Findable: Research data needs to be findable by humans via search engines, but
also by machines using standardized harvesting formats.

• Accessible: A long-term stable access to research data is crucial for sharing
research data within the research community and public users and to get credit
for the data producers.

• Interoperable: Standardized metadata formats are essential for describing
research data to integrate them and find possible interconnections.

• Re-usable: In order to exploit the full value of research data, it is necessary
to provide a full technical description, which guarantees as far as possible a
repeatability of the underlying process to create the data and allow users to use
them for further investigations.

Therefore, FAIR has also been an important goal during the development
of novel standards and updating of existing formats. Some popular examples
are the MIAPPE recommendations for describing plant phenotypic experiments
(Papoutsoglou et al. 2020) and the MCPD standard for describing plant genetic
resources (Alercia et al. 2015). MIAPPE is a descriptive list of recommended
minimal attributes, which are helpful to explain and document the experimental
setup of phenotypic trials. It was originally described in 2015 and is still under active
development. On the other hand, the MCPD (Multi-Crop Passport Descriptors)
standard is relatively old and established across genebanks and plant genetic
resource providers worldwide. It provides a comprehensive list of stable and well-
defined attributes necessary to document genebank accessions.

But of course, meeting the FAIR recommendations requires not only an improve-
ment of data formats and standards but also a re-design and update of existing
infrastructures and databases. One obstacle is the homogenization of the vocab-
ularies used in these resources. It is necessary for resources that offer data for
exchange to access a standartised vocabulary established by the community. To
this end, consortia have been formed with the mission of building such ontologies.
For example, there are specialized ontologies that offer a controlled vocabulary for
describing plant structures and growth stages (Jaiswal et al. 2005) or ontologies
that describe more general concepts, like the Gene Ontology (Gene Ontology
Consortium 2004). However, as both language and methodologies continue to
evolve, this effort must be supported and sustained.

In all research areas, including the life sciences, the tasks of data management
and publication are of essential importance. Only in this way can new findings be
appropriately substantiated and are traceable. Initially, these tasks were performed
exclusively in analogue form. With the broad emergence of computers, it became
digital. Along with the triumph of the World Wide Web, these two tasks have
received a considerable boost.
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2.3 Overview of Information Systems

The general architecture of information systems can be divided into two distinct
entities: (1) the backend consisting of database management systems (DBMS)
comprising application logic, and (2) the frontend, which usually serves as the
primary interface for user interaction (graphical user interface). Other solutions have
been proposed in so-called tier approaches, where the number of different entities
is either reduced for simple applications (all-in-one approaches) or drastically
increased for complex applications (n-tier approaches) (Petersen 2001). For the
purpose of this chapter, we will focus and discuss the two-tiered approach, which is
often also referenced as the client–server architecture.

In information systems, the backend is often synonymous with the database,
which the user accesses only indirectly (note that the discussed information systems
of the IPK have a more direct access solution integrated). Primary data and metadata
are stored and managed here. The DBMS is the software layer of the backend,
and one of its tasks is to handle authorization and authentication and thus controls
the granularity of data retrieval for specific user groups. For user updates or
changes to records in the database, the DBMS is able to enforce constraints that
ensure consistency rules are followed. Databases implement different data model
and feature paradigms, and have evolved to support application scenario, with
relational databases being the dominant class overall (Harrington 2016). The data
is accessed indirectly either via application programming interfaces (API) or via
special application logic through stored procedures, the specifics of indirect accesses
are varied and going into detail here would go far beyond an overview of information
systems.

In addition to information systems per se, so-called web-based information
systems are playing an increasingly important role. In such systems, the front end
is based on web technology. This means that the user interface is a web browser or
is accessible via the WWW. Usually, the business logic of such a web application is
implemented in a programming language suitable for the use case and deployed by
assigning URLs to specific functions or methods. The programming language itself
may implement or provide the required HTTP server, or a separate HTTP server
such as Apache HTTP Server, Apache Tomcat, or Oracle WebLogic may be used
upstream. Classically, business logic often communicates with the storage layer
over an internal private network using protocols based on TCP/IP, sockets, or the
file system. In complex web information systems, different persistence technologies
are often used simultaneously in the storage layer, e.g., in web-based information
systems that combine multiple databases in a single web application (Fig. 2.2). The
data ingestion and management into the backend of scientific institutions is often
realised by a laboratory information management system (LIMS). Its main purpose
is to act as a sample management system, but recently data analysis functions and
the ability to record digital laboratory documentation (also known as an electronic
laboratory notebook or ELN) have also been integrated into some successful LIMS
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Fig. 2.2 Abstract architecture of web-based information systems

solutions. The actual LIMS implementation of the IPK Gatersleben is described in
(Ghaffar et al. 2019).

A further component of backend technology is sensorics data which is mainly
used to collect environmental data. The basic idea of sensor networks is based on
the idea of the Internet of Things (IoT) (Madakam et al. 2015). Individual sensors
are to be networked in a computational interconnected infrastructure. This concept
is based on ubiquitous computing. This in turn describes a concept that moves away
from the use of one end device to the use of many. This concept thus contrasts with
dedicated, application-specific platforms that are designed and installed to combine
data collection, storage, exchange and evaluation in one overall system. IoT goes
far beyond the original concept of the internet. It is no longer just a network of
different computers, but a network of all kinds of devices. Rather, the IoT is a
network consisting of different objects that communicate over the Internet to collect
and exchange data. This includes both actuators, as a component of a machine
that is responsible for moving and controlling a mechanism, and sensors, which
detect events or changes in its environment. Some examples of sensors are cameras,
weather stations, ground sensors or airborne remote sensing, such as drones or
satellites. Active elements are irrigation pumps, fans, lighting or even cooling or
heating elements. Usually, both types are combined, like in agricultural machinery
and greenhouse controls. These capabilities to build IoT networks are increasingly
influencing the nature of experimentation. For example, the detection of phenotypes
via sensors is being combined with targeted manipulation of the environment in
the field of high-throughput plant phenotyping and breeding research (Fiorani and
Schurr 2013; Watt et al. 2020). The concrete interaction of sensors and actors is
a practical and technical challenge in terms of system integration that is not to be
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underestimated. This is a practical hurdle, because infrastructures that span locations
and organizations sometimes use highly heterogeneous interfaces and incompatible
systems infrastructures. The homogenization of data formats is done by applying
standards as described in Sect. 2.2. The homogenization of transmission protocols
plays another central role here, as sensor data are continuous data streams. This
affects, among other things, the protocols as well as data exchange formats and
units. Application-specific network protocols are the backbone of IoT networks and
are responsible for the communication of remote sensors. One of the commonly
used network protocols is MQTT (Message Queuing Telemetry Transport). It is
a lightweight protocol used to transport data between devices mainly on TCP/IP
networks. It was jointly authored by Andy Stanford-Clark (IBM) and Arlen Nipper
(Cirrus Link, then Eurotech) in 1999 (MQTT.org 2015). MQTT is an M2M
(Machine to Machine) protocol best suited for the remote connections which require
a “small code footprint” or in cases where the network bandwidth is limited, such as
IoT devices. The publish-subscribe architecture of MQTT described in Obermaier
(2018)) and illustrated in Fig. 2.3 is extremely lightweight compared to HTTP’s
request/response paradigm.

Where MQTT broker is the central component of the paradigm that acts as a
server responsible for passing the messages between the publisher and subscribers.
In case of an event, the publisher first transmits the data to a broker with a topic, and
if a client requests data of a certain topic, the broker performs matching and then
delivers messages accordingly.

Another important layer in information systems is the frontend. It is considered
to be everything the user sees and interacts with directly. Especially in web-based

Fig. 2.3 Principle operation of the MQTT publish-subscribe architecture
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information systems, the website rendered in the browser acts as the graphical user
interface. The spectrum here ranges from the pure display of data, stored in the
storage layer, to highly interactive “Rich Internet Applications” (RIA) (Fraternali et
al. 2010), which very often also contain a large proportion of business logic in the
form of Javascript. For example, the display of interactive diagrams always requires
the use of business logic in the frontend code. In contrast, for the display of text,
tables and static images, only the use of HTML and CSS is mandatory. In the age of
mobile devices such as smartphones and tablets, the flexibility of the website layout
plays an increasingly important role. The necessary flexibility results from the many
different display sizes and page formats of mobile devices compared to traditional
PC monitors. Therefore, the development is increasingly moving away from static,
fixed layouts to so-called adaptive and responsive layouts that adjust as optimally as
possible to the different display sizes and page formats.

2.4 Selected Data Management Information Systems

The following provides a general overview of some well-known information
systems and data warehouses with a focus on plants developed and hosted at our
research institute IPK Gatersleben. The description of each system includes the
features and architecture, scope and general use cases. The web address where
the system can be accessed is stated, as well as the supported data domains. Also
explained is how data can be imported and exported and where the system fits into
the Data Life Cycle.

2.4.1 The Genebank Information System (GBIS)

Globally, genebanks play an important role in the long-term conservation of plant
genetic resources (Hoisington et al. 1999). They complement the conservation of
biodiversity in farmers’ fields and in nature. Besides the preservation of physical
samples, data management is one of the most important tasks of a genebank and at
the same time one of its greatest challenges (FAO 1997, 2010; Fowler and Hodgkin
2004; Weise et al. 2020). Well-structured documentation of all data and information
available on a genebank accession is the basic prerequisite for genebanks to be used.
A wide range of data must be taken into account.

The IPK genebank has been in existence for almost 80 years, but is partly based
on even older collections, so that material from a period of almost 100 years is
preserved. The focus of the documentation has continuously developed over this
period, as have the technologies used for this purpose. Furthermore, a number of
changes in organizational structures have taken place, and several generations of
curators and scientists have maintained the material and constantly added further
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parts to the collection. Continuous documentation is indispensable for both the
preservation and the exploitation of the material.

The Genebank Information System (GBIS)1 (Oppermann et al. 2015) is one of
the central instruments for documentation and management in the IPK genebank.
It was first introduced in 2006 and has been continuously developed ever since.
The core of the GBIS is formed by an OnLine Transactional Processing (OLTP)
system, which records the data produced in various genebank workflows. This data
is compiled into an overall dataset that includes the following areas:

• Pure management data for conservation of collections.

– Storage quantity and locations.
– Growth and harvest management.
– Germination rate, age of the samples, health tests.
– Reporting and labelling.

• Data of legal significance.

– Collection permits.
– Correspondence, documentation of receipt.

• Data to assess the value of the resource.

– Basic (passport) data.
– Phenotypic observations.
– Images of specimens, plants, fruits and seeds.
– Comprehensive genetic data.

GBIS consists of two areas: (1) a public information and ordering system
and (2) an internal system that serves data management and process support. An
Oracle DBMS is used for data management; the various application components are
implemented both as application server-based web applications and as standalone
solutions. Figure 2.4 shows the architecture of the overall system.

From the original idea of documenting, cataloguing and describing plant genetic
resources, genebank information systems are increasingly developing into instru-
ments for scientific work and thus reflect the transformation of genebanks into
bio-digital resource centres.

GBIS supports all steps of the data life cycle.

1 https://gbis.ipk-gatersleben.de/

https://gbis.ipk-gatersleben.de/
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Fig. 2.4 Architecture of the genebank information system

2.4.2 The European Search Catalogue for Plant Genetic
Resources (EURISCO)

Estimates put the number of genebanks worldwide at around 1800, with more
than 600 in Europe (Engels and Maggioni 2012). Many genebanks have been
in existence, in some cases for decades. Despite the introduction of IT support,
especially in the late 1960s and 1970s, most genebanks remained largely isolated
from each other. This did not change until the 1980s, when the first attempts were
made to make information available across genebanks. It was then that the idea of
Central Crop Databases (CCDB, Gass et al. 1997) was born. This idea consisted of
strengthening cooperation between genebanks by networking the collections and
also making genebank material more accessible to users as well as identifying
possible duplicates between the individual collections. However, due to the low
quality or lack of data, these goals could only be achieved to a limited extent (van
Hintum 1997). One of the biggest difficulties in this context was that for a long
time there were no uniform standards for the description and exchange of passport
data. A standard that addressed this challenge is the Multi-Crop Passport Descriptors
(MCPD). After the presentation of the first draft in 1997 (Hazekamp et al. 1997), the
MCPD successively developed into a globally accepted and used standard (Alercia
et al., Alercia et al. 2001, 2015). The emergence of MCPD as well as Darwin Core
(Endresen and Knüpffer 2012; Wieczorek et al. 2012) represented milestones for
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the development of international aggregator systems such as WIEWS,2 EURISCO3

or Genesys.4 They enable the exchange of passport data between genebanks and
these systems and thus allow a cross-genebank search for accessions of plant genetic
resources.

One of the aggregator platforms mentioned is the European Search Catalogue
for Plant Genetic Resources (EURISCO, Weise et al. 2017). This platform is
operated within the framework of the European Cooperative Programme for Plant
Genetic Resources (ECPGR)5 and has been available online since 2003. The aim
of EURISCO is to provide a central entry point for searching accession-specific
passport data and phenotypic data on plant genetic resources accessions maintained
in Europe. In addition, EURISCO assists its member countries in fulfilling national
obligations, e.g. to the FAO. The majority of European ex situ collections are
represented in EURISCO. A total of 43 countries are currently part of the EURISCO
network. Each country compiles the data of its genebanks in a National Inventory
and submits it to EURISCO on a regular basis. The MCPD standard is used for the
passport data. Currently, more than two million genebank accessions from about
400 collections are documented in this way in EURISCO, covering more than
6700 genera and 45,000 species. In recent years, work has begun on depositing
phenotypic observations collected on accessions in EURISCO in addition to the
passport data. Unfortunately, there are no really widely accepted standards for the
exchange of phenotypic data so far (Krajewski et al. 2015). This is complicated by
the fact that observation values of genebank accessions were partly collected over
long periods of time. Various initiatives to harmonize such data have existed since
the 1970s, e.g. the IPGRI/Bioversity descriptor lists (IBPGR 1990; International
Board for Plant Genetic Resources (IBPGR) and Commission of the European
Communities (CEC) 1984; IPGRI et al. 2001), but they have never achieved
general acceptance. More recent approaches aim at mapping different traits and
methods onto each other using ontology terms, e.g. CropOntology (Shrestha et al.
2010, 2012), or to put a stronger focus on the description of the material used
and the experiments conducted, e.g. MIAPPE (Ćwiek-Kupczyńska et al. 2016;
Krajewski et al. 2015; Papoutsoglou et al. 2020). Altogether, this represents a
particular challenge that has not yet been conclusively solved. EURISCO uses a
minimum consensus approach for exchanging phenotypic data, which is limited to
the absolutely necessary data fields.

The provision of data in EURISCO is done using a multi-tier system (Fig. 2.5).
The data compiled in the National Inventories is imported into a central staging area
through an upload tool. A series of data integrity checks are then performed, most of
them at syntactic level, some also at semantic level. Automatically generated error
reports help the data providers to successively correct data errors. After release by

2 http://www.fao.org/wiews/
3 http://eurisco.ecpgr.org/
4 https://www.genesys-pgr.org/
5 https://www.ecpgr.cgiar.org/

http://www.fao.org/wiews/
http://eurisco.ecpgr.org/
https://www.genesys-pgr.org/
https://www.ecpgr.cgiar.org/
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Fig. 2.5 Overview of the EURISCO architecture

the data providers, the new data is integrated into the overall EURISCO database.
A web interface is available to the users of the system, which offers a variety of
search, visualization and download options. Fuzzy searches are also supported here,
for example in the case of scientific plant names and their synonyms (Kreide et al.
2019).

In addition, EURISCO forms the European hub of the international PGR
information system Genesys. Passport data is regularly exchanged with Genesys,
so that genebank accessions documented in EURISCO can also be found via the
Genesys portal.

In terms of the Data Life Cycle, EURISCO can be assigned to the categories
Preserve, Share and Reuse.

2.4.3 BARLEX

Sequencing and subsequent steps to reassemble the underlying genome sequence
for complex plant species have been a lengthy and costly endeavour. Sequencing
efforts in the species barley (Hordeum vulgare L.) were initiated more than a decade
ago (Schulte et al. 2009). At that time, the state-of-the-art approach was to create a
comprehensive physical map of overlapping BAC clones carrying small fragments
of genome information (Ariyadasa et al. 2014; Schulte et al. 2011), sequence them
using NGS technology (Steuernagel et al. 2009; Taudien et al. 2011), and then join
the assemblies of the individual BAC clones with mate-pair reads (Beier et al. 2016).
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The Barley Explorer (or BARLEX6 for short) web application was developed to
facilitate the process of joining these BAC assemblies (Colmsee et al. 2015). It
showed interested users evidence of overlap between adjacent BAC assemblies and
all available genomic data associated with each sequence contig. This information
was presented in both tabular form and in an interactive graphical edge-node display.

Since its inception in 2015, BARLEX has evolved into the de facto hub for
barley genomic sequence information (Beier et al. 2017). With the advent and
adaptation of advanced sequencing and assembly techniques such as conforma-
tion capture sequencing (Lieberman-Aiden et al. 2009), incorporation of optical
mapping (Staňková et al. 2016) or 10X Genomics linked reads (Mostovoy et
al. 2016), the speed and accuracy of new complete pseudomolecule sequence
assemblies have increased dramatically (Jiao and Schneeberger 2017). To date,
new and updated reference barley genome assemblies have been released in 2012
(Mayer et al. 2012), 2017 (Mascher et al. 2017), 2019 (Monat et al. 2019), and
2021 (Mascher et al. 2021), with more than a dozen genotypes being sequenced at
the moment to complement pan-genome sequencing efforts (Jayakodi et al. 2020,
2021). The pseudomolecule sequence, genomic scaffold structure, and molecular
marker, repeat, and gene annotation (complemented by expression data) for these
four different versions of the reference sequence are all available in BARLEX.

BARLEX is built on an Oracle relational database backend and consists of 57
tables, 17 materialized views, 37 stored procedures and more than 95 million rows of
data. The web application is implemented with Oracle Application Express (APEX,
formerly known as Oracle HTML DB) with custom Javascript procedures. Some
of these Javascript procedures use the Cytoscape.js framework (Franz et al. 2016)
which enables a graph-based interactive visualization. Additional functionality
is supported by cytoscape-qtip, cytoscape-automove, cytoscape-cose-bilkent and
cytoscape-context-menus, which help to make the user interface more intuitive and
accessible. Tabular data within BARLEX can be exported in various predefined
formats such as CSV and HTML. Please note that the download of gene or repeat
annotations has been disabled in BARLEX and is distributed via links to long-term
stable DOIs deposited at eDAL-PGP (Arend et al. 2016). The import of new data
into BARLEX is done via semi-automatic import scripts by the BARLEX team.
After manual curation of the data and transformation into the appropriate format,
the data is fed into the database using an upload tool (Rutkowski 2005). This manual
curation step includes both syntactic and semantic verification. Although ordinary
users cannot modify the data via the web application, there is an option to leave
feedback on all features and records so that administrators can be notified on feature
requests and data inconsistency.

Many types of genomic data are represented in BARLEX, such as sequencing
contigs (various technologies and methods), exome capture data, molecular marker
data (array-based SNPs), expression data (from Iso-Seq and RNA-Seq), BLAST
results, structural information about sequence composition, and sequence order

6 https://barlex.barleysequence.org

https://barlex.barleysequence.org
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and orientation in the finished pseudomolecules. With these data domains and the
functions BARLEX supports, BARLEX covers the Analyse, Preserve, Share and
Reuse fields in the Data Life Cycle.

2.4.4 BRIDGE

Although a wide diversity of landraces and PGRs are stored in genebanks, there
has been little success in utilizing them and incorporating them into breeding
programmes. One of the challenges here is the availability of information on
molecular and phenotypic profiles of the entire seed stock. Apart from the fact that
transferring beneficial alleles from PGRs to modern elite varieties is a challenge in
itself (Wang et al. 2017), this availability is a prerequisite for incorporating PGRs
into commercial plant breeding. Therefore, genebanks have begun to systematically
categorize and catalogue their germplasm collections at both the molecular and
phenotypic levels (Mascher et al. 2019; Romay et al. 2013). An example of one
of these pioneering projects was carried out on the crop barley, where 22,626
accessions of the genebank hosted at the IPK Gatersleben were surveyed and
analysed based on genotyping-by-sequencing (Milner et al. 2019). The resulting
molecular profiles could now be combined for the first time with passport data,
historical and newly collected phenotypic data to draw conclusions about the global
barley diversity and to find interesting genes and loci for plant breeding. This
information resource was adapted into the web portal BRIDGE7 (König et al. 2020).

BRIDGE is both a data warehouse and exploratory data analysis tool for large-
scale barley genomics. Through a unified collection manager for user-defined
germplasm datasets, various analyses can be performed or visualized. One of the
core features is the quick selection of collections either using the lasso selection
tool on the provided graphical output or by setting different filters over the complete
set based on passport data, phenotypic traits or molecular markers (SNPs). In
addition, BRIDGE uses a concept known as “interactive brushing and linking”,
where changing parameters in one visualisation results in a direct response in other
visualisations that are dynamically linked (Keim 2002). All of this supports the
interactive user experience and enables rapid analyses of more than 9000 data
points of phenotype data, visualisation of genetic diversity by PCA and t-SNE, or
exploration of Manhattan plots to genome-wide association studies. Also integrated
is an intuitive variant browser for the study of SNP data based on the GBS sequence
data of 22,626 genotypes. Genotypic data can be exported in VCF files (Danecek
et al. 2011) for custom collections of genotypes and specific genomic regions of
interest, e.g. for a whole gene or single exons. The Java library “isa4j” (Psaroudakis
et al. 2020) is used to realise a customised export of phenotypic data in the ISA-
Tab format (Sansone et al. 2008, 2012). Based on the user’s custom collections

7 https://bridge.ipk-gatersleben.de

https://bridge.ipk-gatersleben.de
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of genotypes, a ZIP-archive containing ISA-Tab formatted text files and additional
phenotypic images is generated on the fly for download via the user’s web browser.

The BRIDGE web portal utilises the client–server model as general architecture
with REST-alike HTTP-APIs as the communication layer between client and
server. HTML5, CSS3 and Javascript are used for client-side development. Groovy,
Java and Python programming languages are used to implement the server-side
counterparts of the HTTP-API. The web application framework “Grails” is used to
implement all aspects except the server-side API of the integrated SNP browser.
The server-side part of the SNP browser is implemented in Python using the
Flask library. Well-established libraries like Numpy (Harris et al. 2020), Pandas
(McKinney 2010), Zarr (Miles et al. 2020) and Scikit-learn (Pedregosa et al.
2011) are used for the performant handling of large SNP data matrices and
scientific computing aspects like calculation of minor allele frequencies or principle
component analysis.

All passport and phenotypic data are provided via the IPK-LIMS through project-
specific logical relations to GBIS. Analysis result data like the outcome of GWAS
or PCA is stored in standard tables in the Oracle RDBMS (Fig. 2.6). The import
of analysis result data is performed via customised import scripts by using CSV
files. Data of genomic diversity is imported by the conversion of VCF files to Zarr
archives that are then used by the server-side part of the SNP browser. The VCF
files can be optionally annotated by SnpEff (Cingolani et al. 2012). The import of

Fig. 2.6 Overview about the general architecture and data flow in BRIDGE
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gene annotations is performed by directly using GFF38 files. Data that gets imported
into the system is checked automatically for syntax errors. The responsibility for the
general plausibility of the data belongs to the data provider who wants to present his
project data in the portal. The process of data import is managed by the administrator
of the web portal. As BRIDGE was designed to present the results of specific
genebank genomics projects, it is currently not possible, nor is it intended, for end
users to import and view their own data in the portal.

Regarding the Data Life Cycle, BRIDGE can be assigned to the categories
Collect, Process, Analyse, Preserve, Share and Reuse.

2.4.5 e!DAL-PGP

The FAIR data principles are widely accepted by the scientific community for
supporting long-term stable research data handling. Although established infrastruc-
tures such as the ELIXIR Core Data Resources and Deposition Databases provide
comprehensive and stable services and platforms, a large quantity of research data
is still inaccessible or at risk of getting lost. Currently several high-throughput
technologies, like plant genomics and phenomics are producing research data in
abundance, the storage of which is not covered by established databases.

The eDAL-PGP9 (Plant Genomics and Phenomics) research data repository is a
comprehensive infrastructure providing diverse datasets of plant-related research
data. It has no general data type or data volume limitations, and therefore, it
provides genomic sequences, phenotypic images, metabolite profiles and also
research software and scripts. It started in productive mode in 2016 (Arend et al.
2016) and based on the previously developed JAVA-based eDAL infrastructure10

(Arend et al. 2014), which follows an “infrastructure to data” (I2D) approach to
provide an on-premise data management and publication system. This approach
can in comparison to the common data publication-as-service model also feature
a FAIR data publication culture, but it differs in costs and effort for establishment
and maintaining (see Fig. 2.7).

The data publication-as-a-service model usually costs a fee, needs data property
control and provides storage capacity limits. In contrast, the data publication
premises model keeps data in-house and can use internal server and storage
hardware by installation of the e!DAL software. The fully embedded data sub-
mission and review process allows to easily store and publish research data by
using persistent DOIs. To make the data FAIRly available, e!DAL supports several
relevant features (Arend et al. 2020).

8 https://github.com/The-Sequence-Ontology/Specifications/blob/master/gff3.md
9 https://edal-pgp.ipk-gatersleben.de/
10 https://edal.ipk-gatersleben.de/

https://github.com/The-Sequence-Ontology/Specifications/blob/master/gff3.md
https://edal-pgp.ipk-gatersleben.de/
https://edal.ipk-gatersleben.de/
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Fig. 2.7 Different data publication approaches

Providing machine-readable metadata, which are based on the DublinCore
standard and are automatically embedded into the provided content pages of every
published dataset, e!DAL guarantees that the contained research data is easily
FINDABLE by common search engines. By using the well-established DOIs,
the findability is further increased due to the diverse network and interactions of
the DataCite services like ORCID or CrossRef. Furthermore, DOIs are persistent
and guarantee the long-term stable ACCESSABILITY of published datasets.
The DOI resolver provides simple access to the referenced datasets, e.g., in a
research or data publication, even if the physical location of the underlying data
changes over the time. On top of this, the e!DAL’s web server takes care that
the datasets are accessible via comprehensive content pages, which allow users to
navigate through the dataset and download certain files or metadata. The content
pages not only provide the metadata directly on the page, but also embed the
metadata in the sources to provide the INTEROPERABILITY of the datasets.
By using standardised schema (Guha et al. 2016) and format (Lanthaler and Gütl
2012) the information about relationship between datasets can be aggregated. The
DublinCore is well-established and therefore e!DAL guarantees the long-term stable
REUSABILITY of the datasets by collecting a minimal set of technical metadata,
which are crucial to open and read the data files. The support of different licences
makes it easy to clearly define by whom and how the datasets can be used.

The success of I2D Approach is shown by the constantly increasing number of
datasets, accesses and downloads of the e!DAL-PGP instance. The comprehensive
functionality of e!DAL as well as the simple installation and configuration, e.g. by
using powerful and user-friendly infrastructures such as the ELIXIR AAI, are the
reasons that in the meanwhile further institutional instances based on e!DAL were
planned or already established. Nevertheless, even if scientists are getting more
opportunities to exchange their research data within the community, the incentive
is still quite low (Cousijn et al. 2019). The procedure of data publication and
citation is in contrast to the established peer-review process for research articles
not very common (Tenopir et al. 2015), which has of course cultural reason,
but also technical limitations (Parsons et al. 2019). Beside the commercial Data
Citation Index, also some open, community-driven initiatives like Make Data Count
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(Cousijn et al. 2019) were developed to overcome these limitations and improve
the incentives for researchers. Additionally, more and more publishers demand
authors reference their research data as citations in the common reference list of
their articles (SciData Editorial 2019). All these developments will help to increase
the acceptance of research data as an important scientific asset and to establish a
FAIR research data publication culture.

2.4.6 The IPK Weather Database: Collection and Provision
of Meteorological Data

We encounter weather data every day and they often seem trivial. However, they are
essential for interpreting the results of field trials, as the expression of traits can be
weather-dependent (Philipp et al. 2018). The measurement of meteorological data
represents a special type of data collection, as the data is continuously recorded over
a very long period of time. As a result, the processes of the life cycle from the collect
to the reuse of the data take place in parallel. Another special aspect is the change
in data collection and processing methods.

The long tradition in recording meteorological data is accompanied by some
changes in measurement intervals, sensor technology and data archiving. Manual
recording of the values of analogue sensors on paper at fixed hours of the day
is now replaced by continuous recording of electronic data in databases. This
results in special requirements for statistical evaluation and error analysis (World
Meteorological Organization (WMO) 2017).

Nationally and globally defined standards exist for the design of the measuring
station and the data to be recorded, which in particular ensure the comparability
of the measured values (Löffler 2012; World Meteorological Organization (WMO)
2018).

Meteorological observations have been recorded at the IPK since 1953. It
is not difficult to conclude that these data are not primarily recorded digitally.
The measurement results have been stored in databases only since 1993. For the
period before 1993, at least the monthly values were subsequently captured and
incorporated into the database. The result is that evaluations since 1993 are possible
with a resolution accurate to the day, but analyses of the long-term measurement are
only possible with a lower resolution (Fig. 2.8).

Today, data collection is done through an acquisition pipeline that stores, pro-
cesses and aggregates the data collected by the data loggers to display and provide
it to users in an appropriate way.11 For this purpose, a series of plausibility checks
are carried out on the raw data, and the time-based aggregations are calculated and
saved from this cleansed dataset (Fig. 2.9).

11 https://wetter.ipk-gatersleben.de/

https://wetter.ipk-gatersleben.de
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Fig. 2.8 Resolution of the measurement for the IPK weather station

Fig. 2.9 Acquisition pipeline

1993
0

30

60

90

120

150

180

210

240

270

300

330

360

1994 1995 1996 1997 1998 1999 2000 2001
end>S*C srart > = 10°C srart > = 5°C

2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

April, 1st

November, 1st

2014

Fig. 2.10 Development of the growing season in Gatersleben 1993–2014

The data provided are not only used in the context of scientific experiments at
IPK, but also serve as a basis for decisions on the conservation of biodiversity in the
genebank.

Thus, the analysis of the meteorological data itself also offers insights into the
climate development at the Gatersleben site, such as the development of the growing
season (Fig. 2.10).

The above example shows the fluctuations in the start and duration of the growing
season in the period from 1993 to 2014 as calculated. The recognizable variations
from the threshold value of 1 April or 1 November influence the time at which
traits are expressed. It also becomes clear that the calculation method influences



2 From Genotypes to Phenotypes: A Plant Perspective on Current. . . 31

the result (start ≥5 ◦C or start ≥10 ◦C as dashed line). But it shows also a specific
characteristic of meteorological data: The dataset is not finalized, but represents a
daily extended data series on various meteorological parameters. This also means
that conclusions drawn at an earlier point in time may have to be supplemented or
revised for new studies.

With regard to the data life cycle, the IPK Weather Database covers the categories
Collect, Process, Analyse, Preserve and Share.

2.4.7 Plant Phenotyping Portal

In addition to the IPK Weather Database, environmental data from high-troughput
phenotyping facilitie can be collected too. This is done in greenhouses or growth
chambers. Two important plant growth facilities are the Plant Cultivation Hall and
LemnaTec greenhouses (Altmann 2020). Here, the environment can be controlled
to various degrees. For data acquisition, the MQTT protocol is used and plays a
crucial role in the communication within the interconnected sensoric infrastructure
at IPK. The Plant Cultivation Hall and LemnaTec greenhouses have 498 and
130 soil and clima sensors respectively, which generate data every 5–10 min.
Additionally, 13 environmental sensors are transferable from one facility to another.
The environmental data is essential for contextual and statistical analysis, aiding
in the improvements in the agricultural use cases when shared in standardised
formats. The idea is to store the raw sensory data in an interoperable and reusable
way (Memon 2020). Therefore, using Node-RED, a flow-based programming tool,
the MQTT protocol is implemented to communicate the data between the vendor-
specific sources and the database. The MQTT protocol transmits the data as
messages. Hence, the data is enveloped in messages (Fig. 2.11) and published to
the broker through the assigned MQTT topic. For a permanent recording the data,
an authorised client subscribes to the topics that contain the relevant data and stores
them in the database.

The topics are designed to contain the metadata related to the sensor data.
For example, in Fig. 2.11, IPK_G.1300 is determined as the building where the
sensor is located, followed by the room number, container, type of sensor (such as
temperature, humidity or moisture), sensor’s node id, and the sensor port, since a
single sensor node may have multiple ports. Whereas the message body includes
the captured sensor data.

Fig. 2.11 An example of MQTT published message (Memon 2020)
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In order to permanently record sensoric data and make them accessible for
downstream data analysis, they must be stored in databases (Stöbe 2019). Because
sensor data is streaming data, i.e. continuously delivered, its archive can only
be conducted by aggregation over windows as a discrete snapshot. Usually, the
resolution of such windows differs from seconds to hours. This depends on the
expected fluctuation rate of measured values. In respect to weather data, i.e. wind,
temperature, humidity and solar radiation, aggregation over 5 min is common. By
doing so, subscribed environmental data is averaged over 10 min and stored in a
relational database. Its metadata, like sensor placements or locations, is maintained
in LIMS. On top of the database backend, the web application “Plant Phenotyping
Portal” was developed. It integrates the aggregated sensor data, the metadata,
and the experimental setup with the goal of breaking down individual plants, the
installed sensor, and related environmental measures over time. Figure 2.12 shows
the interface of the application.

The application’s interface allows users to download and view the sensory data
between any two given time points for any available sensor(s). Furthermore, the
application supports visualising the sensory data. For example, in Fig. 2.13, the chart
above displays the temperature of different sensors, showing the sensor’s operating
status and the chart below presents the light intensity between specific durations.

The application uses the Oracle Application Express (APEX) framework for
these visualizations and covers the Collect, Preserve, Share and Reuse parts of the
Data Life Cycle.

Fig. 2.12 User interface of the Plant Phenotyping Portal
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Fig. 2.13 Visualisation of archived sensor data in a Web Information System

Table 2.1 Systems and Data Domains

Plant genetic
resources data

Genomic
data

Genotyping
data

Phenotyping
data

Environmental
data

GBIS ✔ ✔

EURISCO ✔ ✔

BARLEX ✔

BRIDGE ✔ ✔ ✔

e!DAL-PGP ✔ ✔ ✔ ✔

IPK Weather DB ✔

Plant Phenotyping Portal ✔ ✔

2.5 Summary and Outlook

Data management and the applications described here are diverse and yet serve the
purpose of preparing data under consideration of the FAIR principles and offering
it to its users. The requirements and the functions of the individual system are of
course closely coupled with the data domains covered. Table 2.1 gives an overview
of the different combinations of data domains in the information systems that have
been worked on at IPK over the last 20 years. Unsurprisingly, most of the systems
presented are focused on plant genetic resources and phenotypic data, but more
recently genomic, genotypic, and environmental data have increasingly been added.



34 D. Arend et al.

Table 2.2 Systems and categories in Data Life Cycle

Plan Collect Process Analyse Preserve Share Reuse

GBIS ✔ ✔ ✔ ✔ ✔ ✔ ✔

EURISCO ✔ ✔ ✔

BARLEX ✔ ✔ ✔ ✔

BRIDGE ✔ ✔ ✔ ✔ ✔ ✔

e!DAL-PGP ✔ ✔ ✔

IPK Weather DB ✔ ✔ ✔ ✔ ✔

Plant Phenotyping Portal ✔ ✔ ✔ ✔

Accordingly, the classification of the systems examined into the individual
phases of the Data Life Cycle also varies. While all systems support the later
Preserve and Share steps, the Plan phase is underrepresented (Table 2.2). This can
be explained by the fact that most systems were not designed to collect new data
and start the data collection process, but rather to document and present data in an
appealing form and manner and to exchange it with the community.

In summary, the presentation of the information systems has shown for which
data domains data management solutions have been developed at IPK in Gater-
sleben. These were developed in general independently of each other and have thus
grown historically. However, it can be stated that all steps of the data life cycle are
served by the systems.

Generally, the applications described do not stand alone, but are designed via
various interfaces in such a way that interaction between information systems is
possible. One such example is depicted here in Fig. 2.14, where the interconnections
between the IPK Genebank, GBIS, BRIDGE, BARLEX and eDAL-PGP are
illustrated. The IPK Genebank and its GBIS serve as a primary data and material
resource for genebank genomics experiments and field trials. The phenotypic and
genotypic data derived from experimental field trials is then fed into visualization
and analysis web tools like BRIDGE and BARLEX, while phenotypic observations
of regular genebank multiplication trials are directly integrated into the GBIS.
The genotypic data in the form of SNP-matrices (VCF files) is also deposited in
eDAL-PGP for FAIR-compliant long-term storage. DOI-based hyperlinks from the
SNP-browser in BRIDGE to the corresponding datasets in eDAL-PGP allow the
users to download the original VCF files to their personal computers or HPC-servers
for their own analysis. Hyperlinks from the visualised gene features in the BRIDGE
SNP-browser to BARLEX allow the users to retrieve further information about the
barley genome and genes.

Important challenges for the future are, on the one hand, the consistent semantic
interlinking of the various information systems specialised in their use cases via
unique identifiers and, on the other hand, the creation of central entry points for
data research and data analysis. Currently we are using the IPK LIMS system as a
central repository to implement a unique management of identifiers of biological
objects. To increase efficiency, it is also important to develop reusable generic
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Fig. 2.14 Visualization of interconnections between IPK Genebank and its GBIS, BRIDGE,
BARLEX and eDAL-PGP in the frame of genebank genomics experiments

software components for recurring tasks of interactive research data presentation
and visualisation.

We have presented the approach of a research institution. It is obvious that
an institute like the IPK Gatersleben does not exist autonomously. There are
connections to cooperation partners all over the world. In order for the entire
scientific community to be able to use the data, this data must be offered accordingly
and thus be reusable. The foundation for knowledge discovery and innovation is
good data management, because it allows data to be reused and new connections
to other data to be formed by the community. One challenge is to make datasets
not only understandable to humans but also readable and actionable by machines
(Mons 2019). Open (non-binary) formats and richly annotated metadata are a
prerequisite for this. However, in many areas of the life sciences, one or both of
these requirements are not met, hindering both knowledge discovery and progress
in general. The FAIR data principles (Wilkinson et al. 2016) are a start to making
such a vision of the future a reality. To properly understand the FAIR principles, it is
important to distinguish between two cases: First, FAIRification of existing data and
FAIR-by-design, data created with FAIR principles in mind (Jacobsen et al. 2020).
FAIRification of existing data is arguably the more challenging task to accomplish,
as it requires updating data and metadata.

An example of a project focused on FAIRification of data is the ELIXIR
(Crosswell and Thornton 2012) implementation study FONDUE. The task is to
link available plant genotyping and phenotyping data using stable identifiers and
to document those links in the repository metadata thus enabling search, retrieval
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and reuse of such linked data. In this study, the main focus is on the so-called
ELIXIR Core Data Resources (Drysdale et al. 2020), which are widely used in the
life sciences and include such well-known repositories like the European Nucleotide
Archive (Leinonen et al. 2011). The idea is to trigger a shift in thinking among data
producers through this top-down approach by changing policies at key (genomic)
data entry points. One obstacle to be overcome is that such further developments do
not remain isolated cases and are adapted by other data providers and repositories.
Only in this way can profound progress be made.

Many promising results have already been achieved with the approaches and
data management systems described above. However, the integration of a wide
variety of data is only at the beginning of the development. The long-term research
goal of IPK Gatersleben is to develop into a bio-digital resource centre. For this
purpose, a central entry point for accessing the IPK data needs to be established.
Furthermore, the stored information about the biological objects should be provided
with identifiers in such a way that traceability and integrability beyond the IPK
institute boundaries are possible. These challenges will be the focus of activities for
the bioinformaticians, data stewards and data scientists in the future.
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