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Abstract Log monitoring and analysis plays critical role in identifying events and
traces to understand system behaviour at that point in time and to ensure predictive,
corrective actions if required. This research is centered towards modelling open-
source frameworkmeant for real-time and historical log analytics of IT infrastructure
of an educational institute consisting of application servers hosted over Internet and
Intranet, peripheral firewalls and IoTdevices.Modelling such frameworkhas not only
enhanced processing speed of real-time and historical logs through streamprocessing
and batch processing, respectively, but also facilitated system administrators with
critical security incidents monitoring and analysis in near-real time. It also allowed
forensic investigations on indexed historical logs stored after stream processing by
using batch processing. The modelled framework provides open-source, efficient,
user-friendly, enterprise-ready centralized heterogeneous log analysis platform with
fast searching options. Open-source tools like Apache Flume, Apache Kafka, ELK
Stack and Apache Spark are used for log ingestion, stream processing, real-time
search and analytics and batch processing, respectively, in this work. Arriving at a
novel solution to unify big data processing paradigms streamand batch processing for
log analytics,wepropose an approach that can be extrapolated to a generalized system
for log analytics across a large infrastructure generating voluminous heterogeneous
logs.

Keywords Big data · Batch processing · Stream processing · Heterogeneous log
analytic · Apache Spark · ELK Stack · Apache Kafka · Performance evaluation

1 Introduction

Taking into consideration the increase in demand for large-scale data processing,
there is enhancement in researcher’s interest in batch processing, which involves
offline processing of large volumes of data at rest, as well as stream processing,
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which involves online processing of large quantities of data in motion. Since era
of big data is upon us, applications requiring support for both stream and batch
processing are increasing, there is a requirement to develop common framework
which will unify these both big data processing methods and offer support for both.
Significant research has been observed in development of extended functionalities
for batch processing frameworks for offering support for stream processing due to
popularity of batch processing frameworks. But since current era of big data is more
focused towards stream processing, there is requirement of novel framework, where
data in motion is processed through stream processing framework at foundation, and
data at rest will be processed through batch processing framework built on top of
stream processing framework [1, 2].

Recent research in big data has been not only focused towards in-depth analysis
of the data from past to find useful insights so that decision making capability will
become more precise, but also focused towards handling the notion of real-time
big data [3, 4]. Using big data generated smartly to gain valuable decision support
becomes important. Thiswould only happen ifwe analyse all the datawe have and get
important insights and directions. The main bottleneck in the big data analysis is to
process data as soon as it is generated if possible in real time to gain important insight
[4]. Big data analysis solution which will address this bottleneck needs to be very
adaptable because of information technology evolution. Increasing demand for big
data analytics has given rise to development of plethora of data processing systems
in recent years, offering a broad range of features and capabilities [4]. The data
processing systems developed can be categorized into either a batch processingwhich
focuses on processing data at rest or stream processing system that processes data in
motion [5]. However, in current era of big data, applications that can support both
processing paradigms will provide more benefits to organizations [2]. For example,
the detection of abnormal and malicious events through real-time monitoring of
stream-based applications. Classification of the event through offline analysis, its
correlation and taking appropriate actions can be initiated [6, 7]. The framework
offering both batch and stream processing needs to be modelled to provide execution
environment to develop applications using both real-time and offline analysis [2].
Such framework can serve need of next generation big data analysis in huge way.

Every organization’s working is heavily dependent on Internet. It becomes very
important to analyse Internet and Intranet traffic so that abnormal and malicious
events can be identified which may hamper organization’s security and reputation
[6, 7]. Monitoring the logs and system performance of critical applications like Web
server, proxy server, peripheral routers and firewalls which contains crucial events
related to Intranet and Internet activity [8–11]. Log data is often voluminous and is
continuously growing [7, 9]. In order to have forensic analysis of events, real-time
as well as historical data is required to find out in-depth correlation. In such scenario,
for real-time log ingestion, processing, faster storage, retrieval and search of such
big data technologies like Apache Flume, Apache Kafka, ELK Stack, ES-Hadoop,
Hive, Apache Hadoop and Apache Spark can prove efficient.
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Major security disasters consist of a series of steps. So if we can identify pre-
ceding steps to major security disasters, at the first occurrence itself, we may avoid
them from happening [6]. Managing organization information technology infras-
tructure securely is critical. Until and unless respective traffic is monitored, anal-
ysed and correlated, the security flaws present in system, network and application
servers deployed cannot be identified. In any medium-scale organization with IT
infrastructure-dependent services, log generation is voluminous which needs to be
collected and analysed in real-time and to be stored for historical analysis to keep
the security posture of the organization in sync with security policy of the organiza-
tion [7]. Here, stream and batch analytics of logs can play critical role and can help
administrators to keep track of various security events and initiate proactive actions
[6].

Logs generation is continuous process resulting in voluminous log data with dif-
ferent formats and rates and can be used for obtaining meaningful insights through
proper and effective analysis. Introduction of Cloud computing and parallel com-
putation frameworks supporting much required log analysis can help in managing
and analysing data of large size with a high production rate [12, 13]. The distributed
computing paradigm can address need of resources required for on-demand storage
and computing of log mining [8, 9]. Taking into consideration current era of big data
and significance of log analysis, several open-source and commercial solutions were
designed for implementing log collection, storage, search, analysis and visualization.
Taking into consideration advantages and disadvantages of Spark [14, 15], Kafka
[16] and ELK Stack [17, 18] regarding log mining, integrating Spark and Elastic-
search capabilities with open-source tools like Apache Flume, Apache Kafka can be
advantageous for creating an efficient framework for scalable log management and
analysis [16, 19]. Such integration can also prove as milestone for unifying much
required stream processing and batch processing capabilities considering current
need of big data log analytics.

In this paper, we propose a centralized heterogeneous log analysis framework
integrating Apache Flume, Apache Kafka, ELK Stack and Spark. The framework
aims at presenting platform unifying stream and batch processing and providing
real-time search and analytics by ensuring full use of the functionalities offered
by all these platforms listed earlier. It also can serve as a guide for implementing
Elasticsearch-based data analysis after performing stream processing and batch pro-
cessing to cater the current need of log analytics. Thus, the proposed framework will
provide open-source, enterprise-ready platform and solution for heterogeneous real-
time log monitoring, analysis which will provide better insights for faster trouble
shooting and can be widely used across multiple enterprises and domains. To the
best of our knowledge, this is the first effort which integrates capabilities of Apache
Flume, Apache Kafka, ELK Stack and Apache Spark for big data log analytics to
address most of the big data log analytics requirements and challenges listed in
Sects. 1.2 and 1.3, respectively.

The rest of the paper is organized as follows. In addition to Introduction (Sect. 1),
Sect. 2 discusses related work, Sect. 3 includes major objectives of this research.
Section4 introduces the proposed system architecture for log analytics. Section4
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includes details of technological stack used in proposed framework. Section5 delin-
eates implementation architecture through FOSS Tools. Section6 details the exper-
imental environment as well as interprets and evaluate results achieved. The last
section, Sect. 7, summarizes conclusions delivered with a brief discussion of future
work.

1.1 Note on Big Data Processing Paradigms

Big data analytics is the process of using analysis methods running on powerful
supporting platforms to discover potential insights hidden in big data, such as unseen
patterns or unknown correlations. Big data analytics can be categorized into two
varying paradigms as per their processing time requirements [1, 5].

• Streaming Processing: Streaming processing paradigm works on the assumption
that the potential insights of data depends on data freshness [20]. Thus, the stream-
ing processing paradigm ensures analysis of data as soon as possible to derive
insights. In this paradigm, data arrives in a stream with continuous arrival. To find
approximation results, one or few passes over the stream are made. Representative
open-source systems including Storm and Kafka [3] can be used to see impact and
application of streaming processing paradigm in online application which require
data processing at the second, or even millisecond, level [1, 5].

• Batch Processing: Basis for batch processing paradigm is that data is first stored
and then used for analysis [4]. MapReduce has become most popular and dom-
inant batch processing model. MapReduce divides data into small chunks; then
these chunks are processed in parallel and in a distributed manner to generate
intermediate results. All the intermediate results are aggregated to derive final
result. Batch processingMapReducemodel schedules computation resources close
to data location to avoid the communication overhead during data transmission
[1, 5]. Wide adoption of MapReduce model is seen in bioinformatics, Web mining
and machine learning [21].

1.2 Why Log Analysis Is Required

Log analysis is the process of finding meaningful insights from system, network and
application server generated logs refereed as log events. Log analysis helps in pro-
viding useful metrics by which administrators can know events happened across the
infrastructure and can use this information in order to improve or solve performance
issues within an application or infrastructure. To ensure mitigation of risks, comply
with security policies and understand online user behaviour, proactive and reactive
log analysis can help organizations. Log information is much needed in different
security perspective. Log analysis is required for:
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• Debugging Information: Enabling logging in applications and devices can help
in checking for a specific error message or event occurrence which may help in
debugging.

• Performance Evaluation: Logs information can play very important role in opti-
mizing resource utilization as well as in finding out performance related issues.
To understand system, application, network health and performance over date and
time information written in logs is crucial.

• Security Evaluation: To manage the system, network and application security of
any organization log analysis play crucial role. To detect security breaches, appli-
cation misuse and malicious events it can be helpful.

• Predictive analysis: For futuristic analysis of threats, flaws, traffic patterns, security
policy design, resource optimization information gathered thorough log analysis
can help administrators.

• Internet of Things and Logging: Log analysis is also very important to know the
status and health of the IoT devices for their uninterrupted operation since effective
management of such devices is dependent on logs and alerts generated by them.

1.3 Challenges in Big Data Log Analysis

Even if log analysis is much useful in current era taking into consideration advan-
tages discussed earlier, but it imposes lot of challenges which needs to be resolved.
Searching, analysing, correlating and visualizing system, application and network
log generated by the IT and network infrastructurewill play crucial role to gainmean-
ingful insights. Manual log analysis goes beyond human capabilities. Log analysis
involves following major challenges:

• Heterogeneous log format: Every application and device has different log format.
Understanding different logs formats and searching across different format can be
time consuming.

• Different time format: Every log record has date and time which is crucial for log
analysis. Correlation of log events interpreting incorrect date and time becomes
difficult.

• Decentralized log: Application servers, devices are distributed over the network,
it is difficult to monitor, handle logs of application servers, devices until central-
ization of the logs is done.

• Storage and retrieval: Voluminous nature of logs makes storage, retrieval and
processing difficult. Secure storage of logs generated is also crucial since it contain
lot of security information and details.
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2 Related Work

With the prospective of finding value from big data in hand, research of big data
analysis means and tools is increasingly gaining popularity. The survey paper [1]
is an attempt to analyse the definition, framework and typical big data processing
systems of big data. This especially focuses not only on conceptual illustration and
comparison of batch data processing system and stream data processing system but
also focuses on hybrid processing system. There has been a lot of work on both batch
and streamprocessing over the last decade. The seminal paper [2] presents unification
of stream processing and batch processing through common computing framework.
It discusses development of middle layer between MapReduce applications and the
streaming platform so that benefits of stream processing can be combined with the
ease of programming and familiarity of MapReduce batch processing [2]. In Li et al.
[7] presented a cloud-based log-mining framework using Apache Spark and Elastic-
search to speed up log analysis process of HTTP and FTP access logs. The paper [3]
represents evaluation of distributed stream processing platforms like Apache Storm,
Apache Spark and Apache Flink for IoT applications with their advantages and dis-
advantages. With respect to issues identified in the survey paper [20], streaming
analytics can be considered as an emerging research area focusing on key issues
like scalability, integration, fault tolerance, timeliness, consistency, heterogeneity
and load balancing. In [8] work presented by Deepak Mishra et al. on batch pro-
cessing through popular big data frameworks, Apache Hadoop and Apache Spark,
concludes Spark performs better than Hadoop after comparing Hadoop and Spark’s
performance. The seminal paper [22] discusses Apache Spark-based Analytics of
Squid Proxy Logs for studying traffic behaviour and identifying threats by gener-
ating Internet traffic statistics like top domains accessed and top users. The review
paper [14] discusses use of Apache Spark for big data analytics focusing the key
components, abstractions and features of Apache Spark. The conference paper [23]
presents a HPC log data analytics framework that is based on a distributed NoSQL
database technology and the Apache Spark framework for extracting precise insights
useful for system administrators and end users. Experimental analysis presented by
Haoxiang and Smys in paper [21] outperforms as compared to other data mining
algorithms used for privacy preservation in terms of attack resistance, scalability,
execution speed and accuracy.

Few researchers proposed [24, 25] usage of Elastic Stack for easy and rapid
management of big data problem of stream processing. In Liu et al. [26] presented
cyberattack detection model by making use of ELK Stack for network log analy-
sis and visualization. In this study, network log analysis and management system
is designed for providing functions to filter, analyse and present network log data
for further processing. DevOps teams are using Docker container technology not
only to ensure faster software delivery cycle to boost operational efficiency but also
to ensure application portability. In paper, Chen et al. [27] designed Docker con-
tainer log collection and analysis system by using open source log collection plat-
form ELK, lightweight log collector Filebeat and distributed message queue Kafka.



An Open-Source Framework Unifying Stream and Batch Processing 613

The seminal paper [28] demonstrated the use of open-source platforms showcasing
the feasibility of it by comparing the performance of log analysis between com-
mercial solutions and open-source solutions. Platform that collects [29] the variety
of logs using Logstash for identifying the malicious activity in the network pro-
posed by Sanjappa and Ahmed. Author demonstrated use of ELK ecosystem clubbed
together for effective analysis of log files in order to get easily understandable insights
[25, 29]. Wang et al. [30] presented work aiming to develop a monitoring system
using ELK stack to address weakness or unavailable Wi-Fi signal problems.

Wide adoption of log analysis is seen in literature for addressing IT infrastructure
security issues. Debnath et al. [31] have implemented machine learning to discover
patterns in application logs and used these discovered patterns along with the real-
time log parsing for designing advanced log analytic applications. He et al. [32]
have proposed system which ensures wide use of logs for managing systems for
guaranteed reliability by applying data mining methods. Son and Kwon [28] have
emphasized on the reasons because of which the use of open-source tools is preferred
over commercial security log analysis systems with huge pricing, complexities and
resource requirement. Due to big data properties like volume, variety and rate, it is
very difficult to detect the attacks using traditional detection system. More et al. [33]
has represented big data technologies use for threat detection.

Data analysis performance can be enhanced through the parallel computation
frameworks like Apache Spark and Apache MapReduce using data parallelism. A
unified cloud platform with batch analysis and in-memory computing capacity by
combining capabilities of Hadoop and Spark [8, 9] was proposed by Lin et al. Large-
scale log analytics for detecting abnormal traffic from voluminous logs efficiently by
using Hadoop was demonstrated by Therdphapiyanak and Piromsopa.[10]. The ELK
stack, i.e. Elasticsearch, Logstash and Kibana, can play important role in developing
scalable heterogeneous log analytic platform through its capabilities of automatically
collecting, indexing, aggregating and visualizing log data [17, 18]. Efficient geo-
identification of website user traffic through generated logs using ELK stack was
orchestrated by Prakash et al. [34]. Bagnasco et al. had demonstrated effective use of
the Elasticsearch ecosystem for monitoring the infrastructure as a service (IaaS) and
scientific application deployed on the cloud [35]. Metha et al. articulated a streaming
architecture based on ELK, Spark, and Hadoop for anomaly detection from network
connection logs in near-real time [11]. Li et al. introduced a method to speed up log
analysis with Elasticsearch and Spark through independent use of Elasticsearch and
Spark in their framework [36].

3 Objectives

The Work in this paper is intended towards achieving following objectives through
real time and offline log analysis IT Services of an educational Institute. Real-time
logs are analysed by stream processing framework Apache Kafka, analysed in near
real time by ELKStack and processed logswill bemade available to batch processing
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framework Apache Spark for offline analysis as well as forensic investigation of
historical logs. Detailed discussion of the same is done in next section.

• To ensure predictivemaintenance, troubleshooting of Internet- and Intranet-hosted
application servers, peripheral firewall and routers in case of critical security events
identified through real-time log analysis.

• To ensure mitigation of malicious security events.
• To ensure real-time performance monitoring of data sources in consideration.
• To conduct forensic investigation through historical data analysis to crosscheck
compliance with internal security policies.

• To implement IoT-based environment monitoring system that supports continuous
tracking of temperature and humidity levels required to be maintained in central-
ized server room which hosts the log analytics setup proposed through stream
processing of IoT logs of IoT network deployed.

4 Proposed System Architecture

Computing framework is one of the key aspects in improving data analytics and
processing efficacy. Since era of big data is upon us, applications requiring support of
both stream and batch processing are increasing, and there is a requirement to develop
common framework which will unify these both big data processing methods and
offer both [2]. Apache Spark Layer at top for batch processing and Apache Kafka,
Elastic Stack as bottom layer in proposed framework for real-time log processing,
exploration, analytic and search better analysis of security metrics can be done. In
general, big data analysis framework can be represented in terms of layered structure,
as shown in Fig. 1. It can be categorized into three layers, including device layer, data
collection and processing layer and application layer [3–5]. This layered view can
help in providing a conceptual clarity to understand working of proposed model
and understand complexity of a big data system. The proposed framework can be a
part of data collection and processing layer and can be used for data collection and
processing through which online and offline analysis of real-time log data generated
through data sources in consideration can be done.

• Device layer: Device layer includes sources of big data required for analysis,
coming in from all heterogeneous sources like application servers, Web access,
IoT devices and network. This layer serves as the foundation for the entire real-time
big data processing and analysis in consideration.

• Data Collection and Processing: Data collection and processing is responsible for
receiving data from the data sources and ensures its conversion into a format that is
in syncwith data analysis in consideration. Data collection layer is not only needed
because of increase in data sources but also to ensure integration of multi-source,
structured and unstructured data for further analysis. In this layer, streaming data
will be send for processing, and the accumulated historical data will be stored so
that it can be further analysed with analytical tool based on the requirements of the
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Fig. 1 System architecture

application layer. This layer is the core in processing both big data at fly and big
data at rest. Since in current era of big data, sources are extremely heterogeneous
in structure and content, the data processing layer ensures parallel computing, data
cleansing, data integration, data indexing and so on [3, 5].

• Application Layer: Application layer is the highest layer that uses the interface
provided by the data processing layer to perform various data analysis functions
like querying, statistical analysis, clustering and classification [5]. It combines
basic analyticalmethods to develop various real-time dash boards required for real-
time analysis and performancemonitoring of log data in consideration. Alongwith
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the previously discussed layers, application layer can build various applications
like recommendation and alert system which can be useful for end users.

5 Implementation Architecture

Figure2 represents implementation architecture of proposed framework. This section
explains working process sequence in detail for proposed framework.

1. Apache Flume is the data ingester. It collects live logs from Intranet, peripheral
firewall and application servers as a source and creates a memory-based pipeline
to Apache Kafka as a sink.

2. Apache Kafka gets log data from Flume and collects that log data into topics.
Kafka uses java instances to manage these topics (jps). Zookeeper works with
Apache kafka at the backend for replication, recovery and management of these
topics. Here, Apache Kafka uses producer and consumer process (jps). Kafka
producer gets log data from Flume and Kafka consumer transfers that log data to
logstash for parsing.

3. Logstash is responsible for parsing and filtering of raw log data from Apache
Kafka. It reads topics from Kafka consumer and does parsing of that data by
creating attribute names. These attribute names are useful for creation of Elastic-
search index. At the same time, logstash perform filtering of content by applying
filter plugin like grok which matches specific patterns and eliminate data out of
that pattern. This helps making data structured and creation of index in Elastic-
search easy.

Fig. 2 Implementation architecture
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4. Elasticsearch creates index and maps structured data into it. Timestamp-based
index mapping can be done over log data to create visualization in Kibana. Visu-
alizations based on Elasticsearch indices helps in creating interpretation of live
data in form of bar chart, line graph, pie chart, heat map, gauge etc.

5. ES-Hadoop connector is used to transfer indexed data from Elasticsearch to
HDFS. Apache hive is the interface used by Hadoop. Hive provides SQL like
interface for data manipulation.

6. Hadoop architecture uses MapReduce algorithm to perform batch processing
over HFDS. MapReduce has limitations of processing due to file system read–
write operations latency. Here, Apache spark provides 100 times faster solution
toMapReduce latency during batch processing. Apache spark architecture makes
use of RDD (resilient distributed datasets), data frames and perform transitions
on HDFS data by fetching it inside main memory.

7. Processed data is stored back in HDFS by spark-scala user interface. This batch-
processed optimum data is again transferred to Elasticsearch through ES-Hadoop
connector using hive interface. Finally, Elasticsearch can create visualizations
required for deep low latency analytic of batch processed historical data using
Kibana.

8. Packetbeat and Metricbeat are responsible for real-time performance monitoring
of IT resources, services and Intranet by shipping related metrics to ELK Server.

9. MQTT Broker: The Message Queuing Telemetry Transport (MQTT) is a
lightweight, publish–subscribe networkprotocol that transportsmessages between
IoT devices. The protocol usually runs over TCP/IP; however, any network pro-
tocol that provides ordered, lossless and bidirectional connections can support
MQTT. Here, MQTT broker is a server that receives all messages from the IoT
clients and then routes the messages to Apache Kafka for further analysis through
proposed framework.

6 Experimental Environment and Result Analysis

In this section, hardware and software specifications used in proposed framework
as well as experimental environment and result analysis are explained. All server
machines used for creating experimental environment are physical machines. Ubuntu
14.04 and Centos 7 with 64 bit is adopted as our operating system.

6.1 Experimental Environment

IT infrastructure network architecture of an educational organization in considera-
tion providing services like DNS, Internet, Web, Squid, NIDS and Firewall Security
which generates lot of logging and traffic data is represented through Fig. 3. Infras-
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Fig. 3 Block diagram of network architecture setup used for modelling novel framework

tructure also has IoT network deployed throughMQTTBroker andKafka for creating
environmentmonitoring system that supports continuous tracking of temperature and
humidity levels required to be maintained in centralized server room which hosts the
log analytics setup proposed. All these components are distributed over Local Area
Network (LAN). Manually checking logs of each and every server and device on
daily basis is not feasible. Syslog has been configured on critical servers and devices
like peripheral firewall and Web servers to forward logs to central Rsyslog server so
that logs can be made available to Apache Flume for ingesting into framework. Pack-
etbeat and Metricbeat are configured on NIDS, Squid Server to ensure shipping their
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logs to ELK Server for real-time network monitoring of Intranet and performance
monitoring of Squid Server, respectively.

In implementation scenario, Apache Flume, Apache Kafka and ELK stack have
been configured for real-time stream processing, analysis and centralized log man-
agement. ES-Hadoop and Hive installed on ELK Server ensure bidirectional move-
ment of indexed logs between ELK and Apache Spark through HDFS which is used
as storage for in-depth low latency analytics. This subsection also explains hard-
ware configurations of servers, software configurations of FOSS tools and operating
system environments that are used in proposed framework with its purpose.

1. Web Servers: Intel (R) Xeon (R) CPU E5 2603 v3 1.6GHz 48GB Memory with
Centos 7 Server Operating System. This is used as source of real-time logs of
Apache through which Moodle E Learning Platform, ERP Server is made acces-
sible to 3000 users of an educational institute. Log forwarding is done through
rsyslog to server with Apache Flume.

2. Squid Proxy Server with Metricbeat: Intel (R) Xeon (R) CPU X3220 2.4GHz
8GB Memory with centos 7 Server Operating System. Squid Proxy server is
meant for providing secure Internet access in Intranet.

3. Network Intrusion Detection (NIDS) Server with Packetbeat: Intel (R) Xeon (R)
CPUX3220 2.4GHz8GBMemorywith centos 7 ServerOperating System.NIDS
Server is meant for monitoring all network traffic of Intranet including switches
and routers.

4. Rsyslog Server with Apache Flume: Intel (R) Xeon (R) CPU E5 2603 v3 1.6GHz
48GB Memory with Centos 7 Server Operating System. Apache Flume ingests
Apache logs of Web servers, peripheral firewall to ELK Stack. This server can be
used as sink for multiple heterogeneous log sources.

5. Server with ELK Stack, Apache Spark and Hive Instances deployed: Intel (R)
Xeon (R) CPU E5 2603 v3 1.6GHz 48GB Memory with Ubuntu 18 Server
Operating System. ELK Stack is used for real-time log processing, and Spark is
used for offline processing of historical logs.Here, hive usesESHadoop connector
to transfer indexed data to HDFS from Elasticsearch. Similarly, hive gets batch
processed data fromHDFS and inserts back to Elasticsearch for in depth analytics.

6. Sophos XG310 (SFOS 18.0.5 MR-5-Build586) Firewall: It also serves as log
source for Rsyslog Server along with Web server logs through Syslog service
configured.

In implementation architecture for log shipping, stream processing, real-time search
and analytic, batch processing and unifying stream processing framework to batch
processing network following open-source tools are used.

1. Log Ingestion: Apache Flume 1.5.0.1
2. Data Pipeline Tool: Apache Kafka 2.7.0
3. Batch Processing ofHistorical Logs: Apache Spark 3.0.1with Prebuilt forApache

Hadoop 3.1
4. Real-time search and analytic: Elastic Stack 7.7.0
5. Connector of ELK Stack and Apache Spark: ES Hadoop 7.11
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6. Lightweight shipper for network data: Packetbeat 7.13.1
7. Lightweight shipper for performance metrics: Metricbeat 7.13.1.

6.2 Result Analysis

In this section, we will discuss some precise insights through IT Infrastructure log
analysis of an engineering institute through proposed framework. This Engineering
Institute is A. P. Shah Institute of Technology located at Mumbai, Maharashtra,
India. There are 3000 active users including students, faculties and administrative
staff who accesses the IT Infrastructure in consideration resulting in 10million logs
per day, approximately. This voluminous log analysis is intended to ensure security
of critical infrastructure components like routers, firewall, Proxy server, e-learning
server and ERP server of this institute as well as identifying the malicious activities.
Log analysis represented in this section helps institute to keep its security posture in
sync with security policy framed at institute level which will be discussed later in
this section. Big data log analytics of unstructured heterogeneous logs represented
here helps administrators to keep track of various events related to security and take
proactive actions on basis of that. Also, along with real-time log analysis managed
through Kafka and ELK Stack, analysis of historical logs through batch processing
implemented through Apache Spark can form basis to revise, develop future security
policies required for institute. In addition to log analysis, the proposed framework
also ensures real-time monitoring of performance metrics related to IT resources
which helps in shifting from reactive to proactive monitoring.

Result analysis presented in this section focuses on identifying following security
breaches onApacheWebService configured onApplication Servers in consideration.
Following are the Apache Service-related security events in consideration around
which result analysis will revolve.

1. Using blocked request method: Inmost cases, GET and POST are the only request
methods required to operate a dynamic website. Allowing more request methods
than are necessary increases site’s vulnerability. Thus, finding request methods
which are blocked through real-time log analysis can help administrator.

2. Using blocked user agents: Blacklisting user-agents revolves around the idea that
every browser, bot and spider that visits server identifies itself with a specific user-
agent character string. Thus, user-agents associated with malicious, unfriendly or
otherwise unwanted behaviour may be identified and blacklisted in order to pre-
vent against future access. Thus, finding malicious user-agents which are blocked
through real-time log analysis can help administrator.

3. Identifying and tracing access request to Web server with HTTP request result
status code 404: Attempts to access resources not hosted on the Web server are
indication of trying to run malicious code on Web server to gain access of the
server. Identifying and tracing such events through real-time log analysis can help
administrators in redesigning security polices of Web servers.
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4. Identifying and tracing access request to Web server with HTTP request result
status code 403: Attempts to access prohibited documents on the Web server are
indication of trying to run malicious code on Web server to gain unauthorized
access of the server. Identifying and tracing such events through real-time log
analysis can help administrators in redesigning security polices of Web servers.

5. Identifying access requests from poor reputation IPs: Poor reputation IPs are
responsible for sending high level of spam and viruses. To identify and block
accesses from such IPs can help administrators in preventing malicious activities
and enhance security of IT Infrastructure.

6. Identifying Probing on ports of Perimeter Firewall: The perimeter firewall is first
level of defence for organization. Identifying open ports is prior step to perform
DOS attacks. Identifying and tracing attempts to gain access into organization
network through open ports of SSH and telnet through real-time log analysis can
help in enhancing security polices of network.

Result analysis presented through this paper also focuses on real-time performance
monitoring ofApache Service of application servers throughELKStack. Result anal-
ysis also discusses performance monitoring of Squid Proxy Service through Met-
ricbeat which is a lightweight shipper that can be installed on servers to periodically
collect metrics from the operating system and services running on the server. It also
focuses on real-time performance monitoring of network traffic collected through
Packetbeat which is a lightweight network packet analyser that sends network log
data from NIDS Server to ELK Server. Analysis represented through Fig. 4 helps

Fig. 4 Analysis of user agent data through batch processing
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in identifying user-agents associated with malicious, otherwise unwanted behaviour
and blacklisting them such user agents for future access through secure configuration
of Apache Service. Analysis also represents the fact that most of user agents that are
listed are the user agents white-listed for Apache access through its configuration. It
can also help in identifying sources in terms of hosts which are initiating accesses
through malicious user agents and categorizing them for further security analysis.
Through the analysis depicted through Fig. 5, it seems that Apache Status code 200
was seen most of the time which represents normal working of Apache service on
application servers. It also depicts very less percentage of HTTP status codes like
403, 404 which is indication of secure configuration of Web Server. With Apache
monitoring, administrators can ensure whether service is configured to sufficiently
handle the current scale of access requests. In order to prevent slowdowns whichmay
affect end user experience routine, Apache monitoring can play crucial role in solv-
ing performance-related issues in near-real time. Real-time performance monitoring
of Apache service deployed on application servers represented through Fig. 6 helps
in tracking key Apache monitoring metrics to prevent fatal problems in the scenarios
where server load and access requests scale up. With clear and real-time dashboard,
represented through [18] Fig. 6 will help administrators to view real-time changes in
core metrics and provide stable and efficient server work through proactive actions.
Proposed framework also ensures collection, correlation and analysis of squid proxy
service logs responsible for providing Internet service over Intranet. Squid logs serve
as valuable source of information about Squid workloads and performance. Figure7

Fig. 5 Analysis of Apache server status code
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Fig. 6 Real-time performance monitoring of Apache service

Fig. 7 Real-time performance and analysis of Squid Proxy service

[18]represents not only real-time traffic load on Squid Proxy service but also pre-
cisely visualize top users usage analysis, top domains accessed, HTTP methods and
status code analysis, content types accessed through in-depth analysis of Squid logs.
Application server performance monitoring is really crucial. Using tools like Met-
ricbeat and ELK to monitor, visualise performance metrics makes it convenient to
provide stable and error-free working of application servers. Figure8 [18] represents
real-time analysis of application servers in terms infrastructure specific metrics like
memory usage, CPU usage, disk usage, network bandwidth and system load through
log information shipped through Metricbeat configured on Squid Proxy server.

Packetbeat which is part of the Elastic Stack can be integrated seamlessly with
Logstash, Elasticsearch andKibana in order to transformnetwork datawithLogstash,
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Fig. 8 Real-time system performance monitoring through Metricbeat

real-time search and analytic in Elasticsearch, review data through precise visualiza-
tions in Kibana dashboards [18]. Network performance monitoring can help admin-
istrators in ensuring whether network is designed properly and network devices
are configured to sufficiently handle the current scale of access. In order to prevent
slowdowns in accessing Intranet and Internet contents whichmay affect end user per-
forming critical tasks, routine real-time network performance monitoring can play
crucial role in solving performance related issues in near-real time. Figure9 [18]
depicts real-time Intranet network statistics collected on NIDS server deployed and
its analysis by shipping network data collected through Packetbeat to Elasticsearch in
terms of precise visualizations through Kibana dashboards. Analysis is represented
in terms of connections over time, top Intranet hosts creating and receiving traffic,
network traffic statistics between hosts.

IoT devices generate large amounts of logging and events data, monitoring and
analysing the same can help both for troubleshooting purposes and as part of predic-
tive maintenance as well. Keeping track of every different activity of IoT devices is
impossible without having scalable framework which can address sheer volume of
IoT logs. Although the Internet of things (IoT) is getting more and more attraction
by researchers, integrating devices and machines to process the data in real time and
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Fig. 9 Real-time network performance monitoring through Packetbeat

at scale is a challenge. To reliably operate with IoT setup, a comprehensive view of
the device health in aggregate will prove beneficial.

Graphical analysis represented through Fig. 10 showcases analysis of MQTT
Broker successful connection requests received over IoT network discussed ear-
lier through ELK stack. Such analysis can help in tracing vulnerabilities like Ping

Fig. 10 IoT connection analysis through modelled framework
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Fig. 11 Aggregate temperature and humidity level analysis through modelled framework

flooding and SYN flooding through which DOS attack is possible. Figure11 depicts
aggregate temperature and humidity level analysis on the values published through
IoT network deployed for continuous tracking of temperature and humidity levels
required to be maintained in centralized server room which hosts the log analytic
setup proposed.

6.3 Performance Evaluation of Framework

This section discusses performance evaluation of proposed framework in analysing
voluminous logs generated thorough sources discussed in previous subsection
with respect to the search queries listed below. In order to compare the perfor-
mance 5million Logs (715MB), 10million logs (1.5GB), 15million logs (2.1GB),
20million logs (2.7MB) were used for analysis. Time required to search and analyse
specific log data pattern from tagged and classified logs is noted down in following
table taking into the size of log volumes mentioned earlier. Proposed framework
outperforms for different log volume sizes taking into consideration targeted queries
listed below.

1. Query I: HTTP Status Code Analysis to get distinct HTTP Status Codes.
2. Query II: Analysing Frequent Hosts to identify and list hosts with poorly rated

IPs from access logs.
3. Query III: Analysing the Top ten hosts who have received 404 and 403 HTTP

Response Code over month.
4. Query IV: Analysing time period with maximum 404 and 403 HTTP Response

Codes per day over month.
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Table 1 Visualization time of modelled framework for queries under consideration

Log size Query I Query II Query III Query IV

5million 4.7 s 4.7 s 5.7 s 6.7 s

10million 5.3 s 4.9 s 6.4 s 7.3 s

15million 5.7 s 5.9 s 7.7 s 8.3 s

20million 5.9 s 6.1 s 7.9 s 8.6 s

Fig. 12 Visualization time
of modelled framework for
queries under consideration

5. Query V: Listing probing events on perimeter firewall with respect to ssh port 22
and telnet port 23. Since both these services are configured on nonstandard ports
identifying this probing can give important security related insights.

Table 1 lists time required for graphical visualization of specific log data pattern
from tagged and classified log data through Kibana over different log sizes. Figure10
shows graphical analysis of values listed in Table1. It is observed that Kibana visual-
ization time required forQuery III and IV is significantlymore toQuery I and IIwhich
portrait requirement of implementing scalable cluster for Elasticsearch (Fig. 12).

7 Conclusion

Taking into consideration the speed, nature and volume of logs, real-time monitor-
ing of logs is infeasible to get meaningful insights. The setup collects heterogeneous
logs to a central location by using Rsyslog server that ingests logs to Apache Kafka
and then to ELK Stack for log analysis and correlation. Modelled framework will
be helpful in real-time analysis of heterogeneous logs by combining use of open-
source tools at different stages of log analysis so that identification of events that
might represent threats can be automated. Modelled framework also ensures foren-
sic investigations of historical logs through Apache Spark-based batch processing
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framework implemented. Packetbit andMetricbit are used for ingesting network and
system logs of NIDS server and Squid server through which real-time network and
system performance monitoring can be done. It helps in giving insights of the logged
events through graphical visualizationwhich is easy, quick and efficientway to under-
stand and correlate log events. Modelled framework is a much required attempt to
unify stream processing implemented through Apache Kafka, ELK Stack and batch
processing implemented through Apache Spark. Modelled framework designed and
developed using best open-source tools available will provide cost effective, open-
source, enterprise-ready platform and solution for online and offline big data log
analytics to provide better insights for faster trouble shooting. It can be widely used
acrossmultiple enterprises and domains to identify events that might hamper security
of their IT services.
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