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Preface

This conference proceedings volume contains the written versions of most of the
contributions presented during the conference of ICICIT 2021. The conference
provided a setting for discussing recent developments in a wide variety of topics
including cloud computing, artificial intelligence, and fuzzy neural systems. The
conference has been a good opportunity for participants coming from various
destinations to present and discuss topics in their respective research areas.

This conference tends to collect the latest research results and applications on
computation technology, information and control engineering. It includes a selection
of 67 papers from 232 papers submitted to the conference from universities and
industries all over the world. All the accepted papers were subjected to strict peer
reviewing by 2–4 expert referees. The papers have been selected for this volume
because of quality and the relevance to the conference.

We would like to express our sincere appreciation to all the authors for their
contributions to this book. We would like to extend our thanks to all the referees
for their constructive comments on all papers; especially, we would like to thank
to organizing committee for their hard working. Finally, we would like to thank
Springer publications for producing this volume.

Coimbatore, India
Arad, Romania
Antigonish, Canada
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Valentina Emilia Balas
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Sign Language Recognition:
A Comparative Analysis of Deep
Learning Models

Aswathi Premkumar, R. Hridya Krishna, Nikita Chanalya, C. Meghadev,
Utkrist Arvind Varma, T. Anjali, and S. Siji Rani

Abstract Sign language is the primary means of communication used by deaf and
dumb people. Learning this language could be perplexing for humans; therefore, it
is critical to develop a system that can accurately detect sign language. The fields
of deep learning and computer vision with recent advances are used to make an
impact in sign language recognitionwith a fully automateddeep learning architecture.
This paper presents two models built using two deep learning algorithms; VGG-16
and convolutional neural network (CNN) for recognition and classification of hand
gestures. The project aims at analysing the models’ performance quantitatively by
optimising accuracy obtained using limited dataset. It aims at designing a system that
recognises the hand gestures of American sign language and detects the alphabets.
Both the models gave excellent results, VGG-16 being the better. VGG-16 model
delivered an accuracy of 99.56% followed by CNN with an accuracy of 99.38%.

Keywords American sign language · Deep learning · Sign language · VGG-16 ·
Convolutional neural network · Neural network · Feature extraction

1 Introduction

Sign language is a method by which the deaf and/or dumb individuals communicate
through visual gestures. It is expressed using hand gestures, movements, orienta-
tion of palm and face expressions executed by humans. It is the most expressible
way for communication for the individuals with hearing or speech impairment. Sign
languages have their sign grammar and lexicon. It is not common universally, and
thus, each country has its own sign language system. There are about 150 sign
languages as per the 2021 edition of Ethnologue. American sign language (ASL) is
one of the most leading sign languages of the deaf and dumb individuals of USA as
well as of Anglophone Canada. ASL uses ASL manual alphabet/ASL fingerspelled
alphabet. Fingerspelling is the method in which a particular word is spelled out
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using hand gestures. Each sign shown corresponds to a letter of the word. One of
the challenges faced is that normal people find it difficult to understand the gestures
of sign language, thus making communication burdensome. Deep learning models
have given efficient results in sign language recognition from hand gesture images
[1]. Much research has been done in deep learning to find an efficient method of sign
language detection. There are various neural networks such as the convolutional
neural network which comprises of various layers such as convolutional layers,
pooling layers and fully connected layers, fully convolutional network (FCN) in
which all learnable layers are convolutional, thus having lesser number of param-
eters and maintaining the spatial information of the input hand gestures images.
Considering the importance of sign language and its efficient recognition to help
deaf and dumb individuals to communicate with society, comparative research was
conducted in two different deep learning modes, namely VGG-16 and a CNNmodel,
by training and testing each model with hand gesture images.

2 Related Works

American sign language recognition and detection is not a novel concept. Over the
past two decades, researchers have made use of various classifiers that belong to
different categories such as linear classifiers, Bayesian, neural networks (Table 1).

3 Dataset

The initial step of the proposed system is to collect the data. The dataset consists of
17,113 American sign language hand gesture images from 27 classes (26 alphabets
+ 1 space class denoted as ‘0’) out of which 12,845 images were used for training
and 4268 images for validation (Fig. 1).

4 Data Augmentation

Image data augmentation technique is done using the ImageDataGenerator class
imported from K. This is used in expanding the dataset in order to boost the perfor-
mance and strengthen the model to generalise. Thus, more data result in better
accuracy and efficiency of the model.
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Table 1 Related works

References Classification model Focus

[2] SqueezeNet architecture The system uses RGB images which are
then used to train the SqueezeNet
architecture, so that it could be run on
mobiles

[3] SVM and ANN Develops a system for Indian sign
language recognition using feature
extraction techniques, scale invariant
feature transform (SIFT) and histogram
of oriented gradients (HOG), and then
classifies

[4] Support vector machine (SVM) Researches explain skin segmentation
can be completed using YCbCr systems.
This was then classified using SVM

[5] Histogram matching and ORB algorithm Developed an android application that
captures the hand gesture and detects
the sign into digits and alphabets.
Proposed methodology involves
preprocessing the real-time image,
recognising gestures using histogram
matching and ORB algorithm

[6] PNN and KNN Hand gestures are recognised and
translated into text and speech (Hindi as
well as English) by using MATLAB.
The classification is done using two
models and results compared

[7] SVM and ANN Involves a review of various steps
involved in hand gesture recognition.
The methods used for data acquisition,
image processing, segmentation and
feature extraction were compared. And,
the models were then classified

[8] HMM Involves comparison of various vision
based sign recognition systems, which
mostly uses HMM as base. Detailed
common challenges of these models

[9] CNN (SignNet) A CNN model, SignNet, is proposed by
combining high-and low-resolution
network CNNs. It works at various
spatial resolutions and detects hand
gesture images using a synthetic dataset
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Fig. 1 Dataset

5 Methodology

Two deep learning models were developed for the problem statement, and a compar-
ative analysis was performed on these models based on their training statistics and
results.

5.1 Model 1: CNN Model

Introduction

Convolutional neural network (CNN) is a class of deep neural networks that is used
in object detection, image recognition, image classification, etc. [10, 11] CNN archi-
tecture has a similar architecture to the nerve cells that communicate with the inter-
connected neurons in the body. The important core layers in the CNN architecture
include Input, Padding, Convolution + Activation/ReLU, Pooling, Flatten/Dense,
Fully Connected + Softmax. In CNN, the input image is assigned importance to
certain features in it to differentiate one from another. Each input image was passed
through a series of convolutional layers followed by chosen parameters, and filters
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Fig. 2 CNN flow process

with strideswere applied and paddedwhenever required. It gives the highest accuracy
in comparison with other image processing algorithms.

Flow Process

A 2D convolutional neural network (CNN) with tensor flow library was developed
for training the required models in order to do the detection.

Steps for classification (Fig. 2): Step I: Importing Keras libraries and packages.
Step II: Data loading and preprocessing. Step III: Building CNN model with two
convolutional layers with rectified linear unit (ReLU), which is the activation func-
tion that extracts different features of the input, two MaxPooling layers to grad-
ually decrease the spatial size of the image representation in order to decrease
the number of parameters, thus decreasing computational complexity in the model
network, the flatten layer, and then, finally, a fully connected layer in which the last
dense layer has Softmax as activation function which will execute the classification
based on extracted features. Then, the CNN model was compiled with loss ‘categor-
ical_crossentropy’ and ‘adam’ as optimiser. Step IV: Using ImageDataGenerator to
apply transformations and augmentation on images for training.

Preprocessing

Preprocessing of coloured images is necessary to extract features from the images.
The coloured images were first converted to grayscale as the grey scale images are
easier to process than coloured images which will take plenty of resources and time
for training the data. Image thresholding was applied to detect the boundaries, thus
separating the required object from the background pixels. This was followed by the
application of a Gaussian blur filter, which helps to reduce the random noise and for
cutting the extreme outliers [12].

Architecture

The images pass through the following layers (Fig. 3): (i) one convolutional layer of
size 126 × 126 × 32, succeeded by a pooling layer of size 2 × 2 that decreases the
height and width of the image into 63× 63× 32; (ii) one convolutional layer of size
61 × 61 × 32 succeeded by a pooling layer of size 2 × 2 that further decreases the
height and width of the image into 30 × 30 × 32; (iii) flatten layer; (iv) one dense
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Fig. 3 CNN network
architecture

layer with 96 units and along with a dropout after that of 96 units; (v) two dense
layers, first one with 64 units and the second one with 26 units, 1 for each class.
The flatten layer and dense layer reduce the data into one dimension and identify the
class into which it belongs.

5.2 Model 2: VGG-16

Introduction

VGG-16 (OxfordNet), which stands for Visual Geometry Group, is an object recog-
nition model in deep learning [13]. It is a convolutional neural network architecture
that is 16 layers deep. The default input size of this model is 224 × 224 pixels with
three channels for the image in RGB format [14]. The receptive field used by the
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Fig. 4 VGG-16 flow process

convolutional layer in the VGG-16 model is very small, i.e., 3 × 3. To retain the
spatial resolution after convolution, the convolution stride is set to 1 pixel. It has
pooling layers of size 2 × 2. VGG-16 has three fully connected layers. The ReLU
activation unit is used by all hidden layers.

Flow Process

The steps for classification are (Fig. 4): Step I: ImportedKeras libraries and packages.
Step II: Loaded the dataset. Step III: The VGG-16 model was built. Convolutional
layers with small size convolution filters were added so as to have a large number of
weighted filters. After each block of convolutional filters, one max pooling layer was
added which helps to reduce the amount of data sent to the next layer by a factor of
4. After the 5 blocks of convolution and pooling layers, the flatten layer was added
in order to change the data dimension into a one-dimensional input into the dense
layers. Lastly the dense layers were added in which the neurons of different layers
are connected into a network. A sigmoid activation unit is added to the last dense
layer. Step IV: Use ImageDataGenerator to apply transformations and augmentation
on images for training.

Architecture

VGG-16architecture (Fig. 5) comprises 13 convolutional layers and3 fully connected
layers, hence not a fully convolutional network.

The images pass through the following layers:
(i) two convolutional layers each of size 224 × 224 × 64 succeeded a pooling

layer of size 2 × 2, which thus decreases the image size into 112 × 112 × 64; (ii)
two convolutional layers each of size 112 × 112 × 128, succeeded by a pooling
layer of size 2 × 2 that further decreases the image size into 56 × 56 × 128; (iii)
three convolutional layers each of size 56 × 56 × 256 succeeded by a pooling layer
of size 2 × 2 that further decreases the image size into 28 × 28 × 256; (iv) three
convolutional layers each of size 28 × 28 × 512 succeeded by a pooling layer of
size 2 × 2 which further decreases the image size into 14 × 14 × 512; (v) three
convolutional layers each of size 14 × 14 × 512 succeeded by a pooling layer of
size 2× 2 which further decreases the size of the image into 7× 7× 512; vi) flatten
layer; and (vii) three dense layers, first two with 4096 units and the last with 26 units,
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Fig. 5 VGG-16 network
architecture
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1 for each class. The flatten layer and dense layer reduce the data into one dimension
and identify the class into which it belongs.

6 Result

After training the model, a set of validation images were passed to test the prediction.
Then, the performances of both the models were optimised by selecting the appro-
priate number of epochs and steps per epochs. More epochs give better accuracies,
but it could possibly increase the complexity of the model too. For the CNN model,
30 epochs and 200 steps per epoch were used, and for VGG-16model, 10 epochs and
100 steps per epoch were applied which gave the best results that balanced between
accuracy and complexity.

6.1 CNN Model

The test set consists of 4268 images. The proposed model was trained using 30
epochs. From the tests done, an accuracy of 99.38 was obtained for the validation
set. The accuracies in various epochs varied from 57.10 to 99.95%. An evaluation
on these gave an average of 99.38%.

The train and test accuracy as well as losses were plotted across the number of
epochs (Figs. 6 and 7, respectively). Both the accuracies escalated as the number

Fig. 6 Plot of estimated training and validation accuracy (CNN model)
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Fig. 7 Plot of estimated training and validation loss (CNN model)

of epochs progressed. The number of losses of both training and testing reduced in
subsequent epochs.

The plot of training and testing accuracy (Fig. 6) showed that the accuracy of
prediction got higher for higher epochs. The validation accuracy at the first epoch
was found to be 57.10%, and it increased sharply till the 5th epoch, with an accuracy
of 93.32% after which it increased smoothly till a maximum of 99.95%.

The validation loss decreased sharply (Fig. 7) from the first epoch till the 6th
epoch after which it decreased smoothly.

6.2 VGG-16 Model

The validation set (400 images) was passed through the model, and accuracies were
optimised by using 10 epochs. As a result, an accuracy of 99.56% was obtained. The
accuracies in various epochs varied from 95.88 to 100%. An evaluation on these gave
an average of 99.56%. The accuracies of the training and validation were plotted and
evaluated (Figs. 8 and 9, respectively). The graphs accuracy of both training and
testing increased with increase in the number of epochs. The losses occurred during
training and testing were also plotted and evaluated. The losses of both training and
testing decreased as the number of epochs got higher.

The plot (Fig. 8) shows that the validation accuracy at the first epoch was found
to be 98.62%, and it increased till the 3rd epoch. It then gave an accuracy of 95.88%
in the 4th epoch after which it increased sharply reaching a maximum of 100%. The
validation loss decreased sharply after the first epoch (Fig. 9).
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Fig. 8 Plot of estimated training and validation accuracy (VGG-16 model)

Fig. 9 Plot of estimated training and validation loss (VGG-16 model)

7 Conclusion and Future Works

Considering the complexities of various combinations of hand gestures and its under-
standability to normal people, there are many challenges in this domain. With this
project, two efficient deep learningmodelswere analysed forAmerican sign language
detection and the best one was thus recognised. The accuracy of both the models
improved as the number of epochs got higher. This is because for each subsequent
epoch, the neural network updates the weight estimated in the first epoch with the
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values that reduce overall loss. Choosing an appropriate number of epochs, balancing
complexity and accuracy produced excellent results. The two models gave excellent
results in recognising the gestures correctly. The VGG-16 model with fixed residual
blocks gave a better result compared to the CNN model built from scratch. The
VGG-16 model fits the data more accurately as there are more weighted layers in
VGGwhich thus had much more parameters which extracted features better than the
CNN model, thus classifying better.

The project focuses on recognising the hand gestures that correspond to the
alphabet from A to Z using the dataset containing hand gesture images. This project
can be developed further to detect images in real time. This will involve the use of
LeapMotion API that would help in real-time data generation from hand gestures
of people. This could also be developed to recognise hand gestures for words and
numbers along with the finger spelling. The project has a scope in further develop-
ment by using various other models, such as ResNet, which has been proved to be
faster and efficient due to its deeper layers.
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Hardware Trojan Detection
at Behavioral Level Using Inline
Assertions and Verification Using UVM

Aki Vamsi Krishna and E. Prabhu

Abstract Recently, hardware Trojan (HT) is posing a significant challenge to the
integrated circuit (IC) industry and has inspired various improvements in the Trojan
identification plans. This research studypresents the inline assertions for the detection
of hardware Trojan at the behavioral level of a system on chip (SoC). In the proposed
RTL design, a modified circuit design flow is suggested to incorporate inline asser-
tions into a SoC. Flexible inline assertions are developed in the RTL block within the
design module. The router IP design and inline assertions are synthesized and imple-
mented in Xilinx Vivado and Aldec Rivera Pro using Verilog HDL. The universal
verification methodology (UVM) is also used to verify the proposed design with the
different test case scenarios. The functional coverage and code coverage are analyzed
in Aldec Rivera Pro. Parameters such as power and area are analyzed in the Synopsys
design compiler (DC).

Keywords Hardware Trojan · Behavioral level · Inline assertions · Verilog HDL ·
UVM · Xilinx Vivado · Aldec Rivera pro · Synopsys design compiler

1 Introduction

With the recent increase in the ICproduction and the cost of profound sub-micrometer
innovation, many IC design houses are currently importing some modules and
outsourcing production to the third party (3P), which is considered as a typical
practice in the chip improvement cycle. The 3P IP cores and design automation tools
are extensively used to improve the circuits. Therefore, the integrity of manufac-
tured product could be undermined. The likelihood that an IC will be susceptible to
attack by HT has been increased. A chip, or otherwise a circuit, can be hacked and
attacked, resulting in certain modifications if an attacker accesses specific stages of
the IC design flow, as shown in Fig. 1 [1].
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Fig. 1 IC design life cycle

A HT can be described as a malicious change or consideration to IC that changes
its functions or cause it to perform an extra malicious function [3]. These malicious
incorporations or modifications are mostly customized to activate under a specific
set of conditions formulated by an attacker and are extremely difficult to identify or
detect at the dormant state. Many different industries, for example, military, telecom-
munications, and business applications are continuously focused on expanding the
challenges faced by malicious circuits that are included for the design [13]. The
method proposed to overcome this vulnerability is to utilize HT detection methods
at different levels of chip IC design process [4].

The proposed research work is concentrated on one of the level of chip IC design
flow that is the RTL block. RTL is a hardware description language (HDL), which
is basically the detailed logical implementation of the entire IC and detailed design
or circuit specifications that are converted into Verilog or VHDL language. An RTL
modeling style is a synthesizable coding style, which could be a data flow model
or a behavioral model. The data flow model is a signal that is assigned through
the data manipulating equations; all such assignments are concurrent in nature. The
behavioral level is the highest level of design description that contains functions,
procedural statements, and design modeling. RTL style of coding is widely used
in synchronous designs, which involve both combinational and sequential designs.
RTL basically represents the data flow between combinational clouds and registers.

This paper focuses on the designing and implementation of router IP protocol
using Verilog HDL language. Also, the proposed research work introduces the appli-
cation of inline assertions in order to detect HT at the behavioral level of the design
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or system. The primary goal is to provide a dedicated RTL block that can be amodule
design with inline assertions in order to detect the HTs during runtime. The primary
objectives of this research work are as follows. (1) The inline assertions are proposed
within a design module dedicated to finding HT detection. (2) The proposed inline
assertions technique is applied on industrial protocols like router IP which contains
(FIFO, FSM, synchronizer, register). (3) The proposed router IP design and inline
assertions have very little power and area. (4) With different test cases, the proposed
design is verified with the latest methodology called UVM.

The paper shows some relatedworks on this concept in Sects. 2 and 3 shows a brief
introduction on router IP design and proposed detection method in Sect. 4, corre-
spondingly; Sect. 5 illustrates the UVM test bench. Section 6 shows the simulation
outputs, power, area values, and coverage report. Section 7 provides conclusion.

2 Background and Related Works

The authors stated that a better understanding of what HT may resemble and what
influence they could have on an IC are necessary. HT is a malicious module, which
is introduced inside the IC during the fabrication or design process. Further, they
present eight particular attack procedures by utilizing RTL HTs to bargain the safety
of an alpha encryption module [2].

HT is made out of a few gates and tries to change the functionality of the chip.
These types of HTs are difficult to detect with offline HT detection methods, for
example, digital systems tests and side-channel analysis techniques, and authors
proposed methodology focuses on an online method for quickly HTs at the runtime
[3]. The authors survey made on a different type of HTs present in IC, different
Trojans insertions at various stages of IC, and different techniques for detection of
the HTs [4].

The author proposed a secured netlist generation using obfuscation techniques
without modifying the functionality of circuits with reduced area and power [5].
The authors provide a technique that involves inserting observation sites into the
circuit to capture the most difficult-to-observe faults, which works in conjunction
with off-chip and on-chip structural testing to provide greater coverage [6].

The authors have implemented the hardware router IP design with different
protocol versions like IPv4 and IPv6 results in higher switching speeds of per packet
routing for two protocols by applying VLSI architecture techniques [7]. The time of
arrival is calculated by using two different time analysis STAs and statistical STAs.
The implementation was carried out in ISCAS-89 benchmark circuits with results
of the time improvement [8]. Proposed an efficient activity estimator which is fast
and accurate and a survey paper on switching activity estimations techniques, power
estimation was done in Synopsys DC tool gave a reduction in power for the circuits
[9].

The authors proposed a technique for the automated checker generation of the
PSL properties for the verification [10]. In this paper, assertions checkers are used
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for security of the processors designs during memory instructions, and also survey
made on PSL2HDL tool and code coverage techniques to detect malicious [11]. Ngo
et al. proposed a built-in assertion checkers that integrate into the design of general
useful designs to identify Trojan during runtime in which ACs selection happens pre-
synthesis [12]. The author proposed a reconfigurable assertion checker to detection
of the HTs at the SoC and demonstrated the mapping of ACs into RAC [13].

Demonstrating the UVM methodology for design verification, explain the UVM
test bench hierarchy, registration of factory, components, TLM, mailbox, and call-
backs. Different approaches are demonstrated for developing a test strategy and
test cases for design verification [14]. This paper describes the implementation of
various types of verification mechanisms that can be used with the UVM-based veri-
fication environment to improve the ability to protocol verify, hidden bugs, functional
checking of design under verification (DUV) [15].

3 Router IP Design

A router IP protocol that forward data packets between computer networks. Packet
header contains address based on that it drives the incoming packet to an output
channel. At the same time, three parallel connections will support in the router.
Router top-level block as shown in Fig. 2, which shows inputs and outputs signals
from source network to three client networks.

Router interface of input and out signals defined the functionality of each signal
is shown in Table 1. Router design features contain packet routing, parity checking,
reset, header, payload, and parity. Packet routing is driven from the input port and

Fig. 2 Block diagram of router top level
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Table 1 Router interface

Input/output Functionality

Clock Active high clocking event

pkt_valid Pkt_valid is an active high input signal that detects an arrival of a new packet from
a source network

Resetn Active low synchronous reset

data_in Eight-bit input data bus that transmits the packet from source network to router

read_enb_0 Active high input signal for reading the packet through output data bus data_out_0

read_enb_1 Active high input signal for reading the packet through output data bus data_out_1

read_enb_2 Active high input signal for reading the packet through output data bus data_out_2

data_out_0 Eight-bit output data bus that transmits the packet from the router to destination
client network 1

data_out_1 Eight-bit output data bus that transmits the packet from the router to destination
client network 2

data_out_2 Eight-bit output data bus that transmits the packet from the router to destination
client network 3

vld_out_0 Active high signal that detects that a valid byte is available for destination client
network 1

vld_out_0 Active high signal that detects that a valid byte is available for destination client
network 2

vld_out_0 Active high signal that detects that a valid byte is available for destination client
network 3

Busy Active high signal that detects a busy state for the router that stops accepting any
new byte

Err Active high signal that detects the mismatch between packet parity and internal
parity

is routed to any output port, based on the address of the destination network. Parity
checking is an error detection being transmitted between server and client. This
technique guarantees that the data transmitted by the server network is received by
the client network without getting corrupted. Reset is an active low-synchronous
input that resets the router, and three FIFO are made empty, and the valid out signals
go low indicating that no valid packet on the output data bus. Packet format consists
three parts parity, header, and payload; each packet has eight bits width and 1 byte to
63 bytes of the pay load length as shown in Fig. 3. Header destination address has 2
bits of packet, and length has 6 bits of the data. Payload was the data; it is in format
of bytes. Parity is used as security to verify of the packet.

The top-level block above as shown in Fig. 2 consists of 6 sub-blocks as shown
in Fig. 4, as followed three FIFO, synchronizer, register, and finite state machine.

• FIFO: In router design, three FIFO are used; each one consists of 16 bytes depth
and 8 bits width, depending on control signals given by FSM, and it stores the
data coming from the input port. The FIFO can be reset by a soft_reset signal;
that is, an internal signal is an active high signal of that block coming from the
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Fig. 3 Packet format

Fig. 4 Block diagram of top-level architecture

synchronizer module during a time out. Reset becomes low, then empty = 1, full
= 0, and data_out= 0.Write operation and read operation occur when write_enb,
read_end were high, the data_in, data_out sampled at the positive edge of clock,
and FIFO is not become full, empty state. Write and read operations can be done
at the same time. Full signal demonstrates that all the areas inside FIFO have been
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written. Empty signal demonstrates that all the areas of FIFO are empty and have
been read.

• Synchronizer: This block provides synchronization between FIFO nad FSM
modules. It also provides correct information between one input port and three
output ports.

• Register: This block implements four internal registers to hold, that is, packet
parity byte, internal parity, FIFO full state, header byte; all these are register
latched on the positive edge of the clock.

• FSM: This block was the controlled design of the router IP. When router gets the
new packet, this block generates all controlled signals; these signals are used to
transfer the packet to output by other design components.

4 Proposed Detection Method

4.1 Trojan-Free Implementation

In this router IP design, we implemented a HT in a FIFO block as shown in Fig. 5,
in order to demonstrate the uses of inline assertions to detect HTs. The HT effect
in a design is modification of functionality and leakage of critical information. The
FIFO can be reset by a soft_reset in that signal Trojan was added; that is, an internal
signal is an active high signal of that block coming from the synchronizer module
during a time out. Synchronizer block has three out signal, that is, vld_out_x, and this
signal is generate depending at the empty status of FIFO like conditions (vld_out_0
= ~ empty_0, vld_out_1 = ~ empty_1, and vld_out_2 = ~ empty_2). The
signals soft_reset_0, soft_reset_1, and soft_reset_2 are three internal signals for each
FIFOs, and these signals go high if the read_enb_x like (read_enb_0, read_enb_1,
read_enb_2) is not assert within the 30 clock cycles of the vld_out_x. As explained
functionality, now, after adding Trojan, the effect on those three internal reset signals
of this block, reset signal goes high after one clock cycle without read_enb_x signal
not assert within the 30 clock cycles of vld_out_x.

Fig. 5 FIFO block with
hardware Trojan
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4.2 Inline Assertions

Inline assertions are primarily used to validate the behavior of the design and capture
the knowledge about how a design should operate. Assertions are the properties,
which must be true. Assertion increases the controllability and observability of a
design. Controllability is the measurement of the ability to activate, stimulate, or
sensitize a specific point within the design. Observability is the measurement of the
ability to observe the effects of a specific, internal, stimulate point within the design.
Assertions monitor the expected behavior, forbidden behavior, and signal protocols
and also depend on the quality of the stimulus.

The objective of the proposed methodology of IC design flow is shown in Fig. 6
to detect the HTs at the behavioral level of RTL block using inline assertions and
verified by our IP design with UVM methodology. Inline assertions are embedded
check-in RTL code executable specifications, during the simulation phase asser-
tions monitor specific conditions that occur or a specific sequence of events occurs,
expected behavior, forbidden behavior, and signals protocols.

Fig. 6 Proposed IC design flow
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Mapping the property and sequence into the proposed design module of inline
assertions for Trojan detection. It also produces warnings and errors when a specified
condition fails and the sequence does not complete properly. Inline assertions depen-
dent on the clock cycles and test expression are evaluated at clock edges dependent
on the variables involved for the sampled values. A variable sampling, evaluations
are done at the preponed and observed region of the scheduler. Our inline assertions
are placed in a module, interface, procedural block. It can be used with both dynamic
and static tools.

5 UVM Verification

UVMmethodology is a standard framework to build the verification environment; it
has its base class library like uvm_component, uvm_sequence_item, uvm_object. In
UVM language, TLM is used as a standard communication mechanism to achieve
interoperability configuration of the test bench from the top level. It generates
scenarios independent of the test bench environment. UVM achieves reusability
in plug and play manner. Typical UVM test bench hierarchy is shown in Fig. 7.

Agent: UVM agent is also called universal verification component (UVC). An
agent can be encapsulated, ready to use, reusable, and configurable components. It
contains a driver, monitor, and sequencer. Test bench infrastructure can have more
than one agent. It can configure as an active and passive agents. Driver: It gets
data repeatedly from a sequencer; it drives the DUT based on the protocol using
the virtual interface. Derive a driver from the uvm_driver base class. Monitor: The
monitor extracts information from the bus signal and translates it into transactions.
It is connected to other components, via standard TLM ports. Drive a monitor from

Fig. 7 UVM test bench hierarchy



24 A. V. Krishna and E. Prabhu

the uvm_monitor base class. Sequencer: It creates stimuli depending on restrictions
and can do so on the fly or at zero time. A factory can be used to override sequences.
It is derived from uvm_sequencer. Environment: It is at top of the UVM test bench
architecture and contains one or more agents depending on the design.

6 Result and Discussion

The simulation output result of the router top IP design with Trojan implementation
is as shown in Fig. 8, and the result of the three data outputs is zero because of the
Trojan present in the FIFO block. The data packet could not able to find data coming
from source because read enable signal is not becoming high within the 30 clock
cycles of valid signal.

The simulation output result of the router top IP design without Trojan imple-
mentation as shown in Fig. 9.

The output results of router IP design as shown in Figs. 8 and 9 are synthesized
and implemented in Xilinx Vivado tool.

From, Table. 2 shows the output results of inline assertions, and it gives assertions
coverage results for each signal at particular sequence and property. As Trojan was
added in soft_reset signal, the inline assertions are failing at the soft_reset signal.
So, it shows that the Trojan has detected. Inline assertions are implemented in Aldec
Rivera Pro tool.

The simulation output result of the design under verification by using UVM is as
shown in Fig. 10.

Fig. 8 Router top simulation result with Trojan
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Fig. 9 Router top simulation result without Trojan

Table 2 Inline assertions result

Signal Assertions Assertions coverage (5) Result

Sequence Property

Reset reset_seq reset_prty 100 Passed

Busy busy_seq busy_prty 100 Passed

read_enb read_seq read_prty 100 Passed

ld_state pvld_seq pvld_prty 100 Passed

pkt_vld pvld_seq pvld_prty 100 Passed

vld_out vldo_seq vldo_prty 100 Passed

lfd_state deassert_seq deassart_prty 100 Passed

Empty vldemp_seq vldemp_prty 100 Passed

Full fifo_seq fifo_prty 100 Passed

soft_reset vld_soft_seq vld_soft_prty 0 Failed

parity_done psns_seq psns_prty 100 Passed

low_pkt_vld parity_seq parity_prty 100 Passed

Table 3 shows the result of power and area of router IP design with inline asser-
tions. Our design is synthesized in 90 nm technology with Synopsys DC. From
Synopsys DC tool, power and area results are obtained.

The code coverage results are as shown in Fig. 11; total cumulative is statement
coverage (SC) with 87%, branch coverage (BC) with 80%, expression coverage with
45%, condition coverage with 69%, and Toggle coverage with 48%.
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Fig. 10 DUV output result

Table 3 Power and area
result

Circuit

Parameter Router IP design

Total power (uW) 8.290

Total area (µm2) 2221.595629

Fig. 11 Code coverage report
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Table 4 Functional coverage
report

Coverage
type

Hits% (%) Goal/at least (%) Status

Coverpoint
coverage

100 100 Covered

Covergroup
coverage

80.555 100 Uncovered

From, Table 4 shows the result of the functional coverage, all test cases or test
scenarios have been passed, and all bins are covered.

7 Conclusion

This researchwork has successfully designed and implemented the router IP protocol
usingVerilogHDL language.Also, this researchwork has proposed the application of
inline assertions in order to detect HTs at the behavioral level of the design or system.
Router IP design with inline assertions occupied very little power and area. And also,
the proposed design is verified with different test cases using UVM methodology.
Assertionsmust be defined carefully; incurrent assertions can givemisleading results.
Debugging assertions will be difficult.
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A Tool to Extract Onion Links from Tor
Hidden Services and Identify Illegal
Activities

Varun Nair and Jinesh M. Kannimoola

Abstract The dark web is a covered segment of the Internet that provides privacy-
protected network access. Tor is a volunteer run prominent dark web network that
becomes heaven for criminals to conduct illegal activities. The use of multilayer
encryption to achieve anonymity poses a significant hurdle for the law enforcement
agency to monitor illicit activities inside the hidden Network. Our study investigates
an alternative method to extract the hidden service descriptor from the network.
These descriptors also called onion links open a door to hidden services inside dark
web.We use a flaw in the v2 protocol to collect the address of hidden service from the
memory of a Tor Hidden Service Directory. Automated data extraction and analyzes
module provide more insight into contents propagating in Tor network. Using our
experiment setup, 4000 onion links are collected and examined. Our analysis shows
that socially unjust materials form significant portions of the Tor network.

Keywords Tor · Dark web · Hidden service · Onion protocol ·Memory
extraction · Hidden service directory · TorBot

1 Introduction

The 21st century, where technology has improved so much to make one’s life better,
has also brought a list of problems that can cause unalterable consequences in a
person’s life [13, 20, 25]. The Internet has been a powerful mechanism for commu-
nication, facilitating people to connect globally to access and exchange material with
no geographical barrier. DarkWeb provides uncensored internet to users and prevents
threat actors and governments from monitoring users’ activity. A great undertaking

V. Nair · J. M. Kannimoola (B)
Department of Computer Science and Applications, Amrita Vishwa Vidyapeetham,
Amritapuri, India
e-mail: jinesh@am.amrita.edu

V. Nair
e-mail: varunnair@am.students.amrita.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Smys et al. (eds.), Inventive Computation and Information Technologies, Lecture Notes
in Networks and Systems 336, https://doi.org/10.1007/978-981-16-6723-7_3

29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6723-7_3&domain=pdf
mailto:jinesh@am.amrita.edu
mailto:varunnair@am.students.amrita.edu
https://doi.org/10.1007/978-981-16-6723-7_3


30 V. Nair and J. M. Kannimoola

but quickly plagued by many anti-social elements which thrived on secrecy. Adoles-
cents and young adults are having access to materials that are proven to cause mental
damage [4]. It provides access to Silk markets, which have daily visits of over 8
million and allows anyone to buy drugs using cryptocurrencies [11]. Our motivation
lies in finding illegal undertakings on the internet and identifying them to make the
web a safer place. Many frameworks are available on the internet which support
anonymous and secure access of web content. We investigate the deanonymization
of the hidden services present in Tor, a widely used open source framework in dark
web [24].

Tor is a hidden service network run by a group of volunteer-operated servers that
focus on improving privacy and security on the Internet. It uses a system of circuits
(network of Tor servers) called overlay networks to support uncensored and privacy-
preserved content delivery over the Internet [26]. The Tor architecture only allows
the client and no other node or even the service to be aware of the complete circuit
[6]. The users connect to the service via a series of circuits instead of making a direct
connection which allows both parties to transfer information over the public network
securely. Only clients with access to specific addresses obtained through out-of-band
methods can communicate with the content provider. These addresses, also known
as onion addresses, are queried with a Distributed Hash Table (DHT) data structure
to retrieve descriptors for specific services hosted by content providers that help to
start the communication.

TheOnionRouting Protocol [23] uses entry,middle and exit nodes to create a three
layer encryption of data that is being transferred between the client and the service.
Hidden services are the hosted services in the Tor Network. The enhanced anonymity
featurewith hidden services in Tor is designedwith the help of Introduction Point (IP)
servers to mask the content provider. The server creates a descriptor that contains
information on how to find the introduction points and how the request access to
the service after the assignments of introduction points [16]. It generates the onion
addresses from the hidden service public key and pushed the to the distributed hash
table (DHT). The DHT is a group of HSDir nodes and receives descriptor requests
from clients and receive descriptor publications from the service. Each service gets
an ID which is created from the encoded onion link with the function of time and the
bit 0 at the end [16]. The IP will give the client the information about Rendezvous
Point (RP) where the host will be waiting for the client to establish the connection
to the service. This is another part of improving the privacy even if the Introduction
Point is know to an adversary it doesn’t mean the service is compromised. It is only
when the client connects to the RP that the transfer of data takes place.

In our research, we exploit the flaw in the v2 onion link generator and identify the
hidden service [14]. We dump the memory of the tor process from /proc/“torProcess
ID”/map directory and converted to strings which allow us to select the descriptor
public key which is used to create generate the onion link. TorBot [17], an open
source intelligence tool, is used to crawl the dark web content based on the onion
link extracted in the above step. We analyze and categorize the crawled data. Our
tool identified over 4000 unique onion links from the Tor HSDIr that were hosted by
us.We crawled these sites and sent the data to the indexer to identify the content. The



A Tool to Extract Onion Links from Tor Hidden Services and Identify Illegal Activities 31

remainder of this paper is organized as follows. Section2 describes the related work
in this field; Sect. 3 gives a detailed description of our methodology; Sect. 4 discusses
our experiment setup and result, and Sect. 5 concludes the paper with summary of
future works.

2 Related Works

Deanonymization of Tor is one of the most extensively studied research problems.
The survey [21], list out the various researches in Tor networks and pointed out that
traffic interception is the most frequent factor in deanonymizing Tor. References [3,
5] developed machine learning approaches to differentiate Tor traffic from normal
network traffic. Jawaheri et al. [1] demonstrate a method to deanonymizing Tor users
in hidden services who rely on Bitcoin as a payment method by utilizing leaked
information from social networks. The paper [15] examines a method to uncover the
network structures created between websites via hyperlinks. It provides deep insight
into the virtual communities forms inside the dark web. The fundamental difference
of our approach resides in the crawling points collection.

Researchers attempted various attacks on the Tor to discover the hidden feature
of the network [21]. Kadianakis et al. [10] collected around 200 GB of unzipped data
about Tor relays from the CollecTor platform. Heninger and Halderman’s tool were
used to find potential weak keys, i.e., potentially factorable keys. They also found
relays that have shared modulus, giving them the ability to calculate each other’s
private keys. Protocol-level attacks against Tor [12] focuses on how the attacker can
duplicate, modify and delete the cells of a TCP stream of a sender and carry out DoS
attacks. The effectiveness and countermeasures of the attack are also discussed in
the literature. Chakravarty [7] illustrated a novel attack that identifies all Tor relays
participating in a given circuit. Sulaiman and Zhioua [22] developed an attack to take
the advantage of unpopular ports in the Tor network, which can compromise circuits
in the Tor network. In our approach, we exploited the weakness of Tor protocol
instead of attacking the network,

Many tools are available to crawl the dark web content [8, 21]. We have used
TorBot [17], an open-source intelligence tool to crawl the Tor network. It recursively
goes through the pages in a breadth-first search strategy and identifies links, emails,
metadata and text. The multi-threading feature improves the performance and allows
the user to stay anonymous by randomizing the header information and IP address
"n" requests. The intelligence module enables to crawl of these services by using
the existing database present in the intelligence extractor. The uniqueness of our
approach is that how we extract intelligence from Tor HSDir. We use the data from
HSDir to generate the onion links, which allow us to get into the dark web without
using a onion browser. The web front in our tool provides a user-friendly interface
to analyze the content inside dark web.
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3 Design and Methodology

The primary focus of our work is to find illegal services running in Tor through
various techniques such as network sniffing, memory extraction, and crawling. Our
tool runs on a Tor relay with the hidden service directory flag. The hsfetcher module
checks this flag and gathers all memory addresses from /proc/“TorProcessID”/maps.
The dumped memory converts to strings and extracts keys of v2 onion links, which
serve as the crawling points. These Onion links can be further crawled to obtain fine-
grain information about the content providers. Figure1 outline our methodology and
remaining portion explain it in more detail.

Network Sniffing: Network sniffing is a method to obtain the descriptors when
they get published by the hidden service or requested by the client. When the client
requests a descriptor, it creates an ID derived from the onion address using the
hashing mechanism. Although it is not possible to regenerate the address from the
ID because of the hashing mechanism. t should be possible to see the response of
the proxy which would contain the requested descriptor. This led to the investigation
of the possibility of capturing these interactions between hidden services or clients
and the HSDir. There are multiple servers which are known as the hidden service
directories in the Tor network. They are similar to DNS servers in that they store
information on hidden services. When a server running Tor is configured to run as
the middle node and HSdir flag is given if it is continuously run for 5d. The DHT
stores all the descriptor information. The process only requires the relay to have the
HSDir flag, this will enable the tool to sniff the traffic and move on to the Memory
extraction.

TorBot script

Hidden 
Service 
Fetcher

Is Tor 
present

Exit

Memory 
dumped 
already

Run Bash Script to 
Dump memory

Calculate v2 
onion links and 
store it in the db

Database

Crawl links fetcher 
by hsfetcher Crawler

Content 
Identification

Show 
crawled info 

Run 
fetcher

Yes

No

No Add

Send Links

Get Links from DB

Retrieve Crawled Data

Yes

Fig. 1 Overall system
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Memory Extraction: We have used memory extraction as a reliable method to
capture the descriptor from HSDir server. After attaining the HSdir flag, we first
get the process id of the Tor service and access the process’s proc/map file. The
contents need to be filtered for mappings with read/write permissions since the data
being extracted needs to be written and read on the fly. With those mappings, we can
extract the start and end memory addresses and pass them to GDB (Debugger) for
dumping everything in between. Using the strings utility we convert the dump into
a human-readable form. The v2 host’s public key starts with “rendezvous-service-
descriptor” and ends with “—–END SIGNATURE.” Feeding this information into
a regex, we can extract all the v2 public keys. We followed the subsequent steps to
generate the onion address from the extracted public keys.

1. Decode the public key using base64 scheme
2. Pass the value from previous step through the SHA1 hashing function and keep

the first 80 bits (half of the output)
3. Encode these 80 bits using base32 encoding and changed into lower-case. This

will give the v2 onion link.

Crawling the links: Crawling services refer to the extraction of useful data from
the entire web. The crawling process begins with a list of web addresses from past
crawls and onion links received by the memory extraction. As the crawlers visit these
websites, they use links on those sites to discover other pages. Our crawling service
is powered by TorBot [17], which extracts almost all information from a website. It
can grab all the HTML data present in the hidden directory. It can also grab other
onion links, email addresses, and much more. The tool uses BeauitifulSoup [19]
python framework to extract HTML data from the web services. This is an effective
way to extract intelligence from websites.

Identifying the services: The tool striped the body of crawled data and execute iden-
tifier script on them. The script uses a "YAML" file which contains a list of keywords
and categories. It search for the keyword over stripped content and categories into
distinct classes. Basically, each onion site categories based on keywords present on
the site.

Front End We integrated all this module under a GUI created in Angular JS and
Flask framework. The results from each query is sent back as a jsonified response.

We extracted the public key of content provider from Tor HSdir and generate the
onion address from these keys. The collected onion links act as a entry point to the
Tor network, which feed to the crawler for data collection. The data analyzer works
on the crawled data and categorize into different classes.
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4 Result and Discussions

Our experimental setup included two servers running on Azure cloud with 2 CPU’s,
8 GB of RAM and unlimited data bandwidth. We have configured the Ubuntu 18.04
LTS on these systems with Tor 0.4.5.7. All the ports from 9000-9052 were set as
open so that Tor server is visible to the outside world and torrc file was changed in
order to set it as Tor Relay. The Relay data bandwidth limits to 6 MB/s for incoming
traffic and 5 MB/s for outgoing traffic. These servers were hosted in Azure, running
the servers for one month will cost the user around 100USD. Due to this running
multiple servers will take a decent amount of funding. The high-network traffic in
the network can also lead to increased cost. We monitor the data traffic to the server
using nyx tool [18]. Figure2 shows the output from nyx tool in our server.

Our experimental setup run for 2weeks and captured 4000 onion links. Figure3
shows the snapshot of captured links. TorBot crawls the content of onion links and
identify the service running on them. Some of the sites contains multiple services.
For example, dark markets consist of platforms to sell drugs, weapons, stolen credit
cards and even malware. Our identifier script categorized the crawled data into four
classes such as dark markets, socially unjust contents, bitcoin exchange and stolen
data hosting. Table1 shows number of site in each category. Some services are
more prevent than others. This can be taken in the order of percentage as previous
researches points to the same [9].

Figure4 describes the percentage of contents present in the Tor network. Table1
andFig. 4 clearly show that socially unjust content such as child pornography, extrem-
ist forms and chat are prominent in the dark web. The tool identifies the prominent
use of dark web and found that most of the services that are hosted in the network
are illegal and they pose a significant threat to the normal population. Unfortunately,
we didn’t find any site with useful content. Our research highlight the importance of
dark web tracking and improvement of dark web intelligence.

Fig. 2 Output of nyx tool
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Fig. 3 Onion links

5 Conclusion

The Tor project aims to provide privacy and security to its users and in accomplishing
that a larger number of threat actors hosting illegal and unjust contents. This raises
the question should the dark web be monitored? Our research focused on the type
contents distributed among thousands of hidden services. A front end was developed
so that any user can check the contents of these services without the need for prior
knowledge on the subject. We found that that the v2 protocol is still used in the Tor
network and contents of the services were mostly illegal and socially unjust. These
findings lead to the need for proper monitoring of the Tor network with ensuring
the privacy of normal users. We would like to further enhance this tool to provide a
state-of-the-art solution that can help stop criminals from using anonymity service to
threaten our country’s security. Al Nabki et al. [2] classified the illegal activities on
TOR network into 26 classes. Integration of such approaches in content identification
will improve the accuracy of classification.
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Table 1 Number of tor sites

Content type Number of sites

Dark markets 800

Malware and stolen data hosting 400

Socially unjust contents 2360

Bitcoin exchanges 520

Fig. 4 Percentage of tor site contents
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Adaptive IoT System for Precision
Agriculture

V. Geetha Lekshmy , P. A. Vishnu, and P. S. Harikrishnan

Abstract Precision agriculture refers to the application of modern tools and tech-
niques to increase crop productivity in an environment-friendly manner. In the pro-
posed work, a model of self-adaptive system for precision agriculture is developed.
This Internet of Things (IoT)-based agriculture systemmainly incorporates two func-
tions, automated irrigation andpest detection and is augmentedwithmachine learning
models to make it self-adaptive. It handles the sensor failure events automatically
by predicting the possible sensor values and keeps the system running without inter-
ruption. The system notifies the user about the failure so that it can be replaced
later, thus avoiding abrupt termination or malfunctioning of the system. Another
adaptive aspect of the proposed system is that it can adjust the system parameters
based on prediction of stochastic environmental parameters like rain and tempera-
ture. Occurrence of rain is predicted by a machine learning model, and based on this,
the system parameters like frequency of getting moisture sensor values are adjusted.
This adaptation is fruitful during occurrence of continuous rain when the soil is wet
and the moisture content information can be collected less frequently, thus saving the
power consumption involved in data collection. The learning models long short-term
memory (LSTM) and random forest are used in implementing adaptive functions.
The automated irrigation becomes active on fixed times, and the amount of water
dispensed is based on the values obtained from soil moisture sensors deployed. The
pest detection module captures the images of field and detects mainly the bird pests
attacking the crop. The object detection technique, Yolo4, is used to spot the pest.
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Keywords Adaptive agriculture system · Adaptive IoT systems · Automated
irrigation · Pest detection · YOLO · LSTM · Random forest

1 Introduction

Agriculture is one of the most important area where the researchers are focusing on
to bring out cost-effective technological solutions. The farmers of India are still in
need of user-friendly and effective systems that increase agricultural productivity and
reduce human labor. In current era of smart devices, intelligent systems should be
devised for performing routinework of farmers like irrigation, pest/disease detection,
and weed control. In addition to the routine work, if the smart system is able to adjust
itself to changing parameters of the environment with out any human intervention,
then that would help to avoid abrupt termination/malfunctioning of the system. There
are many research works on automated irrigation systems for agriculture [14, 17–19]
anddesign anddevelopment of systems for precision farming [1, 4, 11, 13, 23, 24, 27,
30]. Research work on adaptive IoT systems in area of agriculture includes adaptive
power utilization [2, 8], adaptive network mechanism to improve upon network
performance in smart farms [25], optimal service selection of agriculture IoT [25]
for handling multiple dynamic service requests. Most of these research works in
the area of adaptive agricultural systems do not deal with proactive adaptation of
systems based on stochastic environmental parameters. In this work, we are trying
to deal with both reactive and proactive adaptation of IoT systems based on sensor
failure information and environmental parameters. Novelty in this work is the idea
of proactive adaptation incorporated in adaptive agricultural systems. This work
addresses the following aspects in area of smart agriculture: 1. Automated irrigation
and pest detection. 2.Handling of sensor failures usingmachine learning. 3. Proactive
adaptation of agriculture IoT system based on environmental parameters.

Attack of pests is one of the significant problems that the farmers are facing. In
order to prevent these pest attacks, farmers use many techniques like placing scare
crow, spraying pesticides, using insect traps [12]. In this work, we propose a system
that automatically detects presence of bird/insect pests in the field and scares/drives
them away using buzzers/pesticides. Here, we are using a PIR sensor, a ESP32
camera module, and YOLO framework for detecting birds and insects in real time.
Whenever the pest approaches PIR sensor, it activates the camera and it captures the
photograph and sends it to the edge system for further processing. If presence of a
bird is detected, then buzzer is activated to scare away the bird. Similarly, if some
pests are detected, pesticide pump is activated.

Self-adaptive systems are those systems which adapt itself to satisfy new require-
ments and environmental changes that arise after the system is up and running. In
the proposed system, sensor failures are handled automatically using deep learn-
ing techniques that predict the value of sensor whenever the sensor fails to read the
value. This system also predicts the possibility of rain and proactively adjusts system
parameters, to keep system working with optimum power usage.
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2 Related Work

This section includes previous works in area, IoT in agriculture, machine learning
(ML) in agriculture IoT systems, adaptive IoT systems, ML-based adaptive IoT
systems. A consolidated report on literature is shown in Table 1.

3 Methodology

A working model of the proposed system is implemented, and it deals with the
two automated functions in farming, irrigation, and pest detection and control. It is
capable of self-adaptation in case of sensor failures, and it also implements proactive
adaptation based on rain prediction for adjusting system parameters.

3.1 Background Study

3.1.1 Sensing Subsystem

The heart of the system is NodeMCU, a development board which is powered by
an ESP8266 [15], which is a 32-bit micro-controller which is Wi-Fi enabled. It is
a low-cost micro-controller, and that makes it an ideal one for our application. The
ESP32-CAM module can be widely used in various IoT applications. It has a low-
power 32-bit CPU and can also serve as an application processor up to 160 MHz
clock speed. It also supports image Wi-Fi upload.

3.1.2 Deep Learning Model

The deep learning model used for the reactive adaption is LSTM. Long short-
term memory network (LSTM) is a kind of recurrent neural network (RNN) and
is designed to prevent the long-term dependency problem that happens in RNN. It
can remember information for long periods of time as their default behavior. LSTM
is a powerful algorithm that can classify, cluster, and make predictions about data,
particularly, time series and text. Sincewe are dealingwith time series dataset, LSTM
is more suitable.

3.1.3 Machine Learning Model

The machine learning model used for the proactive adaptation is random forest.
Random forest is a popular algorithm which is a part of the supervised learning
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Table 1 Comparative analysis of existing surveys and current study
S. No. Literature title Topics focused by authors within

the research article
Significant difference of the
current research article

1 Design and development of an
IoT-based smart irrigation and
fertilization system for chili
farming [25]

Proposed an IoT-based
framework for monitoring and
scheduling irrigation using
evapotranspiration method.

Designed an adaptive IoT system
that monitors environmental
parameters and irrigate
accordingly

2 IoT-based smart irrigation
monitoring and controlling
system [28]

Uses a wireless sensor network to
monitor the environmental
conditions and irrigates the plant
accordingly

Sensed data are stored on the
cloud server for predicting
environmental parameters for
decision-making and controlling
actions

Sensed data are stored on the
cloud server for predicting
environmental parameters for
decision-making and controlling
actions

3 IoT-based automated crop
protection system [13]

In [13], a crop protection system
is proposed where PIR sensor
detects the presence of animals in
the farm and that activates night
vision camera, and snaps are sent
to the processing system for
identifying animal using

Designed a low-cost IoT system
that uses PIR sensor to detect the
presence of birds and small pest
in real time, that activates
camera, and snaps are sent to the
edge system for identifying pests
using YOLOv4

The framework uses ultrasound
frequencies to keep the animals
from entering the field

4 ScareDuino: smart farming with
IoT [20]

Proposed an IoT device that uses
motion sensors to detect and repel
crows

Buzzers are activated if birds are
detected, and pesticides are
sprayed if small pests are detected
in order to protect the crops

5 Quantitative verification-aided
machine learning: a tandem
approach for architecting
self-adaptive IoT systems [11]

A combined architecture of
self-adaptive IoT system with
ML and QV is shown.

Proposed a combined architecture
of self-adaptive IoT systems with
ML and DL techniques

Satisfies the acceptable QoS
levels with respect to energy
consumption and network traffic.

6 A machine learning-driven
approach for proactive
decision-making in adaptive
architectures [23]

An examination of various
decision-making techniques in
self-adaptive systems was acted
in reinforcement learning
(RL)-based methodologies for
planning and adaptation to make
smart decisions in system is
presented in [23]

Deals with proactive and reactive
adaptations

7 Agritalk: IoT for precision soil
farming of turmeric cultivation
[12]

AgriTalk [12] conduct
experiments on turmeric
cultivation, which indicates that
the turmeric quality is
significantly enhanced through
this system

Proposed a self-adaptive IoT
systems that respond to quick and
dynamic change by predicting the
field environment paramteres in
order to help farmers

AgriTalk respond to quick and
dynamic change of the field
environment conditions in soil
cultivation

(continued)
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Table 1 (continued)
S. No. Literature title Topics focused by authors within

the research article
Significant difference of the
current research article

8 A smart agriculture IoT system
based on deep reinforcement
learning [9]

In this paper [9], a smart
agriculture system with the help
of a recently emerged advanced
AI technique, deep reinforcement
learning (DRL), was introduced
for smart decision-making,
promising model utilized in
building smart horticulture
systems.

Uses DL techniques to handle the
sensor failure case which is a
promosing model that can be
utilized in building smart
horticulture systems

algorithm based on decision trees. Random forest builds multiple decision trees by
picking “K” number of data points point from the dataset and merges them together
to get a more accurate and stable prediction. Here, new sensor values are feed into
random forest algorithm to achieve proactive adaptation.

3.1.4 YOLO

The you only look once framework (YOLO) [26] is a real-time object detection
algorithm, which is, perhaps, the best object detection algorithm [7]. YOLO utilizes
an entirely distinctive methodology [32]. It uses convolutional neural network (Con-
vNet/CNN) for doing object detection in real time. The object detection is done with
a single-layer neural network to the full image and afterward divides the image into
locales and predicts bounding boxes for every locales. These bounding boxes are
weighted by the anticipated probabilities. YOLO is famous on the grounds that it
accomplishes high exactness while also being able to run in real time. The calculation
“only looks once” at the image as in it requires just one forward propagation to go
through the neural network to make predictions.

3.1.5 Transfer Learning

Transfer learning (TL) is prominent in deep learning method where a pre-trained
model is reused to train another. It is popular in the field of deep learning because it
helps to train deep neural networks with comparatively small data, and essentially, it
attempts to exploit what has been learned in one undertaking to improve ratiocination
in another. A pre-trained model for some minimal classes is selected, and that model
is enhanced with custom object detection dataset. The new set of weights will help
the custom model to become more precise. When TL is used, the time required in
training a model is short, when compared to training a model from scratch, and the
model will converge faster. Figure1 shows the illustration of how TL works with a
pre-trained model.
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Fig. 1 Transfer learning from pre-trained model [6]

3.2 Agriculture IoT System

Figure2 shows the overall architecture of the agriculture IoT system. This system
consists of different sensors like soil moisture sensors, humidity sensors, temperature
sensors connected to a control board. Different actuators like water pump, buzzers,
pesticide pump are also connected to it. This control board consists of a NodeMCU
module that receives data from all the sensors and sends it to edge system and then to
cloud for storage and further processing [28]. The values received from the sensors,
like DHT11 and soil moisture sensor, are processed in the control board, and an
instruction is given to switch on and switch off the pump. The pump is switched
on at a particular time in the morning and evening. The range of moisture sensor
values and temperature sensor values determine the time duration of irrigation. All
the sensor values are read at fixed time intervals, and it is stored in cloud for further
processing. Figure3 shows the implementation of the IoT system.
The pest detection part of the IoT system consists of an ESP32-CAMWi-Fi module
and a PIR sensor which is deployed in the field. The PIR sensor detects the presence
of pests in the field and activates the cameramodule. This cameramodule captures the
image of the pests and sends it to the locally connected edge system for processing.
In that system, an object detection model based on YOLOv4 is used to identify the
presence of birds and insects in the image. If the birds are detected, a command
is issued to the control board to switch on a buzzer that can scare away [20] the
birds, and if the insects are detected, a command is issued to the control board for
spraying the pesticide. At the same time, a message is sent to the farmer’s mobile
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Fig. 2 System architecture

Fig. 3 Proposed system

about the presence of pests. The pest detection is done real time, minimizing the
delay in switching buzzer on.

We are using a custom dataset consisting of around 3000 images, which we have
collected from Internet and captured using a 12-megapixel (f/1.8) mobile camera
from our surroundings. All the images in the training dataset with high resolution
are cropped and scaled to a size of 448× 448 to reduce computing complexity [34].
These images were labeled using an image annotation tool LabelImg [33]. This tool
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is used to create bounding boxes around particular objects in the image. We use
rotation, scaling, flip, and other transformations like contrast adjustment in order to
avoid over-fitting that may occur in network training [7]. This expands the training
dataset to 5000 images. Then, the entire dataset is split into 80% training and 20%
validation datasets.

In order to accelerate the training of our custom model, a pre-trained model [3]
of YOLO framework is utilized in this work. The model consists of 53 convolu-
tional layers, one pooling layer and one fully connected layer. It is trained for about
6000 iterations. Subsequently, most of the parameters in the network are adjusted in
accordance with an adequate reach. At that point, a new convolution layer is added
depending on the pre-trained model to convert the classification model into detection
model [34], and the network parameters are tweaked with the dataset. Thus, transfer
learning [31] used here improved the accuracy of the model and reduced training
time.

3.3 Adaptive Agriculture IoT System

Self-adaptive systems are those system that will automatically adjust itself to
the changing state of the system. The proposed system mentioned in this paper
mainly deals with two types of adaptations. Reactive adaptation and proactive adap-
tation [22].

Reactive adaptation: Reactive adaptation is the adaptation that takes place only if
the system finds out there is a need for adaptation [10]. In this case, the sensor failure
is considered as for reactive adaptation.

Proactive adaptation: Proactive adaptation is like the systemwill frequently check
for adaptation to happen before the impacts of climate change are observed [21]. In
this case, our system predicts the change in the environment like occurrence of rain
and adjusts the system parameters.

In this work, two adaptations are dealt with 1. using predicted sensor values for
uninterrupted working of the system and 2. adjusting parameters of IoT system for
improving system efficiency say, by reducing power consumption.

In the IoT system, the duration of irrigation depends on temperature and moisture
sensor values. So, the sensor failures can affect the seamless working of the system.
To cope with that, the proposed system uses deep learning algorithm to predict the
value of sensors and prevent the malfunctioning of the system. This work mainly
deals with the temperature sensor failure case. When the IoT system fails to record
valid temperature values, the system triggers an adaptation process. In adaptation
process, the LSTMmodel predicts the possible temperature value. This value is used
for determining the duration of irrigation. Thus, a sensor failure does not affect the
proper functioning of the system. This kind of adaptation is reactive adaptation,
where adaptation happens whenever a particular event occurs. In addition to this, a
message is also sent to alert the farmer about temperature sensor failure.
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The LSTM model is created in AWS cloud platform [29]. We have created an
instance in AWS and purchased an elastic IP. Using this IP, we bind our LSTM pro-
gram. Later, we created an API to get values from the sensors. A time series weather
dataset from Kaggle is used here which consists of data from 2006 to 2016 [9]. After
some preprocessing, this dataset is then made dynamic by adding temperature values
from the IoT system working model into it. The dataset is split into 80% training and
20% test datasets.

In this work, proactive adaptation is also done which is based on prediction of
rain. The system predicts whether there will be rain for next “t” time units, and this
prediction is used for adjusting the systemparameters, like the frequency of collecting
values from a particular sensor, say moisture sensor. If the weather predicted is not
rainy, then the sensor values are to be collected in short intervals of time, that is,
more frequently. On the other hand, if rain is predicted, then sensor values need to
be collected less frequently. So, this type of adaptation can adjust system parameters
without human intervention.

For the rain prediction, we use a dataset [9] consisting of various parameters
like temperature, humidity. Random forest model is also created in the same cloud
platform. Using the provided elastic IP, we bind our ML model and created an API
to get inputs from the sensors. After preprocessing the dataset, then, it is fed into the
random forest along with the new sensor values. The dataset is split into 80% training
and 20% test datasets. After getting the values in our IoT system, we perform the
adaptation by adjusting the frequency of data collected by the sensors.

4 Experimental Results

The performance and results of our proposed systemwill be explained in this section.
The mean average precision (mAP) [5], a popular metric, is used here for measuring
the accuracy of object detectors [16]. The mAP compares the ground-truth bounding
box to the detected box and returns a score. After 6000 iterations, accuracy obtained
from the mAP calculation is as follows:
Last accuracy mAP = 96.66 % and the best = 93.24 %.

For the adaption module, we have used a deep learning model and a machine
learning model. The mean squared error is used for obtaining the accuracy of the
models. Table2 shows the accuracy of models we used.

Table 2 Accuracy of our models

Models used Accuracy

Random forest 93.65

LSTM 88.38
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5 Conclusion and Future Work

Though many agriculture IoT systems are available for precision agriculture, many
farmers are still depending on the primitive practices which involve huge man power.
The farmers are still reluctant to adopt these kind of systems since they are lacking
expertise to manage these systems. So, agriculture IoT systems should be user-
friendly and self-adjusting/managing so that human intervention can be minimized.
This work proposes a basic working model of an adaptive agriculture IoT system,
which is cost-effective.

The pest detection module of the system uses ESP32-CAM. However, ESP32-
CAM system has its limitations to capture small insects in higher resolution which
affects the accuracy of detecting small pest in our system.

Since this system is just a working model, as the future work, it can be enhanced
to make into a complete working system that can be deployed in the fields.
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Web Design Focusing on Users Viewing
Experience with Respect to Static
and Dynamic Nature of Web Sites

R. M. Balajee, M. K. Jayanthi Kannan, and V. Murali Mohan

Abstract In recent days, Web design is mainly focused on screen size of the device
and for that they are using somepredefined cascading style sheet (CSS) like bootstrap.
The responsive HTML is making some impact on viewers based on their viewing
experience.A fewWeb sites additionally allowconsumers to drag anddrop controls to
customize theWeb page and freely publish the generatedWeb page. This has limited
the user to a set of predefinedWebpagedesign styles.Also, theWebdesign is focusing
and realigning the existing and new content of the page according to the new product
recommendationbyanalyzing theprevious purchase and similar purchased item.This
recommendation is also based on the gender as well. Individual shopper’s decision-
making styles are also making an impact on shopping items. The Web details are
getting varied on the basis of geographic location and the culture. Depending upon
the Web contents, the Web design is changing itself in order to present their contents
in a proper way. The researchers are also focusing about the links on the Web page
and also about the number of clicks required to reach the particular content and its
impact over the user by using this process. The alignment of pictures, videos, and
some important text are having ability to contribute for attractive Web design. The
papers are based on Web design, and the influence on the user has been taken into
account for a survey over here. There are several factors that can influence Web
design and the users who use it; we are on our way to developing better Web page
designs that improve the viewing experience of users.
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1 Introduction

The uniqueWeb links are countingmore than one billon in today’sworld [1]. In these,
huge numbers of Web sites are developed by individuals, small- and medium-sized
enterprises [2]. The professionals and also non-professionals are now building Web
pages due to the easier way of drag and drop approach, which is introduced by some
Web sites in order to build our own Web pages to publish [3]. This aspect brings a
question mark on the viewing experience of the developed Web pages, even though
it is filled up with some useful contents. The design of Web pages is considering the
following parameters,

(i) Text element and formatting
(ii) Link element and formatting
(iii) Graphic element and formatting
(iv) Page formatting
(v) Page performance
(vi) Site architecture

Figure 1 illustrates the building blocks of Web page design,
Text, link, and graphical elements and their formatting are the basic blocks ofWeb

design, over that page formatting [4], page performance, and finally site architecture
laid on the top.

The building blocks are associated with few aspects and those aspects are listed
here,

Text elements aspects: The level of text included on the page, wherein the split
up has been made with tables and their visibility.

Link elements aspects: The number of links associated with the page and Web
site and link type, which is based on the element, which enables the link.

Graphic elements aspects: A number of graphical items including images, videos,
and animations are included on theWebpage. It also includes image and video quality
and the length of video play.

Text formatting aspects: This deals with font style, size, color, font family, quality
of text, underline, bold and highlighting text, etc.

Fig. 1 Building blocks of Web design
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Link formatting aspects: Link view ability based on its size, contents surround it
and uniform pattern over the Web site.

Graphic formatting aspects: The height and width of graphical and positioning of
those elements in Web pages.

Page formatting aspects: This deals with cascading style sheet and alignment of
elements inWeb page. [5] The combination of color impacts the viewing experience,
menu bar placement, navigation links, positioning of interactive elements, etc.

Page performance aspects: Page content loading time is the only aspect we are
considering for page performance.

Site architecture aspects: This includes page formatting and page performance in
it together. [6] The number pages associated with the current page and entire Web
site, number of pages in the Web site their inter link and flow control.

2 Literature Survey

The Web design of non-professional should also be improved and for that one tool
has been developed, and this will inspect the building blocks of Web pages with
multiple measures on each aspect [7]. A total of 154 measure is being examined to
create page and site rating which in turn helps the user in modifying the Web pages.
The tool can compute up to 157 pages in a Web site. It has reached 84% of accuracy
on feedback. The rating provided by the tool and the participants is examined against
each other for finding the accuracy of the developed tool.

The design components of Web pages can also be contents, containers, sidebar
and header [8]. Each component can be designed with any width and height but there
should be preferable width and height for each. The preferable width and height were
found by user voting after viewing various templates participated in the contest [9].
The templates participated and the user voting for that are given as average over here
in Table 1, which says about width of the content; similarly scores given by users
over the containers width are given in Table 2; the header width and sidebar width
are presented in Tables 3 and 4, respectively.

All the Web sites are associated with a set of Web pages and links for that too.
The links may be from home page or from any subsequent page [10]. In survey paper
[10], they set a threshold value for reaching destination page and they are checking

Table 1 Scoring for width of
content

Characteristic Width in pixels range Score

Content 968–1200 5

736–968 4

504–736 3

272–504 2

40–272 1
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Table 2 Scoring for the
containers width

Characteristic Width in pixels range Score

Container 1088–1200 5

976–1088 4

864–976 3

752–864 2

640–752 1

Table 3 Scoring for header
width

Characteristic Width in pixels range Score

Header 260–300 5

220–260 4

180–220 3

140–180 2

100–140 1

Table 4 Scoring for sidebar
height

Characteristic Height in pixels range Score

Sidebar 260–300 5

220–260 4

180–220 3

140–180 2

100–140 1

average links required to do that against the threshold value set. If the average is
more, then the pages need to be rearranged in such a way to reach the threshold
value.

The Web site design is based on the Web site developer idea in early times but it
should also consider the end user who is using it, and according to that, the Web site
design needs to be re-modified or build [11]. The Razi University students of Iran
conducted the survey on Web design and users need to develop satisfied design to
build new Web site. For this, they had considered 12 different university Web sites
and conducted analysis.

3 Results and Discussion

The weight in Table 5 is obtained from the average marks provided by the users over
the 16 parameters specified, namely comfortable, efficiency, simplicity, uniqueness,
professional look, attractiveness, perfection, creativeness, neat design, fast response,
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Table 6 Web sites with
shapes

Features With Without

Geometric pictures 20 40

Animation 40 20

Duotone presentation 18 42

Grid format 44 16

3D things 13 47

Large text 49 11

plain, lovely, hope, beautiful, update and modern design. The value of 1 and 0
indicates the availability of particular content on that Web site.

In a result of this made survey, it is clear that, white background color with blue
header and footer is attractive than other combinations. Medium-size image with
center alignment is looking good to score with end user. Right logo placement,
dropdown box, and multilanguage feature are also good to have in the developing
Web site.

The Web site design from 2013 to 2017 is considered, as well as the differences
between them. Banks, schools, and libraries are among the 60 Web sites selected for
their investigation. They found to have the following data present in Table 6,

They found that, animation, large typographical things and grid are used inmost of
the Web sites. Geometric shape, duotone and 3D are less popular among the metric.

Even in the year of 2018, the e-shopping in Pakistan was not so popular like other
countries and so a survey has been conducted over that to identify the reason. The
reason may be on the Web site design, belief of new online shopping method and
some other problems [5]. 156 respondents are selected for this review. They found
that, 89% of e-shopping has been done by females. Only 10% of the people are
older than 40 years who does the online shopping. 49% of people doing only one
transaction on online and continue it further [12]. In the end, they found Pakistanis
are afraid to share their personal and economic status online.

Interactivity, color, quality, navigation, content and typography play an important
role in Web page design attributes [13–15] to determine the trust, satisfaction and
loyalty in terms of avoiding uncertainty in design among various available cultures.
The focus on social network will help in collaborative filtering on product recom-
mendation process [16]. Due to various products recommended for different user,
the alignment may get changed on theWeb page. These e-shoppingWeb sites should
also consider gender of viewers, because of different mindset of male and female
toward Web design [17]. Males are independent who most of the time required rele-
vant information by themselves and which in turn reduces the effort in searching
process. Women are much interested in social media and as communal nurturers,
using the Internet as a tool in the way of maintaining social bonds of them [18–21].

There is a mental model [2] which says about the viewing point over the Web
pages regarding particular type of content., based on this the Web content can be
extracted from the particular position [22, 23].
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When we are speaking about the Web scrapping, the position of the content need
to be analyzed before trying to extract it from a particular position. For example, the
extracted text may be title or advertisement or the actual content. To make it more
precise, the expected area in the screen for each type of Web particulars extraction
has been analyzed here, and the result is shown in Fig. 2.

Most of the Web site users are now viewing the Web site on mobile phone [24–
26], due to the smart phone availability and Internet connection. TheWeb site design
is moreover based on the screen size of the device which is used to view it, and
the differences are shown in Fig. 3 (the same Web page is been opened in mobile

Fig. 2 Viewing areas of human with the expectations from previous experience

Fig. 3 Alignment of Web site in mobile, desktop, and smart TV
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phone, desktop, and smart TV). The Web page alignment in different devices has
been having the notable difference. Figure 2 is actually the analysis made on the
desktop version.

It is not like a desktop application, which can be created with some fixedmeasure-
ments and had an ability to adjust a little bit according to the screen. The problem on
Web design is that, it can be viewed on the mobile phone and as well as in smart TV
with some 50 inch screen [27]. The change in web design such like (due to different
devices and browser paltfomes) causes major issues in the content alignment and
navigation over that [28, 29] and this further leeds to make the be changes according
to that screen size to provide good viewing experience to user.

The personalized Web pages are increasing in today’s world, and retrieval of
information from those Web pages is becoming difficult for the search engine. To
overcome this problem, in survey paper [30, 31], they proposed a solution, they
want Web sites to specify about their origin and user location has been extracted and
according to that the Web sites are linked to search information. This will make a
way to do efficient search over the available Web sites based on location.

4 Conclusion

TheWeb design is based on the user’s device and hardware support for those devices,
as well as the user’s gender and mindset. Finally, the Web page displays the content.
The Web page design should not be static in nature; else, anyone visiting those Web
sites will be turned off by them. The e-shopping Web sites and other commercial
Web sites are focusing on attracting the user with their products; this will not be
perfectly accomplished without the proper design of Web pages. The proper Web
design is relied on the dynamic nature ofWeb pages and static size and positioning of
Web elements, so that the Web pages can also alter its design dynamically according
to the demand on viewer side. The concepts discussed here are proving that, the
Web pages are dynamically designed with the likes of alignment according to the
screen, personalized product recommendation-based views and static design like
color chosen, size, and position of each viewing component in Web page, and finally
the tools to performWeb page analysis. The aforementioned approaches are making
the Web page more attractive and utilizable for the end users.
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Image-Based Authentication Security
Improvement by Randomized Selection
Approach
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Abstract In recent days, the value of data stored in disk space (may be localized
or cloud) is on the higher side while comparing to the past. In these circumstances,
higher the information value provides the higher possibility for data hacking. This
situation will develop further and will not be a setback, which implies that the secu-
rity of those data should be improved as well. This element of security enhance-
ment will be dependent on increasing physical and electronic security. Sensor-based
and sensorless approaches can be used to offer electronic data authentication. The
sensor-based method depends on specific extra feature on the login device and the
state of sensible item with environmental barriers to provide authentication. This
raises the question of (i) specified extra feature availability with cost associated with
it, (ii) accuracy of sensor devices with respect to sensible item with environmental
impact, and (iii) device stability, reliability, and also additional power consump-
tion for sensing device. When coming to sensorless approach for authentication, the
simple traditional password scheme is not enough now, and there are some authen-
tication schemes, which will make us to enter different password or pass input ever
time, which are already in the pool. This raises the question of the pool size and user
remembrance, which is proportional to pool size. If we need a better security, there
is a demand to increase the pool size and result in increasing the burden to remember
past input for authentication. This research work focuses on reducing the burden of
remembering pass input with larger pool. This paper proposes a novel method and
implements a bag of password scheme to overcome the aforementioned drawback.
As a consequence, with the proposed technique, we are determining the smallest
amount of random selection required to select the ideal pool size, resulting in greater
authentication security and less complexity from the end user’s perspective.
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1 Introduction

The security for the data is becoming the most important concern because of the
increasing data theft and hacking of the valuable data. The data which are not even
found as valuable but available in huge volume is also attracting the hackers toward
that because the analysis over that huge dataset may provide valuable results which
may result in finding past trend or future prediction based on past. This sometimes
leads to the negative outcomes [1, 2].

The security for the data available in the cloud is the field area to focus and
improve. In this aspect, the security can be improved by introducing the encryption
algorithms, and the data can be transferred to destination from source [3–6]. This
cryptography is having its security concern on transferred data and the most valuable
information available in the cloud. When considering the most valuable information
available in the cloud, the hackers can break the cryptography only after entering
into the page to retrieve the data. This will only happen when the authentication is
been successfully done. As a result, when the authentication mechanism is weaker, it
exposed the circumstances for the hackers to play with cryptography algorithms. So,
the overall security can be improved by improving the authentication security [7].

When trying to improve the authentication security, there are many methods to do
authentication. Each of them has been providing its own advantages and drawbacks
according to the place where it has been used of [8, 9]. Few of the authentication
mechanisms are also combined to produce multistage authentication which in turn
increases the security level [10–12] at the same time, and it increases the load on the
end user in terms of network resource utilization, time consumption, and the addi-
tional steps required from the end user side to complete the process. Even the behavior
of the users can be identified for analyzing their characteristics for predicting, the
current attempt of login authentication is from the original user or not [13, 14]. In this
case, there is always possibility to overpredict or underpredict the user behavior and
due to the improper proportion, it leads to a discomfort for the user on the authentica-
tion process, and also it leads to other users to login to the system by underpredicting
the behavior of the user.

2 Literature Survey

Today, the end users are supposed to be associatedwith variety ofWebportals for their
requirements. They have to login different Web portals for example backing based,
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entertainment based, education based, virtual meeting based, mail communication
logins, etc. So, this introduces the difficulty of using different password, and so, the
said reason in turn increases the possibility of using same password for most of the
login. This introduces the leak in authentication security. This can be avoided by
bringing the different sort of security mechanism which will not allow the user for
entering the same password.

One of the attractive authentication security mechanisms is by using the colors
and providing the users the option of choosing different color combination to login.
This will attract the user and aswell as provide some alternative for avoiding repeated
password over multiple Web portals.

The graphical way of authentication system [14, 15] introduces such new possi-
bility to avoid the password leak, and the graphical way of authentication may be
based on some flash work, some animated video paly, image based, and finally by
audio files. When it goes into more graphical approach, then the requirement leads
to unusual time consumption in login process with the utilization of much CPU
resources. This will cause negative impact over the end user on the authentication
process. So, it is very important to handle this at correct level.

The attractive graphical input for authentication process can be fetched by the
showcase of color palettes. The user needs to select corresponding color combination
on the color palettes to submit the pass input for validation purpose [16]. If it got
matched, then the system will authenticate to login to the dashboard or home page.

In the target toward increasing the authentication security, the researchers are also
coming up with adding some specialized or specific devices for authentication. The
device may be iris scanner and finger print scanner [17–19], and even the innovations
lead to palm scanner kind of. The security can be improved by sensor-based devices
on authentication process [20, 21].All these can bemore personalized and are capable
of providing good security, but think the today’s trend about the end user is having
multiple computing, processing, and storing devices on different locations which
leads to so many additional authentication sensor devices. This increases the cost of
authentication as well.

The authentication mechanism had also been strengthening by the external world
communication in terms of mobile messages or by e-mail transfer. The additional
security strings or the identified security leak warnings are passed to e-mail of end
user [22]. So, they can be notified for further process.

3 Proposed Technique: Bag of Password Approach

When the dynamic nature of pass string increases then that will increase the security
for authentication. In this way, the attempt to increase the pass string depends on
the stored equivalent in servers database. To match these two (pass string and stored
value), user wants to remember all the pass strings to give exact one as an input.

To produce one of the pass strings on the pool, the one need to be filtered based on
the conditions and hint selected by the program. The same condition will be applied
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Fig. 1 Login process with random selection of hint

on the server side to retrieve the required pass string from the pool of pass strings in
connected database or dataset. The hint will be given to the user by a program, which
is selected based on the conditions designed in Fig. 1. Now, the end user wants to
give the pass string, which is matching the hint.

Bag of Password Algorithm

Step 1 The end user will open the login page
Step 2 Login request made from the client
Step 3 Server generating random id value which is associated with the image store

in database
Step 4 Server retrieved the random image (hint) and the associated keyword form

the server
Step 5 The retrieved image (hint) will be provided to the client
Step 6 The end user will provide the matching string and which will be sent to the

server for verification
Step 7 If the verification got succeed then, the user permitted to his dashboard or

else navigated back to login page.

Example: If there are 100 pass strings are stored in servers database for a single user
and the same 100 strings user want to remember with its hint match. This is very
much in the structure of {key, value} pairs. This makes burden on user to remember
100 {key, value} pairs like that.

In this bag of password approach, we need to minimize the burden on user to
remember and recall the matching pass input/string. To do it so, hint is the key term
to make the job easier to user. Better hints can do the job better here. The hint may
be of following type as in Table 1,

From Table 1, it is clear using image as hint will be better option. Image can be
used in two ways.

(i) Clicking or dragging a particular part of image
(ii) Typing keyword of the image.
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Table 1 Hint type and issues behind

Hint type User recall complexity Server-side storage space Other issues

Text High Low Nil

Image Low Medium Nil

Video Medium Very high Time-consuming
authentication

Color Low Medium Restricted to number of
items (clear separation of
colors)

The first option, doing something on imagemay be attractive but having following
problems,

(i) Easy viewable to others near by
(ii) Lesser number of permutations only there to break that.

The second option will be much better and having greater stability.

Bag of Password Approach with Software to Software Authentication: Not
recommended in all Scenarios

Assume the scenariowhere there is large amount of data in cloudwhere the possibility
of hacking is on the higher side, and the local security is much better on the places
we go and on the device we access. This scenario will occur when the user is trying
to have common memory space in cloud which can be accessible from his various
devices and places.

In the taken diagram as in Fig. 2, the image can be downloaded to match in
local database and retrieve the keyword which can be given to cloud environment for
authentication. In this case, for the improvement of security, we can go for thousands
of images in the pool/bag.

8. Pass String 

 

7. Matching 
Keyword 

6. Image 

2. Login 

5. Image 

1. Opening 
Login 

4. Image and  
Keyword 

3. Random 
Selected 

 Server Database Client 

User 
Device 

User 

Fig. 2 Bag of password approach with software-to-software authentication
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User Device: This is the personal user device where the user can store the thousands
of images and the corresponding keyword. This device will be fed by the image,
and according to that, it will produce the keyword back which will be fed by the
user into the login page so that the authentication will be made. This is a blended
authentication mechanism with personal hardware device not connected in Internet
and authentication in Internet connected environment.

For other scenarios, this method will not be suitable because of following reasons,

(i) Temporary dependency of few devices
(ii) If the software got pirated then entire security is gone
(iii) Setting up will required additional software.

Bag of Password Approach with Server Storage Reduction

In an organization among employees or among a medium-sized structured group,
this type of approach is possible. Each and every employee or person will have
his/her own cluster which holds half or less than half of his/her photographs, and
the remaining should be linked with his neighbor photographs, for example, a group
photograph can be linked with 20 members. There will be separate table to store the
photograph id links for each person,which holds entire photograph link ids associated
with him/her as shown in Fig. 3. The dataset fields associated are shown in Fig. 4.

By this way, we can able to save minimum amount of memory space to store
photographs based on the similarity of the photographs present in each cluster. The
similarity among the different cluster photographs will get varied for every situation,

Database

User 1
U_ID PH_ID

1 PH1
2 PH2
3 PH20
4 PH43

User n
U_ID PH_ID

1 PH1
2 PH2
3 PH20
4 PH43

User 1 Cluster Having 
Photos with PH_ID

User 2 Cluster Having 
Photos with PH_ID

User 2 Cluster Having 
Photos with PH ID

Client

Server

Fig. 3 Bag of password approach with server storage reduction

Where U_ID User ID and PH_ID Photo ID

PH_ID PHOTO PASS STRING

Fig. 4 Structure of user cluster
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and thus it will be difficult to achieve a particular value but the system can be recom-
mended, where the similarity index between the cluster crosses 10% of its memory
size. This will make considerable drop in memory consumption.

Where U_ID → User ID and PH_ID → Photo ID

4 Mathematical Analysis on Bag of Password Approach

The pictures will be used to provide authentication security in this case. The primary
prerequisite for employing this strategy is for the end user to remember the password
during the authentication process. If some of the photographs are not utilized or are
only used infrequently, it will make recalling a specific image keyword more difficult
for the user. As a result, it is critical to offer balanced distribution throughout the
available pictures in a timely manner. It is also critical to focus on the least number
of iterations required to display all of the graphics in the login page.

Pool Limit

This bag of password technique should be implemented by considering the
complexity in recalling the keywords based on the images shown. When the images
are higher, the recalling complexity is also higher.

By considering the above user restrictions over the bag of password approach, we
are not recommending the pool size of more than 100 images. For the test case, we
are going to test with 10 images for the reason to write complete result and analysis
here.

Probability Approach

We know that, we had selected 10 images for the test. Now we need to find the
probability of getting all the images at least one time with minimum number of
random selection over the images.

Consider the first iteration; whatever image gets selected randomly that image is
the new one on the list. So the probability is as follows,

Probability of selecting first new image = (10/10) ∗ 100 = 100%

Similarly for the second iteration, the probability to select new image is from the
slot of 9 images out of 10. So the probability is as follows,
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Probability of selecting second new image = (9/10) ∗ 100 = 90%

Probability of selecting third new image = (9/10) ∗ 100 = 90%

Probability of selecting fourth new image = (8/10) ∗ 100 = 80%

.

.

Probability of selecting tenth new image = (1/10) ∗ 100 = 10%

The number of times the selection needs to be done is higher when the probability
is lesser, for example to select the tenth new image, the probability is 10% that means
10 times the selection need to be done to achieve this (i.e., the 10/1 = 10 → reverse
of probability without multiplying with 100)

The overall probability of selecting all the images at least once is as follows,
Overall probability of selecting all the images at least once withminimum random

selection (P)

P = 10

10
+ 10

9
+ 10

8
+ 10

7
+ 10

6
+ 10

5
+ 10

4
+ 10

3
+ 10

2
+ 10

P = 29.28 selection

5 Results and Discussion

The bag of password approach is been proven by the mathematical analysis and as
a result we can say 30 iterations are required to have all the images (in the taken 10
sample images) at least once to the end user as a hint. It is very much important to
achieve the standard deviation over image distribution and probability of getting all
the images at least once with respect to authentication process. The better value in the
said things will ensure the user remembrance, which is very important by considering
the dynamic password entry and the number of passwords are increasing.

Comparison with other Authentication Techniques

When we go for authentication technique like biometric-based [11, 17, 18], iris
recognition-based and face recognition-based are device associated which leads to
additional cost in comparison with proposed bag of password approach. The above
compared techniques also had issues on the flexibility of location because of the
additional device need to be moved for login where ever we need.

The multifactor user authentication [10, 12, 19] leads to more complex approach
than the proposed bag of password technique due to the additional steps involved in
authentication and relied on the network signal strength as well.

When we come up with sensorless authentication mechanism, the direct text-
based password technique [7] with some mix of alphabet, special characters, and
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numbers can be broken by one short using eavesdropping technique. The password
can be known and it can be reused.

When it comes to graphic-based approach which leads dynamic password entry,
it provides more security than direct text-based password entry.

In graphical password approach, the color-based approach [16], pattern unlock
[14], and spin wheel [15]-based approach have been taken for comparison.

The color-based approach [16] provides different options to choose different
color combination as a password but it is very similar to direct text-based pass-
word approach except graphical representation. The password entry is more of static
nature which in turn less secured against eavesdropping.

The pattern unlock [14] is having graphical approach but it is static in nature, and
the same pattern is been used for multiple time logging into the device orWeb portal.
It is also difficult to draw with mouse pointers which reduces the speed and more
exposed to others than proposed bag of password approach.

The spin wheel [15]-based approach is similar to our bag of password approach
but the spin wheel will also have some text or image which is having limited space to
display hint. It restricts end user to use smaller things which can fit in the spin wheel,
and also it reduces the image uniform distributionwhich produces easy remembrance
of hint and password combination to the end user.

The behavioral identification approach [13] can also lead to risk of restricting
original user due to over prediction and allowing third part or hackers due to under
prediction.

The proposed method clearly outbeaten other techniques by not having any issues
based on Table 2.

Table 2 Issues related to different authentication approaches

Approaches/characteristics Additional
or specific
device
leads to
additional
cost

Forced slow
presentation
leads to
security leak

Static
nature
leads to
security
leak

Dynamic
nature leads to
remembrance
issue

Issue of
over or
under
prediction

Biometric recognition Yes No NA NA Yes

Face recognition Yes No NA NA Yes

Iris recognition Yes No NA NA Yes

Pattern recognition Partially Partially Yes NA NA

Direct text-based password No No Yes NA NA

Fuzzy-based behavioral
prediction

No No No No Yes

Color-based password No Partially Yes NA NA

Spin wheel approach No No No Yes NA

Bag of password approach No No No No NA
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6 Conclusion

The image-based keyword (password) recall is completely based on the user capacity
or ability to do that. Even though, it is user ability, when the user is not getting partic-
ular image for long time, then the possibility of forgetting that images keywordwhich
is supposed to enter in the login page as input string in password block for authenti-
cation is on the higher side. Due to this reason, we are giving bigger importance to
the number of images in the pool to select randomly. The above approach providing
the value for probability of getting all the images (total images considered is 10)
at least once is 29.28 selections (i.e., 30 selections), which is will take up higher
number of selections when we go for more images. Similarly for 20 images, the
over all probability of selecting all the images at least once with minimum random
selection is 71.939 (i.e., 72 selection). Here, the point to note is the ratio of number
of images with respect to selection required. For 10 images, the ratio is 1:3, for 20
images, the ratio is 1:3.59. When the number of images is being increasing, we are
getting higher ratio which indicates more number of selection required for getting
all images at least once. So, it has been recommended to have a pool size not more
than 20 and not less than 10.

The proposed technique has been compared with other trending 8 start-of-the-art
techniques to found that the bag of password approach is more efficient in providing
the security by means of causing less security issues.
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Automatic Content Creation Mechanism
and Rearranging Technique to Improve
Cloud Storage Space
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Abstract The storage of electronic data as well as the demand for it has become a
major problem in today’s society. Data is becoming increasingly centralized in order
to provide the flexibility to use it anywhere, at any time, and on any device. Due
to the increasing mobility in modern devices, data productivity and accessibility in
cloud storage are increasing. Data versatility is expanding on a daily basis, posing a
management challenge. All methods of dumping data regularly over a period of time
necessitated the deletion and rearrangement of a few data items in order to achieve
greater efficiency in the data retrieval process. Currently, the researchers are focusing
on the efficient searching algorithms andnot on the combined technique of data priori-
tization, deletion, and rearrangement. Theproposed automatic content creationmech-
anism (AACM) system will create new document after deleting unwanted contents
and by merging few existing documents based on the top key words. Each and every
document is associated with particular keywords. The proposed system leads to two
outputs by considering the text, first to form core points with voting count and then to
create new documentary on it. The proposed system can also focus on video, audio,
and image in addition to text but however the major focus is given to text, which is
the complex one of the four. The mechanism will move from lower priority/older
one to higher priority/newer one on the basis of success rate with a particular cluster.
This mechanism will save the valid information even from lower priority and older
documents. It will also free up the space by deleting the unwanted sentences from
older files, and all these depend on the threshold (confidence) value, which is auto-
adjusted by the proposed mechanism on the basis of success rate. This will lead to a
better memory management and prevention of core historical data.

Keywords Data prioritization · Data deletion · Data rearrangement · Automatic
content creation mechanism · Saving valid information · Confidence value
adjustment

R. M. Balajee (B) · M. K. Jayanthi Kannan · V. Murali Mohan
Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation,
Vaddeswaram, Guntur, Andhra Pradesh, India

M. K. Jayanthi Kannan
Department of Computer Science and Engineering, JAIN (Deemed to be University), Bangalore,
India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Smys et al. (eds.), Inventive Computation and Information Technologies, Lecture Notes
in Networks and Systems 336, https://doi.org/10.1007/978-981-16-6723-7_7

73

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6723-7_7&domain=pdf
https://doi.org/10.1007/978-981-16-6723-7_7


74 R. M. Balajee et al.

1 Introduction

It has become more difficult to manage data storage on the cloud as it has grown
in size. With the use of the Internet, the solution to the problem should be created
as an efficient (highly accurate) one [1, 2]. Since the storage is not local, all data
transactions performed by any user, administrator, or anyone else may incur high
costs. In initial period, the raw data will be in cloud and the usage of those data for
processing has been done locally by the corporate system or individual laptop but
today the software, operating system, and laboratory setup are happening through
Internet. This results in massive traffic in network where the users of cloud transfer
their data. The cloud computing is not an independent domain because it is associated
with network traffic, topologies used by the network, route selection by the node,
growth of big data, service required by the user from cloud, the level of security
with encryption [3, 4] and decryption technique used, authentication mechanism,
searching algorithms, etc.

The usage of data is generally depends on software and the operating systemwhich
handles it. The software and the operating systems are also getting changed itself to a
newer version for every time period past away. Certain technological advancements
cause change in supportability of file on software and operating systems. This raises
the question of data reliability and its accessibility over a long time period. Still these
challenges are not addressed properly by researchers as well. The devices which
use these data are also depend on software for its work and most importantly the
revolution in technological device (smarter devices with touch screen and voice input
for processing) raises the question of supportability in new devices with different
input mechanism.

The cloud computing technology is the one which got introduced as a sequence
of technological development from Web services, and in the way it crosses grid,
network, and utility computing. It is in the view to the world as a fifth appearance
after four successive technological advancements [5].

Due to common people’s use of the Internet, it has grown popular even in villages.
Since it has established wireless connectivity, it is critical to secure the network from
hackers. In general, the attackers are having more advantage in wireless environment
thanwire connectivity network.Here, cryptographyplays an important role to prevent
the hacker getting into the network.

2 Literature Survey

One of the foremost characteristics of cloud computing is elasticity, and it is due
to the expansion of storage space availability to the user on demand [6]. The local
computer hard disks are difficult tomaintain the backup regularly (periodic operation
required lots of monitoring, storage spaces, man power, etc.) but on the cloud, the
backup of data is taken periodically by the admin itself. Any failures or wrong data
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transaction can roll back any time when the user wants it to do. This also leads to
additional storage space.

The cloud storage is based on pay to use concept. The common people who had
desktop systemon their homewill have storage in size of terabyte for their usage. This
will not happen in cloud that easily because for every megabyte we are consuming,
we need to pay for it but it offers flexibility in terms of location accessibility, device
accessibility, and time based accessibility [7]. This is the reason why it cannot be
wasted with garbage of data, and it should be maintained well to save space on cloud.
Many compression algorithms and auto-data deletion algorithms are came into the
art of cloud computing.

The data storage in the cloud can be optimized by doing the deduplication [8, 9]
over the selected storage, and hence the data which are present twice or more than
that can be removed to have exactly single instance of it, but this will only remove
the data’s which are exactly redundant and not the similar data which are exist.

The deduplication algorithms applied already in the research are also checking
over for the duplication in the document level or at the block level of data [10]. The
deduplication can be focused in the level of small statements to filter out any extra
content and that is not made yet.

When we are speaking about the cloud, then there is a big question of resource
management [11, 12]. The resource can also be storage as well. The focus of our
research is on the storage sector of the cloud. This resource allocation can be effi-
ciently allocated by considering the availability of resources and the demand for
that. The primary goal is to use the resources as maximum as possible so that we can
reduce the ideal or not utilizing the resources to increase the profitability of provider
and increase the service to clients.

The storage resources can be allotted to different users and that cannot be switched
between users like other computing resources [13, 14]. So these storage spaced
resources need to be allocatedwithmuchmore concern than the importance provided
to other resources.

The cloud data is been exposed to more security issues, since it is having the
nature of wireless connectivity. These security issues can be properly addressed by
the encryption techniques [15, 16]. The encryption can come into part only after
authentication, if the authentication mechanism [17, 18] fails, then the hacker is
getting the possibility to hack the data and that is where the encryption techniques
play a role. The authentication can be used in hiding the sensitive data based on the
identity [19] provided on the login time. The authorization can be restricted to access
only the general data, and the hidden information will be authorized to access for the
specific users as per their privileges.

The cloud storage can be hacked by the phishing-based attacks [20], and those
data hacked on this type of attack are more sensible one. This can be prevented by
identifying the node in wireless environment which launches this phishing attack
and removing or restricting the access of that particular node. The detection of the
hacker node can be done by observing the behavior of the nodes in network.

There are somemore ways like public auditing [21] and usage of virtual machines
[22] which improved the cloud storage security. The public auditing can look for the
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Fig. 1 TWA-ECS
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deviation in result over the period of time, and based on the deviation observed, the
corrective measures will be taken. The virtual machines on the cloud will provide
security for the data in means of hiding the physical location of the server. When
considering the virtual machines, there is flexibility to switch the actual servers and
that will not be noticed by the end user or hacked who are trying to access the data.

Take-Young Youn, KU-Young Chang, Kyung Hyune Rhee, and Sang Uk Shin are
the doctorate holders from Korean university and they published the research paper
in IEEE about efficient cloud storage. They introduced the concept to reduce the
wasted space in cloud [23].

The motive of the researchers here is to do two things,

(i) To perform secure deduplication of encrypted data.
(ii) To perform public integrity auditing of data.

From here on we will call it as two-way-approach of efficient cloud storage
(TWA-ECS). The TWA-ECS performs challenge response protocols using the BLS
signature-based homomorphic linear authenticator. We utilize a third-party auditor
for performing public audit, in order to help low-powered clients. The TWA-ECS
approach is shown in Fig. 1.

The TWA-ECS consists of the following entities.

(i) Client/user
(ii) Cloud storage service (CSS)
(iii) Third-party auditor (TPA).

3 Problem Description

The problem description found after the literature survey is pointed out below,

(i) The cloud storage is increasing because of our day-to-day personal and work
activities. Due to increase in storage size, it is very difficult to retrieve the
required data from it.

(ii) The researcher today focusing about the efficient retrieving algorithm to over-
come the issue. Any retrieving algorithm will work efficiently with lesser
storage and in presence of more relevant data.

(iii) There are also techniques to delete the unwanted files from cloud to free up
the memory space but the historical data are lost for the future.
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(iv) The TWA-ECS technique is only focusing on removing duplicate or repeating
files. It is not focusing about the removing technique of older files.

(v) To overcome all these things, we need to free up the space filled by older/non-
accessed data and also to prevent the value of the data as well.

4 Proposed System

The cloud is the great storage space to store user’s data, so that it can be retrieved
at any time, any place, and any device. The accessibility of cloud storage space is
handled using browser through Web application. When the users are dumping the
files in cloud, then there will be demand for cloud storage space. This demand can
be handled by considering two things. First, the storage space can be increased but
it results in spending more cost by the user as well as service provider. Second, the
files in the cloud can be deleted, so that it reduces the demand for additional memory
required in cloud. The problem with the second method is to select the files to delete.
If I am deleting the older files, then it may also be required by the user further. If I
am deleting the non-accessed files, then it may also be the newer one and it required
time to get top of the search list.

The cloud space that I am considering is the public cloud, and any user can upload
the data and any user can search for the data. Finally, the solution is to choose the
file which is older and non-accessed file.

Even though the proposedmechanism chosen the file to be deleted and if the file is
deleted, then the content of that file cannot be accessed anymore. The deleted filemay
contain many paragraph, audio, and video contents as well. Few may be important
and may be required in future as well. These few contents need to be identified, and
those contents need to be stored separately. While filtering those contents, the files
need to join together with common key word. Further reduction can also be done
with taking the key sentence and providing the votes for the key sentence. The key
points focused by the proposed mechanism is listed below,

(i) The older/non-accessed contents in the cloud need to be deleted and at the
same time core data of any document need to be prevented.

(ii) The core content of the document is of lesser important then it also need to
be deleted from the cloud.

(iii) It is important to say, there should not be any data which is permanently
present in cloud and there should not be any data with good value (historical
data) should be deleted.

(iv) The focus is on to develop automatic content creation mechanism (ACCM)
for handling the cloud storage efficiently.

(v) Here all documents, paragraphs, videos, and images are assignedwith separate
ID to handle and identifying it. This is done while uploading the document to
the cloud.
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Table 1 Documents considered as a dataset

Document id Key words User priority Data importance Access
frequency

Date of storage

1 Sports
Cricket
Sachin

7/10 7/10 5/10 11/02/2021

2 Sports
Cricket
Dhoni

6/10 7/10 8/10 16/02/2021

24 Sports
Football
XXX

7/10 5/10 6/10 12/02/2021

25 Sports
Tennis
YYY

8/10 7/10 6/10 14/02/2021

The ACCM mechanism works with the following parameters, (i) document id,
(ii) content id, (iii) key words, (iv) user priority, (v) data importance, (vi) access
frequency, and (vii) date of storage.

To understanding ACCM mechanism, we consider 25 documents handled by the
proposed mechanism is listed in Table 1.

The ACCM will produce two different types of output and with artificial intel-
ligence; it will grow up to touch the documents with higher usage. It will grow
confidently with respect to success rate of it over a period of time. The outputs of
the mechanism are.

(i) Automatic document creation
(ii) Historical data creation.

Initially, the proposed mechanism needs to choose the file to do its process. Let
we saw how it will choose the file. The file choosing process will go through two-
dimensional way. Let we put these into two algorithms namely.

(i) 1D file choose algorithm
(ii) 2D file choose algorithm.

1D File Choose Algorithm

Step 1 Set n = 2 and Choose file with the Access Frequency Value < n.
Step 2 Apply the second filter with time period older than 1 month.
Step 3 Find Average= (User Priority Value+ (Data Importance Value * 2))/3 and

chose files with Average < n. If the document is the system created one then
Average = Data Importance.

Step 4 Applying ACCM to form two outputs and let the new document will not
be applied with any mechanism until a month.

Step 5 Every new document will be checked after a month of time.
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Table 2 Keywords of the
documents

Document 1 Document 2 Document 3 Document 4

Sports
Cricket
Sachin

Sports
Cricket
Dhoni

Sports
Football
Xxx

Sports
Tennis
Yyy

If ((Access Frequency Value > n) & (Data Importance Value > n), then increase
n as n = n + 1 for all n < 4;

If ((Access Frequency Value ≤ n) & (Data Importance Value ≤ n), then decrease
n as n = n − 1 for all n > 2;

Step 6 The above steps will be repeated for every hour.

2D File Choose Algorithm

Step 1 Choose the documents with least number of similar key words.
Step 2 Applying ACCM to form two outputs and let the new document will not

be applied with any mechanism until a month.
Step 3 If recursive 1D algorithm is applied on the file then choose documents with

greater number of similar key words with in the exponential growth of
previous number of key words.

Understanding the 2D File choosing algorithm

Assume the following key words for the different document as shown in Table 2.

(i) First we will consider the least keyword → Cricket, Documents 1 and 2 is
taken for the process.

(ii) Second iteration, we will calculate the range value as range = (previous
keyword * 2). Range = 2 * 2 = 4.

We will consider the documents with maximum number of similar key words
within the range calculated. Keyword → Sports, Documents 1, 2, 3, and 4 is taken
for the process.

Advantage

(i) Prevent the historical data with voting count.
(ii) Minimize the demand of additional storage in cloud environment.
(iii) Increase the accessibility of each file.

5 Result and Analysis

The mechanism is tested with the sample of 25 documents, and in that the proposed
algorithm found five similar documents which are related to sports to apply itself for
the reduction of memory taken by the documents on the disk. The deduplication of
documents can also be done by the proposed algorithms on the basis of removing the
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internal similar statements. The TWA-ECS algorithm is also applied over the same
25 documents to reduce the memory space and the final result of both the proposed
and TWA-ECS algorithm is been observed and plotted as a graph. The document
set contains five documents which are duplicated out of total 25 documents. The
duplicated documents are in the category of “history.” The “sports”-based documents
are taken for the discussion here to examine the step-by-step result obtainment on
those by applying the proposed algorithms. The said five documents can be givenwith
the ids d1, d2,…, d5 for the discussion purpose. The taken documents are text-based
documents. The statements in each document are compared with statements with
other documents to see the similarity over the documents. The similar documents
are taken for the further process where some of the statements are deleted based
on multiple criteria, and the new document with proper rearrangement of existing
and surviving statements will be formed with lesser memory space. The older five
documents will be deleted form the cloud.

One of the comparisons made between the statement s1 from document d1 and
statement s2 from document d2 is shown in Table 3,

Voting for Statements

Among similar statements, only one should be selected for writing into the new file.
The statement selected should have higher number of votes, and if two statements
are having same number of votes then the bigger statement will be selected. This
approach is due the fact; bigger statements can convey the information fully with
somedetails. If twoormore statements are having samenumber votes and length, then
random statements among the selected group will be selected for the new document.

Figure 2 shows about the votes scored by different sets and statements of those
sets. Every statement in a particular set will be given same number of votes as the
set having. Few statements are common in two or more number of sets, and those
statements will be merged in new sets and the existing sets will be deleted. If a
set is having three elements and in that two statements are common with other two
different sets, then those two statements are taken out to form two new sets with the
matched elements. The third element which did not found any match will be deleted
from the process.

The grouping of sets is happening in sequentialmanner. After the current grouping
process over, it will again start from the number it left. Initially the mechanism found
match between set 6 and 7, so these two sets aremerged together with new set number
13. The set 6 and 7 will be removed from the group, and set 13 added in the group
as well. Similarly, set 14 is formed. These newly formed sets are shown in Fig. 3.

Table 3 Comparison of statements in documents

Total words Similar words Percentage of similar words Result—matching similarity

S1 22 16 72 Max (72, 100) = 100

S2 16 16 100



Automatic Content Creation Mechanism … 81

Set 4 - 3 Votes

S4

S17

S23

Set 5 - 2 Votes

S5

S24

Set 6 - 3 Votes

S6

S11

S25

Set 7 - 3 Votes

S6

S12

S25

Set 8 - 3 Votes

S6

S13

S25

Set 9 - 3 Votes

S6

S14

S25

Set 1 - 2 Votes

S1

S19

Set 3 - 4 Votes

S3

S16S15

S22

Set 2 - 3 Votes

S2

S10

S20

Set 10 - 2 Votes 

S7 

S25 

Set 11 - 3 Votes 

S8 

S18 

S26 

Set 12 - 2 Votes 

S9 

S27 

Fig. 2 Votes scored by various sets and statement among them
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Fig. 3 New set 13 from set
6 and 7, new set 14 from set
8 and 9

Set 13 – 3+3=6 Votes
Merged from (6,7)

S6

S25

Set 14 – 3+3=6 Votes
Merged from (8,9)

S6

S25

The new set 14 is added to the group. Now the process starts from set 10, again
the set 10 is having statement id of S7 and S25. The statement id S7 is not matching
with any of the further sets in group, and so it has been removed from the group.
Now the statement id S25 got merged with set 13 in the group (the set 13 is newly
formed group on combination of another two sets). The set 13 is having statement
id S6 and S25. The statement ID S6 got its pair with set 14. So the statement id of
S6 from set 13 is merged with set 14. Now set 14 is having statement ids of S6 and
S25. It is clear that S6 got already matched, and so the pair needed to be checked
for S25. Since it a combination group, the pair may be within the group itself, and
it need to be checked further more in sequential order. After checking the sequential
order, the temporary groups are formed. Then these temporary groups are involved
in checking process, and permanent group has been created here.

During the process of creating a temporary groups as in Fig. 4, the similarity
table will also be created as shown in Table 4, because of that similarity only, the
statements ids can be merged together.

Temp Set T1 – 2+6=8 
Votes

Merged from (10, 13)

S2

Temp Set T2 – 6+6=12 
Votes

Merged from (13, 14)

S6

Temp Set T3 – 6 Votes
Separated from (14)

S2

Fig. 4 Temporary sets are formed in between the process of forming permanent similarity
identification
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Table 4 Similarity mapping
of statement ids

Set id Statement id Similarity statement ids

Set 10 S7 S25

Set 10 S25 S7

Set 13 S6 S25

Set 13 S25 S6

Set 14 S6 S25

Set 14 S25 S6

The above table is having redundancy on mapping the similarity, so these redun-
dancies need to be avoided and the redundancy avoided result is shown in Table
5.

Now the permanent set has been formed after checking the similarities, the state-
ment ids of S25 and S6 can be treated as a single group elements, due to the similarity
mapping. The statement ID S6 also not having matches with other group elements
and at the same time statement ID S25 is with 14 votes (dominating the similarity
group and taking lead to next formation).

As a result, new set 15 has been formed as shown in Fig. 5 by merging three
temporary sets T1, T2, and T3. The statement id S25 is ending with 14 votes. The
final arrangement of sets and sequence change is shown in Fig. 6.

Each set is having one or more statements ids, The statement ids belong to same
group are similar in nature, so each set should be lead with one statement ID and the
remaining need to be removed.

Table 5 Removed
redundancy from similarity
mapping of statement ids

Set id Statement id Similarity statement ids

Set 10 S7 S25

Set 13 S6 S25

Fig. 5 New set 15 from set
T1, T2, and T3

Set 15 – 6+8=14 Votes
Merged from (T1, T2, T3)

S25
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Set 4 - 3 Votes

S4

S17

S23

Set 5 - 2 Votes

S5

S24

Set 6 - 3 Votes

S8

S18

S26

Set 1 - 2 Votes

S1

S19

Set 3 - 4 Votes

S3

S16S15

S22

Set 2 - 3 Votes

S2

S10

S20

Set 7 - 2 Votes

S9

S27

Set 8 – 6+8=14 Votes
Merged from (T1, T2, T3)

S25

Fig. 6 Result group arrangements with votes of statement ids

The statement ids in the set are having same number of votes and so the lead
statement ID should be selected with the help of the statement word count. Higher
the word count will yield higher the priority to lead the set.

Formation of Resultant Document

After selection of statements, the statement will be arranged in such a way those
older document statements are first and newer document statements are last. It will
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Table 6 Inputs taken and considerations

Input/considerations Value Initial memory occupation (kb)

Total document 25 2124

Sports-based document 5 378

Historical documents 5 412

Other documents in a mix of
domains

15 1334

Duplicate documents 4 (all historical docs) 330

Considered file format .txt –

Cloud environment Google Cloud –

Cloud-Based service IaaS/PaaS –

also show the number of votes which reflects the weightage of statements given by
various documents. It prevents value of data as well as minimizes the memory.

The inputs taken and considerations for evaluation of algorithms in real-time
implementation are been given in Table 6. The achieved results are also replicated
in the calculations for easier understanding.

Total memory of 25 documents = 2124 kb.
Total memory occupied by these 5 + 5 documents = 378(sports) + 412(history)

= 790 kb.
Total memory occupied by the new document = 39 kb (sports) + 42 kb (history)

= 71 kb.
Memory saved = 2124 kb – 1405 kb = 719 kb.
Percentage of savings = 33.85%
If more number of documents got merged, then the probability to get similar

statements between them is higher. If similar statements are more, then it results in
more weightage of statements (votes) and the same level of deletion of statements.
When the statement deletion operation increases, there memory occupation will be
decreased. Hence, it results in better percentage of savings.

The TWA-ECS technique has been applied on the same 25 documents to get the
result of memory reduction and both proposed ACCM algorithms, and TWA-ECS
algorithm has been plotted in a graph to compare the results. The comparison of
results obtained by both the techniques is shown in Fig. 7.

6 Conclusion

The objective of reducing cloud storage space by deleting the lesser important content
on the similar document groups to form the newer document with the proposed
algorithm is properly implemented and shown that 33.85% of memory efficiency.
This clearly states that the proposed algorithm is nearly 34% saving the memory
space in cloud storage which is higher than the existing algorithm’s memory savings
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Fig. 7 Comparison graph of
memory consumption
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of nearly 18% in the cloud storage. The algorithm also designed in such a way, after
showing this much of reduction in cloud storage, it will get feedback from the end
user, and according to the feedback level, the confidence of the algorithm is been
adjusted by the adjustment of threshold percentage value to obtain the similarity of
statements among different documents. This induced the artificial intelligent to the
algorithm according to the confidence level it gained form the end user. All these
show the efficiency and ability of the proposed algorithm has been on top notch in
all the circumstances.
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Voter ID Card and Fingerprint-Based
E-voting System

Rajesh Kannan Megalingam, Gaurav Rudravaram, Vijay Kumar Devisetty,
Deepika Asandi, Sai Smaran Kotaprolu, and Vamsy Vivek Gedela

Abstract Voting is a fundamental right given to every citizen of a democratic
country, with a minimum age requirement set by the respective countries. As such,
one would expect the procedure for voting to be on the cutting edge of technology
in terms of security and adhere to the highest standards. This paper proposes and
discusses a method of E-voting based on dual-factor authentication in the form of
unique identification (UID) number and the fingerprint of the voter for verification
purposes. An algorithm for fingerprint recognition is also discussed in the paper
along with the efficiency of the algorithm in CPUs of different computing powers.
We created a website with the proper focus on securing the personal data of the
constituents while also making it legible for the election officials to keep track of the
progress of the election and avoid dual/multiple vote casting. The additional security
provided by biometric authentication ensures that the system we propose meets the
safety standard set by the Information Technology Act, 2000. Based on the experi-
ments and results, we believe that the proposed anti-fraud E-voting system can bring
confidence in voters that their vote is secured.
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Keywords Electronic voting machine (EVM) · Fingerprint recognition · Unique
identification (UID) · Hashing · Secure voting · Authentication · Biometric
matching system (BMS)

1 Introduction

The system of E-voting has been introduced in many countries and has been in use to
date by most of these countries. E-voting systems have been observed to have more
advantages than the traditional paper-based system in aspects such as the counting
of votes time period, and the mistakes in counting votes can be drastically reduced
using the E-voting system. The problem the E-voting system lacks is transparency
and false voting. The problem of being non-transparent can be rectified by using
voter-verified paper ballots (VVPBs); this device prints the vote that has been cast
and displays it to the voter, and through this, the vote cast can be verified. In order to
prevent malpractices like false voting (voting using the other citizen’s data) can be
reduced by introducing a dual-factor authentication system to verify the voter before
the vote has been cast.

AADHARcard consists of a 12 digit number that is unique to each Indian citizen or
passport holder of India. It even consists of information, biometric and demographic
data of the respective residents of India. The Unique Identification Authority of India
(UIDAI) is responsible for collecting the data. The UIDAI was established by the
government of India in January 2009. This research work proposes a voting system
based on UID card and fingerprint authentication to enable a safe and transparent
election process. While this process of using the AADHAR card is relevant only in
India, the same method of storing the citizen’s biometrics in a government database
and linking to a unique identification card can be applied in other countries as well
to imitate similar results.

Biometric security methods are proven to be more secure than the use of one-
time password (OTP)-based or PIN-based security methods. The biometric security
methods include fingerprint scanning, where a person is identified based on his/her
fingerprints. As the fingerprints are unique to each individual, only the respective
person can access the system whose fingerprint matches the one in the database.
The proposed system practices dual-factor authentication, that is, the verification of
the UID Card and the fingerprint of the voter, and does not allow a constituent to
cast more than one vote because it automatically updates the status of the vote of a
constituent on a dynamically rendered website created by us.

Our proposed system authenticates a voter based on the UID number and the
voter’s fingerprints. If the authentication at any of the levels fails (the UID number or
the fingerprintswon’tmatchwith any of the data present in the pre-enrolled database),
then the voter will be denied access to voting. This process can prevent other people
from casting false votes, as the voter needs to scan their fingers to pass the second
level of authentication. Once a voter passes both the levels of security, then the voter
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can vote. Then, the vote is updated in the database and will not allow a second vote,
hence preventing a person from voting more than one time.

The website we designed can be personalized by the government or third-party
contractors to be made to enlighten the average citizen on the process and security
of the voting system. The website is also connected to a database and renders a
complete list of the constituents and their status of voting, both ofwhich are encrypted
in a local database by hashing the data in it to secure them from the prying eyes.
Hashing is used to map data of any size to a fixed length. This is called a hash value.
Encryption is a two-way function whereas hashing is a one-way function. While it is
technically possible to reverse-hash something, the computing power requiredmakes
it unfeasible. The election official can access this list by using the credentials issued
to him/her, and it is up to their discretionwhether or not tomake this list public. In this
way, the proposed system in this research paper ensures a safe and reliable election
procedure with the utmost transparency so as not to raise any questions about rigged
elections or false votes.

2 Problem Statement

The centerpiece of any successful democracy is the peaceful transition of power from
one government to another. And this is only made possible by the process of voting.
As the most powerful non-violent tool a citizen has in a democracy, the process of
voting has to be without any flaws. There should not be any questions about the
safety or reliability of the voting system in the mind of any citizen or constituent.
While technology has greatly impacted every aspect of our life, the process of voting
has, unfortunately, not undergone many changes since it was first proposed. There
are 167 democratic countries in the world out of which around 34 countries have
some sort of electronic voting system. Among these countries, only India, despite
its population of 1.36 billion, has a 100% electronic voting system. When dealing
with large democracies like India, the efficiency of EVMs during the voting process
becomes extremely important. The 2019 parliamentary elections in India had a voter
turnaround of 67%, nearly 900 million registered voters across 542 parliamentary
constituencies came out to vote. Some countries still rely on ballots to carry forward
the voting procedure. The ballot system hasmany disadvantages such as longwaiting
lines, questions about authenticity of the ballots due to the votes not being transparent
enough as there is no way for an individual to be sure the candidate they voted for
received the vote with absolute certainty. To avoid questions about authenticity and
safety of the voting process and to ensure the safety of the election officials, we
present a new idea for implementing the process of voting.
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3 Related Works

Paper [1] proposes a system which uses a biometric authentication system and addi-
tionally provides a facility to users to cast a vote using mobile phones. The first way
is for the smartphone users, one-time password (OTP) is used. For other users who
do not have smartphones, biometric methods such as fingerprint recognition is used
as authentication. The main objective is to cast a vote from anywhere anytime. A
large population of people is not aware of using smartphones even though they have
one and it will be a huge task to educate voters. In the voter ID card and fingerprint-
Based E-voting system, a person is allowed to vote if the fingerprint of a person is
matched with his/her fingerprint stored in the database. No other electronic devices
are needed for the voter to vote. A system which takes complete control over child
vaccination status and monitors child vaccination schedules is proposed in paper
[2]. It uses the fingerprint of the child from the database and performs fingerprint
processing and classifies it. In e-vaccination, the fingerprints of the infants are taken,
the accuracy is hard to verify. This drawback can be rectified by considering the
fingerprints of their parents/guardians and applying the same system as discussed
in this paper. Paper [3] takes measures to allow the voter to vote only if the voter
logs into the system by using the right credentials which are generated by merging
the two sets of credentials in the form of black and white dotted images generated
by the computer and encrypted using a video cryptography scheme. Accessibility
or voter education—Many people are not aware of how to use an email and how
to log in and this gives rise to hackers. In the voter ID card and fingerprint-based
E-voting system, there is no need for the voter to log into a system, only the voter’s
fingerprint is required. Paper [4] proposes a multifaceted online e-voting system. The
requirements embedded in the design of the respective system permits well-secured
authentication processes for the voter using combined simple biometrics. There are
possible attacks such as: replay attacks, denial-of-service and session hi-jack which
can be minimized by the use of the system proposed in this paper which uses a
cloud-based database encrypted through salting and hashing.

A voting system based on an advanced RISC machines (ARM) processor and
fingerprint sensor is proposed in the research paper [5]. The authors have used a
simple liquid crystal display (LCD) display for user interface and a keypad for
entering the information about the voters. This suffers the drawback of limited
constituent enrolling due to limitations of the sensor memory. The research paper [6]
give us an idea on how to proceed with the fingerprint recognition by providing an
in depth explanation about two different image processing algorithms namely, scale
invariant feature transform (SIFT) algorithmwhich is used for local feature matching
and the fast library for approximate nearest neighbors (FLANN) which is applied
to match the query image and reference image in dataset. In paper [7], the authors
have implemented a secured platform for remote health monitoring services. They
have used a Raspberry Pi to keep track of the health data. For security purposes, they
came up with a password authentication key exchange mechanism based on hashing
and zero-knowledge password proof. Paper [8] proposes a women security system



Voter ID Card and Fingerprint-Based E-voting System 93

based on GPS modules and foregoes the need of a smartphone instead opting for a
completely portable system based on microcontroller. The system communicates via
Wi-Fi and transmits data in real time.

Paper [9] proposes a votingmechanismwhich identifies the voter based on his/her
fingerprint image taken from a fingerprint sensor. In this model, encryption of the
database is not done. In our model, the database encryption is done by hashing and
salting. Paper [10] proposes a dual authentication one using iris recognition and the
other is comparing fingerprints. The comparison technique used for iris recognition
is hamming distance and for comparing fingerprints is Euclidean distance. This
technique is not optimum for voting because the time taken for dual authentication is
higher. In paper [11], the authors propose amodel aimed at retrieving images from the
database based on the context in the given image. Themajor steps involved are object
recognition and image retrieval. Object recognition includes training phase and is
done using SIFT, SURF (speed-up robust features), HOG (histogram of oriented
gradient), and color Histogram. In image retrieval, similar images are selected based
on rank of similarity. Paper [12] proposes a method in which voter has to place
his/her voter ID which has a unique radio-frequency identification (RFID) tag. If the
tag matches from the one in database, then the voter must verify his/her fingerprint.
If the fingerprint verification is successful, the voter is eligible to cast his/her vote.

Paper [13] focuses more on the implementation of the EVMs, making the voting
process more transparent. It also introduces the term ‘Voting Status Flag’ which
plays a role in the authentication. In order to prevent malpractices during the election
process, Kerberos (computer network protocol) is used. Our proposed system uses a
security system that verifies the voter before casting the vote. We have even designed
a website which improves the user interface. The EVM proposed in Paper [14] is
built using LPC2148which is the core of the ARM-7 processor. Here in the first stage
of authentication, the card given is scanned using RFID and later the fingerprints are
taken. Using RFID tags might become expensive and less secure while dealing with
a large population, and considering this factor, our system uses a fingerprint sensor
as the second stage, which is more secure than using RFID tags. In Paper [15],
the authors explained about the fingerprint recognition algorithms. They explained
the enrollment, matching, and extracting phases in the fingerprint algorithm. In our
proposedmodel, the run-time of the fingerprint recognition algorithm can be reduced
as we will be using 1:1 matching, using the unique identity number of each voter.
Paper [16] gives more insight into fingerprint recognition. Biometric authentication
systems has twomodes, enrollment and recognition. The identity of the fingerprint is
based on invariance and singularity. This paper discusses the process of recognition
of fingerprints using image preprocessing, feature extraction stages etc.

Paper [17] states the advantages of using biometric methods such as fingerprint
recognition as a mode of authentication. It even gives information about the method
(Chaotic Arnold transform) used for recognizing the fingerprints. Our proposed
system has a dual-security system where we take the unique identification number
of a voter first, then the fingerprint of the individual will be compared with the one
from the database with the ID entered initially. This will reduce the run-time of
the algorithm. Paper [18] deals with the transparency of the E-voting system and
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the advantages of E-voting. It provides various methods such as using voter-verified
paper ballots (VVPBs)which helps the voter to verify the vote casted. In our proposed
system,we introduced a biometric authentication level (fingerprint sensor) which can
reduce malpractices such as false voting and multiple voting.

4 System Architecture

In the system we propose as shown in Fig. 1, the constituent first has to enter
his voter ID number (the number assigned to him/her by the government) into a
keypad connected to a processor. We have tested two processors for this project,
namely Broadcom BCM2711 and Intel Core i7-9750H. The processor then verifies
the number with the list of UID numbers stored in the external database and finds the
related fingerprint based on this unique identification number in the form of voter ID.
After successfully finding the number and verifying its status of voting, the finger-
print module is activated and asks the constituents to verify their fingerprint with the
one stored in its database.

We have written a fingerprint algorithm which verifies whether or not they are
matching and sends a message to the microcontroller to activate the ballot box if the
fingerprints are matching. Once the microcontroller is activated after the verification
process is completed, the constituent can cast their votewith the help of the ballot box.
Once the constituent selects their candidate, the ballot box immediately deactivates
and informs the microcontroller. The microcontroller in turn sends this information
back to the processor which updates its database for preventing the constituent from
voting again. The updated database is rendered in real time in a website under secure
authentication whichwill be handled by the government either by establishing secure

Fig. 1 System architecture
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servers for handling the data influx or by hosting the website on a trusted third-party
server system. This system of using a duality of processor and microcontroller can
be made simpler by using a micro-processor such as Raspberry Pi, but it was decided
against that due to drawbacks which we will discuss later in the paper.

5 Design and Implementation

5.1 System Flow Architecture

Figure 2 shows the control flow of the system from the point of input entry to the
point of termination. There are two levels of authorization to be passed in order for
the voter to cast his/her vote. The first authorization level includes the verification
of the voter ID which can be inputted through a keypad. Once this level is cleared,
the fingerprint module accepts the fingerprint of the voter. The verification of the

Fig. 2 System flow architecture
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Fig. 3 User interface with respect to system flow outcomes

voter’s fingerprint comes under the second level of authorization. After the voter is
successfully verified to be legitimate through both their voter ID and fingerprint, a
signal is sent to the microcontroller which accepts the vote and sends the input back
to the processor to be updated in the database.

Figure 3a is the main page where the voter has to enter their voter ID. If the
voter ID is valid, then Fig. 3b is rendered in the webpage prompting the voter to
give their fingerprint as the input through the fingerprint sensor. When the voter
fingerprint image is taken, it is compared to the one in database. If the fingerprint is
matched Fig. 3c is rendered in the webpage, if the fingerprint does not match Fig. 3d
is rendered in the webpage. After the vote is cast, Fig. 3e is rendered and the vote is
added to the database.

5.2 Hardware Used

Processor For the experimentation process, we have used two processors. We will
discuss the advantage and disadvantage of both in the Experimentation and Results
section.

i. Broadcom BCM2711. This is the processor used in Raspberry Pi 4 and uses a
1.5 GHz 64-bit quad-core Arm Cortex-A72 CPU.

ii. Intel Core i7-9750H. This is a 6 core, 12 threaded CPU with a base frequency
of 2.6 GHz and Max Turbo frequency of 4.5 GHz.

Fingerprint-Sensor R307-TTL UART The R307 Fingerprint Module is a sensor
that is used to scan fingerprints. It even includes transistor–transistor logic (TTL)
and universal asynchronous receiver transmitter (UART) interfaces. The fingerprint
data can be stored in the module and can be configured as 1:1 mode or 1: N mode
for authentication. 1:1 matching is when a person uses either ‘Card + Fingerprint’
or ‘User ID + Password’ mode of authentication. Initially, the data (such as User
ID) is entered, and once the data with the respective ID is found, it is matched
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with the second input (such as the fingerprint). 1: N authentication is more user-
friendly as no specification is needed. In this method of authentication, using the
data entered by a person (like a fingerprint), one template from a list of up to a
thousand pre-enrolled templates is picked. A 3.3 V or 5 V microcontroller can be
directly interfaced using the fingerprint module. In order to create an interface with
a PC serial port, a level converter like MAX232 is needed. R307 Fingerprint Module
consists of a high-performance fingerprint alignment algorithm and a high-speed
DSP processor. It even has other hardware which facilitates its performance, image
processing, template storage, and other functions. Since the fingerprint sensor R3-07
is a module with a TTL UART interface, it is connected with a USB-TTL UART
module to communicate with the computer. Interfacing with fingerprint sensor is
achieved by using pyfingerpint library; this library allows the sensor to interface
with Raspberry Pi and other Linux-operated machines and send data to them.

Microcontroller Arduino Uno is a development board based on the ATmega328p
microcontroller. It has 20 general purpose input/output pins (GPIO), out of which 14
are digital input/output pins (6 pins are used as PWM output pins) and the remaining
pins are 6 analog input pins. It includes a USB connection to program the microcon-
troller, a power jack, an in-circuit serial programming (ICSP) and a 16 MHz ceramic
resonator. Arduino is connected to the computer via USB, and it is interfaced using
pyserial library in python; this allows the processor to send or receive data from
Arduino through a serial port.

Hardware requirements The hardware requires no GPU. It is recommended to
have a minimum memory of 2 GB and CPU of base frequency 1.5 GHz.

Interfacing the Various Components The fingerprint sensor R3-07 is a module
with a TTL UART interface, and it is connected with a USB-TTL UART module to
communicate with the computer. Interfacing with fingerprint sensor is achieved by
using pyfingerpint library. This library allows the sensor to interface with Raspberry
Pi and other Linux-operated machines and send data to them. Arduino is connected
to the computer via USB, and it is interfaced using pyserial library in python; this
allows the processor to send or receive data from Arduino through a serial port. The
hardware requires no GPU. It is recommended to have a minimum of 2 GB RAM.

5.3 Fingerprint-Recognition Algorithm

As we can see from Fig. 4, after downloading the fingerprint image from using the
inbuilt library inside the sensor R3-07 fingerprint sensor, we store it in a separate
database.

The fingerprint algorithm is explained in the following steps. We apply the
contrast-limited adaptive equalization (CLAHE) algorithm from the opencv2 library
in python. CLAHE is a variant of adaptive histogram equalization which takes care
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Fig. 4 Algorithm for
fingerprint recognition

of over-amplification of contrast. It will operate by selecting small regions of an
image, the respective region is called tiles. The surrounding tiles are later combined
using bilinear interpolation to remove artificial boundaries. Applying CLAHE to our
original images equalizes it and improves its contrast. We then proceed to enhance
the image. The image enhancement part of the algorithm draws heavy influence from
[17] and improves the overall accuracy of the algorithm.

This enhanced image is further normalized and skeletonized. Skeletonization
reduces the image into 1-pixel wide representation. In 1-pixel wide representation,
the value of the pixel is either 0 or 1 indicating whether the pixel corresponds to
the foreground of the image or background of the image. This is useful for feature
extraction. The next part includes extracting corners and inner features of the image
using the Harris Corners method. The final part of the algorithm includes extracting
the key points of the image and computing their descriptors using oriented fast and
rotated (ORB) which is a fast-robust feature detector in the cv2 library.
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5.4 Software Used

Fingerprint-Recognition For thefingerprint recognition algorithm,weusedPython
because of its ease of coding aswell as fast prototyping. Python is open source and can
be integrated with Web frameworks easily which is very important for this project.

Backend We have used Node.js for handling all the data and event listeners since its
processing speed is very fast as compared to other Web frameworks as it is an event-
based model. Non-blocking input/output and asynchronous request handling which
is a unique feature of Node.js makes it capable of processing requests without any
delays.

Database As for the database we have picked MongoDB because it is very easy
to integrate with Node.js. It is based on document-oriented storage and handles big
data much more efficiently.

Simulation Environment The proposed model has been simulated in a Linux
environment. We used the following python libraries: Numpy—1.17.3, OpenCV—
4.5.1.48, Scikit image—0.18.1, Scipy—1.6.0, Pandas—1.22, pyfingerprint—1.5
while developing the fingerprint comparing algorithm.

6 Experiment and Results

6.1 Testing the Images for Fingerprint Recognition

All the experiments mentioned below were conducted in lighting conditions compa-
rable to natural conditions and are subject to change based on the sensor used. The
algorithm is performed on several types of images, original image, gray scaled image,
and enhanced image. The results were accurate when enhanced image is used. So we
applied the image enhancement algorithm proposed in [17] which can improve the
clarity of ridge and furrow structures based on the local ridge orientation and ridge
frequency estimated from the input images. The algorithm also recognizes the unrec-
ognizable corrupted regions and removes them from further processing. Figure 5a,
c represent the original fingerprint and Fig. 5b, d represent their enhanced images
respectively. An important point to be mentioned here is that because the R3-07 is an
optical-based fingerprint sensor, the pressure on the surface of the sensor is a crucial
factor in ensuring that the image is stored properly and can be verified in detail.
After the image enhancement part was successful, we moved on to comparing the
fingerprint images without much difficulty. While it is true that each fingerprint is
unique, there are similarities between any two pairs of fingerprints in the manner of
the whorls or ridges that make up the fingerprint.

Figure 6 shows that the number of descriptors (descriptors describe the elementary
characteristics of an image such as shape, color, and texture)matchingwhen the same
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Fig. 5 Comparison of original image versus enhanced image

Fig. 6 Comparing the same fingerprint



Voter ID Card and Fingerprint-Based E-voting System 101

Fig. 7 Comparing different fingerprints

fingerprint is provided as input is very high. Figure 7 shows that although the number
of descriptors matching for different fingerprints is very low, it is not necessarily
zero. Therefore, in order to account for the small number of matching descriptors in
unique fingerprints, we tried out the algorithm extensively on many images and set
a threshold of ‘33’ in the algorithm which detects whether the number of matching
descriptors is enough to validate the fingerprint or not.

6.2 Comparison of Different Processors

Sincewe are not necessarily using the inbuilt library for the sensor but instead running
our own algorithm, we tested the run-time of the fingerprint recognition algorithm
on two different processors, namely the Broadcom BCM2711 and the Intel Core
i7-9750H.

Table 1 shows that the average run-time for comparing images in Broadcom
BCM2711 processor is approximately 33.45 s, while the average time taken by Intel
Core i7-9750H processor is approximately 10.26 s as shown in Table 2. Clearly, the

Table 1 Run-time in
broadcom BCM2711
processor

Input Time taken for comparison
(Seconds)

Matching fingerprints set 1 34.6

Matching fingerprints set 2 32.72

Matching fingerprints set 3 35.2

Unique fingerprints set 1 31.29

Unique fingerprints set 2 34

Unique fingerprints set 3 32.9
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Table 2 Run-time in Intel
Core i7-9750H processor

Input Time taken for comparison
(Seconds)

Matching fingerprints set 1 10

Matching fingerprints set 2 10.8

Matching fingerprints set 3 10.8

Unique fingerprints set 1 9.8

Unique fingerprints set 2 9.8

Unique fingerprints set 3 10.1

advantagewith the Intel processor is superior run-time, but it is not very cost efficient.
The main advantage with the Broadcom BCM2711 processor is that it comes fitted
into a Raspberry Pi model which can make the voting machine far more portable and
accessible but at the major cost of efficiency and much slower run-times. While it is
up to the personal discretion about which processor to use, in this work we proceed
with the Intel Core i7-9750H processor for the reasons discussed earlier.

Figure 8 shows a basic model of the EVM system built for testing purposes.
The fingerprint sensor R3-07 is located at the far left and connected to the Broadcom
BCM2711 processor. The Arduino communicates with the processor once the finger-
print is verified and takes input from one of the push buttons. The time delay in
communicationwith theArduino and the server running in the backgroundbyNode.js

Fig. 8 Model-1 prototype of E-voting system using the broadcom BCM2711 processor
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Fig. 9 Status of votes rendered by server

is set to about 500ms to ensure there is no data overlap. Once theArduino detects that
any of the buttons is pressed it sends amessage to the server and stops communication
immediately.

Salting is an apprehension that typically refers to password hashing. It is an exclu-
sive value that can be added to the end of the password to create a different hash
value. The hash value can be any random or personalized character that adds an addi-
tional layer of security to the hashing process, distinctively against brute force attack.
Once the Arduino communicates with the server, the server immediately updates the
database with the status of the voter and the vote cast. To prevent malpractice, the
server is secured by many rounds of salting followed by hashing. The information in
the database is updated in real time by the server and displayed as a list in a webpage
as shown in Fig. 9 so that the election officials can keep track of who has cast their
vote already in case any disputes arise.

7 Conclusion

In this work, we presented a voter ID and fingerprint-based E-voting system based on
authentication in the formof voter identity card and fingerprint of the constituent. The
need for such a multi-authentication system was described in the motivation section.
The related works section discussed in detail about the existing research work related
to secure E-voting systems and how our proposed system compares with the existing
systems. We also presented the architecture of the proposed system, both hardware
and the software. The process of identifying fingerprints and its results are explained
in the experiments and results section along with the information in the database
that is updated in real time by the server when the voter casts the vote. Based on the
experiments and results, we believe that the proposed anti-fraud E-voting system can
bring confidence to voters that their vote is secured.
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We have some suggestions for the successful adoption of our proposed system
by any agency. The website can be designed by the government through third-party
developers in order to obtain a better user interface. The database can be expanded by
the government in order to store data of a larger population. The fingerprint data can
be obtained from the biometric data information of each resident which is stored in
the government database. In the future, the system can be expanded by including the
following features. The fingerprint recognition algorithm can be further optimized
to reduce the run-time between acceptance and verification of the fingerprint. The
prototype can be tested on better processors which can exponentially decrease the
time-complexity of the entire procedure.
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with Sound Source Separation, Object
Detection and Super Resolution
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Abstract CCTV cameras are found everywhere nowadays and are used to monitor,
secure, and protect your property, or at the very least serves as intelligent CCTV
footage analysis with sound source separation, object detection and super resolution.
However, according to recent statistics, 80% of CCTV footage is discarded in the
case of an investigation and is deemed uninformative. The reason being the grainy
and low-quality video feed from CCTV cameras. Nonetheless, people thought about
it and created video processing software or forensic tools that can improve the quality
of the footage. Despite this, the latter are usually expensive or are only available to
the authorities. Here developed is an open-source solution that is cross-platform and
offers a seamless user interface for your average consumer. The application uses
super-resolution to enhance image quality, object detection using YOLO v3, and
sound extraction. Using actual CCTV footage as an example, the overall quality and
output satisfying results for every functionality.

Keywords Super-resolution · Object detection · Sound source separation ·
Generative adversarial networks · UNet · Encoder-decoder architecture

Abbreviations

CCTV Closed-circuit television
YOLO Youonly look once is a state-of-the-art, real-time object detection system
PSNR Peak signal-to-noise ratio
SSIM Structural Similarity Index
SR-GAN Super Resolution Generative Adversarial Network
GPU Graphics Processing Unit
CPU Central processing unit
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1 Introduction

CCTV cameras are found nearly everywhere nowadays. In every street, building, or
business, there will at least be one CCTV camera monitoring the surroundings and
providing a sense of security. It acts as a deterrent to anyone thinking about carrying
out criminal activities. Finally, it provides evidence in the case of a robbery or any
unfortunate event that could happen. At the very least, that is what business owners
and civilians expect from it. The reality of it, however, is very different.

Let’s take the UK as an example. There are approximately 4 million cameras
scattered all around the UK, and 1 million of those cameras are found in London
only.

Taking the sheer number of cameras operating, it would be normal to assume
that the crimes are quickly resolved. According to the metropolitan police, only one
crime per year is solved for every thousand cameras in the UK. Considering that
20% of the total number of CCTV cameras in the world are found in the UK, that is
not an encouraging amount.

The main reason is the low-resolution footage that is obtained from the CCTV
cameras. The videos are grainy and blurry, which makes the identification of the
suspect nearly impossible. To be identifiable, an individual would have to make up
100% of the video screen. Face recognition is therefore not even an option here.
As such, most CCTV footage is disregarded in the case of an investigation. There
are services such as MotionDSP that provide enhancement capabilities, but they all
charge a fee for buying or using their software, and, in most cases, it does not qualify
as cheap. MotionDSP provides a package as low as USD1609 to a maximum of
USD3229 per license. The cheapest package offers simple object detection capabili-
ties, but the most expensive one contains the video enhancement filters. In this case,
the maximum fee to get our video enhanced. Such types of services are not even an
option for individual users or even small business owners.

Here, the aim is to develop an open-source solution to this problem. Using tech-
niques such as super-resolution, images can be enhanced and, as such, CCTV footage
by enhancing every video frame. Object detection can also be performed using the
state-of-the-art YOLO framework, which is freely available. Features such as audio
extraction can easily be integrated. Encompassing all those techniques into one cross-
platform application, the goal is to offer easy-to-use and accessible to all video
processing applications.



Intelligent CCTV Footage Analysis with Sound Source … 109

2 Related Work

There have been several developments in this field where CCTV footage is enhanced.
Still, there have not been many instances where object detection was done and then
enhanced using a super-resolutionmodel.Most articles focus on enhancing the entire
footage rather than on specific frames which would be computationally heavy. An
algorithm for the detection of events in CCTV surveillance systems based on their
trajectories was proposed in tracking-based event detection for CCTV systems [1].
With the system that was proposed in the article, some predefined events, such as
camouflage, scribbling’s on walls, and presence of humans on staircases can be
observed. The proposed method requires reduced human monitoring to fix the issue
of the increasing alarms and look at the footage selected from the system. The
limitation here was that only predefined events are detected, and the user does not
have the freedom to enhance a corresponding frame. Also, the algorithm could not
identify two different people as separate entities and considered them as a single blob
frame before marking it as such.

The algorithm based on the fuzzy classification model proposed in [2] gives no
outputs on a regular basis since it lacks enough data for making a successful predic-
tion. The model mislabeled around 15% of the test data, and quite a few cases need
the image to be examined thoroughly before any manipulation can be done on it.
YOLO integration in CCTV cameras were used for purposes like pinpointing fire
hotspots to overcome the need for sensors [3] to automatically recognize license
plates [4].

An efficient super-resolution algorithm was proposed [5], which overcame the
approaches that were too convoluted and impractical to be used in real-life scenarios
by making use of the overlapping bicubic for real-time hardware deployment, they
were able to upscale two-time (s = 2) from the original low-resolution image. Simi-
larly, in another article [6], where a combination of super-resolution being an exten-
sion to multiple frames super-resolution method gave high-resolution images from a
set of low-resolution images captured fromCCTVs,Keren registration algorithm, and
projection onto convex sets (POCS) were used to generate high-resolution images.
This article gave results that were better than other resampling techniques.

3 Approach

The proposed algorithm uses three techniques, particularly super-resolution, object
detection, and sound source separation. The use case diagram of the entire workflow
of the proposed technique is shown in Fig. 1.
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Fig. 1 Workflow of the CCTV footage analysis

3.1 Object Detection

The items are to be tracked in real-time and comprehend their actions, and YOLO
was the best fit for the use case. This model was implemented with the help of
convolution layers. In order to evaluate the performance of the mode, the proposed
algorithm has made use of the PASCAL VOC detection dataset [7]. The convolution
layers were for the feature extraction, and then the fully connected layers to predict
the item’s class.

Implementation Details An architecture similar to GoogleNet for image classifica-
tion [8] is followed. The network architecture made use consists of 24 convolutional
layers along with two fully connected layers at the lead. In contrast to GoogleNet
which makes use of inception modules, the proposed algorithm makes use of 3 ×
3 convolutional layers preceded by 1 × 1 reduction layers, which is similar to Lin
et al. [9].

The convolutional layers are pretrained on the ImageNet 1000-class competition
dataset [10]. The accuracy of the model is comparable to that of the GoogleNet
models present in the Caffe Models Zoo [11]. It took us approximately a week to
train the network, after which a single crop top-5 accuracy of 88% on the ImageNet
2012 dataset was obtained. For training and inference, Darknet [12] is used. For
the final layer, a linear activation function and while using LeakyReLU for all the
remaining layers is used. Sum-squared error is used as the loss function, which helps
in better optimization. Rate of 0.5 was fixed for the dropout layers after the first
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Table 1 Object detection
results

Delayed real time Train MAP FPS

Faster DPM 2007 30.4 15

R-CNN minus R 2007 53.5 6

Fast R-CNN 2007 + 2012 70.0 0.5

Fast R-CNN VGG16 2007 + 2012 73.2 7

Faster R-CNN ZF 2007 + 2012 62.1 18

YOLO VGG 16 2007 + 2012 66.4 21

connection layers which helped in preventing the co-adaptation between different
layers.

The network is trained on the PASCAL VOC 2007 and 2012 and the training and
the validation subsets were created from these datasets. While testing the network in
2012, data from the VOC 2007 test set was also used for training. While training, a
momentum of 0.9, decay of 0.0005, and passed data in a batch size of 64.

The learning rate had an incremental approach from 10−3 to 10−2. Higher
learning caused the models to diverge because of unstable gradients. The network is
trained on 10−2 for the first 75 epochs and then on 10−3 for 30 epochs, and finally
10−4 for 30 epochs. This seemed to render the best results.

The models are compared against other established models in delayed real-time
prediction to understand the performance difference between them. All of themwere
trained on the PaSCAL VOC 2007 + 2012 dataset. Its performance surpassed state-
of-the-art models like R-CNN minus [13], Fast R-CNN [14], Faster R-CNN VGG
16, Faster R-CNN ZF [1]. The results are displayed in Table 15.

3.2 Super Resolution

Enhancing the details and upscaling the low-resolution images to create a high-
resolution image is called super-resolution. CCTV footage frames generally lack
details or could be blurred or distorted. Super-Resolution can be applied here to
upscale these frames to reveal crucial information from these images, for which
otherwise the texture details would be absent. There is a wide range of applications
for the same [16, 17]. The exciting work can be modified to incorporate SR and gain
significant performance gain while having low power consumption devices. Deep
residual network with skip-connection is used to create the super-resolution GAN.
This network is optimized using mean squared error (MSE); apart from this, a novel
perceptual loss using high-level featuremaps of theCGGnetwork and a discriminator
to distinguish generated images from ground truth to provide the adversarial effect.

Implementation Details The goal is to train a GAN that can generate high-
resolution counterparts for a given low-resolution image. This can be done by using a
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generator network that is a feed-forward CNN. The network was trained to minimize
the SR-specific loss function. This loss function consists of several loss components
that the model can derive different characteristic features for the new SR image. The
discriminator would be the same as that of Goodfellow et al. [18], which is optimized
successively to the generator. The generator is trained to fool the discriminator in a
challenging way that the discriminator learns more to differentiate between real and
fake images while the generator learns to create fake images that look very much like
the fake image. The model is trained on the architecture design proposed by Radford
et al. [19] using LeakyReLU as the activation function with no max pooling present
in the entire network. The experiments are done on the three extensively used bench-
mark datasets, particularly Set5 [20], Set14 [21], and BSD100. For testing, BSD 300
[22] is used. Then, between the low-resolution and its super-resolution counterpart,
a scale factor of 4 × between the low-resolution and its super-resolution counterpart
is performed.

Training is done with the help of images from the ImageNet database [10]. Lower
resolution images were obtained by downsampling from higher resolution images
using bicubic kernel downsampling factor r = 4. MSE loss is calculated for the
images. The optimizer used is Adam [23], and a learning rate of 10–5 alteration
between the networks is done similar to n Goodfellow et al. [18].

The testing parameter used in mean opinion score testing since this is the best
method among all the different approaches available for reconstruction of images
that are perceptually cogent. Methods like PSNR or SSIM do not capture or reflect
the image quality on how humans see images; this is where MOS testing shows its
superiority.

This model is not particularly made with the intention of best computational
efficiency. This is where the use of the YOLO model over the images comes in so
that the SR GAN has only to be applied on a specific image that the user selects from
the application. The SR-GAN is compared to SRResNet and bicubic interpolation
and a normal neural network since these are the best state-of-the-art methods. Table
2 shows the gain in performance in these models and shows how SR-GAN compared
to the other models when it comes to super resolution.

Sample outputs of the proposed method on some frames from CCTV footage can
be seen in Fig. 2 and 3. It can be observed that there is a very noticeable difference
between the two images. The super resolutions output image has details that are
extremely sharp compared to the raw input from a CCTV feed.

3.3 Sound Source Separation

The source separation problem has interested a large community of sound signal
researchers for a couple of decades now. It starts from a simple observation: most
video recordings from any source are usually a mix of several individual audio tracks
(human voices, vehicles, construction machinery, etc.). The task of sound source
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Table 2 Super resolution results

Set5 nearest bicubic SRCNN SRGAN HR

PSNR 26.26 28.43 30.07 29.40 ∞
SSIM 0.7552 0.8211 0.8627 0.8472 1

MOS 1.28 1.97 2.57 3.58 4.32

Set14

PSNR 24.64 25.99 27.18 26.02 ∞
SSIM 0.7100 0.7486 0.7861 0.7397 1

MOS 1.20 1.80 2.26 3.72 4.32

BSED100

PSNR 25.02 25.94 26.68 25.16 ∞
SSIM 0.6606 0.6935 0.7291 0.6688 1

MOS 1.11 1/47 1.87 3.56 4.46

Fig. 2 Super resolution on a CCTV footage frame (outdoors)

Fig. 3 Super resolution on a CCTV footage frame (indoors)

separation is: given an audio track, the need is to recover these separate tracks,
sometimes called stems. If successfully managed to do this, the aid of audio from
video sources like CCTV footages or any footage with audio from a crime scene
would increase a 100-fold. It would be easier to identify what area the footage is
from the background noise; identification of the types of vehicles involved, if any,
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even the voices of people involved might be accessible. The following parts cover
how exactly this has been done.

ImplementationDetails Thehumanbrain is very good at isolating sources.Humans
just need to focus on one of the sources in audio and will be able to hear it quite
distinctly from the others. Yet, that is not really separation since all the other parts
are still audible, making it tough to isolate the most critical parts. In many cases, it
may not be possible to exactly recover the individual sources that have been mixed
together. Thus, the challenge is to approximate them the best possible way, that
is, extract sources as close as possible to the originals without creating too many
distortions.

Out technique provides pre-trained models for:

• voice/accompanying vocals separation.
• 4 sources (stems) separation similar to the implementation of SiSec [24]
• 5 stems separation

Sound source separation in the proposed models follow an architecture like the
UNets [25] following specifications akin to [26]. UNet incorporates convolutional
neural network with an encoder/decoder architecture having skip connections. For
the proposed algorithm, the implementation is UNets with 12 layers, with layers
equally split between the encoder and the decoder, i.e., 6 for each. The main reason
for using a UNet architecture is to avoid making use of multiple models. The most
straightforward approach for sound source separation is to train independent models,
each model is dedicated for estimating a single source. However, with the control
mechanism of a UNet a single model can be trained to estimate several sources, and
this singlemodel achieves a performance that is at par with training dedicatedmodels
for each source.

The proposed method uses the UNet on each sound source to approximate a soft
mask for each of them. A single UNet model each sound source by taking a mixed
spectrogram as the input and providing an estimated sound spectrogram as the output.
L1-norm was used between the masked input mix spectrograms and source-target
spectrograms to calculate the training loss. The network has been trained on the Bean
dataset used in [26] using Adam as the optimizer [23]. It took us approximately one
week to complete the training on a single GPU. The proposed algorithm makes use
of soft masking andWiener filtering in amulti-channel setting for the final separation
from the source spectrograms is approximated.

Speed: The model is useful for near real-time inference on large datasets when
using a GPU, as CNN-based architecture makes parallel computing highly efficient.
The inference can be performed on a CPU as well. The models are tested on the
audio extracted from up to 5 min of footage, on which a speedy result on a CPU is
obtained and made a tool fully accessible to anyone with or without a GPU.

Separation performances: The performance of the proposed models is at par with
models trained on the standard musdb18 dataset [27] without us performing any
training or validation on musdb18. The obtained results are in terms of standard
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Table 3 Sound source separation result

Vocals

SDR SIR SAR ISR

Mask 6.55 15.19 6.44 12.01

MWF 6.86 15.86 6.99 11.95

Open-Unmix 6.32 13.33 6.52 11.93

Other

Mask 4.24 7.86 4.63 9.83

MWF 4.55 8.16 4.88 9.87

Open-Unmix 4.02 6.59 4.74 9.31

source separation metrics [28], namely SAR: signal to artifacts ratio, ISR: image
to spatial distortion ratio, SIR: signal to interference ratio and signal to distortion
Ratio (SDR). The results are presented in Table 3 where a comparison of the model
performance with Open-Unmix [24]. Also, presenting results for soft masking and
for multichannel Wiener filtering (applied using Norbert [29]). As can be seen, the
models are competitive with Open-Unmix and especially on SDR for all instruments
for most metrics.

4 Future Work

Future goals include packaging the proposed method and deploying it as a desktop
application that can be used by everyone. A desktop application is proposed for better
security of data so that all the operations are performed on a user’s local system with
no data being uploaded to a cloud platform, leading to a risk of the data being leaked.

The proposed tool shall also be deployed in the form of a lightweight Web appli-
cation in the future for users not requiring all the features. For this, the models trained
need to be made light weight in order for the inference to happen on the videos in a
timely fashion.

In order to improve the performance of the tool, the proposed sound source sepa-
ration shall be further enhanced, especially with respect to extracting speech from
a given video. An approach similar to the one mentioned by Manoharan et al. [30]
shall be implemented and customized for this tool. For providing better results on
enhancing the resolutions of the selected frames, methods proposed by Bhusan et al.
In [31] shall be used. The object detection method currently proposed shall also be
enhanced. 3D image modeling techniques [32] to identify objects with greater accu-
racy shall be implemented. 3D scene contractions techniques such as [33] can also
be considered for high-performance systems.
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5 Conclusions

The goal was to research and develop an open-source, intelligent, and easy-to-use
application that would provide premium video-enhancement features and AI-driven
object detection capabilities for this research endeavor. Taking the low-resolution
footage that is associated with CCTV cameras into consideration, the hope is to offer
a free option for any user/individual needing to enhance his/her video feed. To imple-
ment an actual prototype, the proposed algorithm uses the super-resolution model
to improve video feed and integrated object detection through the use of an efficient
real-time object detection algorithm and a stable sound extraction feature. The plan
is to train the models on more video data by generating them synthetically [34].
Further, the plan is to implement a more robust technique for object detection and
tracking by additionally using a classification technique based on decision trees [35].
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A Real-Time Approach of Fall Detection
and Rehabilitation in Elders Using
Kinect Xbox 360 and Supervised
Machine Learning Algorithm

V. Muralidharan and V. Vijayalakshmi

Abstract Nowadays, fall in elders is a major issue almost in all the countries. Some-
times, heavy fall in elders cause serious injuries which leads to major medical care.
Fall may lead to disability and also cause mortality to the elderly people. Due to
the development of science and technology, the life of the fallen elders is rescued,
and the injuries are healed. The newly developed technologies bring happiness and
makes the elders life comfortable. At present, fall detection and prevention draws the
attention of researchers throughout the world. New technology like Kinect Xbox 360
brings a new way to develop new intelligent system, which could be used to monitor
the elderly people in their daily activities. Kinect Xbox 360 is a low-cost device. It
tracks the body movements. It is used by the elders doing rehabilitation exercises in
the homely environment. Elders who are living alone face the risk of fall. Activity
recognition system is a very important technology for elderly people to do their daily
activities in their life. Physiotherapy is one of the branches of rehabilitation science
which brings differences in the ability and makes the individual to lead a healthy
life. In this paper, we are going to analyze various methods of human fall detection
and techniques by noticing the daily activities of the elders. We are also going to see
different types of machine learning algorithm used for fall detection.

Keywords Fall detection · Kinect · Supervised machine learning algorithm ·
Homely environment · Daily activities · Medical care

1 Introduction

Due to advancement of technology diagnosis and treatment of diseases, the span of
life regarding elders is increasing day by day. It has been estimated by World Health
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Organization that in 2050, the number of persons over 65 years will be nearly 2.5
billion. The increasing of elderly population results in more number of falls. Due to
the increase of age, the rate of fall and fall injuries raises gradually. Interest of fall
detection overtime, from January 2010 to December 2050, is shown below in the
given graph. The data are taken from the Google Search fall detection.
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Fall in elders leads to major problem for the whole world [1]. After fall, individual
medical care decreases the damages from fall injuries which results the increases of
survival rate. The fall detection system functions very quickly and detect the fall
[2]. Thus, it gained more importance. At present, researchers draw their attention
toward fall detection and take remedial measures. The existing fall detection system
is divided into three groups. They are ambience device, camera-based systems and
wearable devices [3]. The devices of ambience are fixed in an area. It detects the fall.
Some of the ambience devices are Doppler, microphone and accelerometer sensors.
Computer vision uses camera which tracks the human movements. In this, fall can
be detected when a person is inactive for a long duration. Wearable devices are
attached to the body of the user to detect the fall [4]. Some of the wearable devices
are accelerometer and gyroscope.

Elderly people who are suffering from injuries, disability or any other reason
must practice rehabilitation exercises so that they may perform their daily activities
without others help [5]. Physiotherapist in rehabilitation centers identify the problems
of the elderly people, and they design suitable rehabilitation therapy to the individual
concern. Somepeople donot adhere to the programs suggestedby thephysiotherapist,
and they do the rehabilitation exercises in their own way. The patient must pay keen
attention to both the body postures and the range of motions, repeating the exercises
suggested by the therapist so that the patient can avoid unnecessary strain to the
joints and muscles and may avoid further injuries.

Kinect is a low-cost sensor box which is used for playing Xbox games in the
beginning [6]. Kinect consists of video camera, combined with depth sensor which
could be able to measure the distance between an object and the Kinect box. Kinect
detects 3D space about 4m in depth and an angular field of view of 30 degrees to right
and left. It is designed in the way that the camera of Kinect tracks human skeleton and
joints. The Kinect sensor to some extent record human movements. This device can
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be easily portable from place to place [7]. Kinect sensor was introduced in the year
2010. Kinect offers natural user interface and not only tracks the body movements
but also records voice commands, interpret gestures and facial expression, speech
recognition and environment recognition.

Machine learning has its significant development over the past few years. It is a
branch of science which exhibits the ability of machine in classifying the data given
to them. Some of the benefits of classification of data are as follows.

• It helps in data protection.
• It improves data security.
• It improves user productivity and decision making.
• It helps to eliminate unnecessary data.
• It also develops algorithm.

Machine learning algorithm helps the computer by converting complex patterns
and develops intelligent [8]. In machine learning, data play an important role. It is
used to gain knowledge from the data. The learning and prediction performance is
affected by the quality of the dataset. Professor Husain-Tien Lin states in his book
that machine learning is otherwise called as learning from data. Data occupies an
important position in machine learning. Before entering into the study of machine
learning, we must know first of all the notations of dataset. There are two types of
datasets. First one is labeled dataset and next one is unlabeled dataset. We can group
machine learning under three categories. They are supervised learning, unsupervised
learning and reinforcement learning.

In supervised learning, the training set is labeled dataset. Supervised learning finds
out the similarities between the feature set and the labeled set, that is, the knowledge
and properties learn from labeled dataset. In unsupervised learning, the training sets
are unlabeled dataset. It deals with clustering, probability density estimation, finding
relationship among features and dimensional reduction. The results obtained from
unsupervised learning could be used for supervised learning. Reinforcement learning
is used to find out solution for salvation in decision making, for example, automatic
vehicle driving.

Feature extraction plays a vital role in machine learning. The need for feature
extraction are as follows. Extraction of technique of features are useful when there is
large dataset. The need for number of resources are reduced. While doing so, there is
no loss of relevant information. It helps in the reduction of the amount of redundant
data from the dataset. Reduction of data helps to make the model with less effort of
machine and the speed of learning is increased.

2 Daily Human Activity Recognition

Activity recognitionmeans the task of recognizing the present physical actiondoneby
users in the set of definitive environments. In human activity recognition system, there
occurs many challenges. The assistive technology helps the elderly people in fitness
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tracking [9]. A fall may be an incident which brings rest to a person on the ground. It
causes severe injuries and sometimes event to mortality. Internal and external factors
are responsible for fall. Fall may occur, if a person loses his/her consciousness or slips
all of a sudden while running or walking. Some of the internal causes are medical
conditions like neurological, cardiac or other disabling conditions. Some other causes
are medication of side effects, loss of balance, physical inability, especially among
elderly peoples, poor movements and impaired vision and of hearing. Some of the
external factors are overcrowded housing, poor footpaths etc. Tiredness, weakness in
body condition and lack of concentration are other factors which lead to fall. Because
of violent attack, fall occurs to some persons (Fig. 1).

Presently, due to the development of technology, human activity recognition
reached its peak position. This technology is used to recognize the action of the
user. It is also used to assist the task with the use of computing system. In this study,
computer vision research as contributed a lot in this aspect. Human activity research
indicates physical human activity [10]. In the beginning, research on human activity
uses gestures. Gesture recognition is one of themain sub-topics of action recognition.
At present, it gained more importance for its role in human machine interaction. In
the past, devices like mouse, keyboard or touch screen were used. For elders and
disabled peoples, it is difficult for them to use. So researchers are trying to find an
alternative source. Table 1 gives approaches such as technology, merits and demerits
of different techniques and some application of gesture recognition.

Human research activity is challenged by the traditional medical procedures. It
gives great results in the areas of other fields like sports and industries. It also caters
to the needs of human activities transportation, brushing teeth and medication etc. It
is also used for gaming experience while using Kinect Xbox 360.We can use activity
recognition for single person or a group. In order to identify single user, multiple
user recognition can be performed, and thereby actions are tracked. This is used to

Fig. 1 Daily activities of elderly people
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Table 1 Technology of gesture recognition

S. no. Approach Technology Merits Demerits Applications

1 Vision
based

Surveillance
camera

High accuracy Privacy issue Gaming, smart
screen
interaction2 Depth

sensor
Kinect Low price Private issue

3 Wearable
sensors

Smart watch High accuracy Difficult to use

4 Object
tagged

Ultrasonic
sensor

High accuracy Device based

monitor video camera. In the process of single user recognition, there are many ways
to collect data.

3 Fall Detection System

An event that leads a person to lie or rest on the ground is described as fall. Fall in
elders is a major problem globally. Fall occurs mostly to the elders due to age [11].
Fall causes major risk mainly to male, when comparing with that of female. There
are five types of falls. They are

• Backward fall occurs when a person fall backward and rest on the ground.
• Forward fall occurs when a person fall forward and rest on the ground.
• Forward fall on the knees bragging the chair occurs when a subject fall forward

remains on the ground and bragging the chair.
• Left side fall occurs when a subject fall on the left side and remains on the ground.
• Right side fall occurs when a person falls on the right side and remains on the

ground.

There are different methods available to detect fall events. They can be divided
into two kinds. They are

• Non computer vision-based methods and
• Computer vision-based methods.

3.1 Non-Computer Vision-Based Method [12]

In non-computer vision-based methods, different kinds of sensors such as acoustic,
acceleration and floor vibration sensors are used to detect sound [13], vibration and
data of human body movements [14]. The information is gathered is analyzed to
detect the reason for fall. There are two ways by which non-computer vision-based
methods are used. They are wearable sensor methods and ambient fusion-based
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Fig. 2 Classification of non-computer vision-based method

methods. In wearable sensor method, we can use accelerometer, gyroscopes and tilt
meter to detect the fall events. There are somedisadvantages in this system.The elders
always used to carry throughout the day wherever they go. Elders may sometime
forget to wear and may forget to charge the battery. They may feel uncomfortable
to wear it. Because of these, researchers pay their attention towards an alternative
method. Ambient sensors consist of floor sensor, pressure sensor and an infrared
sensor. We can fix floor and pressure sensors on the ground so that at time of fall,
frequency of vibrations are recorded in the sensor. In addition to above-mentioned
sensors, infrared sensor is also attachedwhich records themotions in the surroundings
environment. These systems are free from environment, and there may be difficulties
in the installation of the above-mentioned sensors because the flooring is different
from house to house, so we find difficulties in the installation (Fig. 2).

3.2 Computer Vision Based Method [12]

This system has foremost benefits when compared with that of non-computer vision
system. There is no need to wear any device in this system. More cameras are used
to track the human movements. There are three ways by which their performance is
carried out.

• Using single RGB camera.
• Using 3D-based multiple cameras.
• Using 3D-based depth cameras.

3.2.1 Using Single RGB Camera

We can easily setup a single RGB camera for detecting human fall. It costs very
low. In order to detect, fall need features which relates to shape and human motion
analysis. Mirmahboub et al. use an ordinary simple method to produce a silhouette
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of a person, and multiple features are then obtained from the silhouette area. A
classification can be done with the help of silhouette of an individual.

3.2.2 Using 3D-Based Multiple Cameras

By using 3D-based multiple camera, we can also detect the human fall. This 3D
multiple camera systems reconstruct the object and at the same time, we pay attention
to time-consuming calibration process. Auvinet et al. uses multiple cameras for the
reconstruction of 3D shape of the individual. By analyzing volume distribution,
events of fall can also be detected. An alarm is setup to alert when event of fall
occurs.

3.2.3 Using 3D-Based Depth Cameras

In the beginning, researchers used time-of-flight 3D camera for finding fall detection.
It is very expensive. Due to the development of depth sensing technology, a new
device called Microsoft Kinect Xbox 360 draws the attention of the researchers. It is
with the help of depth camera, we can simply calculate the distance between top of
the person and to the floor. This can be used to detect the features of the human fall.

By using normal video camera or by depth video camera, movements of the
person are monitored in vision-based system. When a falling posture is detected, an
alarm indicates help to prevent fall. A single setup of these system can be supervised
more than a person at a time. So, these systems are very convenient to use and free
from environment. They can be used in previous installed surveillance and secu-
rity cameras. There are many improvements in using computer vision method such
as detection and recognition of objects, classification of images and segmentation.
Researchers made use of these concept in areas of various vision-based application.

According to Perry et al. fall can be grouped under three categories. They are

• Methods that measure acceleration.
• Methods that measure acceleration combined with other methods.
• Methods that do not measure acceleration.

All fall detection systems are similar. The main objective is discrimination
between fall event and daily activity living (DAL). Certain activities of daily living
are not an easy task like sitting down or going from standing position to lying down
has strong similarities to falls. To test a fall detector, we are in need of data pertaining
to fall and daily activities of living. Sensors recorded the data. It is recorded in the
form of acceleration signal, images, pressure signals etc. They are processed and
classified using detection techniques. They are expressed in the form of sensitivity
and specificity. Fall is used for detecting sensitivity and daily activity living is used
for detecting specificity.
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4 Fall Rehabilitation

Rehabilitation belongs to a branch in medical science which deals with restoring the
ability of an affected individual and make him to do his daily routine work. Patients
suffering from injuries [15] or disability have negative effects often in their day-to-
day activities. We have to give rehabilitation process to these types of people. In
rehabilitation centers, the cost is very high. In order to support the patient, we have
to make the patients to do the rehabilitation exercises in homely environment. The
effect of the age differs in time from person to person, but there appears some in
differences. E.g., slowness, balance disorders which results in physical limitations.

At the time of walking, elders move their hip largely when compared with that of
younger generation. Youngers have very slow hip movements and the knee move-
ments. Some of the falls are caused due to intrinsic factors. It is because of weak-
ness in lower extremity muscles and limitation in lower limb joints mobility results
in impaired gait pattern. They are called as significantly as risk factors. Death is
considered to the sixth factor for elders who are above 65 years of old, and death is
considered to the second factor for those who are in between 65 and 75 years old
and for the people who are above 75 years of old, it is considered to the first factor.
Recent study considers physical activities are very essential for maintaining good
health and independence. Exercises pertaining to home games can be used success-
fully for preventing fall. Health games and therapy combined games contribute more
care effectively (Fig. 3).

4.1 General Concept for Fall Prevention in Elders

• We must take steps to improve the life style of the elderly people.
• Elders must be given independence by giving rehabilitation exercises.
• We must support the elders through telecommunication with their families.

Stage 4: Skeletal joints data's are evaluated using computerized method to verify the 
rehabilitation exercises correct or incorrect.

Stage 3: Skeletal joints data's are recorded and save for the evaluation of 
physiotherapist.

Stage 2: Performaing game based exercise under the direction of physiotherapy. 

Stage 1: Choose game based exercise

Fig. 3 Execution of game-based rehabilitation exercises
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• We have to develop guidelines for elders regarding physical activities.
• We must offer pleasant opportunities for their physical activeness.
• Elders are to be educated how to live a safety life in their old age.
• We must ensure elders the good health care.
• Due weightage should be given to words of elderly people.
• Caretakers are educated how to take care of elderly people.

We can develop the health and quality of life of affordable actions. More than 50
trails are made to investigate the benefits of exercises. It is because of variation in
the exercise types, intensity, frequency and time taken. The program of rehabilitation
should be started on the day of operation or accident. By this way we can save time,
money, individual suffering. Delay in this process leads to unnecessary mental and
physical problems. The steps to be followed in this method are

• Evaluation.
• Physical medicine.
• Psychological supportive training.
• Vocational training.

The technique includes positive diagnosis and patient’s rehabilitation potential.
The team members who have attended the patient’s recorded the collected infor-
mation and data regarding the patient and evaluation is made. The team members
made evaluation along with patient and members of the team make their individual
contribution to rescue the patient. The part of the physiotherapist is vital because he
has to explain briefly about the exercises pertaining to the patient. The physiother-
apist helps in the rehabilitation planning by considering the nature and distribution
of abnormal muscular activity.

5 Technology in Kinect

Kinect is used to track human body movements [16] and also used in homely envi-
ronment for doing rehabilitation exercises [17]. It consists of a set of sensors, and it
was developed as an input tool for Xbox 360 and Xbox one gaming console. There
is an infrared projector, IR camera which is used for obtaining precise depth maps,
a RGB color camera, a four microphone array and a motorized tilt [18]. In both, the
camera images are produced at 30 frames per second (fps). The IR camera captures
3D video data with the help of structured light technology. The depth values portray
to the imaginary image plane. An irregular pattern of dots is shouted by the IR
projector with a wavelength comprising of 700 nm–1 mm. In addition to this, Kinect
tracks human skeleton joints. The windows SDK for Kinect gives skeleton tracking,
and it allows the users to identify people and track their actions. The depth sensor
helps the Kinect to recognize six users standing from 2.6 to 13.1 feet. Moreover, two
of the detected skeletons are tracked with the aspect of twenty joint positions. Each
skeleton joint is calculated in a three dimensional such as X, Y and Z plane [19].
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Fig. 4 Kinect Xbox 360

When the joints move from right to left, the X-axis varies. When the joints move up
and down Y-axis differs. When the joints move back and forth in relation to Kinect
sensor axis varies [20] (Fig. 4).

5.1 Use of Kinect in Fall Detection

The Kinect system detects the activities of the elderly people and track the events.
The elderly people is perceptible. The sensor of the Kinect read, and the movements
of the elders is restrained [21]. The method of fall detection is portrayed below
designing of system (Fig. 5).

There are two stages in operation of the proposed system. They are

1. Acquisition stage.
2. Recognition stage.

The first stage consists of Windows personal computer joined with Kinect sensor
by both physiotherapist and patient. Computer is in charge running the machine
learning program. A program is used by the physiotherapist, and exercises are
recorded and patient should practice it. The patient performs the exercises before
the sensor, and it is translated into a machine main program. The patient uses a
system for his performance, and the progress is recorded in the database. By using
the system, the performer could retrieve the exercise. Regarding skeletal feature
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Fig. 5 Method of fall detection
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Fig. 6 Operation of acquisition and identification stage

recognition, the Kinect sensor capture RGB video and depth information and extract
skeletal data. A skeletal image provides information about the human body as depth
maps. The sequence of skeleton provides information about shape, structure, position
and angles (Fig. 6).

The second stage is recognition stage. After selecting the exemplar, the user must
follow the real time feedback pointing out the body joints.On the basis of comparison,
analyze the skeleton points in correspondence with the save image and the target
image. Motion instructions are given by the system for correcting in accurate joint.
Apart from this, the system plays back the learning exemplar while the user fails to
follow the movements. In this, the skeleton detection of the user before the device is
obtained from the depth image. At the end of the process, the result is exhibited and
is recorded in database.

5.2 Rehabilitation and Kinect

It is with the help of games; the customized real-time system is developed with
the help of Kinect. It allows the elderly people to perform physical rehabilitation
exercises by using Kinect [22]. This type consists of serious games which stimu-
lates body mobility by means of immersive experience. These technology helps the
rehabilitants to do their exercises in the homely environment. The different types
of exercises uploaded in the platform help to do several aspects like strength and
aerobic capacities. This system does not need the presence of physiotherapist while
the rehabilitants do their exercises. In this system, the rehabilitants are monitored
and an audio visual feedback is given during these session so that the user may know
if he is performing the exercises correctly which are designed by the physiotherapist
to them. There are different kinds of games designed for elders. Some of them are
Wii, PlayStation, Wii balance, Xbox. Kinect is chosen because it can be used very
easily by the elders. Using Kinect is a natural interaction; hence, it is less intrusive.
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The flow chart mentioned below gives information about Kinect-based user activity
(Fig. 7).

There are two different types of games included in this platform.

1. Games related with aerobic capabilities [23].
2. Improving strength skills [23].

The first type of game is designed to develop aerobic capabilities. A patient is
asked to walk in front of the Kinect with different landscapes [24]. The patients are
advised by the system when they should increase their speed and when they stop.
At the time of game, they are asked to pick up colorful balls which are scattered on
the ground. Four different kinds of activities are developed in aerobic games. They
are training of upper limb and lower limb, training both limbs at the same time and
training of any one of the limbs.

Strength skills are developed in the second type; the patients are taken to the scenic
places to have beautiful view and relaxing sounds which might encourage them. The
system observes the number of repeated exercises and series the performance of the
patient. In this game, the patient is asked to practice some games in the gym. The
patients are instructed what kinds of exercises they can perform. The movements of
the patients are detected to verifywhether the performer performs correctmovements.
If the patient is not able to perform the exercises within a stipulated time, the system
identifies it. It instructs the doer to switch over to the next exercises. Time taken by
the patient while doing different exercises are recorded, and it will be brought to the
notice of the physiotherapist.

6 Machine Learning

Machine learning algorithm is a science, which brings out the machine’s ability in
clear understanding of the data given to them. Algorithm development is included
in it. Machine learning algorithm makes the computer to have the clear view of the
complex patterns and brings out intelligence at the time ofmachine learns. It includes
numerous processing. If there is any challenge for the machine, it changes its struc-
ture, and their buy programs are developed. AlpAydin et al. definedmachine learning
as optimizing a criterion of a performance by using example data and previous experi-
ence. In the process of machine learning, data plays vital role. The learning algorithm
learns knowledge from the data. The quality as well as quantity of the dataset affects
the learning and performance prediction. The other name for machine learning is
deep learning. The benefits of deep learning are

• Maximum use of unstructured data.
• Removal of need for feature engineering.
• Ability to produce quality results.
• Unnecessary costs may be eliminated.
• Elimination of the use of data labeling.
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Datasets are of two types. They are

• Labeled dataset and
• Unlabeled dataset.

Labeled dataset is a piece of data which is tagged with one or more labels. It
identifies certain properties or contained objects. Labels make the data, which has
been used for certain machine learning commonly known as supervised machine
learning setups. It needs experts to annotate. It is very expensive, very hard and
time-consuming to get and store. It is used for complex predicting tasks.

Unlabeled datasets consist of pieces of data. It has not been tagged with labels
that identifies characters, properties or classification. Unlabeled data has no labels. It
predicts features to represent them. Basically, it is raw data. It is used in unsupervised
machine learning. It is obtained by observing and collecting. It is very easy to get
and store. It is used as a preprocessing dataset.

An unknown universal dataset assumed to be exit in the machine learning. It
contains almost all possible data and the probability distribution appearance in the
real world. But in reality, what we see is only a subset of the universal dataset.
This is because of memory loss or some other reasons. The other name for acquired
dataset is training data. It learns all the properties of the universal dataset. In no free
lunch rule, the learned properties can explain the training set, so machine learning is
infeasible. The techniques involved in machine learning are statistics and computer
science. Statistics is explained as learning the statistical properties from given data.
Computer science involves optimization of efficient algorithms,model representation
and evaluation of performance.

6.1 Classification of Machine Learning

We can classify the machine learning into three categories. They are (Fig. 8)

1. Supervised learning.
2. Unsupervised learning.
3. Reinforcement learning.

6.1.1 Supervised Learning

The supervisedmachine learning algorithms consist of dependent variableswhich are
predicted from independent variable. By using the variables, we run a function that
creates input from desired outputs. There is continuity in the training process until
we achieve accuracy on the training data. In supervised machine learning algorithm,
labeled dataset plays as an orientation for data training and testing exercises. Some of
the popular supervised machine learning algorithms are linear regression, decision
tree, random forest, k-nearest neighbor and logistic regression.
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Linear Regression

It is used to estimate real values. We establish relationship between independent and
dependent variables by a fitting a best line. The classifiers of these algorithms are

Precision = FP

TP + FP
∗ 100 (1)
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Recall = FN

TN + FN
∗ 100 (2)

F1 = Precision

Recall
∗ 100 (3)

Decision Tree

Apart from other supervised machine learning algorithms, decision tree algorithm
solves regression and classification problems. The main of this algorithm is to create
a training model that predicts the value of the target variables by simple decision
rules. The classifiers of these algorithms are

Particularity = TN

FP + TN
∗ 100 (4)

Susceptibility = TP

TP + FN
∗100 (5)

F1 = √
Particularity*Susceptibility (6)

Random Forest

Random forest is a trademark term for an ensemble of decision trees. Random forest
consists of collection of decision trees. In order to classify the new object based on
attributes, each tree gives a classification, and we say the tree “votes” for the class.
The classifiers are

F1 = TP + TN

FP + FN
∗100 (7)

K-Nearest Neighbor

KNN algorithm stores all available cases and classifies new cases on the basis of
similar measures. It is used in statistical estimation and pattern recognition. KNN
is also used for classification as well as regression predictive problems. KNN is
otherwise called as lazy learning algorithm or non-parametric learning algorithm
because it is not having specialized training phase, and it uses all the data for training
while classification. The classifiers included in this algorithm are

Precision = TP

TP + FP
∗100 (8)
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Recall = TN

TN + FN
∗100 (9)

F1 = 2∗ Precision*Recall

Precision + Recall
(10)

Logistic Regression

Logistic regression is a classification not a regression algorithm. It is used for esti-
mating discrete values (yes or no) based on given set of independent variables. It
predicts output values lies between 0 and 1. The classifiers of these algorithms are

Precision = TP

TN + FP
∗ 100 (11)

Sensitivity = TP

TP + FP
∗ 100 (12)

F1 score = 2∗ Precision*Sensitivity

Precision + Sensitivity
(13)

6.1.2 Unsupervised Learning

In unsupervised machine learning, everything is in order. The main aim is to make
the computer learns something which we cannot teach it and the computer is not
instructed the process of doing. Unsupervised machine learning has two approaches.
In the first approach, the agent is taught to use rewards system to denote success.
The second approach of unsupervised machine learning algorithm is clustering. This
approach finds similarities in the training data. Data is driven in this approach. In the
view of Ghahramani, unsupervised algorithm is designed to receive structures from
the data samples. Some of the unsupervised machine learning algorithms are

Apriori Algorithm

The Apriori algorithm uses frequent item sets. It produces association rules, and it is
made to work on the databases which contain transaction. It is with the cooperation
of association rule, it determines the strength or weakness of two connected objects.
This algorithm uses breadth-first search and hash tree for calculation of item set
association efficiently. It is an iterative process for finding the frequent item sets
from the large dataset. The main use of this algorithm is market basket analysis. It
helps to find products which can be bought together. It is also used in the field of
healthcare. The different steps used in this algorithm are
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Step 1: Determining the support of item sets in the transactional database.
Step 2: All higher support value or lower support values are taken into account.
Step 3:Determine the rule of these subsets that have higher values than threshold
or lower confidence.
Step 4: Sort out the rules in decreasing order of lift.

K-Means

K-means clustering belongs to unsupervised machine learning algorithm. It is used
to clear the problem relating to clustering in machine learning. It forms the unlabeled
dataset into different groups. It is a centroid-based algorithm. The clusters related
with centroids. Its main aim is to reduce the distance between the data point and
their corresponding clusters. It takes the unlabeled dataset as input and separates
the dataset into k-number of clusters. The process is repeated till the best clusters
are identified. K-Values is predetermined here. There are two main tasks that this
algorithm performed.

• Determining best value for the k center points.
• Each data points are given nearest to k-center. The points nearer to the k-center

forms clusters.
• Step 1: K is selected to decide total number of clusters.
• Step 2: Choose random K points.
• Step 3: Each center points is assigned near to centroids, which performs earlier

K clusters.
• Step 4: The variance is determined and fix a new centroid of every cluster.
• Step 5: The third step is continued.
• Step 6: If there is any reassignment appears, go to 4th step to complete.

6.1.3 Reinforcement Learning

In this algorithm, the machine takes specific decisions. It works by exposing itself to
an environment by training itself by using trial and error method. Themachine knows
from past experience and getmore information and thereby accurate decision is taken
by the machine. Reinforcement learning differs from supervised machine learning
algorithm. In supervised learning, the training data has the key answer. In reinforce-
ment learning, no answer is found whereas the reinforcement agent determines what
to do next. Reinforcement learning divided into two types. They are positive and
negative. We can explain positive reinforcement learning as when an event occurs
because of particular behavior which increases the strength of the behavior. Negative
reinforcement learning strengthens the behavior because the condition of the nega-
tive is avoided. We can use reinforcement learning in the field of robotics and for
industrial automation, machine learning and data processing. It is also used to create
training system which gives custom instruction and material distribution according
to the student’s strength.



A Real-Time Approach of Fall Detection and Rehabilitation in Elders … 137

7 Conclusion

Presently, elderly population faces the problem of falling all over the world. They
have to be saved. It is because of new technological development elders are rescued
from their risk of falling. Rehabilitation is one of the processes by which elder’s
disability, injuries are healed. Physiotherapist plays a vital role in this aspect. Kinect
is a low-cost device helps the elderly people to do rehabilitation exercises suggested
by the physiotherapist in the homely environment. It tracks the human movement of
the skeleton joints. There are many causes for elders to fall. Rehabilitation makes
their elders to get from the bed and do their daily activities independently. Some of the
techniques used in machine learning are statistics and computer science. Supervised
machine learning algorithms are useful in many ways to detect the fall of the elders.
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A New Approach for Optical Image
Encryption Standard Using Bit Swapping
and Fractional Fourier Transform

L. Anusree and M. Abdul Rahiman

Abstract Because of the exponential evolution of digital knowledge, cloud, Internet
of things (IoT) technologies, personal information protection and security have
gained increased attention.Anovel scheme for optical encryption of two-dimensional
images is proposed in this paper by integrating image bit swapping strategies in frac-
tional Fourier domains. The secret data hiding process is performed based on LSB
replacing technique using secret bits. Image encryption is performed in fractional
Fourier transform (FRFT) domain blocks based on the randomselection. 3Dbit swap-
ping technique is used to perform swapping of randomly selected FRFT blocks. To
perform complete encryption, entire blocks will be collapsed based on the randomly
generated keys. To evaluate the performance, standard performance measures such
as peak signal-to-noise ratio (PSNR) of 41.16, mean square error (MSE) of 0.0056,
and correlation coefficient (CC) of 0.99 are presented in various noise conditions.
From the performance measures, it is clear that this work achieves better quality
when compared to classical techniques.

Keywords Scramble · Encryption · Fractional Fourier transform · Optical
information · Security · Least significant bit

1 Introduction

Given the large volumes of data exchanged in digital networks, information security
is an increasing issue. This has given rise to a variety of cryptographic schemes
designed to ensure that unauthorized users cannot access the information. Among
these cryptographic schemes are those that make use of optical system properties
[1]. Following the invention of the double random phase encoding by Réfrégier and
Javidi, so many optical information encryption protocols are being suggested double
random phase encoding (DRPE). DRPE-related strategies like fractional Fourier
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domain DRPE and Fresnel domain DRPE have been used in optical information
encryption to date [2].

DRPE indicates that the encrypted image is stagnant normal distribution if the
two-phasemasks have significant differences. TheDRPE solutionwas later proposed
to the Fresnel domain and fractional Fourier domain due to its notable advantages,
such as large keyspace and stability toward blindness encryption operation. Even
so, it has two clear flaws that prevent it from being used for longer. The first is its
susceptibility to multiple threats, which stems from the DRPE scheme’s linearity. As
a result, an increasing number of people are focusing on designing nonlinear optical
encryption schemes [3].

Cryptanalysis of optical encryption was successful, demonstrating that the DRPE
was vulnerable to a variety of attacks, including chosen plain text (CPA), chosen
cipher text (CCA), and known plain text (KPT). The vast majority of these functions
can be accomplished with a single-image encoding. Recently, a novel methodology
based on the convergence of sparse strategy and image encoding for two times was
created. The integration allowed for an improvement in signal hiding capability while
reducing the amount of the same data. Furthermore, these systems used sophisticated
knowledge to execute encryption and decryption procedures that necessitated the
fabrication of complex optical components [4].

The fractional Fourier transform is a general statement of the order parameter
Fourier transform. FRFT extends this differential operator by allowing it to be depen-
dent on a control variable. A function’s Fourier transform (FT) can be analyzed.
The sequence FRFT is the strength of the FT operator, and when an is 1, FRFT
becomes FT. Because of its approximation among the function part and associated
Fourier domain, the FRFT has been widely used in digital signal processing, image
processing, optical encoding, and quantum optics. FRFT has recently been used in
optical cryptography to encrypt hyperspectral data andmultiple images. It can signif-
icantly decrease the number of private key bits exchanged between allowed users by
incorporating FRFT into a CGI-based optical encryption scheme [5].

The rest of this work is organized as follows: The reported optical encryption
methods are presented in Sect. 2. The proposed optical encryption technique is
discussed in Sect. 3. The result and discussion of the proposed method, compar-
ative studies, and analysis are explained in Sect. 4. At last, discussed conclusion in
Sect. 5.

2 Literature Survey

A vast amount of works have been proposed previously to implement the strategy for
optical encryption. These different methods are targeting to reduce the complexity of
design by optimizing the architecture of the algorithm. This section presents some of
the works which are proposed previously to perform the implementation of optical
encryption.
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Zhang et al. proposed deep learning-based optical image cryptography and authen-
tication transmitting mechanism, and JPEG first normalizes the image to produce a
properly organized, and the components are distributed as an image to optimize data
transmission; ghost imaging, which employs a point-to-face data transfer method
to mitigate the impact of unstable medium and movement on the contact channel
and combines it with machine learning can improve recovered image quality; Then,
for transmission, ghost imaging is used to improve anti-interference capabilities and
transmission control. Lastly, the problem of decreased image quality after ghost-
imagingprocessing is solved throughusing neural networks for reconstruction,which
improves image resolution. The modeling experiment included analyses of viability,
stability, and robustness, and the experimental findings were statistically analyzed
using methods of correlation such as PSNR, reciprocal information, and so on [6].

Chen et al. proposed an optical hyperspectral image encryption algorithm that
encrypts both spatial and spectral information at the same time using sophisticated
Chirikovmapping and the gyrator transform. The initial hyperspectral image is trans-
lated to binary format before being expanded into a one-dimensional sequence. After
which, a place list is created using an improved Chirikov mapping, in which the
image’s binary sequence can be scrambled according to the position sequence. The
image is then scrambled and shared before being converted with the gyrator trans-
form.With the gyrator transform parameters and the enhanced encryption algorithm,
the step data acts as the primary key Chirikov mapping serving as secondary keys to
increase security [7].

Liu et al. proposed an optical encryption system based on a joint transform corre-
lator (JTC) that allows for parallel encoding of multi-channel images. After which,
a place list is created using an improved mapping of Chirikov, in which the image’s
binary sequence to the position sequence. The image is shared before being converted
with the gyrator transform. With the gyrator transform parameters and the enhanced
encryption algorithm, the step data acts as the primary key. Using optimized phase
masks to confine to a specific area and isolate multiple joint power spectrum (JPS)
by regulating the location of a single JPS with linear step shifts to prevent cross-talk
among multi-channel images. Both of these procedures are carried out by refining
and constructing phase masks that must be modified on the spatial light modulator
(SLM), and as a result, there is a feasible optical implementation that does not require
any extra optical encryption or complexity [8].

Chen and Chen proposed a novel method focused on iterative phase retrieval that
was suggested in interference-based optical encryption for concurrently obtaining
two phase-only masks with silhouette removal. In encryption, the proposed process
retrieval algorithmneeds only a fewvariations and also no external keys or compatible
techniques. During the ongoing process, the two phase-only masks are variously
modified; however, neither of the phase-only masks are set during the encoding g
process [9].

Li et al. proposed a completely optical image-encoding algorithm that depends
on compressive sensing the cover image firstly encoded to a Caucasian stationary
noise sequence in a Mach–Zehnder interferometer using a dual random encoding
technique. Using single-pixel compressive holographic projection, after that, the
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ciphertext is heavily compressed to an optical domain signal. The encrypted image
is recovered at the receiving terminal using a compressive sensing technique, and the
cover image decoded using three repeated valid keys [10].

Akhshani et al. proposed a two-dimensional piecewise nonlinear chaotic map
hierarchy with an unchanging measure. Such maps contain intriguing properties
such as invariant measure, ergodicity, and the ability to calculate K–S entropy. Then,
by utilizing important features of these chaotic maps such as ergodicity, sensitivity
to initial condition and control parameter, one-way computation, and random like
activity [11].

Jolfaei and Mirghadri presented a novel picture encryption method that combines
pixel shuffling and AES. Through S-box architecture, the chaotic baker’s map is
employed for shuffling and increasing AES efficiency. In the image, chaos causes
dispersal and confused growth. Because of its sensitivity to beginning circumstances,
the chaotic baker’s map has great promise for constructing dynamic permutation
maps and S-boxes [12].

Eisa and Sathesh proposed based on the voltage-driven pattern, it consists of an
adjacent drive technique, cross method, and an alternate opposite current direction
approach. The technique of assessing biomedical electrical impedance tomography
(EIT) and investigating the impedance imaging of existing substances. The impor-
tance of the alternate opposing current direction approach in the biomedical system
and the EIT image reconstruction techniques [13].

Manoharan proposes and implements an effective chaotic-based biometric authen-
ticationmethod for the cloud’s user interface layer. This approach employs the finger-
print as the biometric feature and differs from traditional methods in that it employs
an N-stage Arnold Transform to safely validate the claim of the so-called genuine
user [14].

From the above discussion, it is very clear that previously several works have
been proposed to perform to improve the robustness. The main disadvantage of the
previous works is reduced quality and security. The following is the primary goal of
this work:

1. To increase the robustness of optical encryption.
2. To preserve the quality of the image.
3. To develop a technique that is flexible for real-time application development.

The details of the implementation of the proposed work are given below sections.

3 Optical Image Encryption Standard Using Bit Swapping
and Fractional Fourier Transform

In this work, the cover image is converted to a bitplane, extract the LSB bits, and
replace with these LSB bits to combine. After combine 3 × 3 blocks are obtained
and then swapping operation is performed then combine all the blocks to FRFT then
swapping using alpha also random secret pattern matrix multiplication is performed
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then swapping using beta finally the encrypted image is obtained. The reverse process
is applied for the decryption purpose; first, the encrypted image is swapped using
beta and then secret matrixmultiplication and swap using alpha, then doing IFRT and
convert to 3 × 3 matrix and then 3D bit swapping operation is performed. Bitplane
conversion is used to extract the LSB bits, and then secret text image is converted
from the image to text conversion and the secret text is extracted from the image.

3.1 Bitplane Extraction from an Image

An image is simply made up of individual pixel data. When an image is 256 × 256
in size, it means that in total, there are 256 × 256 pixels, and each pixel contains
information about the image. Grayscale images are simply black and white images.
Each pixel in a grayscale image has a value between 0 and 255, indicating where the
image can be black or white. If the pixel value is 0, the color is completely black; if
the pixel value is 255, the color can be completelywhite; and pixels with intermediate
values have colors of black and white. Figure 1 shows the block diagram of optical
image encryption standard using bit swapping and fractional Fourier transform. In
this work, to generate a grayscale image, since the pixel size of a grayscale image
ranges from 0 to 255, the detail is stored in 8 bits. As a result, it can split the image
into eight planes. Binary images are those of which the pixel value may either be 0
or 1.

Fig. 1 Block diagram of optical image encryption standard using bit swapping and fractional
Fourier transform
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3.2 Bitplane Conversion

A bitplane of a digital discrete signal for an image is a group of bits that correspond
to a specific bit location in each of the binary numbers that describe the signal.
Grayscale images are almost the same as binary images. Each pixel in a gray image
can have a value between 0 and 255, which defines where the image would be the
gray image. If the pixel value is 0, the color is black; if the pixel value is 255, the
color is completely white; and pixels with intermediate values have black and white
colors. Figure 2 displays Lena’s image of the bit conversion. Figure 3 shows 3D
block swapping for Lena image. Figure 4 shows Lena image bitplane extraction.

Fig. 2 Bit conversion of Lena image

Fig. 3 3D Block swapping
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Fig. 4 Bit plane extraction of Lena image

3.3 Extract LSB

In the case of an 8-bit representation, the gray image of bitplane 7 is created to run
the input plain text image through an adaptive threshold gray-level transformation
algorithm, which maps all the levels among 0 and 127 to one level and all levels
starting from 129 to 253 to the other.

3.4 LSB Replacement

The LSB solution substitutes the host image’s least important bits with hidden data
bits. Based on the image pixels of LSB and the hidden data bits, this LSB method
raises or lowers the pixel value by one. The resolution of Lena’s host image is (256
× 256 pixels), following the substitution of LSB of every pixel with the message
bits.
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3.5 Fractional Fourier Transformation

The FRFT is a kind of normal distribution that extends the Fourier transform. The
Fourier transform is a linear transformation that allows a signal collected in the
position or time domain to be rotated via 90-degree radians into the orthogonal
frequency domain or spatial frequency domain. It may be demonstrated that four
consecutive Fourier transform applications are similar to the function of identity. It is
analogous to the Fourier transform to the n-th number, except it does not have to be an
integer, and it is a function transform to some mediatory part between frequency and
time. Filter architecture, signal processing, step retrieval, and pattern recognition are
among its applications [11]. The FRFT is a process of defining fractional convolution,
interaction, and other expressions, as well as the linear canonical transformation
(LCT). A random permutation is used to scramble one primitive image. A DRPE
scheme is used to encrypt the synthesized complex-valued signal. The proposed
scheme is particularly vulnerable to fractional orders of FRFTs, but it is also resistant
to data loss and noisy attacks. However, in Tao’s algorithms, the amplitude-based
image has a smaller main space than the phase-based image, making the amplitude-
based image easier to decode.

The FRFT is a common mathematical technique due to its simple optical imple-
mentation and a wide variety of applications. The FRT domains theorem forms the
foundation of our scheme. A continuum of domains known as fractional domains
occur between the generally examined time and frequency domains, which are
often found in signal processing (optics). The FRFT function can be expressed
mathematically as

f̂ (ℵ) =
∞∫

−∞
f (i)e−2π i pℵdx (1)

The ƒ is determined by f̂ via the inverse transform

f (i) =
∞∫

−∞
f̂ (ℵ)e2π i pℵdℵ (2)

4 Results and Discussions

This section discusses the outcomes of numerical simulations performed to determine
the efficacy and robustness of the suggested solution. This work is done byMATLAB
R2020b using a computerwithCPU Intel(R)Core(TM) i5-3320MCPU@1.60GHz,
1.60 GHz, and 4 GB of RAM. The dataset images with size 256 × 256 pixel with
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Fig. 5 a, d Original image b, e encrypted image c, f decrypted image

any image format as input sample used as the Lena and mandrill. Figure 5 shows the
sample cover image, encrypted image, and decrypted image.

4.1 Mean Square Errors

The MSE is a measure of an estimator’s consistency; it is often non-negative,
with values closest to zero being greater. The distinction between the original and
decrypted images is represented by MSE [13]. It can be expressed as

MSE = 1

Px ∗ Px

Px∑
i=1

Px∑
j=1

∣∣∣ Î (i, j) − I (i, j)
∣∣∣2 (3)

where Px * Px denotes the number of image pixels, Î (i, j), I(i, j) signify original
image values, decrypted image values, and at that pixel value (i, j).

4.2 Peak Signal-to-Noise Ratio

The PSNR is the proportion of the signal’s maximum potential strength to the
power of completely corrupted input, which influences the accuracy of which it
is represented [12].
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PSNR = 10. log10
(
MAX2

PY /MSE
)

(4)

PSNR = 20. log10
(
MAXPY /

√
MSE

)
(5)

PSNR = 20. log10 MAXPY − 10. log10 MSE (6)

where MAXPY represents a maximum image pixel value.

4.3 Correlation Coefficient

The correlation coefficient (CC) is a graphical representation of a type of correlation,
which is a statistical relationship between these two variables. The variables may be
two columns from a given set of data or two components of a quantitative probability
distribution with good distribution.

CC(N , n) = M{[N − M(N )][n − M(n)]}
M

{
[N − M(N )]2

}
M

{
[n − M(n)]2

} (7)

Here, F and f represent the plain image and decrypted image.

4.4 Structural Similarity Index Measure (SSIM)

SSIM is a perspective paradigm that treats image loss as a perceived shift in structural
details while often integrating core visual effects including intensity of light masking
and intensity masking concepts.

L(i, j) = 2ki k j + r1

k2i + k2j + r1
(8)

C(i, j) = 2li l j + r2

l2i + l2j + r2
(9)

S(i, j) = li j + r3

li l j + r3
(10)

SSIM(i, j) = [
L(i, j)α.C(i, j)β .S(i, j)γ

]
(11)

The weights α, β, γ reduced to 1, the formula can be written as
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Table 1 Comparative performance of previous works

Method CC PSNR MSE SSIM

DI [3] 0.87 – – –

GI [6] – 7.2 – –

FRFT [11] – 24.40 – –

PTDMPFRFT [14] – 13.03 – –

JST [15] 0.98 – – –

This work 0.99 41.16 0.0054 0.98

Fig. 6 Comparative
performance of CC
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SSIM(i, j) =
(
2ki k j + r1

)(
2lxy + r2

)
(
k2i + k2j + r1

)(
l2i + l2j + r2

) (12)

where ki is the average of i, k j is the average of j, k2i is the variance of i, k2j is the
variance of j, L, C, S are luminance, contrast, and structure, r1, r2, r3 are contrasted
level, α, β, γ are weighted combinations.

From Table 1, the better comparative performances are CC, PSNR, and MSE in
previous works. This work has higher CC, PSNR, and lower MSE when compared
with other previous methods. Diffractive imaging (DI) returns only a CC value
like 0.87. FRFT has PSNR 24.40. The ghost imaging (GI) method returns 7.2
PSNR. The phase-truncated discretemultiple-parameter fractional Fourier transform
(PTDMPFRFT) method has 13.03 PSNR only. Jigsaw Transform (JST) has 0.98 CC
and which is 0.01 lower than the proposed method. This new approach for optical
image encryption standard using bit swapping and fractional Fourier transform
improve 0.1% from previous existing better method. Figure 6 shows comparative
performance of CC, and Fig. 7 shows comparative performance of PSNR.

5 Conclusion

A highly secure optical image encryption standard is proposed in this work for
highly secure image transmission process. Results analysis of this works shows the
efficiency of this work when compared with the conventional works. It has also been
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Fig. 7 Comparative
performance of PSNR
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discovered that the current algorithm’s performance is proportional to the FRFT
order. Furthermore, the FRFT’s privacy efficiency. It is possible to study a DRPE-
based optical cryptosystem and demonstrate that this optical encryption scheme has
a security weakness due to the FRFT’s simplicity. It has been shown that a research
approach can take two fractional-order keys and that the phase extraction strategy in
the FRFT domain can obtain two-phase keys. From the result analysis, it is observed
that obtained PSR is 41.16 and MSE is 0.0054 which is better when compared with
conventional works.
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Ensemble Model Ransomware
Classification: A Static Analysis-based
Approach
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Abstract The growth of malware attacks has been phenomenal in the recent past.
The COVID-19 pandemic has contributed to an increase in the dependence of a
larger than usual workforce on digital technology. This has forced the anti-malware
communities to build better software to mitigate malware attacks by detecting it
before they wreak havoc. The key part of protecting a system from a malware attack
is to identify whether a given file/software is malicious or not. Ransomware attacks
are time-sensitive as they must be stopped before the attack manifests as the damage
will be irreversible once the attack reaches a certain stage. Dynamic analysis employs
a great many methods to decipher the way ransomware files behave when given a
free rein. But, there still exists a risk of exposing the system to malicious code while
doing that. Ransomware that can sense the analysis environment will most certainly
elude the methods used in dynamic analysis. We propose a static analysis method
along with machine learning for classifying the ransomware using opcodes extracted
by disassemblers. By selecting themost appropriate feature vectors through the tf-idf
feature selection method and tuning the parameters that better represent each class,
we can increase the efficiency of the ransomware classification model. The ensemble
learning-based model implemented on top of N-gram sequence of static opcode data
was found to improve the performance significantly in comparison to RF, SVN,
LR, and GBDT models when tested against a dataset consisting of live encrypting
ransomware samples that had evasive technique to dodge dynamic malware analysis.
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1 Introduction

Around three hundred and fifty-sevenmillion newmalware sampleswere revealed by
early 2017, according to the Internet Security Threat Report conducted by Symantec
Broadcom [1]. Malicious software (malware) is capable of eroding or stealing data
and compromising computer systems. The earliest form of malware was observed
to have appeared in the beginning of the 1970s. The Creeper Worm in the 70s was
a program that replicates itself and attaches itself in the remote system and locks
it down [2]. The tremendous leap in technological advancements has contributed
to massive growth in malware risks with respect to the aspects such as magnitude,
numbers, type of operation. The wide-scale development in interconnected devices
like smartphones, systems, and IoT devices allows smart and sophisticated malware
to be developed. In 2013, more than 250,000 computers were infected with the Cryp-
toLocker ransomware, which then dramatically increased to 500,000 devices during
2014 [3]. In 2017, with an average attack growth rate of 350%, global organizations
financial losses due to this malware attack surpassed five billion dollars [4]. By the
year 2021, it is expected to reach 20 billion dollars [5]. Global ransomware security
agencies noted that the existing solutions are not successful in protecting against
attacks by ransomware and suggested the need for active solutions to be developed.

Ransomware analysis attempts to give information on the functionality, intent, and
actions of a specific type of software. Two kinds of malware analysis are available:
static analysis anddynamic analysis. Static analysis implies analyzing the source code
and related artifacts of an executable or malignant file without execution. Dynamic
analysis, on the contrary, requires analyzing the behavioral aspects of an executable in
action by running it. Both approaches have their own advantages and pitfalls which
we need to identify. Static analysis is quicker, but the method could prove to be
ineffective if ransomware is effectively hidden using code obfuscation techniques.
Machine learning approaches to detect such variants are still evolving. However,
conventional identification and analysis of ransomware are hardly able to keep pace
with the latest variants of evolved malware and their attacks.

Compared to all othermalware attacks, ransomware attacks are time-sensitive.We
need to identify and establish the files behavior within seconds in order to prevent
havoc to the system. Unlike other attacks, if we allow the ransomware attack to
manifest and then monitor and remove the ransomware, the effect of the attack will
be irreversible as is the intent of the attack. There are several dynamic analysismodels
available at present, andWindowsDefender service identifies awhole part of it within
its databases extensively. However, fresh attacks are seemingly hard to detect as it
might not correspond to any existing signature. For this, we need to establish the
files intent based on the opcode it executes in the system. We believe if we can
train the model with a satisfactorily large enough number of samples, the effect of
code obfuscation techniques and random opcode injection into the executable files
employed by themalware in order to confuse themodel can sufficiently be overcome.
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We have identified that static analysis of opcodes extracted from ransomware sam-
ples using disassemblers can perform well in classification. Compared to the tedious
dynamic analysis setup, our method is easily operable. We use open-source disas-
semblers to get the disassembled opcode sequences corresponding to the ransomware
executable. This study proposes a better ransomware detection model established on
static analysis of opcode sequences, which offers more efficient countermeasures
against ransomware attacks by detecting them early. The paper proposes a binary
classification of benign and malignant samples.

2 Related Work

Since ransomware is a particular genre ofmalware, to givemore insight to the scopeof
our research, several pieces of research onmalware are also cited in this section. First,
we present the most recent research initiatives that focus on time-sorted application
programming interface (API) call sequences and opcodes on the classification of
malware families, which are comparable to the classification methodology that we
propose.

In the early stages of malware detection and mitigation, signature-dependent
detection methods were suggested. At that point in time, it was assumed that auto-
matic generation of signatures of malware as much as possible was necessary, and
that it would increase the pattern-matching speed and performance [6, 7].

With respect to dependence on time-sorted API call sequences, in order to accom-
plish the malicious purpose intended by the malware, a particular sequence of API
calls, in that very order must be executed by attackers, and a study of time-sorted
API call sequences will help us better understand the intent of malicious codes [6].
A. Kharrazand and S. Arshad suggested methods based on sequences of API such
as dynamic analysis in a sandbox setting, and Kwon et al. [8] extracted time-sorted
API call sequences as characteristics and then using RNN to classify and so on.

Hansen et al. [9] considered time-sorted API call sequences as features. The aver-
age weighted F1-measure came out around eighty percent. Pekta [8] tookN-grams as
features from time-sorted API call sequences and measured term frequency-inverse
document frequency (tf-idf). The highest accuracy obtained was 92.5%, suggesting
that in terms of selecting meaningful sequences, N-grams have better ability to pin-
point on malicious behavior. Some malware could, however, mostly fingerprint the
dynamic analysis environment [8] and enforce steps, such as code stalling [10] to
avoid detection by an AV engine or human, making research more strenuous. So,
dynamic analysis does not detect malware/ransomware that can identify the system
or the sandboxing environment in which its being tested, which is the drawback of
dynamic malware analysis. Gowtham Ramesh and Anjali Menen proposed a finite-
state machine model [11] to dynamically detect ransomware samples by employing
a set of listeners and decision-making modules which identify changes in the system
within the specific set of use cases defined in the underlying system.
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Samples of ransomwares belonging to seven families and samples of applications
(apps) associated to categories within the benign class were used in their technique to
performbasic classification [12].Not only did the systempredictswhether the sample
belonged to the safe class or the malignant class, but also grouped the sample into
the corresponding family. During dynamic analysis, the authors considered almost
one hundred and thirty-one time-sorted API call sequences obtained by executing
the samples in a sandbox and leveraged deep learning to build a model and tested it.
The experiment, thus, conducted outperformed almost all the existing models based
on machine learning algorithm classifiers. The precision was almost 98% in multi-
layer perceptron (MLP); the strongest true positivity rate (TPR) is just 88.9; and
83.3% is observed for several families of ransomware like CryptoWall. Because of
the limitation of dynamic analysis mentioned above, if ransomware is able to identify
the sandbox used, researchers will not be able to extract meaningful time-sorted API
sequences.

Classifyingmalwares based onmachine learning requires extracting features from
malware samples first. For that, we have static and dynamic analysis methods avail-
able. Static analysis does not require the sample to be executed. It basically extracts
opcodes, scans the format of PE headers, and disassembles the sample. Disassem-
blers like PEiD [6], IDA Pro [7] have their own databases containing file signatures
to identify packers and headers. VirusTotal [8] can detect known malware samples
using 43 antivirus engines. In this paper, we disassemble the samples using IDAPro
for the purpose of static analysis. In dynamic analysis, the sample which we exe-
cute has complete access to the system resources. But, the environment will be a
controlled one, probably a sandbox. In this, the software can modify registry keys
also. At the termination of execution, the sandbox reverts to its original state, and
the environment logs the behavior of the software.

In 2017, Chumachenko [13] proposed malware classification based on dynamic
analysis using a scoring system in Cuckoo sandbox. They identified features such as
registry keys, mutexes, processes, IP addresses, and API calls and formed the feature
vector to performmachine learning algorithms.But, thismethodwas time-consuming
and had a limited dataset. In 2015, Berlin and Saxe [14] used a histogram of entropy
values of opcode bytes as feature vector for a neural network-based classification.
Vu Thanh Nguyen [15] used an artificial immune network for classification. But,
both these methods leveraged a highly imbalanced dataset. Both comprised of over
80%malicious samples. Even with synthetic oversampling, the model will be highly
biased to one class.

3 System Design

Gathering a balanced dataset is the crux of any machine learning-based application.
Cleaning and pruning the data to be precise for the intended application can aid in
creating a very efficient model. We have to create a balanced dataset containing the
assembly language code (.asm files) corresponding to each sample belonging to the
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benign and malignant classes. We use IDA Pro to disassemble the executable (.exe)
files and convert them into .asm files. We have a command line feature available
with IDA Pro to perform this activity conveniently in batches so that we can obtain
a dataset corresponding to a large set of samples.

3.1 Dataset

For the purpose of this study, we collected ransomware samples from virusshare.com
repositorywhichhad a collection of over thirty-five thousand samples alongwith their
hash values. Around eight thousand samples were selected from this based on size of
the files. This is a relatively good number of samples used for study when compared
against other studiesmade inmachine learning classification areawhich is going to be
discussed in Section IV. These sampleswere fromvarious cryptographic ransomware
families, including TeslaCrypt, WannaCry, Petya, CryptoWall, and Cerber. Table1
gives the complete information about these families and samples such as encryption
technique, when the malware was released, and the sample count from each family
that is presenting the dataset.

Tomake a balanced dataset for binary classification, almost eight thousand benign
.exe files were taken from the local systems available at the various computer labo-
ratories and staff departments at the University. We included several types of benign
applications like basic file manipulation executables, DLLs, common tools, video
players, browsers, drivers Both benign and malignant files were disassembled using
IDA Pro into .asm files using command line interface.

Table 1 Ransomware families used

Family Year Techniques Target #Samples

CryptoLocker 2013 RSA User files 741

CryptoWall 2014 RSA 2048 bit User files 706

Cryrar 2012 RAR-sfx User files 583

Locky 2016 RSA 2048 bit User files 567

Petya 2016 AES-128MBR User files 593

Reventon 2012 N/A User files 617

TeslaCrypt 2015 ECC Games and
multimedia files

398

WannaCry 2017 RSA 2048 bit User files 436

Cerber 2016 RSA 2048 bit User files 263
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3.2 Implementation

Figure 1 shows the complete system design. After creating a balanced dataset from
benign and malignant files, we generate N-grams of opcode sequences from disas-
sembled files. Then, N-gram sequences obtained are ranked, and top feature vectors
are chosen. We can also set a threshold to limit the number of feature vectors to be
chosen. In the next step, we compute the tf-idf for the chosen feature vectors. That
is, each N-gram sequence is given a probability factor which represents how well
they represent their classes.

3.3 Preprocessing

The collected .exe files need to be disassembled using any popular disassemblers.
We used IDA Pro and a snippet of IDA pro as shown in Fig. 2. In order to batch
process, we created a script file which runs sequentially and obtained disassembled
.asm files. The method proposed here takes advantage of static analysis; that is, the
samples are not needed to run on physical machines.

From the .asm files, we need to extract the opcode sequences in time-sorted order
so that we can confirm which sequences will cause harm. We then record these time-
sorted opcode sequences of all the benign and malignant files into a single text file
along with the corresponding class label.

Fromeach ransomware sample .asmfile, various continuous sequences of opcodes
of varying length (N grams of opcodes) are extracted from the original opcode
sequence. In malware, any one opcode execution may not harm the device, but it
may be detrimental to a machine if a sequence consisting of more than one opcode in
a particular order is executed. In addition, a short, contiguous series of N-opcodes is
called an N-gram. Hence, the N-gram can grab a few meaningful opcode sequences.

Fig. 1 Model diagram
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Fig. 2 Disassembled source code of a ransomware sample

The N-grams have the power to predict certain phenomena occurring if we obtain
enough samples to train. It is also prudent to have an equal mix of benign and
malignant samples to reduce bias toward any one class.

3.4 Computing Tf-idf Value

Out of all the ransomware families used in the study and the benign files, we obtained
a significant number of N-gram sequences. Now, we need an efficient method to
calculate the importance of each feature vector and rank them. Tf-idf uses a common
approach that utilizes principle of languagemodeling so as to classify essentialwords.
The heuristic intuition of tf-idf is that a word that is appearing in several corpuses
is probably not a good indicator of a specific corpus and may not be allotted more
points than the sequences that are found to turn up in fewer corpuses. By using Eqs.
(1), (2), and (3), we determine the tf-idf for every N-gram.

TFt,d = f (t, d)k f (t, d) (1)
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Here, TF(t,d) represents the total number of times theN-gram t occurs in dthN-gram
sequence. f(t,d) shows the frequency of N-gram t occurring in N-gram sequence d,
and

∑
k f(t,d) denotes the total of N-grams in d. Then,

IDF(t) = log 2|N ||{d: t ε d|d ε N } (2)

Here, IDF(t) specifies if N-gram t is that uncommon in all sequences of N-gram,
whereas N is the collection of all sequences of N-grams. |d: t ε d|d ε N | represents
the count of sequences of N-grams that actually has N-gram t.

TF-IDF(t,Df ) = TF(t,Df ) × IDF(i) (3)

In above Eq. (3), we use every sequence of N-gram within malignant files f so as
to form a lengthy N-gram sequence Df . TF− IDF(i,Df ) indicates the value of tf-idf
in N-gram t of the lengthy N-gram sequence Df.

In a ransomware family, tf-idf measures the value of an N-gram, which increases
as the count of aN-gram increases in a class. In addition, it is negatively proportional
to howmany times the exactN-gram is found to crop up in other ransomware families.
To a certain degree possible, tf-idf will differentiate each class from other classes
since the N-gram with a larger tf-idf score means that the number times it exists in
one class is more and the frequency of occurrences across the latter classes is very
low.

In each class, we arrange the N-grams as N-grams function in the descending
order of their respective tf-idf score and pick only the most potent N-grams from
both classes. To get the feature N-grams for one classifier, we combine b * t feature
vectors, i.e., t N-grams from each of the b classes. Since there are many similar
N-grams features derived from different classes, the repeating N-grams features are
eliminated.

By using Eq.1, compute the term frequency (TF) score of each N-gram feature
vector. In an N-gram, the values of the N-gram features are represented as one single
vector, which is the corresponding ransomware feature vector for the next step. In
the N-gram sequence, if the number of features present in the N-gram is 10, and the
number of occurrences of a particular N-gram, say (del, mov, sub) is 2; then, using
Eq.1, we compute the TF score of (del, mov, sub). In order to form one vector, we
calculate the TF score of each feature vector like this. We acquire all feature vectors
by performing the same procedure for all N-grams in order to obtain the feature
vector. The feature dimension is the count of all N-grams chosen. Table2 shows the
sample feature vector:

3.5 Training, Validation, and Testing

In the previous steps, for each class, we obtained the most indicative features. These
have the class label information as well that needs to be fed into the ML algo-
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Table 2 Sample 3-g sequence

Sample ID 1 2 3 4

Class label 1 1 0 1

add lock add 0.003764 0 0.00244 0.00276

add cmp mov 0.00084 0.01534 0.00140 0.00739

add mov mov 0.237791 0 0.03269 0.02501

rithm. During the training phase, we have trained the model using four machine
learning models, namely SVM, random forest (RF), logistic regression (LR), and
gradient boosting decision tree (GBDT) algorithms. We were able to conclude that
the random forest algorithm gave much better classification accuracy when trained
and tested with various feature lengths and N-gram sizes. We divided the dataset
into 80 to 20 ratios for training and validation. We employed a randomized search
on hyperparameters of all classification algorithms employed to find the optimum
hyperparameter values and then use those for final model.

We obtained validation accuracy as high as 99%with the random forest classifier.
Then, we use an ensemble learning model called voting classifier which predicts
the class based on their highest probability of chosen class. It simply aggregates the
findings of each classifier passed into voting classifier and predicts the output class
based on the highest majority of voting. At last, the trained classifier model can, with
a high degree of accuracy, predict the labels of unknown ransomware samples. By
measuring the classification accuracy, false positive rate (FPR), and false negative
rate (FNR), the performance of the model can be tested and compared. We tested
the model using various other active ransomware samples provided by SERB and
benign files, and it performed above par, yielding a testing accuracy of 94%.

4 Results and Discussions

Ransomware classification methods that rely upon dynamic analysis cannot fathom
the samples that can detect the sandboxing environment in which they are analyzed.
To cope with this limitation and to produce a model with a better binary classification
accuracy, here, we made use of a static analysis-based approach based on opcode
execution to classify ransomwares. We employ ensemble learning using voting clas-
sifier on top of fourmajormachine learning algorithms (RF, SVM,LR, andGBDT) to
model classifiers. We also experimented with varying lengths of N-gram sequences
(2, 3, and 4-g) and different threshold values to limit the number of features from each
class. Tf-idf is utilized to pick the most relevant features, which led to a very good
performance by the classification model. The model was used on diverse combina-
tions of the dataset, and it proves that random forest (RF) has a better performance
compared to other algorithms followed by support vector machine (SVM). We also
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Fig. 3 Confusion matrix
voting classifier

Fig. 4 Assessment of the
experimental results

used randomized search cross-validationmethod to find the optimumhyperparameter
values for each algorithm used.

The highest validation accuracy obtained using ensemble model voting classifier
was noted to be 99.21% as shown in Fig. 3. The experimental results clearly show
that this model can detect ransomwares with a false positive rate of just 0.31% as
shown in Fig. 4.

We performed an extensive testing using different N-gram and feature lengths
on all the chosen classification algorithms. Owing to the excellent feature selection
technique, we got splendid results with an average of 98% classification accuracy in
all algorithms combined. Results are shown in Table3.

Table 3 Training accuracy

Classifiers 2-g 3-g 4-g

Random forest (RF) 99.07 98.64 98.98

Support vector
machine (SVM)

97.22 96.86 97.50

Extreme gradient
boosting (GBDT)

98.64 98.43 98.21

Voting classifier 98.76 99.21 98.86
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Table 4 Testing accuracy

Classifiers 2-g 3-g 4-g

Random forest (RF) 77.28 90.37 84.93

Support vector
machine (SVM)

69.13 86.17 77.28

Extreme gradient
boosting (GBDT)

61.97 89.87 80.24

Voting classifier 93.33 91.11 85.43

Table 5 Time required in seconds

Voting classifier 2-g 3-g 4-g

Calculating tf-idf
value

76.54 79.04 83.53

Model fitting 82.14 120.23 168.37

Model fitting 1.96 2.16 3.08

After training the model, we tested it using different sets containing a diverse
combination of ransomware samples and benign files. We were able to obtain classi-
fication accuracy of 90% using the random forest (RF) algorithm. The ransomware
samples used for testing were observed to contain different packers and had plenty
of obfuscation methods employed in them which were ascertained by testing the
samples using dynamic analysis methods. These results were further enhanced by
employing the ensemble voting method after optimizing the hyperparameter values.
We obtained model accuracy as high as 93.33%. Results are shown in Table4.

Training this machine learning model using any one classifier algorithm takes
almost negligible time. The time taken for each step, in seconds, is presented in
Table5. Since the disassembling step is common for all variations, it need not be
considered.

Loading the dataset created using disassembled opcodes into the Python notebook
takes an average 12s. Vectorization and selection of feature vectors were observed
to be the most time-consuming step during the implementation phase. It was noted
to have consumed over 3min for each variation. Time required for model fitting or
training using a voting classifier increases drastically with the increase in the number
ofN-grams. Once we fit themodel, it takes negligible time for making the prediction.
We trained and tested the model with various feature dimensions for all three chosen
N-gram sequences to select the optimum number of features. Then, further tests were
conducted based on the chosen feature dimension and N-gram size. The results are
shown in Fig. 5.

We can see from the results in above figures that in voting classifier, both 2 and
3 -g performances are better in classifying samples.
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Fig. 5 Classification
accuracy of voting classifier
in varying feature
dimensions

We have also compared our work with existing dynamic analysis-based methods
as listed in Table6. The results tabulated are from the respective published papers.
The test samples that we have used in this study are active and live.

From the table, it is clear that our method proves to be more efficient than exist-
ing dynamic analysis models. This exempts us from designing complex sandboxes
to analyze ransomware behavior. This method proved to be less time-consuming
at the prediction phase. It will save countless working hours for any analyst who
tries to dissect and figure out the heuristic signatures of a ransomware sample and
then classify it manually. We were able to drastically reduce the false positive rate
(FPR), which means very few benign files were wrongly classified. Though the
false negativity rate (FNR) was negligible, while analyzing these samples that were
wrongly classified as benign using various malware analysis tools, it was inferred
that the samples employed code injection techniques. Those misclassified instances
also exhibited advanced encryption techniques because of which the disassembler
could not unpack the file properly.

5 Conclusion

Ransomware that can detect the virtualized sandboxing environment used to perform
dynamic analysis will dodge detection by employing various evasive tactics. We
proposed a static analysis methodwhich uses natural language processing techniques
to classify ransomware in order to address this disadvantage. In order to construct
classifiers, we use an ensemble learning model called voting classifier consisting of
four machine learning models (SVM, RF, LR, and GBDT). We use different lengths
of N-gram opcode sequences (2, 3, and 4-g) with various threshold values to limit
the number of features that represent each class. Tf-idf is used to determine the most
potent N-gram features that are highly indicative with respect to each class, which
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Table 6 Comparison with existing methods

Ransomeware
detection
model

Method Dataset used TPR (%) FPR (%) FNR (%)

Automated
dynamic
analysis of
ransomeware:
benefits,
limitations,
and use for
detection [16]

Algorithm:
regularized
logistic
regression
feature
selection:
MIC

582-
ransomeware

96.34 0.16 3.66

942-benign

Deep learning
for
ransomeware
detection [17]

Algorithm:
deep natural
network.
Detection
before
encryption
begins

155
ransomeware

93.92 38 7.08

Unknown
benign

Leveraging
machine
learning
techniques for
windows
ransomeware
network traffic
detection [18]

Algorithm:
J48 decision
tree. Feature
selection:
Tshark
extractor

210-
ransomeware

97.1 1.6 2.9

264-benign

Our method Algorithm:
ensemble
model.
Feature
selection:
N-gram, tf-idf

2983-
ransomeware

98.82 0.31 1.18

2682-benign

results in yielding a high validation accuracy. Detailed tests on real datasets show
that the other algorithms also perform as well as random forest, which prompted us
to employ the voting classifier strategy. The findings conclude that classifiers using
N-gram feature vectors of different lengths are a better model to effectively classify
ransomware. The results then comparedwith existing ransomware detectionmethods
that rely on dynamic analysis model prove that our static analysis model performs
better.
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As the future enhancements to this model, we can introduce into our dataset,
malignant samples which have advanced code obfuscation capabilities such as code
rearranging, injecting garbage/benign opcodes into the source code in order to avoid
detection. We can also move to deep learning methods, probably, RNN for even
better feature selection and improved classification efficiency.
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Flood Prediction Using Hybrid
ANFIS-ACO Model: A Case Study

Ankita Agnihotri, Abinash Sahoo, and Manoj Kumar Diwakar

Abstract Growing imperviousness and urbanization have increased peak flow
magnitude which results in flood events specifically during extreme conditions.
Precise and reliable multi-step ahead flood forecasts are beneficial and crucial for
decision makers. Present study proposes adaptive neuro-fuzzy inference system
(ANFIS) combined with ant colony optimization (ACO) algorithm which optimize
model parameters for predicting flood at Matijuri gauge station of Barak River basin,
Assam, India. Potential of hybrid flood forecasting model is compared with stan-
dalone ANFIS based on quantitative statistical indices such as coefficient of deter-
mination (R2), Mean Absolute Error (MAE) and Root Mean Square Error (RMSE).
Analysis of results generated by models indicated that ANFIS-ACO model with
RMSE=0.0231,R2 =0.96014 andMAE=0.0185 performedbetterwithmore accu-
racy and reliability compared to standaloneANFISmodel.Also, results demonstrated
ability of proposed optimization algorithm in improving accurateness of conventional
ANFIS for flood prediction in selected study site.

Keywords Flood · ANFIS-ACO · Barak River · Prediction

1 Introduction

Change in climatic conditions are a major reason for increase in extreme hydro-
logical events such as heavy rainfall and flooding. Because of temporal and spatial
variations in rainfall distribution with highly nonlinear and inordinately complex
nature of relationship between rainfall and runoff, forecasting flood events remain
one of the most important and challenging tasks for effective hydrological study
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[3]. Precise forecasts of flood time series is crucial for development of flood damage
mitigation, flood warning system, soil conservation, soil erosion reduction, and flood
prevention. Forecasting flood events represent a multifaceted nonlinear problem and
therefore is tough for modelling. In last two decades, several soft computing tech-
niques like artificial neural network (ANN) and fuzzy inference system (FIS) have
been successfully implemented in modelling hydrological problems. Among these
techniques regression analysis and wireless sensor networks have been used for
various purposes [2, 5]. Such models are capable of ‘learning’ nonlinear relationship
of a specified process. FIS are qualitative modelling systems motivated from human
perceptive capability where system behaviour is defined utilising a natural language.
Lately, a rising number of FIS applications in hydrology have been reported [7, 13,
15, 19, 24, 25, 27].

Mukerji et al. [10] utilised ANN, ANFIS, and adaptive neuro Genetic Algo-
rithm Integrated System (ANGIS) for carrying flood forecasts at Jamtara gauge
station of Ajay River, India. Bisht and Jangid [1] used ANFIS to develop river
stage–discharge models at the Dhawalashwaram barrage spot in Andhra Pradesh,
India. Based on comparison of observed and estimated data, outcomes revealed that
ANFIS performed better in predicting river flow discharge compared to customary
models. Rezaeianzadeh et al. [14] used ANFIS, ANN, multiple linear regression,
and multiple nonlinear regression to estimate peak flow of Khosrow Shirin catch-
ment, positioned in Fars region, Iran on a daily basis. Predictive capabilities of the
proposed model were evaluated and observed that ANFIS performed superior for
predicting daily flow discharge at the proposed site with spatially distributed rainfall
as input. Pahlavani et al. [12] presented the applicability of ANFIS to model flood
hydrograph at the Shirindarreh basin positioned in the northern Khorasan Province,
Iran. However, ANFIS has significant limitations like training complexity and curse
of dimensionality that limits its application on problems having huge datasets.

Also, ANFIS is related with a major shortcoming that is implementation of
tuning parameters for finding optimal membership functions. Thus, combination
of nature-inspired optimization algorithms with standalone ANFIS acts as a new
alternative modelling approach to improve its performance in resolving challenging
problems [6, 11]. Several hybrid artificial intelligence models have been employed
to forecast floods in various rivers across India [17, 18]. Development of flood fore-
casting models using hybrid wavelet-based ANFIS models were investigated [20,
21]. Obtained results indicated thatW-ANFIS providedmore efficient flood forecasts
than simple ANFIS. Similarly, there are many applications of hybrid ANFIS-ACO
model in several fields of science and engineering, they are, mammogram classi-
fication [26], classification of gene expressions of colon tumour and lung cancer
[28]. Furthermore they exhibited a noticeable application in varied civil engineering
problems [8, 22, 23] (Azad et al. 2018). In present study, a hybrid ANFIS-ACO
technique is established to predict flood events, making it a new application in flood
forecasting study. Combination of ANFIS and ACO has enhanced the performance
simple ANFIS model in flood prediction.
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2 Study Area and Data

The River Barak flows through Nagaland, Manipur, Assam and Mizoram states
in India and finally converges in Bay of Bengal via Bangladesh. It falls between
geographical location of 24°8′ to 25°8′ N latitudes and 92°15′ to 93°15′ E longitudes
with a drainage area of nearly 41,157 km2 in the Indian subcontinent. This river basin
lying in tropical region of India is characterised by many reckless meandering twists
and shows changes and shift in channel at several places through time and space.
Climate in Barak valley is to some extent humid and is divided into four season,
i.e., pre-monsoon, monsoon, post-monsoon and winter. Monsoon starts from June
and lasts till August when the basin receives maximum precipitation. Present study
focuses on developing a flood prediction model forMatijuri gauging station of Barak
Valley as shown in Fig. 1.

3 Methodology

3.1 ANFIS

ANFIS is a machine learning modelling approach combining human knowledge,
adapting ability ofANNwith reasoning capability of FIS. FISdenotes to theorywhich
employs fuzzy sets having classes of incomplete, unclear and imprecise information.
Here, membership functions (MFs) are stipulated to execute numerical calculations
by utilising linguistic labels [9, 16]. A typical ANFIS architecture consisting of five
layers is represented in Fig. 2. Each input’s linguistic descriptions and number of
descriptions which depends on nature of applied fuzzyMFs is found in the first layer.
Using additional number of fuzzified values intricacy of network structure is intensi-
fied. Second layer finds product of all associated membership values. Normalisation
of incoming values occurs in third layer. Fourth layer is utilised for defuzzification,
whereas in final layer that is the fifth layer, output is computed. For a first-order
Sugeno-type fuzzy model, a common set of if–then rules are defined below:

IF (x is A1) and (y is B1)THEN ( f1 = p1x + q1y + r1)

IF (x is A2) and (y is B2)THEN ( f2 = p2x + q2y + r2)

where A1, A2 and B1, B2 are membership values of input variables x and y, in
respective order; p1, q1, r1 and p2, q2, r2 are constraints of output function f1 and
f2.
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Fig. 1 Study area

3.2 ACO

Dorigo and Di Caro [4] first introduced ACO as a multi-feature solution to solve
various optimization problems. Fundamental knowledge about ACO algorithm is
that it works on basis of behaviour of natural ant colonies. It is a parallel search using
a number of computational threads based on dynamic memory structure and problem
data. The dynamic memory comprises information on feature of different solutions
obtained preciously to considered optimization problem. Communication of various
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Fig. 2 Architecture of ANFIS

search agents is a combined behaviour that has demonstrated to be highly efficient to
solve combinatorial optimization problems. For a specified problem, ants will work
in parallel for trying out different solutions until they discover a superior one. Ants
communicate with one another utilising pheromone trails which assist them in search
for shortest way to the food source. An identical process is utilised in ACO algorithm
to find optimum point in search space. Ants move in paths in forward and backward
manner. They apply a repetitive process for exploring perfect solution related with
the problem. The selection of transition from node ‘i’ to a node ‘ j’ is arbitrarily
based on a probability as expressed in Eq. (1).

Pk
i j (t) =

([
τi j (t)

]α[
ηi j

]β
)

∑
i∈Ni

[
τi j (t)

]α[
ηi j

]β
(1)

τi j : Quantity of pheromones on edge (i, j).
ηi j : Value of visibility amid edge (i, j).
α: Constant feature controlling impact of τi j .
β: Constant feature controlling impact of ηi j .
Ni : Set of node points which haven’t been visited yet.
Using this probability ants will travel from any ‘i’ node to another ‘ j’ node. After

all nodes are visited, all ants are observed to have completed their iterations or tours.
The complete working procedure of ANFIS-ACO model is represented in Fig. 3.

3.3 Evaluating Constraint

Rainfall (Pt) and flood (f t) data for a period of 1960–2019 from June to October
(monsoon season) are collected from CWC, Shillong. 70% of collected data, i.e.,
1960–2001 are utilised to train, whereas remaining 30% of data set, i.e., 2002–2019
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Fig. 3 Flow diagram of ANFIS-ACO

are utilised to test the applied model. Quantitative statistical measures such as R2,
MAE and RMSE are used for assessing performance of models and finding the best
among them.
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√√√√1

n

n∑
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MAE =
∑n

i=1 Ri − Ri

∧

n
(4)

where Ri and Ri

∧

are observed and forecasted values, R∗ and R̃ are mean of observed
and forecasted values, respectively, and n is number of observed values. For finding
best performing model, MAE and RMSE must be minimum while R2 must be
maximum.

4 Results and Discussions

Performance of proposed models is assessed for flood forecasting in Barak River
consideringMatijuri gauging station for monsoon season during which flood possess
huge challenge to affected public. In this study, collected datawere normalisedwithin
a range (0–1) using following expression.

Rnorm = Ri − Rmin

Rmax − Rmin
(5)

where Rnorm, Ri ; Rmin and Rmax signify normalised, observed, minimum and
maximum data values, in respective order.

In Table 1, Pt−1 represents one month lag rainfall; Pt−2—two month lag rainfall;
Pt−3—three month lag rainfall and Pt−4: four month lag rainfall. The performance
of hybrid ANFIS-ACO and conventional ANFIS model is summarised in Table 1 for
training and testing phases. It can be clearly observed from Table 1 that simulation

Table 1 Performance of various models

Technique Model Input
scenario

Training period Testing period

R2 RMSE MAE R2 RMSE MAE

ANFIS Model-I Pt−1 0.92383 0.0735 0.0502 0.91381 0.0674 0.0647

Model-II Pt−1, Pt−2 0.93742 0.0642 0.0475 0.92042 0.0615 0.0513

Model-III Pt−1, Pt−2,
Pt−3

0.94167 0.0571 0.0432 0.92635 0.0541 0.0451

Model-IV Pt−1, Pt−2,
Pt−3, Pt−4

0.94791 0.0453 0.0386 0.93908 0.0436 0.0399

ANFIS-ACO Model-I Pt−1 0.96095 0.0409 0.0314 0.94357 0.0382 0.0342

Model-II Pt−1, Pt−2 0.96518 0.0374 0.0253 0.95173 0.0327 0.0274

Model-III Pt−1, Pt−2,
Pt−3

0.97352 0.0331 0.0208 0.95626 0.0283 0.0226

Model-IV Pt−1, Pt−2,
Pt−3, Pt−4

0.97824 0.0267 0.0179 0.96014 0.0231 0.0185
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(training phase) and forecasting (testing phase) accuracy of ANFIS-ACOmodel fluc-
tuates w.r.t. input combinations with lowest training and testing RMSE (0.0267 and
0.0231), MAE (0.0179 and 0.0185) and maximum training and testing R2 (0.97824
and 0.96014) belonging toModel-IVwith input of Pt−1, Pt−2, Pt−3, Pt−4. Similarly
for standalone ANFIS, lowest training and testing RMSE (0.0453 and 0.0436), MAE
(0.0386 and 0.0399) and maximum training and testing R2 (0.94791 and 0.93908)
belonging to Model-IV with input of Pt−1, Pt−2, Pt−3, Pt−4.

Figure 4 shows the scatter plot representation comparing actual data with predic-
tions made by proposed models. It is evident from Fig. 4 that ANFIS-ACO has
less scattered predictions in comparison with ANFIS model. Time variation plot of
observed and forecasted flood by hybrid and conventional models is illustrated in
Fig. 5. Results show that, estimated peak floods are 7183.97, 7340.792 m3/s, for
ANFIS and ANFIS-ACO models against actual peak 7649.785 m3/s for Matijuri
gauge station. It can be clearly observed from detailed graphs that forecasts made
by ANFIS-ACO model are nearer to corresponding observed flood values. Figure 6
shows the box plot of observed and predicted values by ANFIS and ANFIS-ACO
models for testing phase. Figure shows highest similarities of ANFIS-ACO with
observed values.

Based on analysis of results from current research, it is relatively clear that
ANFIS-ACO performed superior compared to conventional ANFIS. Present work is
restricted to a single region, and additional detailed studies are necessary for investi-
gating obtained results. For future investigations, researchers will assess uncertainty
of input data using other meta-heuristic algorithms over different time scales and
combination of other input parameters. It is anticipated that present and upcoming
investigations in this way will deliver a basis for development of efficient real-time
flood forecasting models with different data-driven techniques integrated with opti-
mization algorithms. The significance of present study lies in the specified study area.
As every year, Assam receives major floods due to glaciers melt in summer which
coincides with monsoon rainfall resulting in intensification of downstream, causing

Fig. 4 Scatter plots of actual verses predicted flood
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Fig. 5 Comparison between simulated and observed flood using a ANFIS and b ANFIS-ACO

the annual floods. Moreover, the use of ANFIS-ACO model is a new application in
the field of flood forecasting which makes this study more substantial.
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Fig. 6 Box plot of observed and predicted flood at Matijuri

5 Conclusion

Because of complex and uncertain nature of flood, application of data-driven models
for flood forecasting is a challenging task for hydrologists, and thus, requires new
optimization methods combined with conventional models for boosting accurate-
ness by optimising model’s parameters. This study used hybrid ANFIS-ACO model
to predict flood at Matijuri gauge station of Barak River basin, Assam and eval-
uated its performance with standalone ANFIS model by using standard statistical
measures. Obtained results indicated that ANFIS-ACOmodel with RMSE= 0.0231,
R2 = 0.96014 and MAE = 0.0185 performed better than simple ANFIS model
for same input combinations. Further study could be carried out for establishing
appropriateness of proposed models and performance criterion in different regions.
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Evaluation of Different Variable Selection
Approaches with Naive Bayes to Improve
the Customer Behavior Prediction

R. Siva Subramanian, D. Prabha, J. Aswini, and B. Maheswari

Abstract Study of consumer behavior analysis within the enterprises is consid-
ered as paramount to identify how the customers are satisfied with the enterprise’s
services and also predicate how long a customer will exist in the enterprises in
future. To achieve better customer satisfaction and to establish a sustainable rela-
tionship with the customers, the need for consumer analysis must be performed out
expertly. To perform customer analysis in a better way, NB an ML model is studied
and analyzed. But due to uncertainties present in the dataset like redundant, irrele-
vant, missing, and noisy variables makes the NB classifier to analyze wisely. Also
violation of independence assumption between the variables in the dataset causes
the NB to execute the customer analysis ineffectively. To improve customer analysis
with these datasets and to strengthen the NB prediction, this research aims to use
of variable selection approach. The variable selection methodology picks the best
optimal variable subset by using some evaluation and search strategies to obviate
the associated and unrelated variables in learning set and makes the NB assumption
satisfied and enhance NB prediction in customer analysis. Three different variable
selection methodology is applied in this research (filter, wrapper and hybrid) In filter
seven different approaches—Information gain, Symmetrical uncertainty, Correlation
attribute evaluation (CAE), OneR, Chi-square, Gain ratio, and ReliefF are applied
and in wrapper five approaches—SFS, SBS, Genetic, PSO and Bestfirst are applied
and in Hybrid approach combines both filter and wrapper approach. These three
methodology works independently to selects the optimal variable subset and uses
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these variable subsets to enhance the NB prediction in customer analysis data. The
experiment performed reveals NB using variable selection methodology gets better
prediction compared toNBwithout variable approach.Also compare to the three vari-
able selection methodology, the Hybrid approach gets better prediction to compare
to the other two approaches.

Keywords Naive Bayes · Variable selection · Customer analysis · Machine
learning · Hybrid approach · Decision making

1 Introduction

In the competitive dynamic business environment, to be successful in business the
need of customer analysis and customer satisfaction toward the enterprise business is
considered an important one. Performing customer analysis leads to effective under-
standing of customer behavior pattern toward the enterprises and customer expec-
tation with the enterprises [1]. Gaining better knowledge of customers will aims to
build different plans to enhance the enterprises and in turn plan how to provide better
customer business and building a strong relationship with the customers. The role of
performing customer analysis sort out different good things about customers such as
potential customers within the enterprises, improving customer retention and acqui-
sition, enhancing effective consumer service, optimizing enterprises market share,
efficient business planning and overall improving business profitability [2]. But in
the fast-moving business world, the data regarding the consumers are generated and
gathered is faster than in traditional days. Since in the traditional days, the data
regarding the consumers generated are very less in the volume and this may be due
to under development of technologies. But today the situation is different since tech-
nologies are developed more than expected level the generation of customers data
also enormous. By analyzing the customer data in proper methodology makes to
sort different perspectives of data and further helps to improve the business goal
and consumer satisfaction. Since the customer data are in huge dimensional, there is
possible of the occurrences of redundant, noisy and missing variables in the datasets.
These irrelevant variables make to degrade the classifier prediction and cannot bring
out a better insight dimensional of customer analysis [3]. The problem of removing
the irrelevant, noisy, redundant, and missing variables in the dataset is a prominent
one to carry effective customer analysis. To address the problemwith the huge dimen-
sional dataset and to present the efficient customer analyses, NB a machine learning
is deployed. NB an effective probabilistic learner relied on Bayes rule which is an
extension of conditional probability. NB is quite simple to implement and with very
small learning sets theNB can be performed. The classifier implies two unique condi-
tions, which are variables that are conditional independent of other input predictor
variables; and all variables are equal. But, violation of presumption made by NB
results in poor prediction of the classifier. Unfortunately, in some real-time datasets
NB-conditional independence is mostly violated, and the NB assumption proposed
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are practically unrealistic. This happens due to generation of customer data from
different possible ways and may hold same correlated variables. This makes the NB
assumption practically unrealistic in real-time datasets. If these customer data are
examined using NB, then surely poor performance can be witnessed. To improve
the NB prediction with these customer data, there need an efficient methodology to
identify the best variables that are strongly associated to output class and removing
the correlated, noisy and missing variables from the datasets. To overcome the above
problem variables selection methodology is proposed. These methods help to iden-
tity best variables, which can be further investigated with the NB. In this work
different filter, hybrid and wrapper, variable selection are applied to evaluate how
these variables selection chooses the best variables subset to improve NB predic-
tion by removing the problem associated with huge dimensional data and satisfying
the NB primary assumption made on variables. The performance assessment of
NB is examined through variables subset obtained from different variables selec-
tion methods is computed and results are compared and presented. The article is
followed by related works, variable selection, methodology, experiment and results,
result analyses, conclusion.

2 Related Works

The author applies variable selection mechanism to evaluate the optimal variable
subset in phage virion data for evaluation usingNB [4]. The author uses CAEmethod
to pick the best variables subset and by eliminating the redundant variables in the
datasets. The variable method select 38 features which shows remarkable improve-
ment in classifier prediction.The features obtained are examinedusing sevendifferent
classifier and result shows NB obtained best prediction compare to other classifier.
The author uses two different variable selection mechanism to consider the best
variables subset and applies the subset to examine with different ML techniques
[5]. The author considers genetic and greedy search variable techniques to find the
good feature group from the two different email spam dataset. The variables subset
are further applied with different classifiers like GA, NB, SVM, and Bayesian and
empirical results show SVM gets better results compared to others. Likewise from
two variables methods, greedy search performs wisely to select a good variable
subset when compared to others in the email spam datasets. The author proposes
two variable selection approaches to select optimal variables subset in text catego-
rization for the NB classifier [6]. The variable approach depends on Information
Theory measures. The variable methods developed are maximum discrimination
and MD− x2. The proposed method uses a learning model in variable selection and
evaluates selected variables optimality. The experiment is performed using different
benchmark dataset and performance comparison is carried using other existing vari-
able methods. Results show the proposed mechanism gets better performance with
others. The author applies a variable selectionmechanism to optimize the probability
estimation of the NB [7]. The author performs the study on SBC methodology using



184 R. Siva Subramanian et al.

probability estimation and based upon the SBC, the research proposes improved
SBC-CLL. The experiment is conducted using SBC and SBC-CLL and results show
SBC-CLL performs better compared to SBC. The research results present a simple
approach to enhance the NB for better probability estimation. The author proposes
FVBRM variable selection to eliminate the irrelevant variables and to enhance the
performance prediction in intrusion detection (IDS) [8]. Also, the research uses other
three variable methods like CFS, IG, GR to compare the performance prediction of
the proposed system. The studyworks to construct a computationally better approach
to gets a reduced variable subset for IDS. The experiment is performed using theCFS,
IG, GR and FVBRM and results are compared. The selected variable subset is exam-
ined using the NB classifier. The results show FVBRM gets the better performance,
but there exits time complexity in the FVBRMmethod. The author performed a study
on cirrhotic patients who have taken the TIPS treatment [9]. In the cirrhotic medical
dataset, all the attributes are not relevant to conduct the classification and to remove
the irrelevant variables from the dataset variable selection mechanism is conducted.
The research applies different filters and wrappers to generate a variable subset to
examine using NB, selective-NB, Semi-NB, tree augmented-NB and K-dependence
NB. The author applies a variable selection mechanism to compute the prominent
features in phishing detection to perform better classification [10]. The research
uses a correlation-based and wrapper method to perform variable selection using a
phishing dataset. In the wrapper genetic and greedy FS are applied. The attribute
subset obtained is evaluated using the NB, LR, and RF. The empirical results reveal
the wrapper technique performs better in selecting variables compared to CFS for
achieving better prediction in a classifier. The research concludes effective variable
selection mechanism improves the classification accuracy significantly. The author
applies a hybrid variable selection mechanism to obtain optimal variable subset to
enhance classifier performance [3]. The hybrid method is based upon reliefF and
genetic variable method. First using the relief method variables are selected and then
the selected variable is further examined using a genetic method to get the best vari-
able subset. The methodology is operated using the Wisconsin dataset to remove the
unnecessary variables from the dataset. Then, from the subset of the reduced vari-
ables obtained are further examined using differentML classifiers like NB, DT, JRIP,
KSTAR, RF and J48. The author performs importance of using variable selection in
medical datasets [11]. To obtainmaximum accuracy in the classification and enhance
the model, finding out optimal variable subset is important one. For that purpose, the
author applies a procedure named MFFS method. The MFFS procedure consists of
four phrases. The variable subset obtained from themethodology is further examined
with four various ML models like NB, SVM, MLP and J48. The MFFS procedure
is carried using 22 various medical datasets. The results present best optimal perfor-
mance is achieved compared to with existing schemes. The author conducted a study
on improving NB prediction in the text classification domain [12]. Due to existence
of unstructured and irrelevant variables in datasets, the need of performing variable
selection mechanism is essential to get the relevant attribute group to enhance NB
evaluation. To that purpose two phrase variable selection approach is deployed. The
first phrase works by using a univariate method to select the subset of attributes and
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then the second phrase works by applying variable clustering to choose the inde-
pendent attribute set from the first phrase variable set. The research concludes NB
performance is enhanced using the proposed variable selection mechanism and time
complexity is optimal.

3 Naive Bayes

The NB-probabilistic classifier which builds the classifier effectively and the method
assigns target class to the instances problem [13]. The model is based upon the
principle of Bayes theorem and with a small learning set the parameter estimation is
performed for the classification. Themodel considers input variables are independent
of other input variables predictors, and also, variables are equal [14]. For an issue
of classifying the given instances Y = {y1, . . . , yn} where the n represents the input
variables which are independent and it mark to the probabilities instances

p(Oi |y1, . . . , yn) (1)

and Oi represents the classes.
In Eq. (1), suppose if there exit large variables set n or if the variables holds high

number of values, then there exits the problem in the classifier probability table and
becomes infeasible. By considering the Bayes Theorem, Eq. (1) denoted as

p(Oi |Y ) = p(Oi )p(Y |Oi )

p(Y )
(2)

Equation (2) is written as

posterior = prior × likehood

evidence
(3)

In practice, denominator is not based upon the O and the yi variables and
denominator is constant.

p(Oi , y1, . . . , yn) (4)

and rewritten as

p(Oi , y1, . . . , yn) = p(y1, . . . , yn, Oi ) (5)

= p(y1|y2, . . . yn, Oi )p(y2|y3, . . . yn, Oi ) . . . p(yn−1|yn, Oi )p(yn|Oi )p(Oi ) (6)

Based upon the Y input predictors are independent and under this principle [15]
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p(Oi |y1, . . . , yn) ∝ p(Oi , y1, . . . , yn) (7)

= p(Oi )

n∏

i=1

p(yi |Oi ) (8)

From Eq. (8) clearly explains that the X predictors are conditionally independent.
But in the case of consumer data, the dataset generated are in high dimensional.
This happens due to data collected are from different origin and possibly holds
high dimensional variables about a customer. With these high dimensional, some
research problem is associated there are 1. curse dimensionality, 2. with high dimen-
sional large variables there possibly exhibit correlation within variables, 3. there
exists uncertainties and unstructured in the dataset (noisy and missing), 4. increases
the complexity of the model mechanism, 5. also affecting the efficiency of the clas-
sifier. Example consider the customer dataset D = {y1, . . . , yn|Oi } were y presents
the input predictor and Oi presents the output label. In the customer dataset, D all
variables are not necessarily important, since some variables (y1, . . . , yn) in dataset
may have chance of holding back irrelevant, noisy, missing and redundant variables
[16]. By using these datasets, in Eq. (8) makes a clear violation of NB assumption
and also makes the classifier to work wisely. With high dimensional variables there
may be increases in time complexity and computational of the classifier and also
make classifier to attach with overfitting. Considering the research issues with high
dimensional customer data and to satisfy the NB presumptions in the customer data,
there need an effective methodology to pick relevant variables by eliminating the
unnecessary variables in the datasets. So for that purpose variable selection mech-
anism is deployed to make use of its advantages to select optimal relevant variable
subset to enhance NB classification. Different filter, wrapper and hybrid methods
are considered to generate variable subset to improve NB classification and variable
selector are compared with the other variable selector.

4 Feature Selection

In ML, feature selection mechanism also can be called an attribute or variable selec-
tion. Variable selection is key ideas in ML to reduce data dimensionality and which
in turn has significant impacts on the classifier’s performance [17]. The objective
of the attribute mechanism is to get the good subset of attributes either automati-
cally or manually to examine with an ML classifier and with the aim of maximizing
model prediction. The variable selection mechanism is carried to remove the redun-
dant and irrelevant variables from the dataset without causing information loss in
the datasets. Consider the dataset D = {x1, . . . , xn} and the D holds n variables
and m dimensions. The aim of variable selection to minimize m tom ′ and m ′ ≤ m.
Some advantages of constructing variables selection include 1. reduce the computa-
tional and make users to easily to develop classifier, 2. minimize the learning time,
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3. eliminate curse dimensionality, 4. reduce variance and 5. enhance classification
[1]. The variable selection is considered an important one while analyzing datasets
like customer data D = {x1, . . . , xn|Ck}, since the customer dataset generated are in
high dimensional and may have the chance of holding redundant, noisy, irrelevant
and missing variables in the dataset. Also using these customer datasets the NB clas-
sifier should not be performed directly. If this is accomplished, then using redundant
and irrelevant variables, NBmodel is learnt. This makes the NB classifier to perform
badly in prediction problems and also time complexity is increased. Also the basic
terms of NB are not to hold correlated attributes in dataset and also the variables
must be equal. With these customer data the NB presumption cannot be satisfied
and to eliminate the correlated and irrelevant with the customer data and to enhance
NB performance variable selection carried out. Variable selection is categorized into
filter, wrapper, hybrid and embedded approach [18]. The filter approach makes uses
of some statistical mechanism to score the variables based upon the correlation with
the output label. Then, based upon the cut-off value good subset variables are consid-
ered from learning data. The wrapper mechanism uses a learning model to get a good
group of attributes from the original learning set. The hybrid approach is constructed
by considering the advantage of both the filter and wrapper approach to choose the
best variable subset. Mostly variable subset considered from the hybrid approach
will exhibit possibly the best improvement in the classifier.

5 Proposed Methodology

To conduct better analysis using the customer data and to enhance the NB with these
high dimensional variables, different variable selection mechanism is conducted.
The variable selection applied are filter, wrapper and hybrid approach. The overall
mechanism is given in Fig. 1.

5.1 Filter Methodology

Filter methods are simple, computationally fast, and depends entirely on the variable
characteristics. The filter uses the different statistical measures to score the variables
based upon the relevance with the output label. Filter chooses the variables based on
1. variables that are greatly correlated with output label, 2. less correlated with other
input predictors 3. with more IG and MI value variables. The primary pros of filter is
it would not depends on any ML models to pick the subset of the variables and also
efficient in time and computation [19]. For analysis of huge dimensional variables the
use of filter approach is considered as best option. Consider the customer learning set
D = {x1, . . . , xn|Ck} and the purpose of filter is to pick the subset of attributes that
is relevant variables and remove all unwanted variables that don’t trend to enhance
NB performance. The variables in the learning set D are scored accordingly to
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Original 
Learning set 

Variable 
evaluation 

Filter 
approach

Wrapper 
approach

Hybrid 
approach

Naive Bayes 
classifier

Performance comparison of 
NB using variable subset 
obtained from different 
variable selection 
mechanism

Fig. 1 Describes the overall methodology applied to select the variable subset using different
variable selection mechanism to evaluate using Naive Bayes and compute the performance

their relevance or correlation with the output label. Then, from ranked variables
list, threshold value is introduced to pick the optimal variable subset. Threshold
value considered must be given special attention, since the filter method will only
generate the ranked variable list. But selection of the optimal variable subset is based
upon choosing the threshold value. In the filter, different methods like Symmetrical
uncertainty, IG, ReliefF, CAE, ONE R, Chi-square and Gain ratio are encouraged to
evaluate howNB performance improves. The filter mechanism is described in Fig. 2.

A. Symmetrical Uncertainty (SU)

Correlation computing of SU is relied upon Info theoretical entropy and based on this
computes the uncertainty in the variable. Entropy E of the A attributes is described
as

E(A) = −
∑

P(ai ) log2(P(ai )) (9)

Then entropy of attributes A using another attribute B is described as

Original learning 
data

Evaluation using 
filters 

Feature relevance 
based on score

Selecting optimal 
variables using 
threshold value

NB algorithm & 
performance 
analysis

Fig. 2 Describes the filter methodology in selecting optimal variable subset for Naive Bayes
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E(A|B) = −
∑

i

P
(
b j

)∑

j

P
(
ai |b j

)
log2

(
P(ai |b j )

)
(10)

here P(ai ) represents prior probability A and
(
P(ai |b j )

)
represents posterior prob-

ability A using the values B. The entropy A minimizes, reflects further information
A given by the B and it is referred to IG and it is denoted as

IG(A|B) = H(A) − H(A|B) (11)

From Eq. (11), attribute A is greatly correlated to the attribute B compare to other
attribute C , if it satisfy the IG(A|B) > IG(C |B).

IG for the two attributes A and the B is symmetrical and it is required measure
to find correlation between the variables. IG is biased toward the variables with high
scores. Then, symmetrical uncertainty is described as

SU(A, B) = 2[IG(A|B)/(H(A) + H(B))] (12)

Symmetrical normalizes the value amid (0, 1). The value IG(A|B) = H(A) =
H(B) and SU(A, B) = 1 represents using one variable completely identifies another
variable (A and B are correlated) and the value SU(A, B) = 0 represents are
uncorrelated [11].

SU Procedure

Consider the learning set D = {x1, . . . , xn|Ck} and now to use SU approach to rank
the variables accordingly to correlation with the output label.

1. Learning set D(x1, . . . , xn,C)

2. Compute SUi,C for each variables xi and arrange the variables accordingly to
SUi,C

3. Get 1st variable xr and for the next variable xs
4. if no next variables exit then return variable subset, else
5. if SUr,s >= SUs,C true then eliminate xs and proceed to get next variable
6. else false means, proceed to get next variables and
7. if no next variables exit then return variable subset and compute model

performance.

B. Information Gain (IG)

Information gain variable selection is based upon the entropy method for evaluation
of variable subset. IG computes how much a variable z gives information regarding
the class C and compute correlation between the attributes. IG applies entropy to
measure the diversity and to calculate the information impurity of target attribute.
Consider the z a variable and the information entropy z attribute is described as

H(Z) = −
∑

P(zi ) log2(P(zi )) (13)
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P(zi ) represents prior probabilities Z and the IG of the y attribute using the z attribute
is described by

H(Z |Y ) = −
∑

i

P
(
y j

) ∑

j

P
(
zi |y j

)
log2

(
P(zi |y j )

)
(14)

here P(zi ) represents prior probabilities of Z and
(
P(zi |y j )

)
represents posterior

probabilities. Then, after eliminating the uncertainty, the IG represents the informa-
tion amount, which is IE difference between the Z and Y variables with Z variable
IG is described as

IG(Z |Y ) = H(Z) − H(Z |Y ) (15)

The features with good IG are selected and the features with less IG are eliminated
[8].

IG Procedure

Consider the learning set D = {z1, . . . , zn|Ck} and to apply IG to the D learning set

1. Learning set D(z1, . . . , zn,C)

2. Compute the IG on Learning set D
3. Calculate the IG IG(Z |Y ) = H(Z) − H(Z |Y ) using Eqs. 13 and 14
4. Select the optimal variables subset based upon threshold value and compute the

model performance.

C. Gain Ratio (GR)

GR is non-symmetrical measure developed to overcome the problem of IG toward
bias problem. GR is described as

GR = IG

H(X)
(16)

IG(X |Y ) = H(X) − H(X |Y ) (17)

For predicating the attribute Y , the IG is normalized using the equation as
described. With the normalization approach, the GR values fall between [0, 1]. If
value is 1 then exists dependence between X and Y . If value is 0 then exists no
dependence between X and Y [8].

D. OneR

OneR is referred as one rule and 1R approach computes each single variable indi-
vidually. The OneR mechanism is rely upon only the variables and for each feature
predictor it generates 1 rule. Tomake 1 rule for each individual variable, the frequency
table is generated for each feature with the output label. The variables that hold small
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errors are considered and depending upon the errors the subset of the variables is
generated.

OneR Procedure

1. for each individual input variable predictor
2. each value of input variable predictor, rule as proceed
3. count the frequency of class target value
4. identify more frequent class label
5. assign the rule to that class target with respect to predictor value
6. compute total error in the rule of the each variable predictor
7. Then, consider the variable predictor with minimum error.

E. Correlation Attribute Evaluation (CAE)

CAE computes the worthiness of the variables by evaluating the correlation factor
between the individual variable with the class. In the CAE, Pearson correlation
approach is used to evaluate the correlation for each variables with the class label.
The variables which exhibit high correlation with the class label are ranked up and
variables which has less correlation with the class label are ranked down. So, based
upon the correlation measures the variables are scored [20].

F. Chi-Square

Chi-square variable selection approach is applied to verify the independence between
the two variables. Chi-square examine the variables with the class label and select
the variables subset based upon the good chi-square scores. Chi-square is described
as

X2 = (Observed frequency − Expected frequency)2

Expected frequency
(18)

When two variables are uncorrelated, then the observed count and expected count
are close to each other. The higher the chi-square scores implies variables that are
strongly associated to output class, and these variable subset are further applied to
NB training.

G. ReliefF

ReliefF is developed by Kononenko 1994 and filter variable selection approach to
overcome the issue with the handling of incomplete data and restriction of two class
problem. The method is good do handle with the noisy and incomplete variable. The
reliefF place weight to each variables based upon the relevance to target class. The
approach randomly choose Ri instance and evaluate the k nearest hits Hj for same
class. Then approach evaluate the k nearest hits Mj for different classes, next the
quality estimation W [A] is carried out for all variables A based on Ri values using
Hj and Mj
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W [A] := W [A] −
k∑

j=1

diff(A, Ri Hj )

m.k

+
∑

c=class(Ri )

P(C)

1 − P(class(Ri ))

k∑

j=1

diff
(
A, Ri ,Mj (c)

)
/(m.k) (19)

In reliefF initially weights are made to zero and the approach update the weight
iteratively. Then at the end, variables with the more weights are considered [3].

5.2 Wrapper Methodology

Wrapper methodology is an effective approach to get optimal variables subset and
to eliminate the redundant and irrelevant variables in the high dimensional customer
datasets. The approach uses an induction algorithm to pick the right relevant variables
in order to perform efficient customer analysis. The pros of wrapper methods are 1.
wrapper check the features interaction, 2. provides optimal variables subset [17]. The
evaluating of wrapper for selecting optimal variable subset progress through 1. Iden-
tify variable subset (go through with search strategy), 2. Construct the ML approach
(in this stage, MLmodel considered to trained with the pre-selected variable subset),
3. Compute the classifier performance, 4. Repeat the above process to obtain a good
relevant variable subset. The stopping point of the wrapper methodology depends
upon 1. decreases model performance, 2. predefined no of variables reached [10].
Compare to filter this method exhibit high computational time, since this occurs due
to involvement of search strategies and induction algorithm and possible of overfit-
ting. In wrapper, totally five different approaches are applied (SFS, SBS, Genetic,
PSO and Bestfirst). The wrapper technique is presented in Fig. 3.

Original 
learning set

Wrapper selector

Feature 
Classification

subset   

Search

Induction model

Optimal 
variable subset

NB algorithm & 
performance 
analysis

Fig. 3 Describes wrapper method to obtaining optimal variable subset for NB
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A. Sequential Forward Selection (SFS)

The SFS approach is a greedy,wrapper-based algorithm that uses the inductionmodel
to select the best optimal variable subset. TheusageofSFS trends to increases because
of its simplicity and speed. SFS approach uses the bottom-up procedure and starting
with empty set. From the blank set, SFS uses some evaluation functions to add the
variable subset and follow these evaluation function repeatedly to obtain optimal
variable subset. These variable subset obtained should possibly reduce the MS error.
Further, the selected variable subset from the SFS trends to reduces the classification
error. The cons of SFS is the method cannot eliminate the particular variables after
the inclusion of other variables [21].

SFS Pseudo Code

1. Proceed with empty set: Yk = {∅}, k = 0.
2. Select next variable set:

x+ = arg max
x+∈Yk

[
J
(
Yk + x+)]

3. If J
(
Yk + x+)

> J (Yk)

a. Update Yk+1 = Yk + x+
b. (k = k + 1)
c. Back to step 2

B. Sequential Backward Selection (SBS)

The SBS approach is a greedy, wrapper-based algorithm that uses the induction
model to select the best optimal variable subset. The SBS is quite opposite with the
SFS approach. The SBS proceed with the full variable set and using some evaluation
function to remove the variable subset which does not contribute more to improve the
NB model accuracy. From the SBS procedure, optimal variable subset is generated
and further used to optimize the NB prediction [21].

SBS Pseudo Code

1. Proceed with full variable set Y0 = X
2. Eliminate worst variables x− = argmax

x∈Yk
J (Yk − x)

3. update Yk+1 = Yk − x−; k = k + 1
4. Go to step 2

C. Genetic Algorithm (GA)

GA is based upon search approach and rely on genetics and natural selection princi-
ples. GA is fast and efficient, effective parallel capabilities and yields good solutions.
The selection of optimal variable subset is obtained through stages in GA [5].
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D. Particle Swam Optimization (PSO)

PSObelongs to subset of EC and the approach is developed byKennedy andEberhart.
PSO is population-based and each single individual of the population is considered
as particles in search space.

E. Bestfirst (BF)

The Bestfirst approach is combining of depth and breath search. The best first can
proceed through forward or backward or in bi-direction search to get the optimal
attribute set [22, 23].

5.3 Hybrid Methodology

Then using the pre-selected variable subset is further applied to the wrapper method
to get the best variable subset. The idea of hybrid lies that, filter method works fast in
computing variable subset, but the result is not satisfied. Next, in wrapper results are
satisfy, but there exhibit high computational. The overcome with selecting optimal
variable subset and to perform in efficient time, the hybrid mechanism is proposed
[17]. The pros of hybrid are 1. high performance, 2. compare to wrapper better
computational, 3. better for large dimensional datasets [24]. Thus by looking at the
advantages of filter and wrapper, the hybrid approach is proposed.

6 Experimental Design

The experimental study to enhance the customer analysis using NB is studied
and presented detailed in Sect. 4. In this research, three different methodology is
performed. For each methodology experimental are performed and compared with
NB without applying any methodology.

6.1 Validity Scores and Datasets

The customer data is obtained from UCI and the data holds 45,211 instances. The
customer data consists of 17 variables. The experiment conducted is compared by
using standard metrics like Accuracy, TPR, Sensitivity, PPV, FNR, FPR [25–27].
List of attributes present in customer dataset are given below:

1. Age (N), 2. Job (C), 3. Martial (C), 4. Education (C), 5. Default (C), 6. Balance
(N), 7. Housing (C), 8. Loan (C), 9. Contact (C), 10. Month (C), 11. Day (N), 12.
Duration (N), 13. Campaign (N), 14. Pdays (N), 15. Previous (N), 16. Pout come (N),
17. Yes (Output Label). The Character N refers to Numeric Variable and character
C refers to Categorical variable.
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6.2 Experimental Procedure

1. First the filter procedure is used to select the best variable subset to evaluate
with the NB. In this experiment, seven different filter mechanisms are used
(Symmetrical uncertainty, IG, GR, OneR, CAE, Chi-square and ReliefF). Using
the filter approach, the variables are scored accordingly to relevance with the
output label. To chose the best variable subset from the scored variable set,
the threshold value is applied. Here, three different threshold value is selected
10%, log2 n, and 65%. The selection of different threshold value to analysis how
the accuracy of NB prediction is achieved with these values (10%, log2 n, and
65%.). The results are tabulated in Tables 1, 2 and 3.

2. Second, the wrapper approach is applied to get the right optimal variable group
to evaluate with the NB. Here, five different wrapper mechanism is used (SFS,
SBS, Genetic, PSO and Bestfirst). The results are tabulated in Table 4.

3. Third, the Hybrid variable selection is applied to select the best optimal vari-
able subset to evaluate with the NB. The hybrid procedure uses both filter and

Table 1 Accuracy, recall, specificity, FNR, FPR and precision ofNBusing variable subset obtained
from different filter method by setting 10% threshold value and NB (without variable selection)

Accuracy Recall Specificity Precision FNR FPR

SU 89.1951 0.303 0.969 0.571 0.696 0.300

IG 89.1951 0.303 0.969 0.571 0.696 0.300

GR 89.1951 0.303 0.969 0.571 0.696 0.300

ONER 89.1951 0.303 0.969 0.571 0.696 0.300

CHI-SQUARE 89.1951 0.303 0.969 0.571 0.696 0.300

CAE 89.1951 0.303 0.969 0.571 0.696 0.300

RELIEFF 88.1887 0.303 0.969 0.571 0.696 0.300

NB 88.0073 0.528 0.926 0.488 0.472 0.074

Table 2 Accuracy, recall, specificity, FNR, FPR and precision ofNBusing variable subset obtained
from different filter method by setting log2 n threshold value and NB (without variable selection)

Accuracy Recall Specificity Precision FNR FPR

SU 88.4077 0.385 0.950 0.506 0.615 0.0498

IG 89.2703 0.394 0.958 0.559 0.606 0.042

GR 88.4077 0.385 0.950 0.506 0.615 0.0498

ONER 89.2703 0.394 0.958 0.559 0.606 0.042

CHI-SQUARE 89.2703 0.394 0.958 0.559 0.606 0.042

CAE 89.7989 0.391 0.965 0.598 0.609 0.034

RELIEFF 88.9452 0.287 0.9693 0.553 0.713 0.0307

NB 88.0073 0.528 0.926 0.488 0.472 0.074



196 R. Siva Subramanian et al.

Table 3 Accuracy, recall, specificity, FNR, FPR and precision ofNBusing variable subset obtained
from different filter method by setting 65% threshold value and NB (without variable selection)

Accuracy Recall Specificity Precision FNR FPR

SU 88.4475 0.474 0.938 0.507 0.526 0.061

IG 88.4187 0.470 0.939 0.505 0.530 0.060

GR 88.4475 0.474 0.938 0.507 0.526 0.061

ONER 89.4052 0.439 0.954 0.560 0.561 0.045

CHI-SQUARE 88.4187 0.470 0.939 0.505 0.530 0.060

CAE 88.1334 0.493 0.932 0.493 0.507 0.067

RELIEFF 89.5755 0.463 0.953 0.567 0.537 0.046

NB 88.0073 0.528 0.926 0.488 0.472 0.074

Table 4 Accuracy, recall, specificity, FNR, FPR and precision ofNBusing variable subset obtained
from different wrapper methods and NB (without variable selection)

Accuracy Recall Specificity Precision FNR FPR

PSO 90.0356 0.427 0.963 0.605 0.573 0.036

GENETIC 90.0135 0.414 0.964 0.607 0.586 0.035

SFS 89.852 0.458 0.956 0.548 0.542 0.043

SBS 90.0356 0.427 0.963 0.605 0.573 0.036

BEST FIRST 89.852 0.458 0.956 0.548 0.542 0.043

NB 88.0073 0.528 0.926 0.488 0.472 0.074

wrapper to select the variable subset. Using filter approach variables is ranked
accordingly to correlation with the output predictor and the threshold value is
set into 65% to select optimal variable subset. The next wrapper approach is
applied to the pre-selected variable subset from the filter mechanism to obtain
the best optimal variable subset. The results are presented in Tables 5, 6, 7, 8
and 9.

4. Fourth NB is evaluated without considering any feature selection mechanism
and results of filter-NB,wrapper-NB, hybrid-NB and standardNB are compared
and presented.

Table 5 Accuracy, recall, specificity, FNR, FPR and precision modeling NB using variable subset
obtained fromHYBRID (PSOandCAE,RELIEFF)-NBmethod andNB (without variable selection)

Accuracy Recall Specificity Precision FNR FPR

PSO and CAE 90.044 0.424 0.963 0.607 0.576 0.036

PSO and RELIEFF 90.035 0.427 0.9630 0.605 0.573 0.036

NB 88.0073 0.528 0.926 0.488 0.472 0.074
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Table 6 Accuracy, recall, specificity, FNR, FPR and precision modeling NB using variable subset
obtained from HYBRID (GENETIC and SU, GR, CAE, RELIEFF)-NB method and NB (without
variable selection)

Accuracy Recall Specificity Precision FNR FPR

GENETIC and SU 90.0113 0.420 0.9637 0.605 0.580 0.0362

GENETIC and GR 90.0113 0.420 0.9637 0.605 0.580 0.0362

GENETIC and CAE 90.044 0.424 0.963 0.607 0.576 0.036

GENETIC and RELIEFF 90.0356 0.427 0.9630 0.605 0.573 0.036

NB 88.0073 0.528 0.926 0.488 0.472 0.074

Table 7 Accuracy, recall, specificity, FNR, FPR and precision modeling NB using variable subset
obtained from HYBRID (SFS and SU, IG, GR, CHI-SQUARE, CAE, RELIEFF)-NB method and
NB (without variable selection)

Accuracy Recall Specificity Precision FNR FPR

SFS and SU 89.944 0.409 0.9644 0.604 0.591 0.0355

SFS and IG 89.998 0.414 0.9643 0.606 0.586 0.0356

SFS and GR 89.944 0.409 0.9644 0.604 0.591 0.0355

SFS and CHI-SQUARE 89.998 0.414 0.9643 0.606 0.586 0.0356

SFS and CAE 89.852 0.458 0.956 0.584 0.542 0.0431

SFS and RELIEFF 89.916 0.412 0.9637 0.601 0.588 0.036

NB 88.0073 0.528 0.926 0.488 0.472 0.074

Table 8 Accuracy, recall, specificity, FNR, FPR and precision modeling NB using variable subset
obtained fromHYBRID (SBS andCAE,RELIEFF)-NBmethod andNB (without variable selection)

Accuracy Recall Specificity Precision FNR FPR

SBS and CAE 90.044 0.424 0.963 0.607 0.576 0.036

SBS and RELIEFF 90.035 0.427 0.9630 0.605 0.573 0.036

NB 88.0073 0.528 0.926 0.488 0.472 0.074

Table 9 Accuracy, recall, specificity, FNR, FPR and precision modeling NB using variable subset
obtained from HYBRID (BF and SU, IG, GR, ONER, CHI-SQUARE, RELIEFF)-NB method and
NB (without variable selection)

Accuracy Recall Specificity Precision FNR FPR

BF and SU 90.0113 0.420 0.9637 0.605 0.580 0.0362

BF and IG 89.998 0.414 0.9643 0.606 0.586 0.0356

BF and GR 90.0113 0.420 0.9637 0.605 0.580 0.0362

BF and ONER 89.8719 0.392 0.9659 0.603 0.608 0.0340

BF and CHI-SQUARE 89.998 0.414 0.9643 0.606 0.586 0.0356

BF and RELIEFF 89.9449 0.409 0.9644 0.604 0.591 0.0355

NB 88.0073 0.528 0.926 0.488 0.472 0.074
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6.3 Experimental Results

The results analysis from Table 1 shows that compared to standard NB all the filter-
NB approach studied in this research improves the customer analysis prediction.
StandardNBgets customer analysis up to 88.0073, but other filter-NB gets prediction
up to 89.1951 except reliefF-NB. Here, 10% threshold value is considered to get
the best variable subset from the variable ranking list obtained after filter evaluation.
Except for ReliefF-NBmethod all other filter approach produces the same prediction
analysis.With 10% threshold value is best for all filter approach to choose the variable
subset. But for the reliefF 10% threshold is not enough to improve the NB.

The result analysis presented in Table 2 describes filter-NBmethodology performs
better customer analysis compare to NB (without variable selection). The standard
NB achieves prediction up to 88.0073, but filter-NB achieves higher prediction up
to 89.7989 and minimum prediction up to 88.4077. Here, the threshold value log2 n
is set to obtain optimal feature subset. The log2 n threshold value choose the best
variable subset for chi-square, oneR, IG and SFS compared to ReliefF, SU and GR.

The results analysis from Table 3 shows the filter-NB approach improves better
customer prediction compared to standard NB. The NB (without variable selection)
achieves prediction up to 88.0073, but in the case of filter-NB approach achieves
higher prediction up to 89.5755 and minimum prediction up to 88.1334. Here, the
threshold value is set to value 65%. The threshold value is good for filter method
oneR and reliefF compared to SU, GR, IG, CHI-SQUARE and CAE.

The results analysis presented in Table 4 shows wrapper-NB methodology
achieves better customer analysis compare to standard NB (without variable selec-
tion). The PSO and SBS-NB gets a higher prediction of 90.0356, but standard NB
achieves only 88.0073. In wrapper, total five methods are applied from that PSO and
SBS perform better compare to the other wrapper methods.

The results analysis presented from Tables 5, 6, 7, 8 and 9 reveals hybrid-NB
approach performs better prediction compared to the standard NB. The NB (without
variable selection) gets only up to 88.0073 prediction analysis. But the hybridmethod
PSO and CAE archives 90.044. Then, the next hybrid method genetic and CAE
achieves 90.044 and genetic and reliefF achieves 90.0356. Then, the next hybrid
method SFS and SU gets 89.944 and SFS and IG archives 89.998 and SFS and
GR achieves 89.944 and SFS and chi-square achieves 89.998 and SFS and reliefF
achieves 89.916. Then, next hybrid method SBS and CAE achieves 90.044 predic-
tions. Then, the next hybrid method BF and SU achieves 90.0113 and BF and IG
achieves 89.998 andBF andGRachieves 90.0113 andBF and oneR achieves 89.8719
and BF and chi-square achieves 89.998 and BF and reliefF achieves 89.9449 predic-
tion improvement The hybrid method is proceed using filter and wrapper method.
First using the filter method, the variables are ranked and using a 65% threshold value
optimal subset is obtained. Then, from the pre-selected variable subset is further
applied wrapper method to obtain the best optimal variable subset.
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6.4 Results Analysis

The experiment is carried out with three different methodologies, and the findings
obtained are summarized. Tables 1, 2 and 3 describes the result analysis of NB using
filter methodology with the different threshold value. From the filter-NB method-
ology, the research work witness CAE at log2 n threshold value selects a best variable
subset and obtains maximum accuracy prediction of 89.7989. Table 4 describes the
result analysis ofNBusingwrappermethodology. ThePSOandSBSapproach selects
the best optimal variable subset to improve customer analysis using NB and obtains a
maximum accuracy prediction of 90.0356. Tables 5, 6, 7, 8 and 9 describe hybrid-NB
methodology to improve the NB. The results reveals the hybrid approach PSO and
CAE and GENETIC and CAE and SBS and CAE selects the best optimal variable
subset and improves NB prediction by 90.044. The study shows the hybrid approach
performs better prediction compared to filter and wrapper from the results obtained
from the three distinct approach experiments. Also compare to time complexity,
hybrid method performs better compare to the wrapper. As fast as the filter method,
the hybrid method performs efficiency to select optimal subset and results obtained
are better compare to filter.

6.5 Research Findings

1. In the filter method to select the best optimal variable subset three different
threshold values are considered to examine how the threshold value is important
to select the variable subset. From the three threshold value, log2 n is considered
as better, since the NB prediction improves up to 89.7989. Second, next best
variable subset is generated at 65% threshold value 89.5755 and the third next
three best variable subsets are generated at log2 n 89.2703. From this analysis
shows the setting of threshold value should be given better consideration.

2. From thedifferent filter approaches,CAEperformsbetter in improving customer
analysis using NB compared to other filter approaches. Compare to Wrapper
and hybrid the filter performs fast, but the prediction is not satisfying compared
to others.

3. The wrapper selects the best optimal variable subset by using SBS and PSO and
improves prediction accuracy 90.0356 better compared to the filter approach.
But the method is computational inefficient while selecting the variable subset,
since there exits an induction model with a wrapper to choose the variable
subset.

4. The hybrid approach selects the best optimal variable subset by using CAE
with PSO, GENETIC and SBS, and improves the prediction accuracy of 90.044
compared to filter and wrapper. The hybrid approach uses the pros of filter
and wrapper to select optimal variable subset. Hybrid works computational
efficiency and produces the best variable subset compared to wrapper and filter.
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Since the method first uses a filter to identity the best variable set and then
using the pre-selected variables, the wrapper mechanism is constructed to select
the best optimal variable subset. So, time complexity is improved using hybrid
compared to the wrapper. Then, fast and best optimal variable subset is obtained
in hybrid compared to filter.

5. The findings of the experiment show that hybrid-NB performs better than filter
and wrapper methodology.

7 Conclusion

To perform enhanced customer analysis, the Naive Bayes ML approach is studied
and analyzed. But due to uncertainties associated with high dimensional data and
the infringement of independence assumption between the variables in the dataset
imposed by theNB,makes theNB to function inefficiently. This can bemade possible
by eliminating redundant, noisy and missing variables and to select the most rele-
vant variables highly correlated with a class label. To arrive at the solution for the
above-said problem, three different variable selection methodologies are studied and
analyzed. Filter, wrapper and hybrid methodology are examined to get the best vari-
able group to optimize customer analysis using the NB. The experimental analyses
presents CAE filter-NB improves prediction up to 89.7989. Then, wrapper SBS and
PSO and improve the prediction accuracy of 90.0356. Then, hybrid using CAE with
PSO, GENETIC and SBS and improves the prediction accuracy of 90.044. Compare
to threemethodologies to improve customer analysis hybrid-NBperforms better with
better computational time and selects optimal variable subset.
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Personalized Abstract Review
Summarization Using Personalized Key
Information-Guided Network

Nidhin S. Dharan and R. Gowtham

Abstract We are proposing a personalized summarization model, which generates
an abstractive summary of a random review based on the preference of a specific user.
The summary will account the user’s preference on different aspects present in the
review. We put forward a Personalized Key Information Guided Network (PKIGN)
that pools both extractive and abstractive methods for summary generation. Specif-
ically, keywords present in the review are extracted which are specific to that user,
and these keywords are used as key information representation to guide the process
of generating summaries. Additionally, Pointer-Guide mechanism is employed for
obtaining long-term value for decoding. We evaluate our model on a new Trip-
Advisor hotel review dataset, comprising of 140,874 reviews from 41,600 users.
Combining the results from both human evaluation and quantitative analysis, it is
seen that ourmodel achieves better performance than existingmodels on personalized
review summarization in case of hotel reviews.

Keywords Extractive and abstractive summarization · Encoded · PKIGN ·
Pointer-guide

1 Introduction

Review summarization has gained a great success owing to the introduction ofmodels
sequence-to-sequence [1], transformers [2] and their variants [3]. The main objective
of review summarization is to create a condensed summarization of the single or
multiple reviews. With the exponential growth of e-commerce websites, it has been
widely researched (Fig. 1).

This paper discusses introducing the concept of personalization to review summa-
rization, which has not been discussed extensively in previous research. A model has
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Fig. 1 The main motivation behind personalized key information-guided network is that for
the same review different users are likely to create different summaries according to their own
preferences

been built on creating personalized summarization based on important words [4]
which does not provide good results. In case of a review, different users may care
about different aspects according to their personal preferences. In case of our dataset
which consists of hotel reviews, different aspects have been identified as location,
room, value, facility, service and food. User A may care about the aspects service
and room more than price, while user B may care about price. Therefore, we are
proposing a model which takes into account user-specific aspects while creating
summaries.

Personalized review summarization has a wide range of application across all
online consumer products, such asTripAdvisor andZomato.Userswrite their reviews
across all of these platforms, and one function is to provide summarizes of other
reviews according to their preferences or aspects. Using classical models for summa-
rization, every userwill view the same summary for every review.Using our proposed
model, for the same review, different users will be able to see different summaries,
thus providing a personalized service to each and every customer.

To perform personalized review summarization, we propose personalized key
information-guided network which is based on sequence-to-sequence and key
information guide network. Our model has major updates done in two parts.

Firstly, we create a corpus of all the reviews and summaries from a user and find
out the most common words used by each user. Each user will talk more about the
aspect they care about. By this method, we find out which aspects each user cares
about.

Secondly, for each review, we are extracting keywords using TextRank [5], andwe
are only keeping keywords containing using specific keywords. By these methods,
these user-specific aspects will be givenmore importancewhile generating summary.

To validate our approach, we have taken a dataset from paper. With quantitative
and human evaluation approaches, we present that our model has achieved better
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results for personalized review summarization in the case of hotel reviews. Our
contributions for this project are as follows:

• To the best of our knowledge, we are the first ones to propose a personalized key
information-guided network by using user-specific aspect keywords from reviews
for personalized review summarization.

• For evaluating our model, we have created a novel dataset Hotel Reviews.

2 Related Works

Abstractive summarization has been studied across numerous papers throughout
many years. Abstractive text summarizations have been extensively used for review
summarization. RNNs are mainly leveraged for most of the natural language
processing tasks as a result of very promising results. After the introduction of
Encoder Decoder models in neural machine translation [6], a neural attention
encoder–decoder model with feed-forward networks was introduced for abstract
summarization [7]. In this model, an attention mechanism is added to the framework
by taking into account the context vectors in hidden state of the encoder that helps
in decoding the target sequences and achieved state-of-the-art results for DUC-2004
and Gigaword, two sentence-level summarization datasets. The basic architecture of
our model is inspired from the sequence-to-sequence model. The approach which
is focused on the attention mechanism has been augmented with recurrent decoders
[3], abstract meaning representations [8], hierarchical networks [9] and variational
autoencoders [10] improved performance on the respective datasets. A segment-to-
segment neural transduction model [11] for sequence-to-sequence framework. The
model introduces a latent segmentation which determines correspondences between
tokens of the input text and the output text. Experimentation performed on the
proposed transduction model shows good results on the Gigaword dataset.

While the sequence-to-sequence model with attention was getting promising
results, some problems still existed. In these models, for each time step, the decoder
uses a fixed target vocabulary to the given probability distribution. These types of
situations can lead to OOV word errors. One method of solving this is where the
size of target vocabulary is increased, but this will result in increase of computa-
tional complexity needed to find out the Softmax function across all possible words
in the target vocabulary. To solve this, a model which uses soft copy mechanism
was introduced in PGN [12] model which uses pointer generation network, which
is a hybrid network, which lets us both copy the words from keywords and also
generate the words from target vocabulary. PGN was able to achieve state-of-the-
art results on CNN/Daily Mail dataset. The soft copy mechanism, mentioned in the
above architecture, is added to our model with personalized keyword.

Another drawback of the traditional method is that there is no way to filter out
the secondary information. In the existing methods, all the information given at the
encoder is passed on to the decoder state for generation without checking if they are
useful or not. This can often lead to the model focusing on unimportant information
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while generating summaries. SEASS [13] network uses a selective mechanism to
control the information flow which highlights important information and release
the burden of the decoder which performed significantly better on ROGUE score
for English Gigaword, DUC 2004 and MSRATC test sets. Therefore, focusing on
the keywords while summarizing will improve summarization, and this principle is
used in our model. Other models use dual-encoding [14] propose an LSTM-CNN
approach which create new sentences by searching more fine-grained fragments
than sentences and semantic phrases. The dual-encoding approach is consisting of
two main stages. The first stage extracts phrases from source sentences which is
followed by a stage that generates text summaries using deep learning. Existing
models which create abstractive summary based on the opinions and arguments [15]
also fail to filter the personalized information. There have been other methods which
summarize texts [16–18] and analyze product reviews [19] but fail in personalization.
Our model is inspired from Guiding Generation for Abstractive Text Summarization
Based on Key Information Guide Network [20] which used key information-guided
mechanism and soft copy mechanism. This model was validated on CNN/DailyMail
dataset. The main difference in our model is that we have devised a way to extract
personalized information from the users’ previous reviews and use this information
for key information-guided mechanism and soft copy mechanism.

Another downside is that the encoder-decoder methods do not provide better
results for longer texts. Transformer model [2] was introduced using stacked self-
attention and point-wise fully connected layers for both the encoder and decoder.
This model achieved state-of-the-art results in WMT 2014 English–German dataset.
The main advantage of this model is parallelizable and requiring significantly less
time to train. We tried implementing a guided mechanism in the transformer, but it
did not provide better results.

User-aware sequence network [21] is used for personalized review summariza-
tion. This model is based on S2S network with user-aware encoder and user-aware
decoder, where selective mechanism is used in user-aware encoder to highlight user-
specific information in the review. USN achieved state-of-the-art rogue for person-
alized summarization. The user-aware decoder identify the user writing style and
uses a soft copy mechanism to obtain summaries. But our model differs from this
user-aware sequence network as we use personalized keywords to guide our summa-
rizationmodel.We have devised amethod to extract user preferences which is unique
to our model.

3 Problem Formulation

Suppose that we have a corpus with N user-review-summary triplets, where user u
writes a review x and a summary y. Review x is a sequential input where x = {x1,
x2, …, xi, …, xn} is a sequence of n number of words, and i is the index of the
input words. Summary y is the shorter output where y = {y1, y2, …, yi, …, ym} of
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Table 1 Dataset description
for Tripdata

Reviews 140,874

Summaries 140,874

Users 41,745

Reviews/user 3.37

m number of words where n > m. The aim of our model is to generate a summary y
from review x by attending to u’s aspects preference on summarizing reviews.

4 Dataset

We use hotel review dataset fromTrip Advisor [22].We create a new dataset Tripdata
from this data. Tripdata is collected from identifyingmanipulated offerings on review
portals [22], which was collected from TripAdvisor which is a travel review website.
The data contains user-generated reviews along with author names and titles. The
title of a review provides summarized information of the review. Moreover, there
are many noisy samples found in the data. Different filtering techniques are used to
obtain a clean data such as:

i. Review length filter is used to remove reviews less than twenty five words and
more than five hundred words. This is done to remove reviews that are too short
and too long

ii. Title length filter is used to remove titles less than five words. This is done to
remove titles which are too short

iii. Aspect-based filter is used to remove titles which do not have any aspects
relating to hotel reviews. For hotel review data, we have mentioned six aspects
alongwith their seedwords inTable 1.The seedswordsmentioned are expanded
with boot strapping method by aspect segmentation algorithm [23]. Finally, the
samples where the seed words are not present in the title are removed.

Statistics for Tripdata are provided in Table 1. We randomly split the dataset into
5000 user-review-summary triplets for test, 1500 user-review-summary triplets for
validation and the rest for training purpose.

5 Our Model

The classical encoder–decoder network works with the review text as the input and
the summary text as the output, where there is limited control over generation and
key information may be missing in the summary. In addition to this, we also want the
summary to be guided by personalized key information. That is where personalized
key information-guided network is introduced shown in Fig. 2.
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Fig. 2 Personalized key information-guided network architecture

5.1 Preprocessing

In detail, the first step is to identify which aspect each user cares about. Since we are
working exclusively on hotel reviews, we can specify which aspects we should look
for [21]. In addition to the seed words mentioned [21], we have also included some
words with respect to this use case (Table 2). Firstly, we remove the stopwords from
all the reviews (to avoid noise) and create a corpuswith all the reviews and summaries
for each user. Secondly, we find the most commonly used 30 words from each corpus
(users will talk more about the aspects they care about). Then, we identify which
aspects these words relate to if any. By this method, we identify aspect preference
for each user.

The second step is to keywords using TextRank algorithm for each review. Then,
we filter out the keywords which are not related to the aspects mentioned for the
specific user. By this method, we will be able to get personalized key information
for each review.

Table 2 Aspect words and their keywords

Aspect Keywords

Location ‘location,’ ‘traffic,’ ‘minute,’ ‘walk,’ ‘property,’ ‘noise,’ ‘loud’

Service ‘server,’ ‘service,’ ‘welcome,’ ‘staff,’ ‘management,’ ‘friendly,’ ‘front desk,’
‘helpful,’ ‘help,’ ‘courteous’

Room ‘room,’ ‘bed,’ ‘clean,’ ‘cleanliness,’ ‘dirty,’ ‘bathroom,’ ‘rooms,’ ‘suite,’ ‘décor,’
‘spacious,’ ‘suite’

Value ‘value,’ ‘price,’ ‘quality,’ ‘worth,’ ‘rate,’ ‘cost,’ ‘luxury,’ ‘cheap,’ ‘bargain,’
‘affordable,’ ‘money,’ ‘overpriced,’ ‘expensive,’ ‘budget’

Facility ‘pool,’ ‘parking,’ ‘internet,’ ‘wifi,’ ‘vibe,’ ‘facilities,’ ‘amenities,’ ‘hotel,’ ‘fitness,’
‘gym’

Food ‘delicious,’ ‘breakfast,’ ‘coffee,’ ‘restaurant,’ ‘eatery,’ ‘food,’ ‘restaurants,’ ‘bar’
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5.2 Personalized Key Information Guided Network

The architecture we use here is similar to the one used in guiding generation for
abstractive text summarization based on key information guide network [20]. The
difference between these models is that while the KIGN used the whole keywords
as a guided mechanism, our model used only the personalized key information for
guiding the network.

The traditional encoder–decoder model works with source text as input and
summary is the output. In this method, the summarization method is hard to control
because of the lack of a guided mechanism. So we propose adding two enchantment
to traditional sequence-to-sequence model: personalized attention mechanism and
pointer mechanism.

Firstly, with the help of TextRank algorithm,we extract personalized keywords for
the reviews.As displayed in Fig. 1, the personalized keywords are passed individually
to a bi-LSTM present in personalized key information-guided network, and then, we
join the last forward hidden state and backward hidden state as the personalized key
information representation I:

I = h←
1

h→
n

(1)

Personalized AttentionMechanism: Traditional attentionmechanism uses decoder
state to attain the attention distribution of encoder hidden states which makes it hard
to have a guided mechanism. The personalized key information representation I as
the input onto to tradition attention models (Eq. 2) and the personalized attention
mechanism is shown in Eq. 3

eti = vt tanh(Whhi + Wsst ) (2)

eti = vt tanh(Whhi + Wsst + WI I ) (3)

where WI is learnable parameter. We will be using eti to obtain the latest attention
distribution and context vector c.

αe
t = softmax(et ) (4)

ct =
N∑

i=1

αe
ti hi (5)

An advantage of our personalized key information network is that it makes sure
that more focus is given to the personalized keywords. So, more focus will be given
to the personalized aspects and prior knowledge is given to the model.
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Pointer mechanism: Some of the keywords might be missing from the target vocab-
ulary, which might result in the summaries losing key information. So, we introduce
pointer generation network which is a hybrid network which lets us both copy the
words from keywords and also generate the words from target vocabulary. We use
the personalized key information I, the context vector ct and decoder state st and uses
them to calculate a soft switch pkey, which makes a decision on whether to generate
words from target vocabulary or reproducing words from the input text:

Pkey = σ
(
wT

I I + wT
c ct + wT

st st + bkey
)

(6)

where wT
I , w

T
c , w

T
st and bkey are learnable parameter, σ the sigmoid function.

Our pointer mechanism, where the personalized key information is included, has
the capacity to recognize personalized keywords. The attention distribution is used
as the probability of the input word ai and the probability distribution to predict the
successive word was obtained:

P(yt = a) = PkeyPv(tt = a) + (
1 − Pkey

) ∑

i :ai =a

αe
ti (7)

Note that if a is an OOV word, then Pv is zero. The main advantage of pointer
generation is the ability to produce OVV words with respect to the personalized
keyword.

We reduce the maximum likelihood loss at every individual decoding time step
during training, which is mainly used for creating sequences. We define y∗

b as the
target word for each decoding time step b and the loss is given as

L = −1

T

T∑

t=0

log P
(
y∗

b |y∗
1 , . . . , yt−1, x

)
(8)

5.3 Experiments

All experiments has been conducted on Tripdata which has 134,374 training triplets,
5000 test triplets and 1500 validation triplets. Two bidirectional LSTMs of dimension
256 are used in encoder, and an LSTM of embedding 256 is used for decoder. We
use GloVe pretrained model for word embedding with dimension 300. A vocabulary
size of 63,172 words is used for both source and target texts. W truncate the review
to 450 token, personalized keywords to 30 tokens and the summary to 50 tokens for
training. The dropout used [24] with probability p = 0.2. During training, we use loss
on the validation set to implement early stopping and also apply gradient clipping
[25] with range [−4, 4]. At test time, we use beam search by setting a beam size of 7
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for producing summaries. We use Adam as our optimizing algorithm and by setting
the batch size to 128. Our model was trained on 300 training iterations.

5.4 Evaluation Methods

We exploit ROUGE [26] metric for evaluating our model. ROUGE scores reported
in this paper are computed by Pyrouge package.

5.5 Comparison Methods

As far as we know, all previous review summarization studies focused on the multi-
review summarization scenario, which is essentially different from our task. Here, we
compare with several methods which are popular in abstractive text summarization
approaches.

• S2S is sequence to sequence model with attention. For this model, an attention
mechanism is added to the framework by taking into account context vectors
in hidden state of the encoder that helps in decoding the target sequences and
achieved state-of-the-art results for DUC-2004 and Gigaword datasets.

• SEASS [13] adopts a selective network to select important information from
review into S2S + Att. This model uses a selective mechanism to control the
information flow which highlights important information and release the burden
of the decoder which performed significantly better on ROGUE score for English
Gigaword, DUC 2004 and MSRATC test sets.

• PGN [12] adopts a copy mechanism to copy words from review when generating
summarization into S2. This model which uses pointer generation network, which
is a hybrid network, which lets us both copy the words from keywords and also
generate the words from target vocabulary. PGN was able to achieve state-of-the-
art results on CNN/Daily Mail dataset.

• User-Aware SequenceNetwork [21] is used for personalized review summariza-
tion. This model is based on S2S networkwith user-aware encoder and user-aware
decoder where selective mechanism is used in user-aware encoder to highlight
user-specific information in the review. USN achieved state-of-the-art rogue for
personalized summarization.
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Table 3 ROUGE F1 scores
on the test set for various
models

Models Rogue-1 Rogue-2 Rogue-L

S2S 28.15 14.85 28.88

SEASS 29.17 15.22 29.21

PGN 32.53 19.72 33.63

USN 32.89 20.11 33.48

Our model 34.36 21.51 34.28

6 Results

6.1 Review Summarization

Our results are shown inTable 3.Ourmodel is evaluatedwith standardROGUEscore,
taking the F1 scores for ROUGE-1, ROUGE-2 and ROUGE-L. We observe that the
S2S model has the lowest score since it employs a basic encoder decoder model
for summarization. S2S model. For SEASS, we add the selective mechanism, and
the scores improve slightly. However, it is important to filter the review text using
a selective mechanism for summarization. Therefore, we use guided mechanism
with personalized keywords, and it is seen to be efficient. Our model has a gain
of 6.21 ROUGE1, 6.66 ROUGE-2 and 5.4 ROUGE-L on. The PGN model, soft
copy mechanism is added to the encoder decoder model, performs better than the
previous models. The copy mechanism is incorporated on our model as we observed
that copying word from the input text is shown to improve the summarization. Our
model outperforms PGN by 1.83 ROUGE1, 1.79 ROUGE-2 and 0.6 ROUGE-L.

We also used USNmodel where modelling is done using user-related characteris-
tics. This performed better than all the other models. So, we know that incorporating
user specific information in our model, and using that as a guidance mechanism
will improve summarization. Therefore, we have used the personalized key infor-
mation guide network in our model and we have achieved 34.36 ROUGE1, 21.51
ROUGE-2 and 34.28 ROUGE-L. Our model has exceeded the baseline models with
the implementation of personalized attention mechanism and pointer mechanism
over a sequence to sequence model.

6.2 Human Evaluation of Personalization

Personalized key information-guided network is a personalized model which also
capture aspect preference of individual reviewer. Important aspects for each user are
found out in the preprocessing steps. Therefore, we want to identify if these aspects
are present in the summaries generated by our model.

We make use of six aspects already mentioned in preprocessing, and for our use
case of hotel review, we add a label to describe the overall attitude towards the hotel.
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Table 4 Aspect-level
precision, recall and F1 for
various models

Models Precision Recall F1-score

S2S 0.502 0.501 0.501

SEASS 0.512 0.512 0.512

PGN 0.533 0.542 0.5376

USN 0.565 0.572 0.568

Our model 0.615 0.625 0.619

Then, the generated summaries are labeled with the above-mentioned labels. The
generated summaries are labeled as follows:

Example 1: excellent customer service (service).
Example 2: Great rooms and perfect location (rooms, location).
To perform this human evaluation, 1400 user reviews are randomly sampled from

our test set. We produce summaries for the reviews using our personalized key
information-guided network model also along with those predictions are done using
other models such as S2S, SEASS and PGN. Then, we manually label generated
summaries and the user preferences. This is done to see how many of the user’s
preferences are present in the generated summary. While labeling, we check whether
the user labels are present in the review and if not, those labels are removed from
user aspects. After all the predicted summaries are labeled, we compute aspect level
precision, recall and F1 score for different models and shown in Table 4. We observe
that our model performs better than the other existing models which shows that
our model captures personalized features better. This is because of the presence of
personalized attention mechanism and pointer mechanism which helps us capture
user aspect preferences.

6.3 Case Study

Figure 3 shows an example of review between our model and USN. The output from
both themodels are compared with the gold summary. The review talks about aspects
such as location, room, service and value. But the gold summary is a general text
with no aspects. Here, it is observed that our model was able to introduce aspects
into the summary and make it more meaningful. Both USN and our model were
able to include aspects in our summary. We identified three user-specific aspects
namely service, room and value from previous reviews. But it seen that USN covers
two aspects, location and service, of which one, location, is not mentioned in user
aspects. For our model, it is seen that the summary included information from the
three user-specific aspects such as service, room and value. Therefore, our model
was able to summarize the review, taking it account the user’s preferences.
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Review: I read some of the past reviews and was hesitant to stay here. I usually stay close to the 
Seattle Center on 5th and Roy. This location is very comfortable for me to travel. The rooms, which 
are pretty dated, had a modern feel to them. There was a nice sofa bed in the room. The Heavenly bed 
was indeed nice. The internet was easy to use, but there is a charge for the service. The charges were 
too high for me. Housekeeping service was great; the attendant was very courteous and professional. 
Front desk personnel was friendly and cordial. And I did receive a phone call a few hours after I 
checked in to see if all was in order. I did use the business center and the gentleman running the office 
was attentive. Room service was surprisingly fast and efficient. Since it was pretty cold to go out at 
10pm on Saturday night, I was very impressed with the efficiency and quality of service with the room 
service. Food was not bad.
Gold summary :   scared of the reviews enjoyed the stay

User aspect : 'service', 'room', 'value'
USN :                     good location and great room service

Our Model :           nice room , bad value , great friendly service 

Fig. 3 Comparison of the output between the two personalized models on a hotel review are given.
Actual summary given by the user is shown as Gold summary and the user’s preferences are given
in User aspect

7 Conclusion

In this project, we address personalized review summarization and propose a Person-
alized Key Information Guided Network to account for user aspect preference
into personalized review summarization. At first, we use extractive methods to
get personalized keywords as additional input for reviews which accounts for the
user preference. Secondly, the important feature of this model is the personal-
ized key information-guided network which helps include the personalized features
in the summarization used along with the pointer generation network. To vali-
date our model, we have created a Tripdata dataset containing of hotel reviews
from the TripAdvisor website. From experimentation, our model was seen to be
performing better than existing and traditional models for the case of personalized
summarization.

As future enhancement to the existing model, we can introduce a transformer
model with a guided network which would help in summarization of long texts
and also introduce parallelize the operations. In addition to that, instead of setting
predefinedwords to identify each aspect,we could introduce a networkwhich identify
aspectwords from their semanticmeaning. Thiswould help in generalizing themodel
across manly domains not just the hotel review dataset.
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PKI-Based Security Enhancement
for IoT in 5G Networks

Nayeem Ahmad Khan

Abstract The Internet of Things (IoT) is a concept that includes physical devices,
web-enabled devices, and the entire network of connections that they use to commu-
nicate. The IoT enables these objects to be sensed and controlled remotely across
existing network infrastructure, creating opportunities for more direct integration
between the physical world and computer-based systems. Nowadays, 5G (fifth gener-
ation) systems have the potential to make the IoT concept becomes reality. However,
it is difficult for the 5G network against eavesdropping due to the characteristics
of 5G networks. In this paper, we have proposed the ElGamal Cryptography with
Public Key Infrastructure (PKI) techniques on the communication from the Base
Station (BS) to Relay Station (RS) and RS to RS, then finally from RS to Subscriber
Station (SS) to against replay attacks, man-in-the-middle (MITM) attack and denial-
of-service (DoS). Through the discussion on the proposed mechanism and it has the
probability to ensure the confidentiality, integrity, availability, and non-repudiation
of the transmitted data. We have discussed the performance analysis of the proposed
mechanism and given a conclusion on the discussion. From the result, it shows the
mechanism can enhance the security level on the 5G networks.

Keywords Cybersecurity · IoT · 5G · Cryptography · ElGamal · PKI

1 Introduction

With the arising of the Internet of Things (IoT), which is a concept used to define
an autonomous communication within a group of physical objects in a system [1],
a giant network of objects which has their unique IP address can now be connected
on the internet to automate a simple task more productively. To put it into words,
IoT is the concept of connecting any devices that have an on and off switch to the
Internet [2]. In the giant network of IoT, the relationship between the connected
objects (people with people, people with devices, and devices with devices) opens
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potential value for these objects to work together with better efficiency and accurate
results.

To connect all the objects in a network, the incoming fifth-generation 5G network
is a promising technology in fulfilling the concept of IoT. The 5G cellular network is
expected to have a higher system capacity, higher data rates, massive device connec-
tivity, reduced latency, and robustness against unexpected conditions [3]. In themean-
time when a node (base station) with a lower power has to communicate with the
sink node (subscriber station), the node will have to travel across multi-hop which
then requires neighbor’s nodes to be used as relays.

With all the IoT data that is transferred through the multi-hop cellular network,
the issue in securing the privacy of the data has been a major concern. There is a
possibility where the relay nodes may be eavesdropped by an eavesdropper. The
eavesdropper may use the information transferred from the node (base station) to
other unauthorized nodes.

Before asymmetric-key cryptography, namely Public Key Infrastructure (PKI)
is being introduced; the traditional cryptography method which also known as
symmetric-key cryptography is commonly used in securing the transmission of data
in a network. The symmetric-key cryptography is performed in which the same
secret key is used between the nodes (base station) and relay nodes and sink node
(subscriber station). As the distribution of secret keys requires complex protocols and
architecture, therefore it is difficult for the cryptographic method to be implemented
in IoT [4–6], and this leads to possible eavesdropping attacks.

To secure the eavesdropping of data in a multi-hop relay network operation, the
ElGamal algorithm with Public Key Infrastructure (PKI) technique is proposed in
this paper to secure the data from being attacked. PKI technique involves the use
of both public key and private key, which a public key is known by anyone in the
network to encrypt the message and to verify signatures while a private key is only
known by the sink node (subscriber station) is used to decrypt the message and create
signatures. Meanwhile, the ElGamal algorithm which is specifically based on the
Diffie-Hellman key exchange algorithm uses a one-way function inwhich encryption
and decryption are done in separate functions. The use of the PKI technique and
ElGamal algorithmproposed in this paper helps to prevent security issues such asDoS
attack, MITM attack, replay attack, sniffing attack, and spoofing attack to achieve
integrity, confidentiality, non-repudiation, and availability in message transmission.

From the network diagram in Fig. 1, BS transmits data to SS using 5G wireless
network with the presence of an ad-hoc network. And to enhance the coverage area
and performance of the transmission data, multiple numbers of relay stations are used
as illustrated in the diagram. This scenario is known as a multi-hop relay network.

First of all, the function of a BS is to send and receive the data transferred. In
the meantime, the relay station acts like a booster station or an amplifier in restoring
the strength of a transmitted signal. A relay can be categorized into two different
groups, transparent relay and non-transparent relay [7]. A transparent relay can only
work in a centralized scheduling mode, whereas a non-transparent relay can work in
both centralized and distributed scheduling mode. To understand better, we first have
to know the difference between centralized and distributed scheduling. Centralized
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Fig. 1 Wireless network area with multi-hop

scheduling means there is one focus of control. Meanwhile, distributed scheduling
distributed their control to other different parts. In this paper, we focus on non-
transparent distributed scheduling where the RSS as in Fig. 1 can operates as a BS
and transmits the broadcasted message and relays data. Besides, the function of the
relays can be categorized into three different strategies which are to estimate and
forward, amplify and forward and decode and forward.

The paper is organized as; Sect. 2 studies the wireless network with multi-hop;
Sect. 3 presents the suggested solutions using the combination of ElGamal cryptog-
raphy with PKI. Then, Sect. 4 presents the performance analysis of the proposed
cryptography; Sect. 5 is the last section presented in this paper with a conclusion
made.

2 Basis Model

As in Fig. 1, there are two RS between BS and SS which according to the authors
[8], unreliability increases when the number of hops increases in a distributed
and non-transparent scheduling mode. In other words, when the unreliability in an
environment increases, the number of attacks such as eavesdropping and tapping
eventually increases too. This may lead to attacks like denial-of-service (DoS),
man-in-the-middle (MITM), replay, sniffing, and spoofing.
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In a wireless network, there is a shared intermediate when transferring a message.
This intermediate has caused an easily attack from DoS attacks [8]. DoS attack may
occur during the transmission of data from BS to SS where an attacker might try
to intercept the data transferred. DoS attack can disconnect the transmission of data
or conversation among BS and SS as long as the conversation is available. Besides,
MITM occur when an attacker tries to intercept the transferred message by involving
himself in the conversation. A typical MITM occurs when the attacker has gained
full control over the conversation.

Besides, a replay attack occurs when there is a continuous attack on the conversa-
tion.A replay attackwill intercept and interrupt the conversation inwhich the attacker
willmodify the content of the conversation and send it to the other unauthorized party.
The success of the replay attack leads to MITM. In contrast, a DoS attack occurs
when an attacker fails in performing a replay attack. A wireless sniffing attack is to
use a hardware or software to intercept the transmitted message and decrypt it into
a readable format. The attacker will capture the transmitted data without encrypting
it like username and password. Spoofing attacks can perform an attack on a wire-
less network due to the open nature of the wireless medium. Most of the time, an
attacker tries to attack the media access control (MAC) addresses by pretending as a
legitimate BS.

Therefore, to ensure confidentiality, integrity, availability, and non-repudiation of
the transmitted data, the security level on a network should be increased. Securing
the transmission of data over a wireless network is not an easy task due to the high
number of attacks in the insecure channel. The proposed method in this paper to
solve the attacks over the wireless network is by using ElGamal Cryptography with
PKI.

3 Proposed Work

3.1 ElGamal Cryptography with PKI

Based on the scenario in the network diagram (Fig. 1), data will be continuous trans-
mitted from the BS to the SS through the relay stations where the relay stations can
boost the speed of transmission. In this part, wewill focus on theway to overcome the
attacks in awireless networkwith the techniques of ElGamalCryptographywith PKI.
ElGamal Cryptography is asymmetric cryptography. It can protect the confidentiality
of the transferred data. However, the integrity, availability, and non-repudiation of the
data are not able to ensure through the ElGamal Cryptography. In contrast, PKI can
protect the confidentiality, integrity, availability, and non-repudiation of the content
of the data. PKI only can be used for short messages. Therefore, the exchange of the
keys between two parties is needed due to send a large volume of the message. In
the integration of ElGamal Cryptography and PKI, the confidentiality of the content
can be strengthening. This is because both of the algorithms include the protection
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of confidentiality. However, if the information is compromised to an unauthorized
party, the content of the data will be no more confidentiality.

In ElGamal Cryptography, it involved the use of a discrete algorithm to get the
public key and the exchange of public keys between BS and SS. The details of the
process in ElGamal Cryptography with PKI are shown in Fig. 2. First, the BS and
SS must agree on picking the prime, “p” and generator, “g.” These two numbers
are mainly used in the discrete algorithm process. Without these two numbers, the
encryption and decryption between BS and SS cannot be achieved. Next, the SS
chooses the private key and keepswithin itself. After the private key has been decided,
an equation to form the public key is used.

PKB = (
gb

) ∗ (mod p) (1)

where
PKB: Public Key of SS/RS
gb: generator with Private Key of SS/RR, b

Fig. 2 The process of ElGamal cryptography with PKI
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p: Random prime number.
From the above equation, the “b” is the chosen private key of SS. By using

multiplication, the public key of SS/RS can be known.
At the BS side, the BS needs to choose a random number, “a” as BS’s private key

and give the message that sends to SS with an annotation as “m.” The “m” includes
the content of the message to be sent. The equation to get the public key is the same
as the equation in SS but the private key is different as they are using their private
key.

PKA = (
ga

) ∗ (mod p) (2)

where
PKA: Public Key of BS/RS
ga: generator with Private Key of BS/RS, a
p: Random prime number.
From the above equation, the “a” is the chosen private key of BS. After the

insertion of “a” into the equation, the public key of BS is known and exchange the
public key, PKA, to SS. The public keys, PKA and PKB will be exchanged between
two parties.

The following step is that the BS will use the PKB to multiply with the message,
“m,” with the content, “m1.” The “m1” which is the message will be sent to SS.

C = m1 ∗ (PKBa1) ∗ (mod P1) (3)

where
C: ciphertext of the encrypted message
m1: the content of the message to be sent
PKB: Public Key of SS/RS
a1: Private Key of BS/RS
P1: Random prime number of p.
The multiplication of these values is to encrypt the message into ciphertext, “C.”

The encryption in the use of a discrete algorithm is to prevent the attacks of the
intruder. Without the private keys of both parties, the intruder has a lower probability
in eavesdropping.

The concept of PKI will be applied to the following steps. The hash function is
used on the C value in order the ciphertext, “C,” has the second time encryption. The
second encryption of the ciphertext uses the “C” to represent in the equation. After
that, the first time ciphertext, “C” is added with the second time ciphertext with the
hash function, “H(C′),” to get the third encryption. The encryption uses the private
key of BS/RS to encrypt with the ciphertext.

PE
(
C + H

(
C ′))

BS/RS (4)

where
E: Encrypted by BS/RS’s Private Key



PKI-Based Security Enhancement for IoT in 5G Networks 223

C: Cipher text
H(C′): Ciphertext with the hash function.
The encrypted message is sent through the insecure channel. When the encrypted

message is sent through the channel, the digital signature (DS) of the BS/RS has
been used as the authentication in the communication. Therefore, the SS/RS needs
to request the digital signature of the BS/RS to verify the message. If the requested
digital signature is not able to authenticate, then SS/RS has the right to reject the
message to read. Otherwise, the SS/RS can proceed to the decryption process.

After the digital signature is being verified, the encrypted message will be
decrypted by using Eq. 5.

PD
(
C + H

(
C ′))

BS/RS (5)

where
PD: Decrypted with Public Key of BS/RS
C: Cipher text
H(C′): Cipher text with hash function.
In the decryption process, both the ciphertext and the ciphertext with the hash

function will be decrypted with the public key of BS/RS. To eliminate the hash func-
tion on the ciphertext, the second time of the hash function will be used. So that the
ciphertext only with the first encryptedmessage. To continue with the decryption, the
decryption factor, “K,” needs to be found. The equation below shows the calculation
to get the decryption factor, “K.”

K = (PKA
∧(−b1)) ∗ (C ∗ mod P1) (6)

where
K: Decryption factor
PKA: Public Key of BS/RS
b1: Private Key of SS/RS
C: Cipher text
P1: Random number of p.
The decryption factor, “K,” is important in getting the decrypted message. This

is because the “K” needs to insert in the equation below to get the decrypted content
of the message.

C = m1 ∗ K ∗ (mod P1) (7)

where
C: Cipher text
m1: Content of message
K: Decryption factor
P1: Random number of p.
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The final output of the discrete algorithm is the content of the message, “m1.”
When inserting the “K” value into the equation below, the arrangement needs to be
changed so that the “m1” can be decrypted.

4 Performance Analysis

The main purpose of using the combination of ElGamal Cryptography with PKI is to
prevent man-in-the-middle (MITM) attack, DoS, and replay attack. According to the
proposed work, with the use of prime p, generator g, random number a, and private
keys fromboth parties, the encryption process that results from the exchange of public
keys can ensure the components of data from being interrupted and intercepted.

The chances of an attacker to perform MITM attack, DoS, and replay attack are
high when data is transmitted through an insecure channel, intruder can intercept or
interrupt the content of the message through these attacks. A replay attack causes the
loss of integrity of themessage where the authentication of both parties can be stolen.
However, the proposed work with the use of a discrete algorithm in the encryption
process is likely to prevent the data from being violated. Besides, as the use of private
keys on both parties is kept as a secret, thus it helps in securing the message. With
the increased level in getting the private key, the attacker will not be able to decrypt
the data Thus, the accuracy of the transmitted information without any falsification
can be guaranteed.

Replay attack leads to MITM attack and DoS. In 5G networks, when a MITM
attack is been executed, the attacker will be able to manipulate the information trans-
mitted between the authorized party. The attacker gains control of the conversation
by impersonating as a legitimate sender to communicate with the receiver. As a
result, the sender might be giving in some confidential data that cause the loss of
confidentiality and integrity. However, the proposed work provides a higher level of
security if compared with the use of PKI or ElGamal Cryptography only. With the
use of a discrete algorithm and digital signature in the encryption and decryption
processes, the data are only limited for authorized users only. The attacker may fail
in performing aMITM attack as a complicated discrete algorithm and authentication
between two parties makes the intruder take more time in intercepting the content of
the message. Therefore, confidentiality can be ensured as confidential data are only
now limited for the intended use.

DoS attacks on the network are performed by flooding a network with traffic. As
the network is now full of overwhelming resources, hence it is difficult for the user
to access the network which in turn makes the communication becomes unavailable.
DoS attack can be prevented with the implementation of the proposed work where
when an attacker tries to overflow the network with traffic, the receiver can use a
digital signature to identify the legitimate user and the communication can be stopped
immediately. Besides that, the public keys of both parties have been encrypted into a
numericmessagewhen passing through the insecure channel. It is hard for an intruder
to get the information through the encrypted message due to the complicated discrete
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algorithmused in the process. For that reason, the availability can be fulfilledwhereby
the legitimate user can access the network anywhere anytime.

5 Conclusion

This paper addressed a combination of ElGamal Cryptography and PKI for themulti-
hop communication fromBS to SS through two relay stations in the 5G network. This
mechanism is suitable to prevent attacks like MITM attack, DoS, and replay attacks
to ensure the confidentiality, integrity, availability, and non-repudiation of the trans-
mitted message. This mechanism provides the complicated discrete algorithm and
digital signature in the encryption and decryption processes. However, the proposed
mechanism may not have a full guarantee in ensuring the confidentiality, integrity,
availability, and non-repudiation of the transmitted message on any networks. Nowa-
days, the attack techniques have been increasing day by day due to advanced tech-
nology. The proposed mechanism has the potential to reduce the chances of attacks
from intruders for the multi-hop communication within 5G networks.
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Wearable Tag for Human Health
Monitoring System

A. Jhansi Sri Latha, Ch. NagaSai Manojna, Ch. N. L. Padma Ashalesha,
and K. S. Balamurugan

Abstract With the growing elderly population and the importance of a seamless
infant care system, wearable tags are vital for continually monitoring health condi-
tions, researching behaviours, detecting events such as falls, tracking location, and
so on. With the advancement of wearable technology, several researchers are devel-
oping a solution for establishing a seamless human health monitoring system that
can be used both indoors and outdoors. The proposed method has a Convolutional
Neural Network (CNN) algorithm for recognizing the human biological signals like
Temperature (T), Blood Pressure (BP), ECG (S) and Oxygen level (O) and tracking
the location (L) of person. Also, the sensed data gets stored in the cloud for analysing
the historical data and predict a future event. is the proposed method has obtained a
99.8% accuracy, less complex and compatible to use over other IoTwearable devices
and provide a complete report when the authorized person intends to know the status
of health and all by using a mobile phone. The proposed Wearable Tag is required
to overcome the impact of present COVID-19 scenario.

Keywords Wearable IoT devices · Sensors · CNN algorithm · Machine learning

1 Introduction

Chronic diseases are the most stranded reason for the unprecedented increase in
the death rate. In the current situation, people are being checked using wearable
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devices to detect chronic illnesses such as blood pressure, body temperature, ECG,
and oxygen level in future. As time progressed, several chronic disease identifica-
tion frameworks were developed. Previously established systems are divided into
two categories: surveillance-based chronic disease detection systems and wearable
sensor-based systems. In the Surveillance-based chronic disease detection system,
vibration detection sensors, infrared sensors, depth cameras, cameras, Fibre optic
sensors, range-Doppler radar, acoustic sensors, smart tiles, and other technologies
have been employed. These gadgets are for the most part situated in a pre-assembled
region to screen the old minutes. In a room, cameras and radars are fixed in a
particular area and due to some of their fixed characterization; these can screen
explicit foreordained zones. Checking individuals, the reconnaissance-based frame-
works are agreeable; however, the frameworks are primarily dependent on camera
that doesn’t cover the client’smystery since it is disallowed in private areas likewash-
rooms, latrines and so forth. On opposite side, wearable sensor frameworks utilize
few sensors, for example: pulse sensor, pressure sensor, gyroscope, and tri-axial
accelerometer and so on.Attributed to the improvements inminiature electromechan-
ical frameworks, various sensors like pulse sensor, gyroscope and pressure sensors,
accelerometers have grown and easily joined into inserted frameworks. A few on-
going chronic diseases identification calculations depend on cell phones that have
been projected in current years. The most utilized calculations in chronic diseases
recognition incorporateMachine Learning calculations like Decision Trees, Random
Forest, Convolutional Neural Networks (CNN).

Kumar [1] examined to screen Heart rate, Respiration rate, ECG, internal heart
level. Sensors are associatedwithmicrocontroller PIC16F887A. For checking reason
made a portable application, website for checking the human wellbeing status. After
collecting the required data from sensors, the data is transferred to site physically.
Jasses [2] talked about on the temperature of the body assessment utilizing Raspberry
pi in distributed computing. In this paper, Raspberry pi monitors the temperature of
the body and further communicates the detected information by utilizing remote
biomedical sensor innovation, and information established in cloud-based destina-
tions. Dohr [3] screen circulatory strain level using Keep in Touch and shut circle
clinical consideration organizations. After reaching the stay in contact, the data is
transport off android telephone. A close circle benefit the information obtained from
cell phone; by then the information is transport off the secured site. Utilizing this site
anyone can screen patient’s circulatory strain level. Keep in touch relates to the JAVA-
based cell phone with the assistance of close to deal with correspondence and over-
sees inductive coupling and engaging, from that point the distance is short. Roy [4]
screen the ECG surges of patients, ATMega 16Lmicrocontroller is used for checking
ECG levels. This ZigBee module sends data to nearest related structure for ZigBee.
The ZigBee module is used for moving ECG levels. Malhi [5] screen internal heat
level, heart rate utilizing C8051F020 microcontroller, and ZigBee module is associ-
ated with the microcontroller, afterwards that module is move information to closest
recipient. Wearable sensors are used to gather information and afterwards ship off
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microcontroller. Mansor [6] screen internal heat level utilizing LM35 body temper-
ature sensor. Body Temperature sensor is associated with microcontroller Arduino
uno. Utilizing this site anyone can screen body temperature in login measure.

Mohammed [7] screen patient’s ECG level at anyplace on the planet utilizing
IOIO-OTGMicrocontroller. After gathering information, thewave is ship off android
application, Android app is made for ECG screening and IOIO-OTGmicrocontroller
is associated with android telephone utilizing Bluetooth dongle or USB link. After
gathering information, the level is ship off android app. Screen and it store ECG
levels in that android-based app. Jain [8] screen Blood Pressure, Body Temperature,
Pulse rate of patients and GSMmodule is associated to the microcontroller. ATmega
32 microcontroller is utilized to associate the sensors and Subsequent to gathering
information, if the worth is low SMS is ship off the specialist. Piyare [9] carry out
controlling, observing home machines utilizing android for advanced cell Arduino
uno microcontroller, is associated with our home appliances like light’s, electrical
fans, and so on. Making an android application for this shrewd home Arduino uno
board and android app is associatedwithweb and utilizing the android app controlling
and checking home machines any place on the planet. We note that while consid-
erable research has been done to find out the health profile of an individual is not
much significant has been discovered in existing ML algorithms. Ramachandran
[10] applied diverse AI calculations to a public human health discovery dataset.
A blend of imperative sign and IMU sensors that are intended to be joined into a
wrist-band likewise depicts the information produced. Such wrist groups will be
worn in care homes for old grown-ups, where the edge gadget is proposed to be
introduced. Singh [11] the human health identification framework is classified into
picture, acoustic, PIR, radar, cell phone-based, close to handle imaging, ultrasonic
dependent on the ideas of sensor advances. Sensor innovation for various applica-
tions was summed up for choosing the appropriate innovation by the analysts and
the makers. Chander et al. [12] summed up the difficulties of the current WSS plan,
advancement and testing a humanwellbeingwearable gadgetwith a delicatemechan-
ical stretch (SRS) sensor for human wellbeing recognition. The SRS sensor-based
series of Parts from I to V articles in “Shutting the Wearable Gap” examine were
investigated. Wang et al. [13] proposed multi-class human wellbeing acknowledge-
ment framework. Multi-source CNN Ensemble (MCNNE) structure is utilized for
getting the element from various detected information. Information from N number
of sensors are pre-handled and arranged as a preparation informational collection
independently, and yield highlights map from N number of sensors are joined to
incite a total component map. Liu [14] proposed plot enjoys two significant benefits.
First and foremost, the proposed framework employments temperature investigation
and essential work force situating to distinguish strange fall focuses. Investigating the
dubious focuses not just identifies the human wellbeing state in legitimate time, yet
furthermore limits the investigation of audacious information. Besides, the layered
information handling and the further developed techniques in the extraction period
of the component upgrade the exactness. Irregular woodland classifier AI calcula-
tion is utilized to accomplish better speculation limit andmore exact characterization.
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Hashimet al. [15] depending on detected informationwhich one produced by the two-
accelerometer product set on the patient’s body, the information occasion calculation
(DEA)-based low-power wearable human wellbeing discovery framework (WFDS)
utilizing ZigBee was recommended for PD patients. Heading drop occasion (DFE)
calculation accommodating to recognize the human wellbeing way of the PD was
definitely decided [16]. Lora RFmodule based sensors wireless network architecture
explained clearly in [17].

The rest of the paper is structured as follows: Sect. 2 gives a description of the
entire health monitoring system. The experimental results of the suggested system
are given in Sect. 4. Finally, a concluding remark such as limitations and stability of
the system are given in Sect. 5.

2 System Overview

The chronic diseases prediction and anticipation framework design which was
proposed is appeared in Fig. 1. It contains of four blocks: Data collection unit has
different wearable Sensors like Body Temperature Sensor, Pulse Sensor, Blood Pres-
sure Sensor, ECG Sensor and a multi-thread for execute the pre-prepared model with
authentic information and existing date to produce the reports, Control unit for taking
decision from cloud information and sensor information, Wi-Fi module for sending
SMS to wrote individual and crisis administrations. Accelerometer Module, Wi-Fi
Module, GPS Module GSM Module, is the information modules. These modules
are utilized in all bleeding edge cell phones, for these reasons, single-board PCs,
for example, Raspberry Pi, and NodeMcu, Arduino Uno are utilized and likewise
associate effectively with and utilize these modules in like manner. Raspberry Pi
has Wi-Fi on-board, NodeMcu based on Wi-Fi module, namely ESP8266. Interface

Fig. 1 Overview of a wearable health monitoring system
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the analogue sensors with the Raspberry Pi, an extra ADC module is required. The
contraption is kept in the pocket on the right or left of the individual. This processer
gathers the development information of the client. The information is shipped off
the worker for every development. The worker investigations the information and
sends back the result of the order to the separate unit. For our plan, we are utilizing
heartbeat sensor, blood pressure sensor alongside accelerometer in-built in cell phone
for information assortment unit to detect the human information, Bolt IoT regulator
and Arduino UNO utilized in regulator unit to take choice either hit the on-going
infections counteraction by send SMS to approved individual by Twilio or not from
the detecting information and cloud information which one created by Convolutional
Neural Network (CNN) and machine learning calculation.

Bolt IoT module: Bolt is a well-integrated IoT platform, for the developers it helps
to build projects related to IoT and their products was easily accessible. It is a great
platform was designed for developers to make IoT projects. It also quickly accesses
the machine learning algorithm to forecast the IoT data of yours and it detects the
freak.

Wearable sensors: Wearable sensors are utilized to accumulate physiological and
development information subsequently empoweringpatient status checking andClin-
ical faculty can distantly screen patient status and be alarmed on the off chance that
a clinical choice must be made, Outline of a distant wellbeing checking framework
dependent on wearable sensors.

Twilio: Twilio is a cloud interchanges stage that empowers engineers to make univer-
sally constructedAPIs for voice, SMS, informing applications. Informing, discourse,
video, and verification API, Make, get, oversee calls to and from telephone numbers
all throughout the planet, send and get SMS,MMS and talk text from any application,
and Personalize call streams. The proposed framework sends Twilio’s call alert/SMS
as opposed to utilizing GSM equipment.

Convolutional Neural Network (CNN): CNN is a series of a pooling layers and
convolutional and which allows extracting of the main feature from the images
responding to the final object (Fig. 2).

Mathematical equation for convolutional layer:

ymn = f

⎛
⎝

j−1∑
j=0

i−1∑
i=0

xm+i,n+ jwi j + b

⎞
⎠. (1)

Each neuron in this layer is associated with all neurons in this past layer, and there
is no association between neurons in a similar layer. The equation is,

y(l)
j = f

(
n∑

i=1

x (l−1)
i × w

(l)
j i + b(l)

)
, (2)
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Fig. 2 Architecture of convolutional neural network (CNN)

where n is no. of neurons in the previous layer,
l is the current layer,
w

(l)
j i connection of neurons weight of j in this layer and neurons i in the previous

layer,
b(l) is the bias of neurons j, and f is the activation function.
The yield of the FC layer is produced by a softmax layer which contains of four

neurons [y1, y2, y3, y4], addressing the four classifications. It maps the yield of
numerous neurons to the (0, 1) stretch, which can be considered as the likelihood of
multi-order. The equation is as per the following:

all actuation capacity of the organizations received the cracked ReLU work:

f (x) =
{
x,
0.01,

if x > 0
otherwise

(3)

z(l+1)
i = w

(l+1)
i y(l) + b(l+1)

i (4)

y(l+1)
i = f

(
z(l+1)
i

)
(5)

After applying the dropout, forward CNN propagation formula changes to

rlj∼Bernouli(p) (6)

y∼(l) = r (l) · y(l) (7)

z(l+)
i = w

(l+1)
i y∼(l) + b(l+1)

i (8)

y(l+1)
i = f

(
z(l+1)
i

)
(9)
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any neuron assuming the kth dimension, x̂(k) use the following formula:

ŵ(k) = x (k) − E
[
x (k)

]
√
var

[
x (k)

] (10)

where x(k) is original input data of kth neuron in layer,
E[x(k)] is the mean of the input data in the kth neuron,
and

√
var[x(k)] is the standard deviation of the data in the kth neuron.

To re-establish the first information conveyance, change reproduction, and
learnable boundaries γ and β are presented in the execution:

y(k) = γ (k)ŵ(k) + β(k) (11)

where γ (k) and β(k) are variance and deviation of input data.
The equation of the complete forward CNN normalization process normalized

network layer is:

μ = 1

N

N∑
i=0

X
′
i (12)

σ 2 = 1

N

N∑
i=1

(X
′
i − μ)2 (13)

Xnorm
i = X

′
i − μ√
σ 2 + ε

(14)

Xi = γ Xnorm
i + β (15)

The exhibition of the model on the acknowledgement of four sorts of MI was
estimated by accuracy, review and F-score. The bigger the qualities, the better the
exhibition of the model. Here, TN: true negatives, TP: true positives, FN: false
negatives, FP: false positives.

Global averageAccuracy = TP + TN

TP + TN + FP + FN
(16)

Precision = TP

TP + FP
(17)

Recall = TP

TP + FN
(18)
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3 Flow Chart of Proposed Working Model

In the proposed system when the power turns ON, Bolt IoT module sense the Blood
Pressure (BP1), pulse rate (P1), temperature (T1), value of accelerometer (A1) from
smartphone and send to Bolt Cloud (Fig. 3).

All BP1, T1, P1, and A1 esteems are put away in the foundation of Bolt cloud as
a time span signal example and order the edge as blood pressure, temperature, and
pulse rate.

CNN calculation foresees the either blood pressure, temperature, heart rate, ECG
with assistance of current information outline, authentic information and prepared
informational index. In light of worker signal which one produced by CNN calcu-
lation and sensor signals, Bolt IoT module produce the trigger flag and convey the
alarmmessage to approved portable number ahead of time if strange conditions antic-
ipated. Following a minute, proposed framework ch sensors esteems are typical or
not. On the off chance that typical measure goes to stage one and rehashed.Whenever

Fig. 3 Proposed idea flow chart
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identified invalid worth from sensors and accelerometer sensors then, at that point
settle on a decision to family specialist furthermore, rescue vehicle administration.

4 Experiment Result Analysis

4.1 Experiment Setup

One Bolt IoT module, two advanced mobile phones in-built with accelerometer
module, two Arduino in-built with Wi-Fi module, one of Blood Pressure Sensor,
Body Temperature sensor, Heart Rate Sensor, ECG Sensor were utilized to plan
a Wearable IoT Devices for forecast of constant illnesses by Human Movement
Monitoring framework. For giving association, JIO M2 Wireless Router was addi-
tionally utilized. For producing notice clamours, a functioning signal was picked
as it needn’t bother with timing circuits or outer, dislike an uninvolved bell. Twilio
likewise used to send the SMS caution to the approved telephone numbers. Bolt IoT
has ESP8266 module for network, 80 MHz clock frequency, 32-digit RISC CPU,
64 KB guidance RAM; 96 KB data RAM, 4 MB of Flash memory, 1pin 10-cycle
ADC, PWM capable pins and auto associated Bolt Cloud arrangement moreover.
Arduino Uno ATmega328P+ Wi-Fi R3 ESP8266 4 MB board additionally utilized
in our proposed framework alongside beat sensor, temperature sensor and sound
sensor for social occasion natural worth in our body, two cell phones a Xiaomi
Redmi Note 9 Pro 4 GB RAM, Oppo A9 128 GB and 64 GB Storage were signif-
icantly tried for the proposed framework as customer gadgets. These Smartphones
has Octa centre processor, installed Wi-Fi and it supports the 802.11 a/b/g/n locally
available accelerometer. Python code utilized for gathering and investigating the
detected information in customer and carrying out CNN calculation in worker for
taking development forecast of illnesses (Fig. 4).

4.2 Result Analysis

The affectability and explicitness are two factual measures to evaluate the presen-
tation of CNN classifiers. The other term used to gauge a classifier model’s general
presentation is exactness. Affectability is the extent of genuine positives that the
classifier has appropriately characterized as sure. Particularity is the level of genuine
negatives that the classifier has accurately obvious as negatives. The piece of perti-
nent events among the recovered events is characterized as exactness or positive
prescient worth. Pertinence estimation is portrayed by both Precision and Recall.
Exactness can be viewed as a precision or quality measure, though recognition is a
culmination or amount measure. In mathematical examination of parallel classifiers,
F1 score’s gauge of test exactness. This thinks about both significance of the test’s
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Fig. 4 Hardware and software setup

exactness and review to survey the positioning. The F1 score is the symphonies
marker of precision and review. The greatest F1 rating is 1 and the base rating is
0. A disarray lattice is made to appraise the presentation of the prepared model by
True Positives are the on-going illnesses information that the classifier has accurately
named “strange conditions.” True Negatives are non-persistent infections informa-
tion that the classifier has appropriately ordered as non-constant sicknesses. False
Positives are non-persistent illnesses information wrongly arranged by the classifier
as unusual conditions,while FalseNegatives are constant infections information erro-
neously grouped by the classifier as non-on-going sicknesses. A low False Positive
and persistent sicknesses Negative rate ought to have a steady AI model. Precision is
the measure of right ni results isolated by the quantity of all sure results are returned
by classifier, exactness is the quantity of right sure results isolated by the quantity of
every fitting example (examples that ought to have been set apart as sure) (Fig. 5).

4.3 Roll of the Client and Server

For customer’s situation, a cycle implies that an absolute time needed to send a
message containing information get a worker reaction, and depict the reaction note.
The first circle, generally 720 ms, required a lot of time. This second cycle and
any remaining progressive cycles required a steady absolute chance to finish around
180ms. This sum relies upon various factors, for example, network structure, speed of
association, climate condition, and so forth considering a worker, a cycle is described
as the all-out time taken for a worker string to get a customer’s parse the message,
information message predicts the information, and return the information to the
customer concerned. All things considered, circumstances, notwithstanding, the bell
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Fig. 5 Output of proposed system

just actives when it detects abnormal occasion. Test yield sent Alert SMS fromBOLT
IoT to approve telephone number.

CNN comparison with other techniques

The exactness obtained by CNN,ANN and SVM is 99%, 94% and 91%, respectively.
Expansion in the preparation tests has improved the exhibition of SVM. All similar
AI strategies give exceptionally high arrangement precision and CNN beat the near
techniques (Fig. 6).

Fig. 6 Bar graph of other algorithms (CNN, SVM, KNN)
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5 Conclusion

This paper proposes a Wearable IoT Devices Using Temperature Sensor, Pulse Rate
sensor, ECG sensor, Blood Pressure sensor, for detecting chronic diseases in advance
by Human Development Monitoring framework with straightforward equipment
module like cell phones, Bolt IoT, tri-axial accelerometer, Arduino, GSM, Wi-
Fi, and GPS. The Client–worker-based engineering; CNN classifier model-based
pre-prepared multi-strung worker has are system. The gadgets interface with the
worker’s strings and send moving item information to the worker consistently from
the accelerometer. The worker assessments whether there have been a normal or not
and responds appropriately. The reactionmessage is gotten by theworker. Theworker
sends a ready warning containing the area of the customer and other related records
to the middle person if an abnormal condition is noticed. The framework produces
signal sound, crisis administrations by means of SMS. Accordingly, the controlled
individual may get moment clinical guide. In enormous scope settings where on-
going observing of a few people is required, for example, clinics or treatment spots
and so forth, this framework can be carried out. 99.7% exactness, 99.6% explicitness
and 96.3% affectability accomplished utilizing CNN straight classifier model. As the
reaction time is extremely short, the created framework is very fast. This guarantees
that the worker and customer’s regulator know if an abnormal condition occurred
inside about 180 ms of sending the detected information to the worker.

References

1. M. Kumar, Human health recognition system based on convolutional neural network algorithm
and using wearable sensors. Sens. Mater. 31(4) (2019)

2. Jasses, Human health detection using machine learning methods: a survey. Int. J. Math. Eng.
Manag. Sci. (2020)

3. Dohr, Highly-efficient fog-based deep learning AAL human health detection system. Internet
Things 11 (2020)

4. S. Roy, An IoT based device-type invariant human health detection system. Internet Things 09
(2020)

5. K. Malhi, A survey on recent advances in wearable human health detection systems. BioMed
Res. Int. (2020)

6. Mansor, Sensor technologies for human health detection systems: a review. IEEE Sens. (2020)
7. J. Mohammed, Research article daily activity monitoring and human health detection based on

surface electromyography and plantar pressure. Complexity (2020)
8. N.P. Jain, Wearable stretch sensors for human movement monitoring and human health

detection in ergonomics. Int. J. Environ. Res. Public Health (2020)
9. R. Piyare, Implementation of a real-time human health detection system for elderly Korean

farmers using an insole integrated sensing device. Instrum. Sci. Technol. (2019)
10. A. Ramachandran, A survey on recent advances in wearable human health detection systems.

BioMed Res. Int. (2020)
11. A. Singh, Sensor technologies for human health detection systems: a review. IEEE Sens. (2020)
12. H. Chander, R.F. Burch, J.E. Ball, Wearable stretch sensors for human movement monitoring

and human health detection in ergonomics. Int. J. Environ. Res. Public Health (2020)



Wearable Tag for Human Health Monitoring System 239

13. L. Wang, M. Peng, Q. Zhou, Pre-impact human health detection based on multi-source CNN
ensemble. IEEE Sens. J. 20(10) (2020)

14. Z. Liu, Implementation of a real-time fall detection system for elderly Korean farmers using
an insole integrated sensing device. Instrum. Sci. Technol. (2019)

15. H.A. Hashim, S.L. Mohammed, S.K. Gharghan, Accurate human health detection for patients
with Parkinson’s disease based on a data event algorithm and wireless sensor nodes.
Measurement (2020)

16. W. Fan, K. Wang, F. Cayre, Median filtered image quality enhancement and anti-forensics via
variational deconvolution. IEEE Trans. Inf. Forensics Secur. 10(5), 1076–1091 (2015)

17. K.S. Balamurugan, A. Sivakami, Lora-IoT based self-powered multi-sensors wireless network
for next generation integrated farming. Int. J. Sci. Technol. Res. 10, 1528–1533 (2019)



Energy Efficient Advancement-Based
Dive and Rise Localization
for Underwater Acoustic Sensor
Networks

R. Bhairavi and Gnanou Florence Sudha

Abstract Underwater Acoustic Sensor Network (UWASN) is a developing tech-
nology for exploring Sub-Sea environment and has innumerable applications like
deep-sea data acquisition, overseeing the contamination level, calamity prohibition,
aided navigation and diplomatic surveyance applications. Previous works on data
transmission in UWASN show that the nodes exhaust energy during data transmis-
sion and thereby lifetime of the nodes is reduced. This paper integrates localiza-
tion with Normalized Advancement Factor (NAF) and Packet Delivery Probability
to augment the lifespan of network. The NAF is computed from residual energy,
Expected Transmission Count and the link cost. Considerable simulations were
carried on for analysing the proposed technique and for comparing its performance
with the existing VBF, HH-VBF and TORA techniques. Considering the network
with 750 nodes, the proposed technique demonstrates better performance with a
Packet Delivery Ratio of 95.473%, energy consumption of 0.429 J and Average End
to End Delay of 2.73 s.

Keywords Dive and rise localization · Normalized advancement factor · Residual
energy · Euclidean distance · Link cost · Packet delivery probability

1 Introduction

Currently, Underwater Acoustic Sensor Network (UWASN) have acquired tremen-
dous attention due to its distinct characteristics and immense applications. As radio
waves are intensely absorbed by water and optical signals have severe scattering
losses while travelling in water, transmission is limited to Line of site range of
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communication which makes them infeasible for communication in subsea environ-
ment. Thus, acoustic communication is selected as an ideal choice for communication
in subsea environment.

Underwater Acoustic Sensor Networks comprises of numerous acoustic sensor
nodes capable of sensing, processing and transmitting it to the destination node on
the sea surface which in turn aggregates the information gathered [1] and transmits
it to onshore data centre. In an Aquatic environment, the primary challenges [2]
encountered in communication are localization, limited bandwidth, higher propaga-
tion delay, path loss, high bit errors and energy expenditure. The vulnerabilities in
UWASN and its distinct characteristics, facilitates the need for uniquely designed
routing protocols to perform effectively in subsea environment.

The rest of the paper is systematized in the following manner: Several works
in the subaqueous environment has been described in Sect. 2. Proposed Enhanced
DNRL with Energy efficient Advancement Factor (EEAF)-based data transmission
in Underwater Acoustic Sensor Network is described in Sect. 3. Simulation results
of proposed algorithm and its comparison with the existing techniques are described
in Sect. 4 and lastly the conclusion is made in Sect. 5.

2 Literature Survey

Several authors have proposed works related to localization, routing and acoustic
communication between the sensor nodes in the subaqueous environment. Yan et al.
in [3] proposed the foremost routing protocol in the subsea environment utilizing the
depth information. Each sensor node upon the reception of data packets checks its
depth level with its preceding sender. If it is lesser (nearer to sink), it is chosen as a
current forwarder else its data transmission is suppressed. Thus, the routing is made
greedily considering the depth levels of sensor nodes with respect to the aquatic
surface.

Xie et al. designed Vector-based Routing Protocol in [4]. A virtual pipe is built
considering the coordinates of sender and designation node. Each sensor before
participating in routing process validates whether its interspace length to forwarding
vector is lesser when compared with the preconceived brink else suppresses its data
transmission. Each node computes its desirableness factor depending on its projec-
tion to the forwarding vector to decide the holding time of data packets. The main
disadvantage of Vector-based Routing Protocol is that it has greater energy depletion
and the radius of the virtual pipe have a notable effect performance of the network.

Ayaz et al. in [5] designed the Hop-by-Hop Dynamic Addressing-Based (H2-
DAB) that eliminates the prerequisites of 3D positional information of acoustic
nodes in subsea environment. Each acoustic node is designated with an exclusive
address composed of node ID and hop ID. Dynamic addressing potentiality of
H2DAB makes it unconfined to any static configuration. When source node broad-
casts the query packet, neighbouring acoustic nodes acknowledges by mentioning
its exclusive address, and the acoustic node with lower hop ID is selected as the next
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forwarder. The periodic update of exclusive address of acoustic node influences the
routing process thus higher delay has to be endured.

Han et al. in [6] made a comparative analysis about several issues associated in
routing protocols by categorizing them based on Energy, Geographic information
and Hybrid. Their performances were examined in terms of path delay, multipath
capacity, packet transmission efficiency and fidelity measurements.

Guo and Liu proposed in [7] an Anchor Free Localization Scheme (AFLA).Many
oceanographic networks are equippedwithBeaconorAnchor nodeswhose positional
coordinates are computed beforehand or obtained from external GPS. AFLA elimi-
nates the requirement of special Anchor nodes and utilizes the information obtained
from the deployed adjacent acoustic nodes. In order to cope up with the dynamic
environmental conditions and to prevent the acoustic node moving away from the
observing region, they are attached to static Beacon node.

Using Directional Beacon Scheme (UDB Scheme) [8] proposed by Luo et al.,
uses directional beacons (UDB) instead of standard omnidirectional localization
approach. Autonomous Underwater Vehicle broadcasts the acoustic signals and
sensors deployed in the subsea environment have to listen without active response,
known as Silent Localization. Though UDB technique provides energy efficient
localization, reducing the number of beacons is the prime challenge that needs to be
addressed.

Anil et al. in [9] made a contrastive analysis of numerous localization schemes in
UWASN that are Beacon nodes-based Localization and beacon free nodes localiza-
tion techniques. Localization for Double Head Maritime Sensor Networks (LDSN)
[10] proposed by Luo et al. is a triple stage localization technique. Self-MooredNode
Localization is the preliminary stage that calculates the geographic coordinates of
moored sensors with the aid of anchor nodes. Second stage, Underwater Sensor
Localization USL iteratively localizes the other moored nodes. In the concluding
FloatingNode localizationAlgorithm (FLA) the geographic coordinates of the freely
floating acoustic nodes are computed.

Cheng et al. [11] designed Underwater Silent Positioning Scheme (UPS) based on
the values computed from the Time Difference of Arrival (TDOA), thus eliminating
requirement of time synchronization between the acoustic nodes. Trilateration-based
coordinate estimation is carried out and a modified ultra-wideband Saleh-Valenzuela
model is constructed for modelling the subsea channel. The disadvantage of this
technique is that acoustic nodes are confined to a limited region by the four beacon
nodes which is a crucial problem in dynamic Underwater Environment.

Han et al. proposed in [12] a collaborative localization-based Vector-based
Routing protocol to efficiently carry out data transmission among acoustic nodes in
the harsh subsea environmental conditions. The main disadvantage of this technique
is its excessive energy consumption.

Scalable Localization with Mobility Prediction (SLMP) technique proposed in
[13] is a two-step stratified localization process: anchored node localization and
acoustic sensor node localization. Mobility prediction of each acoustic sensor and
the estimation of the future geographic coordinates is done by utilizing its past
positional information.
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Hop-by-Hop Vector-Based Forwarding (HH-VBF) proposed in [14] is an
enhancement of VBF where each data transmitting sensor starts a vector to desti-
nation node. This leads to numerous virtual pipes from sender to sink node. The
computation of vector depending on hop increases its complexity. Even though HH-
VBF surpasses VBF by enhancing network performances, the main drawback is its
increased signalling overheads.

Han et al. in [15] studied the effects of three distinct deployment techniques for
acoustic nodes: Random, Cube and tetrahedron deployment technique. Tetrahedral
deployment technique shows better performance wrt other deployment techniques
by minimizing the localization error and improved localization ratio.

Jin et al. in [16] proposed the Routing Void Prediction and Repairing technique.
This technique works as follows, the restoration location is computed by utilizing
Particle Swarm Optimization which is done by increasing the connectedness of void
region and reducing the AUV mobility range. Markov Chain Model-based void
prediction is proposed to guarantee that AUV approaches for restoration job prior to
void formation.

Narmeen et al. in [17] proposed an adaptive control packet collision avoidance
(ACP-CA) technique to prevent mishap of control packets in channel reservation
phase. The optimal relay node is selected by shortest propagation delay-based relay
selection (SPD-RS) technique to facilitate retransmission inDataTransmissionPhase
(DTP).

Rahman et al. in [18] proposed a Totally Opportunistic Routing Algorithm
(TORA) where acoustic nodes are classified as Single Transmission Node (STN)
and Double Transmission Node (DTN) and utilizes Time of Arrival (TOA) and
Trilateration-based Localization Technique. In the initial phase of setup, STN acts
as a reference node for iterative localization. In the data Transmission phase,
STN and DTN participate in routing. Implementation of Random Walk Mobility
Model, complex data forwarding technique and higher energy requirements are its
drawbacks.

Kayalvizhi et al. in [19] estimated the geographic position of underwater nodes
considering Ocean Current Mobility Model. Dive and Rise Localization scheme
is achieved by incorporating with the Distance Vector Hop (DV Hop) Algorithm
for estimating the position of unlocalized acoustic nodes. The unlocalized acoustic
nodes make use of Average Hop Distance (AHD) computed by Beacon node instead
of the genuine distance which instigates an error in localization. Thus, maintaining
localization precision is a crucial problem which has to be considered in DV Hop.

The crucial concern in the previous works is that the nodes exhaust energy during
data transmission and thereby lifetime of the nodes is reduced. This motivated to
propose a novel data transmission technique that integrates the node localization
with the residual energy of acoustic nodes while choosing potential transmitting
acoustic sensor. Here, modification of Dive and Rise Localization (DNRL)method is
carried out. To prevent horizontal data transmission between the nodes of same depth
and to reduce the energy expenditure, a parameter called as Normalized Advance-
ment Factor (NAF) is introduced. The NAF is computed from the residual energy,
expected Transmission Count and the link cost. From a batch of nodes selected
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based on the NAF and distance to destination node, the nodes with highest priority
value are chosen as potential transmitting node and are used for the packet trans-
mission. By this, the network efficiency is enhanced. The periodical computation of
the geographic coordinates of the nodes by DNRL can efficiently cope up with the
dynamic UWASN. Simulation results show that the proposed Enhanced DNRL with
Energy Efficient Advancement Factor (EEAF)-based Data Transmission performs
better than the existing techniques.

3 Proposed Enhanced Dive and Rise Localization (DNRL)
with Energy Efficient Advancement Factor
(EEAF)-Based Data Transmission Technique

The proposed method comprises of three stages, namely Dive and Rise technique
with Enhanced Weighted Centroid localization, Normalized Advancement Factor
computation, Potential Batch Selection and Transmitting acoustic node Selection.

3.1 Dive and Rise Technique with Enhanced Weighted
Centroid Localization

Dive and Rise (DNR) Localization Technique consists of moveable anchor (DNR
Beacon) nodes incorporated with GPS, to calculate its positional coordinates when it
freely floats in the sea surface. DNR Beacon nodes move in a predetermined pattern
and dive and rise vertically in the subsea environment. In the diving phase, DNR
nodes regularly broadcasts its positional information to unlocalized acoustic nodes
in its coverage. After rising (at the end of each cycle), DNR node recomputes its
positional coordinates. Unlocalized nodes estimates its geographic information (say
x and y coordinates) byEnhancedWeightedCentroid localization (EWCL) algorithm.

EWCL algorithm consists of the following steps:
Estimation of lowest hop count (hc).
Estimation of average hop distance AVGhd(m).
Estimation of geographic coordinates of unlocalized acoustic node.

Step 1: Estimation of lowest hop count (hc):

Primarily, Each DNR node broadcasts < xl, yl, hc > information, where < xl, yl
> denotes its geographic information in 2D and hc denotes its hop count value.
The initial value of hc is designated as 0. Here, the unlocalized acoustic node (r)
preserves a registerwith < l, xl, yl, hrl > for each beacon node ‘l’ less than ‘n’ hops and
periodically receives beaconic messages from DNR nodes, in turn compares its hrl
value with the received one and the value of n. If it is lesser, the received hrl value is
ignored else increased by 1 and the updated value is stored in the table maintained by
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unlocalized node. The table is broadcasted to the neighbouring unlocalized acoustic
nodes.

Step 2: Calculate average hop distance AVGhd(m):

Each DNR node calculates its average hop distance using Eq. (1)

AVGhd(m) =
∑u

m=0;p=0

√
(xm − xp)2 + (ym − yp)2

hm
(1)

where u is the aggregate count of DNR sensor, P represents all other DNR nodes
and hm denotes the hops in between two DNR nodes m and p, (xm, ym) and

(
xp, yp

)

denotes the positional coordinates of beaconic nodes m and p.
DNR nodes broadcast the computed value of average hop distance AVGhd(m)

to the unlocalized acoustic nodes less than n hops which in turn preserves closest
beaconic node’s information alone and discards the remaining packets.

The unlocalized acoustic node calculates the distance from DNRm utilizing
Eq. (2),

distm = AVGhd(m) ∗ hm (2)

Step 3: Estimation of geographic coordinates:

Here, weight parameter utilized to calculate the 2 dimensional geographic coordi-
nates (x, y) of the unlocalized acoustic nodes is generated from Eq. (3),

Weights =
(∑u

m=1 ham
u ∗ ham

) r
AVGHD(p)

(3)

where
ham is lowest hop count of node ‘a’ from beaconic node ‘m’.
u denotes the aggregate count of beaconic nodes in the network.
AVGHD(p) is the average hop distance of closest beaconic sensor p to unlocalized

node a and
r represents the range of communication.
x and y coordinates of unlocalized acoustic nodes are computed from the following

Eq. (4),

Xb =
∑u

m=1 wmxm
∑u

m=1 wm
, yb =

∑u
m=1 wm ym

∑u
m=1 wm

(4)

The third coordinate (z) depicts the depth which is calculated from Eq. (5),

Depth (Z) = specific volume/GR (5)
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Gravity variation and Specific volumes [20, 21] are computed by Eqs. (6) and (7),

GR = 9.780318 ∗ (
1.0 + (

5.2788e−3 + 2.36e−5 ∗ Q2
) ∗ Q2

) + 1.092e−6 ∗ k (6)

where Q = Sin (Lat/57.29578);

specific volume = (((−1.82e−15 ∗ k + 2.279e−10
) ∗ k − 2.2512e−5

)

∗k + 9.72659) ∗ k (7)

where k = 10,000 dbar.

3.2 Normalized Advancement (NADV) Computation

Once the nodes are localized, optimal neighbour nodes between the source and sink
nodes must be selected to involve in the routing process. To illustrate this, consider
a network with 3 acoustic sensor nodes P, Q, R deployed in various depths and
a destination node D as depicted in Fig. 1. Sensor Q has a data to be transmitted
to sensor D which is far away from its range of transmission or area of coverage.
Thus, node Q depends on its nearby nodes to pass on the data packets. Both the
nearby nodes P and R are in the region of coverage of node Q. Node Q selects node
P to transmit data since its distance to destination node D is comparatively lesser
when compared to node R. But node Q initiates its retransmission of lost data if
node P has a greater error rate when compared with node R resulting in increased
energy consumption. Thus, link cost is a primemetric that has to be considered while
choosing the succeeding hop node for data transmission.

The length between sensor R and the nearby sensor Q relative to destination is
given by Eq. (8),

AF(P) = Dis(Q) − Dis(P) (8)

where, Dis (Q) and Dis (P) denotes the distance of nodes P and Q to the Destination
node D.

Fig. 1 Normalized
advancement factor
computation model
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AF(P) represents Advancement Factor of node P towards the Destination nodeD.
Greater AF(P) denotes, greater probability of data transmission of node P to nodeD.

Link cost is computed from Eq. (9)

C(p) = [1−Eres(p)/Einitial(p)] + [
1 − ExpTC(P, Q)/ExpTCmax

]
(9)

Here, Eres(p), Einitial(p) denotes the residual energy and initial energy of node P.
Consider, ExpTC(P, Q) to denote the expected transmission count of link amidst

sensor P and Q and ExpTCmax to denote highest value of expected Transmission
count.

The value ExpTCmax is dynamic and varies with respect to network conditions.

AF(P) =
{

D − D(P)

r

D −
{

D(P)

r + (Eres(p)/Einitial(p)) (10)

D denotes depth of the current sender, deD(P) denotes the depth of nearby sensor
P, and r is transmission range of node P, Eres(p), Einitial(p) denotes the residual
energy and commencing energy of sensor P.

When two nearby sensors are in equivalent pressure level, acoustic node which
has highest residual energy among them has more probability to be selected as
intermediate node for data transmission to the destination node.

NormalizedAdvancement Factor (NAF) of nodeP is computed from the following
equation,

NAF(P) = AF(P)/C(P) (11)

3.3 Potential Batch Selection (PBS)

Potential batch selection is the process of selecting a subgroup of neighbouring nodes
(depending on NAF) to involve in the routing process to perform data transmission.
When a node has data to be transmitted, it begins to discover the nearby nodes that
are appropriate for packet forwarding process.

In PBS, the initial step is to compute the length between source and sink. It is
followed by computation of length amidst median sensor and destination. Finally,
computed values in the previous steps are subtracted.

PB = Dis(q, dl) − Dis(p, dl) (12)

Here,
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Dis(al,dl) represents the Euclidean length amidst acoustic sensor a and destination
d,

Dl—denotes the nearest destination of acoustic node (al) at the given time which
can be depicted in Eq. (13),

Dl = Argmin ∀ ∈ Dl(t).Dis(al, dl) (13)

Thus, a set of efficient candidate forwarders are obtained to participate in data
transmission.

3.4 Transmitting Acoustic Node Selection

The acoustic nodes obtained from PBS step are given priority at time instance t,
which is computed from Eq. (14),

PRIL(t) = NAF.P(d,m) (14)

Here,
P(d,m) denotes delivery probability of m sized bits for length d.
Finally Packet delivery probability is computed from Eq. (15),

P(d,m) = (1 − Pe(d))m (15)

The bit error probability over length d is,

Pe(d) = 1

2

(

1 −
√

γ (d)

1 − γ (d)

)

(16)

where
γ (d) is the SNR over length d.
The nodes with highest PRIL(t) value is chosen as potential transmitting node

and involves in the packet transmission. If it fails, then the next node with highest
PRIL(t) value will be selected. It is iteratively carried on until all the packets are
delivered without any failure.

In EEAF, when node k receives a data packet, it waits for node 1 to node (k −
1) to complete its data transmission after the waiting time, upon the absence of
acknowledgement, node k begins its propagation. Meanwhile, node K suppresses
and drops its forwarding process if it overhears same data transmission by nodes
having highest PRIL(t) value.

Thus, the waiting time is computed as:
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Twait = Tpropagating +
k∑

i=1

D(ni, ni + 1)

v
+ k ∗ Tprocessing (17)

where
Tpropagating denotes time taken for propagation,
Tprocessing represents time taken for processing a packet,
D(ni, ni + 1) denotes the length from sensor ni to sensor ni + 1,
V is the speed of sound in water.
Upon selection of the best forwarder, the sender sends packets to the chosen sensor

and it is iteratively carried on until all the packets are transmitted to destination.

4 Simulation Results

Here, The performance of Enhanced DNRL with Energy Efficient Advancement
Factor (EEAF)-based Data Transmission is evaluated and compared to the existing
VBF [4], HH-VBF [14] and TORA [16] utilizing Aquasim (NS 2.30) which is highly
authentic, adaptable to simulate subsea acoustic network. Here, we have deployed
750 acoustic nodes randomly in 3d space of 1800 m * 1800 m * 1800 m and 50
sink nodes floating above the aquatic surface. The movement of acoustic nodes are
defined by Meandering Current Mobility (MCM) Model. It is defined by Eq. (18),

ϕ(x, y, t) = − tanh
[y − B(t) sin(K (x − ct))]

√
1 + K 2B2(t) cos2(K (x − ct))

. (18)

B(t) = A + ε cos(ωt) (19)

where A is average meander width, c is phase speed, K is no. of meanders, ω is the
frequency and ε is the amplitude. Velocity field in the kinematical model is estimated
as shown in Eq. (20).

Vx = K1 ∗λ̄ ∗ v ∗ sin(K2 ∗ x) ∗ cos(K3 ∗ y) + K1 ∗λ̄ ∗ cos(2K1t) + K4 (20)

Vy = −λ̄ ∗ v ∗ cos(K2 ∗ x) sin(K3 ∗ y) + K5 (21)

where Vx is the speed in x-axis, Vy is the speed in y-axis, K1, K2, K3, K4, v and ň are
variables which are closely related to environmental factors. These parameters shows
variation in diverse environmental conditions.MCMis executed fromEqs. (18)–(21).

Speed of acoustic node is 2 m/s and its transmission range is 400 m. In VBF and
HHVBF, the ambit of the virtual pipe is 150 m. Initial energy of acoustic sensor is
1250 J. During the routing process, the energy depletion caused by various sensor
activities like sending, receiving, packet header reading and idle listening are 3 W,
0.75 W, 0.2 W and 15 MW.
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Fig. 2 Localization ratio by varying the percentage of anchor nodes

The Performance Metrics used for evaluation of the proposed technique are
defined as follows:

4.1 Consequence Based on Beacon Node’s Count

The performance of proposed technique while varying the percentage of beacon
nodes is examined in terms of localization ratio. Beacon nodes whose geographic
coordinates are known in advance are called as Anchor nodes. The beacon node’s
count has a significant part in data gathering and localization. The simulations are
carried out by varying the anchor node ratio from 15 to 30% of the aggregate count
of sensor for determining required beacon node’s count to have an outstanding
performance. Figure 2 depicts that, when number of beacon nodes are increased,
the localization ratio is also increased. It is observed that, in low density networks,
the percentage of beacon node hasmore effect in localization and it begins to decrease
in dense networks.

4.2 Overall Energy Expenditure

Total Energy expenditure is the summation of energy expenditure caused due to
localization and routing. In the existing VBF and HH-VBF schemes, radius of the
virtual pipe is the main factor that influences the energy consumption of the network.
From Fig. 3, it can be inferred that the proposed DNRL with EEAF-based data
transmission has very less energy expenditure due to genuine usage of broadcasting
characteristics and NAF-based data transmissions. From Fig. 3, it is observed that
in low density networks, energy expenditure due to localization is high. But when
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total number of sensor increments, energy expenditure gradually decreases up to
certain network density, after which the average energy expenditure starts increasing
as routing begins to influence the network.

4.3 End to End Delay

Performance of the proposed DNRLwith EEAF-based data transmission is analysed
in terms of Average End to End Delay while gradually increasing total number of
nodes. When the number of nodes is increased from 150 to 750, the connectivity
rate increases while decreasing the Average End to End Delay which is portrayed
in Fig. 4. In existing data transmissions technique, time taken to define virtual pipe
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between the source and sink and the holding time of data packets leads to higher
End to End Delay. If an appropriate relay node is present outside the virtual pipe,
it further increases End to End Delay. The proposed DNRL with EEAF-based data
transmission reduces the holding time of the packet and uses best relay node which
eventually minimizes the number of retransmissions. Thus, the proposed technique
has minimal End to End Delay as shown in Fig. 4.

4.4 Packet Delivery Ratio

The proposed DNRL with EEAF-based data transmission is compared with the
existing VBF and HH-VBF-based routing and TORA in terms of Packet Delivery
Ratio while varying total number of sensors. We could infer from Fig. 5 that when
node density increases, inter nodal distance decreases, which eventually increases
the connectivity and results in better PDR. In the existing algorithms, residual energy
of nodes is not considered in data transmission, which causes failure of data trans-
mission. Proposed DNRL with EEAF-based data transmission considers initial and
the residual energy of sensor in the computation of Advancement Factor of a node,
and thus achieves higher PDR compared to the existing works.

5 Conclusion

This work presents Enhanced DNRL with Energy Efficient Advancement Factor
(EEAF)-based Data Transmission which integrates Localization of nodes with
Normalized Advancement Factor and Packet Delivery Probability, to greedily
transmit the data packets to destination node is proposed. DNRL with EWCL is
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used to localize the nodes. Packet Delivery Probability and NAF computed from
the residual energy and link cost are used in calculation of priority of nodes to
participate in the data transmission. The experimental results manifest that EEAF
technique shows improvement in when compared with existing VBF, HH-VBF and
TORA techniques.
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Performance Comparison of Machine
Learning Algorithms in Identifying Dry
and Wet Spells of Indian Monsoon

Harikumar Rajaguru and S. R. Sannasi Chakravarthy

Abstract For water-related industries, the characteristics of wet spells and inter-
vening dry spells are highly useful. In the face of global climate change and climate-
change scenario forecasts, the facts become even more important. The goal of this
study is to determine thewet and dry spells that occur throughout themonsoon season
in peninsular India. The India Meteorological Department (IMD) observations were
made over the course of a hundred days, from October 23 to January 30, 2019, with
334 rainy days and 60 dry days. The IMD data provides ten observational charac-
teristics in peninsular India, including maximum, minimum, and average temper-
atures, rainfall wind speed, atmospheric pressure, illumination, visibility, relative
cloud density, and relative humidity. Four statistical factors, such as mean, vari-
ance, skewness, and kurtosis, further decrease these characteristics. The observed
characteristics and their statistical parameters follow a nonlinear trend, as seen by
histogram plots. For assessing the classification performance, a collection of four
algorithms is used: Logistic regression, gradient boosting, Gaussian mixture model,
and firefly with Gaussian mixture model. During both the dry and rainy spells of
monsoon observation, all of the classifiers achieve greater than 85% classification
accuracy (average).

Keywords Dry spell · Wet spell · Monsoon · Water scarcity · Machine learning ·
Firefly

1 Introduction

Rainfall occurs in spells in tropical monsoonal regions and is a seasonal phenomena
[1]. Classifiers and other criteria are used to describe the start and conclusion of the
rainy season, as well as the frequency, quantity, and intensity of rainfall, the duration
of wet spells (WSs), and the duration of intervening (between two rain spells) dry
spells (DSs). Weather forecasting is a work that uses science and technology to
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anticipate the state of the atmosphere for a certain time and location in the future [1].
Since ancient times, humans have sought to forecast the weather. Rainfall prediction
is one of the most essential aspects of weather forecasting, since it is crucial for
food production, water resource management, and many other outdoor activities.
The problem’s most important difficulty is determining the rainy season’s annual
beginning and ending dates, as well as identifying wet and dry periods in the rainfall
time distribution [2]. Using classifiers and parameters, we attempt to determine the
wet and dry dates in a given monsoon season in this work. The India Meteorological
Department (IMD) observations in this study were obtained during a period of one
hundred days, from October 23 to January 30, 2019, with 334 rainy days and 60 dry
days. From the IMD data for peninsular India, ten observational characteristics such
asmaximum,minimum, and average temperatures, rain fall wind speed, atmospheric
pressure, illumination, visibility, relative cloud density, and relative humidity are
obtained with the label of wet and dry spell. Using classifiers and input parameters,
the number of wet and dry spells is calculated. The outcomes are then compared with
the findings of IMD labels.

The workflow proposed for the research is depicted in Fig. 1. From this figure,
the database is visually analyzed using graphs and pre-processed for their better
results and the data classification is then implemented through the four distinct ML
algorithms, namely logistic regression, Gradient boosting, Gaussian mixture model,
and firefly with Gaussian mixture model classifiers. As a final point, the comparison
of results is done for the performance of classifying dry and wet spells.

Weather Report Data

Machine Learning Classifiers

Visualization & Preprocessing of Inputs

Logistic Regression Gradient Boosting Gaussian Mixture Model

Firefly with Gaussian Mixture Model

Performance Analysis

Fig. 1 Workflow proposed
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2 Materials and Methods

2.1 Input Dataset

From the India Meteorological Department (IMD) data that acquired for peninsular
India, includes the output classes of dry andwet spells during the season of monsoon.
This has the ten observational attributes such as max, min, and average temperature
values, speed of rainfall wind, pressure of atmosphere, relative cloud-density and
humidity, visibility values, and illumination values. In the input dataset, the total
number of rainy days is 334, while the total number of dry days is 60. The number of
rainy days outnumbers the number of sunny days. As a result, it is collected during
the rainy season.

2.2 Data Visualization of Input Data

Irrespective of classification problem solving through ML algorithms, the analysis
of data input is very crucial for further research phases. The univariate input data
analysis through a distribution plot has carried out and is given in Fig. 2.

From Fig. 2, the average temperature and humidity attribute values are inferred
as a much right-skewed one in the input dataset. In addition, it reveals that the

Fig. 2 Univariate input analysis through distribution plot
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dataset includes more rainfall intensity values for rainy spell in the range of 100–
350%, and the wind speed is equally distributed throughout the season. Moreover,
the illumination values of input data seem to be substantially skewed. The above
discussion implies that the input data needs to be normalized before classifying the
data.

2.3 Data Preprocessing

As from the input dataset, the distribution plot of Fig. 2 provides that the input
measurements are being highly nonlinear and overlapped. Also, while inspecting
each attributes of the input data, it is found that the data needs to be normalized before
data classification. And so, the input measurements are normalized then though the
use of Standard Scalar technique [3]. As a result, the data input is now ready for next
succeeding step of data classification as depicted in Fig. 1.

3 Classification Algorithms

The paper employs a hybridized algorithm that includes the advantage of Gaussian
mixture model concept with the nature inspired firefly algorithm. Also, the base clas-
sifiers, namely logistic regression, Gradient boosting, and Gaussian mixture model
algorithms are employed. The algorithms of the above-said classifiers are detailed in
this section.

3.1 Classification Using Logistic Regression (LR) Algorithm

In this type of logistic regression means of classification, statistical methods are
adopted for predicting the binary targets that includes rainy wet and non-rainy dry
spells [4]. The LR algorithm being a linear learning technique, it generally make use
of the odds of an event for performing predictions with logistic regression concept.
For this action, the LR approach employs a simple sigmoidal mathematical function
for mapping of all input data points to their binary targets [5]. As a result, an S-
shaped curve can be represented as the note of traditional logistic function. This
could be depicted mathematically using a simple sigmoidal equation as shown in
below equation of [5],

Sigmoidal Function = 1

1 + e−x
(1)



Performance Comparison of Machine … 261

3.2 Gradient Boosting (GB) Classifier

The Gradient boosting algorithm is a simple collection of ML models that includes
several weak-learning algorithms for building a powerful prediction classifier [6].
While implementing Gradient boosting, decision trees are commonly utilized. The
Gradient boosting models are gaining popularity as a result of their ability to catego-
rize complicated information of input dataset [6]. The decision tree (DT)-based GB
is employed in this paper, where the implementation steps are summarized below [7],

Step 1: Computing the average value of the output binary targets.
Step 2: Computing the residual values computed as a difference of actual and
prediction.
Step 3: Construction of DT is done.
Step 4: Predicting the output binary target by the use of every trees created in the
ensemble.
Step 5: Repeat the computation of new residual values.
Step 6: Repeating the steps of 3 to 5 with the condition of matching the number
of iterations with the amount of estimators used.
Step 7: Once completion of training, make use of all the trees in the ensemble for
making a conclusion on final prediction as one of the output targets.

3.3 Gaussian Mixture Model (GMM) Classifier

Gaussian mixture model (GMM), probability-based algorithm used more common
for depicting normally distributed sub population over overall populations [8]. The
GMM algorithm is actually utilized for unsupervised learning problems for learning
the sub-population and the automatic assignment of sub populations. However, in
this paper, the GMM algorithm is employed for classification or supervised learning
problems for learning the boundaries of sub population. After the training phase,
that is, once fitting the data with GMM, it can classify which of the cluster a newer
data point belongs to. But, this is possible only if the GMM is provided with the
target labels. Here, it is very important that the clusters are chosen arbitrarily, and its
probability density function can be defined as [9],

y = 1

σ
√
2π

e− (x−μ)2

2σ2 (2)

where μ and σ represent the mean and standard deviation of the input data. Here,
the probability of an input data point can be calculated as [9],
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p(x) =
k∑

i=1

ϕiℵ(x |μi , σi ) (3)

3.4 Firefly with GMM as a Classifier

Unlike using GMM as an unsupervised learning approach, the paper utilizes the
GMM for solving supervised learning problem. However, the performance of the
GMM would not be a satisfied one while comparing with other conventional ML
algorithms. Thus, in order to improve their prediction ability in supervised learning
problems, the paper hybridized the metaheuristic firefly algorithm with the Gaussian
mixture model algorithm. This type of hybrid implementation involves in helping the
prediction by removing the insignificant data points and outliers and so making the
GMM model to provide better accuracy in supervised approaches. The parameters
of firefly algorithm are selected as experimented in our previous work [10].

4 Results and Discussion

The research work implemented as depicted in Fig. 1 of this paper is done using
Google Colab which is an online IDE research base provided by Google though a
personal Gmail account used on the web browser, Google Chrome. The data inputs
after preprocessing as illustrated in Sect. 2 have accordingly splitted for the phase
of classification with 70:30 standard with 70% of training inputs and 30% of testing
inputs. As depicted in Fig. 2 (first column plot), the input data comprises more wet
sample class targets than dry class target, so there might be a problem of class imbal-
ance. For overcoming this class imbalance problem, SMOTE type [11] of splitting
data is used. The number of total input data taken and its split up for training and
testing phase are portrayed in Fig. 3. In addition to this, prior to classification part
of implementation, the input data processed can be normalized through min–max
standardization [3] technique as per the equation shown below,

xnorm = x − xmin

xmax − xmin
(4)

where xmin, xmax denote the minimum andmaximum of data point values and x refers
to the input vectors.

As discussed above, after normalization and splitting of preprocessed data, the
considered ML algorithms are then fitted (trained) and tested to check the efficacy in
predicting dry and wet spell. That is, the LR, GB, and GMM classifiers together with
their hybridized classifier model, i.e., firefly with GMM algorithms are employed for
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Fig. 3 Splitting of data inputs for classification

this prediction. In addition, the performance is fivefold cross-validated to provide
better results. The results obtained in classifying spells can be assessed using the
benchmark measures [12] which are generally a standard one in the problems of
binary prediction. The metrics adopted in the paper are sensitivity, accuracy, speci-
ficity, F1 score, andprecision.Here, the above-said performancemeasures are derived
or taken through the confusion matrix (CM) which comprises the particulars of true
and false negatives and positives. These results are then validated through a standard
measure, Matthews Correlation coefficient (MCC).

The obtained elements of CM regarding each classification algorithms are graph-
ically plotted in Fig. 4. It is noted from this graph that the amount of true negative

Fig. 4 Plot of confusion matrix of ML algorithms
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Table 1 Performance of algorithms used for classification

Classifiers Performance comparison (%)

Sensitivity Specificity Accuracy Precision F1 score MCC

LR classifier 83 55.56 78.81 91.21 86.91 33

GB classifier 86 61.11 82.2 92.47 89.12 41.45

GMM model 82 55.56 77.97 91.11 86.32 31.74

Firefly with GMM classifier 91 72.22 88.14 94.79 92.86 58.37

and positive elements (TN and TP) is high for the Gradient Boosting classification
algorithm as compared with the LR classifier. And while including the performance
of the GMM classifer, still the true negative and positive elements of CM is high
for the Gradient Boosting algorithm. As implemented with the hybrid algorithm for
classification that includes the firefly algorithm together with the GMM model, the
true prediction elements of CM significantly improved as illustrated in the plot of
Fig. 4. In a similar way, while considering the false misclassification, the GMM
model as a classifier provides more FN and FP elements as compared with other
base classifiers. However, the same GMM classifier together with the Firefly algo-
rithm provides very less misclassification in this prediction problem. Moreover, the
prediction, i.e., the amount of false classification gets depreciated and so the amount
of correct predictions gets improved for the Firefly with GMM model as depicted
in Fig. 4. The discussion on the results obtained using performance metrics will be
further discussed in detail.

The performance obtained using the above-said classification algorithms are listed
in Table 1. In this table, the logistic regression algorithm’s performance as compared
with the GMM algorithm is higher. But the Gradient boosting algorithm provides
a better performance than this logistic regression classifier. This implies that the
Gradient boosting classifier provides a better accuracy of 82.2% accuracy, 92.47%
of precision, and 89.12% of F1 score. Here, it is noted that while comparing the indi-
vidual base algorithms, the gradient boosting algorithm yields the high classification,
and so, the value of MCC for GB classifier is attained as 41.45 which is supreme
over other base classifiers. For further improving its performance, the hybridization
technique is used by making use of the metaheuristic approach.

The classification performance of this hybrid firefly with GMM algorithm while
comparing with other algorithms is plotted graphically in Fig. 5. In this graph, the
hybridized firefly with GMM algorithm yield 88.14% of accuracy with a precision
of 94.79%, and F1 score of 92.86%. These obtained performances are validated by
the MCC attainment value of 58.37, and it is obviously higher than other employed
classification algorithms. Hence, the hybridized firefly together with the GMM algo-
rithm attains a maximum performance than the LR, GB, and GMM algorithms as
depicted in Table 1 and Fig. 5.
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5 Conclusion and Future Scope

The work proposed a hybridized approach for developing a weather forecasting
predictor used in the prediction of rainfall through several measurements. The algo-
rithms used for classification are logistic regression, gradient boosting, and Gaussian
mixturemodel. Here, the prediction performance has been improved further by incor-
porating the firefly algorithm together with the above-said Gaussian mixture model
algorithm. For this evaluation, the dataset considered has ten different measure-
ments with the inputs taken from 334 rainy days and 60 dry days. That is, the dataset
comprises of 694 input samples taken from 694 different climatic days. And this
input data is analyzed graphically using the distribution plot which revealed the
nonlinearity nature of the inputs. Then, the input data is normalized and fed for
different classifiers for prediction. For this, the input data had been splitted using a
standard ratio of 70:30 by means SMOTE technique. As the aim of the research, the
work attains a supreme performance of 88.14% accuracy with the improved value of
MCC as 58.37. Several algorithms and approaches are proposed for efficient rainfall
prediction are now available in literature, but there is still a need for a comprehen-
sive literature review and systematic mapping research that can represent proposed
solutions, current challenges, and current developments in this sector. The outcome
of this research add to the existing body of knowledge in numerous ways. For engi-
neers, scientists, managers, and planners working in water-related industries, the
climatology and variability of the rainy season’s characteristics, as well as wet and
dry periods, are invaluable information. The focus of future study will be on using
other metaheuristic algorithms with different preprocessing techniques.
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Automated Hardware Recon—A Novel
Approach to Hardware Reconnaissance
Process

Kalpesh Gupta, Aathira Dineshan, Amrita Nair, Jishnu Ganesh, T. Anjali,
Padmamala Sriram, and J. Harikrishnan

Abstract Technology is growing at an exponential rate, and everything around us
from shopping to instant messaging and emails, studies, etc. is getting connected
to the Internet and becoming smarter. This enabled reconnaissance (or recon) is
a collection of procedures and methods, including enumeration, foot-printing, that
are used to covertly discover and acquire information about a target system. The
protracted recon process requires utmost attention and precision when it comes to
handling the device for inspection. There exists a high risk of tampering with the
device while inspecting the interior, requiring the replacement of the device. With
FCC ID or chip number extraction using optical character recognition, followed by
double-checking with the dataset, the specifically designed web scrapers will help to
scrape all the information required, including the vulnerabilities from the web, after
which a brief report will be generated. Hence, our proposed system automates the
process of reconnaissance, saving time and helps in avoiding risks to an extent.

Keywords Hardware recon · Reconnaissance · OCR · Dataset · Web scrapper ·
Beautiful Soup · Selenium · Hardware security · Datasheet
1 Introduction

The Internet is a crucial part of today’s era, and from shopping to instant messag-
ing and emails, academics, everything surrounding us is getting connected to the
Internet and becoming smarter. This enables instant communication and interaction
and provides simple access to information and services. To make these things smart,
smart sensors, micro-controllers, and microprocessors are used in the devices. And
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with the growing use of such devices, protection of our information from getting
misused is must. The software needs to be protected frommalware, viruses, etc., and
this is achieved by using anti-virus software. And with the increase in usage of smart
devices, protecting the hardware from getting compromised becomes necessary too.

The hardware consists of various microprocessors and integrated circuits, and
due to its complexity, it is hard to detect vulnerabilities and fix them as replacing
hardware components can be a tedious task. And, it is difficult to find the source of
the vulnerability, as there is a possibility of it being a manufacturing defect.

In the Cyber Security domain, pen-testing is a process of analyzing and assessing
the “secureness” of a device by doing a series of simulated attacks on the device
and looking for vulnerabilities. This tells the pen-testers the flaws of the device and
gives them an idea of the possible attacks. In the hardware domain, pen-testers use
a process called reconnaissance.

Reconnaissance (or recon in short) is a collection of methods and processes,
including scanning and enumeration, that are used to secretly uncover and collect
knowledge about the target systems. There are two kinds of recon processes—active
and passive reconnaissance [1]. Active reconnaissance is a type of computer intrusion
in which an attacker interfaces with the targeted device to collect information about
vulnerabilities [2]. Passive reconnaissance is the method of gathering information
about the intended victim of a malicious hack without the target knowing what is
going on [3].

Hardware reconnaissance is a process composed of various steps like device dis-
assembly, looking at various components, port debugging like JTAG/SWD, chip
identification, and information extraction from its datasheet. Before invading the
target, a full understanding of the device is required, even though it is a black box
during the process of pen-testing or security analysis. The recon phase helps to iden-
tify multiple components of the system so that one’s attacks can be targeted toward
what one knows, including the vulnerabilities found when learning about the system.

Every electrical and electronic product with a working frequency of more than
9KHz needs to be FCC certified. The FCC stands for Federal Communications
Commission. FCC regulations are designed to reduce electromagnetic interference,
manage and control a range of radio frequencies to protect the normal work of
telecommunications networks and electrical products [4]. Wireless devices or prod-
ucts with wireless transmission frequency are assigned an FCC ID. It is a unique
identifier assigned to a device registered with the United States Federal Communica-
tions Commission [5]. Using the FCC ID, one can obtain photographs of the device,
user manuals for the device, etc. [6].

Another source of information for getting details about the chips and micro-
controller is the manufacturer’s Web sites where the information such as the
datasheets, operating information is available, but it is in a very scattered manner
and requires a lot of manual intervention to search the required information.
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Web scraping is the practice of gathering organized web data in an automated
manner. It is also called extracting web info. Any of the key applications of web
scraping includes, among many others, pricing tracking, price intelligence, news
monitoring, market survey, and sentiment analysis. It is also called extracting data
[7–9].

A Python library to pull data from HTML and XML files is Beautiful Soup. It
functions to include idiomatic ways to browse, find, and alter the parser tree using the
parser. It usually saves hours or days of work for programmers. It also automatically
converts incoming docs to unicode and outgoing documents to UTF-8 [10].

Selenium is a cross-platform framework based in JavaScript, Python, C#, Ruby
whose development was first started by ThoughtWorks, by a person named Jason
Huggins when he was building a testing application for an internal expenses and time
application [11]. Selenium is predominantly used for extracting data from dynamic
web pages and building automated functional tests for testing web applications.

This work proposes an easy-to-use web application-based tool which automates
the hardware recon process by automatically extracting the FCC ID or the chip
number of the chip from the device image and generates a brief report containing
the details of the past exploits, vulnerabilities in the device, operating temperature,
datasheet links, etc.

The main contribution of our work is that we are proposing a novel approach for
the recon process and an extensive pre-compiled dataset. The proposed approach
combines the optical character recognition with the recon process and lookup in this
extensive dataset to automate the recon process, saving time and avoiding risks to an
extent.

The rest of this paper is structured as follows. Some of the related existing works
and approaches toward web scraping and text extraction from images are in the
second section. The third section describes our proposed approach including the
details of the dataset that is compiled from a variety of web resources to fasten up the
recon process. The further sections describe the report generation process, benefits
of the proposed system, conclusion and future works.

2 Related Works

Ray Smith describes the steps involved in the text extraction using Tesseract, includ-
ing processing, recognition, and classification of the image, to extract the text char-
acter by character [12]. Nguyen et al. perform a statistical analysis the possible errors
caused by the optical character reader using four different datasets [13]. Payel Roy
et al. compare different algorithms by comparing the adaptive threshold values using
Correlation and Structural Similarity Index (SSIM) calculations [14].

The algorithm proposed by S. Chaudhari et al. uses the web scraper tool Scrapy
andMongoDb in the application. The application stores the recipe name, ingredients,
and theURLof the recipe in the database, collected throughweb scraping beforehand
[15]. Shinde Santaji Krishna and Joshi Shashank Dattatraya presented a page-level
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data extraction system that extracts web page schema from template generated web
pages automatically [16]. Ahmad Pouramini and ShahramNasiri proposed a tool that
generates web scrapers to extract data items from the web page. They have tried to
stimulate the way humans look at web pages and have used textual anchors to create
patterns for the target data regions [17]. Sanya Goel et al. propose a PHP-based web
application which is able to crawl through useful information from the schools’ Web
site and provide aid to parents in the Delhi NCR region [18]. S. Thivaharan. et al.
compared the popular web scraping libraries such as Beautiful Soup, LXml, and
RegEx in terms of response time (best, average, and worst cases) and accuracy [19].

3 Proposed Solution

Our suggested approach starts with getting an input of the image of the device from
the user of the device or chip under study for the vulnerabilities and exploits. Upon
receiving the input, the extraction phase starts to extract the text from the input image
and process it to get the FCC ID or the chip number using the OCR engine. The
extracted chip number is searched in the extensive dataset to get the resource links
and other details. Then, the required information is web scrapped from those resource
links, while for the FCC ID, the information is directly web scrapped from the order
to generate a brief report for the user containing the details of the past exploits,
vulnerabilities, and other important device information. The proposed approach is
summarized in Algorithms 1 and 2.

Algorithm 1: Hardware recon using the FCC ID
Input : An image of the device containing FCC ID
Output : Report containing datasheets, internal, and external images of the device

1. Preprocessing of the input image;
2. Passing the processed image to the OCR engine to extract the FCC ID ;
3. Extracted FCC ID is appended to the URL “www.fccid.io\” ;
4. Web scrape all the datasheets, internal, and external images of the device;
5. Generate a combined report;

The diagram displayed in Fig. 1 represents the proposed solution using FCC ID
and chip number.

3.1 OCR Engine

OCR or optical character recognition is a text recognition system that recognizes and
extracts text from digital documents and images. It is widely used in AI, machine
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Algorithm 2: Hardware recon using chip number
Input : An image of the chip/device containing chip number
Output : Summarized report of the chip along with CVE links

1. Preprocessing of the input image;
2. Passing the processed image to the OCR engine to extract the chip number;
3. Extracted chip number is searched in the managed dataset;
4. if chip number is found then

i. Retrieve the resource links and other information from the database ;
ii. Web scrape device information from the Web site ;
iii. Generate a report from the retrieved data ;

else
Generate error message for the chip number not found.

end

Fig. 1 Block diagram of the proposed solution for automated hardware recon

learning, robotics, IoT, banking, and health care [20]. One of the most popular and
commonly used OCR engines is Tesseract. It is open sourced and identifies a wide
range of languages. PyTesseract, which is the OCR tool for Python, is used for our
system.

In the proposed system, the OCR engine is used for FCC ID extraction or the
micro-controller chip number extraction of the scanned images, based on the user’s
need.

3.1.1 FCC ID Extraction

Typically, the device details are found in the form of printed text. Thus, in this case,
the prepossessing involves converting the image into grayscale and increasing the
contrast so as to make the text to appear more prominent [21].
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Fig. 2 Comparison between new and old micro-controller texts

3.1.2 Chip Number Extraction

In the case of micro-controllers, the text is not printed, rather etc.hed on themounting
package of the integrated circuit. As a consequence over time, the chip number may
lose its clarity (Fig. 2).

As a result, the OCRmay ormay not recognize the letters accurately. After several
trials and errors, two different preprocessing methods which yielded better results
concerning the system were proposed.

1. Edge Detection: In this case, the noise is removed, and edges of the letters are
detected via Canny edge detection. This method works well in cases where the
text engravings are not distinguished and the micro-controller surface is more
smooth.

2. Thresholding : In cases where the letters are not defined or the edges are not
very clear, the image is dilated to accentuate the letters, and this is followed by
thresholding.

So, the image is passed through the above two methods, and the processed image
is then fed to Tesseract to obtain the chip number. The output from the methods is
then cross-checked with a predefined array which consists of common prefixes of
the different micro-controller families. If a match exists, a lookup of the particular
chip number is done against the dataset to obtain the corresponding resource and
CVE links.

3.2 Dataset Construction

Although there are thousands of micro-controller or communication modules used
today worldwide, the most commonly used can be found in various applications
around us like that of Arduino (Atmega series), Microchip’s PIC series (PIC 32,
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Table 1 Sample of records in the dataset

Chip number Resource link CVE1 CVE2 CVE3

ATSAMA5D21 〈Manufacturer
site〉

〈CVE link 1〉 〈CVE link 2〉 〈CVE link 3〉

ATSAM3U2C 〈Manufacturer
site〉

〈CVE link 1〉 〈CVE link 2〉 〈CVE link 3〉

: : : : :
: : : : :

18, 16, 12), Microchip’s ATSAM series, ESP32 series, TI’s C2000 series, TI’s Sim-
pleLink Series, Ti’s MSP430 series, Arm’s Cortex series,Arm’s Mali GPUs.

Arduino micro-controller is used in variety of smart IoT-based systems today
due to its cheaper cost and high usability. It is also used in the domestic air quality
monitoring and gas leak detection systems [22]. It is also used in the IoT-based smart
bins [23].

Hence, we have compiled an extensive dataset consisting of the various resource
links of these commonly used micro-controllers and chip set from various sources
on Internet. These resource links point to the Web sites from where we can get much
information about the chip sets like the types of interface supported, chip family,
DRAM interface types, micro-controller images, number of pins, whether supports
GPU or not, and other chip specific information like I2C, SSC, datasheets, and other
important resources about the chip set.

Besides resource links, the common vulnerabilities and exposures (CVE) links
for the micro-controller chips present in the dataset (wherever available) were also
included, from where one can get to know about the vulnerabilities in the smart
devices and take appropriate actions to resolve them. If there are multiple CVE links
available for some chips, they were included so that most appropriate information
can be obtained in the brief report generated by the proposed system.

This compiled dataset is composed of the details of over 1000 most commonly
used chip sets which will aid us in our proposed automated hardware recon process.

The different family of micro-controllers is arranged across different sheets to
enable faster search operation. A sample of the type of record in the dataset in a
sheet can be seen in Table1.

3.3 Resource Link Lookup

Once the chip number from the OCR engine component of the proposed approach is
obtained, one can lookup for it in our extensive dataset (which we mentioned above)
among the families in which the chip belongs which can found using the initial part
of the chip number. Once the chip number is found in the dataset, one can retrieve
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the resource link from there to start the information extraction process. Also, one
can retrieve the CVE links for that particular chip from the dataset.

If FCC ID is obtained from the chip, one can directly move to the data extraction
part (FCC ID part) of the proposed approach.

3.4 Data Extraction

The resource links that are retrieved in the previous stage (in the case of chip number)
are used to scrape the important information from the Internet. Python modules such
as Beautiful Soup and Selenium framework are used in our proposed system to web
scrape important information about the micro-controller chip from the different Web
sites on the Internet as denoted by the resource links.

The information from the Web sites is extracted using the X-paths of the sections
where the information is located on theweb page using the Selenium framework. The
extracted information includes the port types, number of pins, supported interfaces
that can be useful for pen-testers and hardware researchers. .

For FCC ID, the information about the chip can be web scraped from fccid.io,
including the internal and external images of the device under study.

4 Report Generation

The extracted information from the previous stages is compiled in a brief report
in PDF format. Besides the information about the micro-controller chip and device
under study, it will also include the CVE links that are retrieved from the dataset
which can help the pen-testers and hardware researchers to know about the past
vulnerabilities and exploits found in the micro-controller chip.

This entire process can be easily completed by the user by utilizing our web
application by simply providing the image of the device, and our proposed system
will perform the recon process and generate a brief report for the user.

5 Experimental Results

Hence, the proposed automated system can generate a brief report consisting of
micro-controller chip features, para-metrics, CVE, and datasheet links scraped from
the Internet which can aid the pen-testers and hardware researchers in reconnaissance
process. This will help them to save time, focusing on other important work to
enhance hardware security.

A sample snip of the report is shown in Figs. 3, 4 and 5.
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Fig. 3 Sample snip from the report (Part 1)
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Fig. 4 Sample snip from the report (Part 2)

Fig. 5 Sample snip from the FCC ID report
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6 Advantages

Pursuing the vision of our university, we directed our research efforts toward
compassion-driven research. This proposed novel solution will be able to reduce
the man-hours and efforts put into the pen-testing and reconnaissance processes. It
will also help in eliminating human errors that might slip in during the manual pro-
cess, in turn helping to reduce the amount of e-wastes produced due to discarding of
the tampered devices. Toxic substances present in these e-wastes are lethal both to the
environment and the beings; thus, this proposed automated approach will contribute
to lowering it to a certain extend.

7 Conclusion and Future Work

Hence, a novel approach is proposed that automates the traditional hardware recon
process using the combined vigor of OCR, our compiled dataset, and web scrapping
to generate a brief report containing important information about themicro-controller
chip which may act as an aid for pen-testers and hardware researchers. And, all of
these can be controlled using an easy-to-use web application.

The work can be further enhanced by developing a better and efficient OCR
for refining the process of FCC ID and chip number extraction. Dataset expansion
by including new micro-controllers and the development of an algorithm to collect
recent CVEs can contribute to make the application versatile. Research on adaptable
web scrapers can help in replacing the customized web scrapers, thus saving time in
developing those for newly included micro-controllers.
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Randomised Analysis
of Backtracking-based Search
Algorithms in Elucidating Sudoku
Puzzles Using a Dual Serial/Parallel
Approach

Pramika Garg , Avish Jha , and Kumar A. Shukla

Abstract Sudoku is a 9× 9 grid-based puzzle. It is a game where each row, col-
umn, and 3× 3 box must have one instance of a number from 1 to 9. In present
paper, we shall evaluate three different algorithmic approaches both in serial and
parallel configurations that can be utilised to solve a puzzle of Sudoku to assess
their comparative performance metrics for differential randomly generated Sudoku
datasets. We shall utilise Breadth-first search, Depth-first search, Depth-first search
with Breadth-first search parallelisation for sub-tress, for evaluating a large number
of randomly generated Sudoku puzzles with a varying number of clues to find the
best algorithm based on time and space complexity as well as clue complexity. With
this, we shall analyse and develop a best practice algorithm that can be ideally used
to solve a large number of puzzles in any given situation in the most time-efficient
manner. Our analysis has found that there was a significant improvement in utilising
the parallel algorithm over both the Breadth-first and Depth-first search approaches
from 28% to over 56%. Even moving from Breadth-first to Depth-first search, we
have gauged quite a moderate improvement in performance from 15 to 21%.

Keywords Sudoku · Algorithms · Breadth-first search · BFS · Backtracking ·
Depth-first search · DFS · Efficient sudoku solving · Parallel sudoku · Randomly
generated dataset · Randomised analysis

1 Introduction

Sudoku puzzle is a logic-based game that was first mentioned in the number place
[1]. It was adopted by the Japanese as “Suuji Wa Dokushin Ni Kagiru”, and later on,
the name was shortened down to Sudoku in 2005, leading to widespread popularity.
It consists of a grid that is divided into squares. It consists of varying sizes ranging
from 4× 4 grids to 16× 16 grids (Fig. 1).
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(a) A 4x4 Sudoku. (b) A 9x9 Sudoku.

Fig. 1 Unsolved Sudoku’s of varying sizes

It can be generalised onto an N × N grid where the square root of N is a positive
integer. However, the Sudoku containing 9× 9 grids is considered to be conventional
due to the large prevalence in its usage amongst people around the world. Unsystem-
atic numbers are assigned to the board in prior, where the ultimate goal is to fill off the
remaining empty spaces. There must be a one-of-a-kind solution, with no repetitions
permitted. Certain sets of rules and regulations are required to be followed by every
player which includes the following (for a 9× 9 grid) (Fig. 2):

• Only numbers containing integer values from 1 to 9 can be used.
• All the nine squares must contain different numbers each within a larger 3× 3
box.

• Each column or row should also contain all the numbers exactly once.
• All the squares must be filled.
• All the numbers should only be from 1 to 9.

The boxes are a set of nine 3× 3 smaller grids that form the bigger grid. The
main principle of solving the game involves solving it by unravelling the squares
with values without breaking any of the rules of the game. The initial clues given in
the puzzle allow the game to have a start point. A Sudoku puzzle with 17 or more
clues (clues imply filled in squares) will have a unique solution [2].

2 Related Works

The Sudoku is an NP complete problem which allows for quite a diverse variety of
solutions. We have analysed multiple approaches used previously in the upcoming
text.
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(a) Unsolved Sudoku (b) Solved Sudoku

Fig. 2 9× 9 Sudoku problem and solution

In [3], the authors use a stochastic search-based algorithm that works with under-
lyingmeta-heuristic techniques. They also utilise an simulated annealing-based algo-
rithmwhich uses a set ofMarkov chains. They have also proved the existence of easy-
hard-easy phase transitions in Sudoku puzzles of larger grid sizes such as 16× 16
and 25× 25.

The authors in [4] propose a solution based on constraint programming, treating
the Sudoku as a constraint satisfaction problem. They focus on both the enumera-
tion strategies of variable selection heuristics as well as value selection heuristics,
recognising their impact on performance. In variable selection heuristics, they cover
both the static and dynamic selection heuristics parameters, and in value selection
heuristics, they cover smaller, greater, average, and just greater than average value of
domain to gauge the best performing parameters. Even in [5], the author Simonis H.
uses a constraint programming-based approach implements versions of “Swordfish”
and “X-Wing” which use complex propagation schemes in a more redundant nature
with well-defined constraints such as coloured matrix and defined cardinality. This
leads to a stronger model which they improve on further by using flow algorithms
with bipartite matching.

Using State Space Search is another method of implementing a Sudoku solver
as [6] explores using both Breadth-first search and Depth-first search. It finds that
Depth-first search is more optimal for blind searching, and it can be implemented
using a backtracking-based approach. They compared a brute force approach using
both Breadth-first search and Depth-first search. They also implemented both algo-
rithms using a tree pruning technique which essentially is backtracking.

Backtracking is an algorithmic approach to solve a constraint satisfaction problem
which was approached as a Depth-first traversal of a search tree using varied branch-
ing techniques as described in detail in [7]. In [8], both the authors have explored on
the different forms of backtracking-based search algorithm and compared it against
other approaches such as rule-set or Boltzmann machine. Hence, there has been



284 P. Garg et al.

research in the utilisation of these search algorithms, but all of these have been serial
approaches, and there has been none in a parallel methodology. This is what our
research aims to fill the gap in since parallel processing is a major optimization as
thread counts on central processing units keep on increasing.

3 Methodology

3.1 Challenges Involving Bias

The challenges will involve minimising the time as well as space complexity, due to
the nature of the Sudoku as well as the algorithms in question [9]. Sudoku is well-
known to be an NP complete problem and backtracking-based heuristics algorithms
such as backtracking-based Depth-first search (DFS) and Breadth-first search (BFS)
provide an excellent methodology to prepare an efficient solution [10].

In such a problem where we have a given Sudoku problem and we need to assess
and determine a unique solution (we will analyse Sudoku puzzles with 17 or more
given clues in present paper), we have to use search algorithms to perform a potential
solution on the puzzle set. A random set of 1000 Sudoku puzzles shall be generated
via a process that first involves generating a full Sudoku solution and then removing
numbers as necessary to create a problem with a prior specified number of clues.
This process will be repeated 1000 times to generate a random dataset of Sudoku
puzzles with X number of clues, where X may be an integer from 25 to 30.

3.2 Solution to the Challenges

This will ensure that we have a large set ensuring any bias if at all can be eliminated
via the large size of the trial and will allow the proper comparative analysis of the
four algorithms in both their serial and parallel implementations. For each X from 25
to 30, the dataset shall be tested to all the algorithms, and the analysis will be done
in such a way as to see if any algorithm outpaces another based on the number of
clues given to the algorithm at the start. This will allow in future an algorithm to be
developed that utilises the best algorithm amongst these for each specific situation
based on the input size, ensuring an efficient solution can be employed. This may
lead one to believe that the more the number of clues, the easier it is to solve, but it
is far from the truth, as it is highly situational. A puzzle with 25 clues may indeed
be harder to solve than one with 17 [11].
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3.3 Implementation

In proposed algorithm, we shall employ the backtracking-based Breadth-first search
algorithm in a serial configuration, and we will analyse the performance of the algo-
rithm over a randomdataset of size 1000with varyingX (25–30). In a similarmanner,
the same process will be repeated for the backtracking-based Depth-first search to
determine the best possible configuration that works for each test case (where a test
case is defined is when X has a specific value from 25 to 30). Then, the Depth-
first search with a parallel sub-tree Breadth-first search algorithm shall be used to
determine and analyse the improvement that is brought by utilising a parallel core
architecture compared to a serialised solution.We have utilised a graph data structure
based on constraint graph structure for the final code.

3.4 Specification of Test Platform

For conducting a test with no other factors playing a role in the results, we decided
to approach this with a brand new fresh copy of Windows 10 LTSC, Python 3.8. The
code was entirely written in Python, and it was set to utilise a single virtual thread for
both the serial Breadth-first search and Depth-first search implementation, whereas
the parallel algorithm utilised six virtual threads. Each test ran within its virtual
environment, with identical system utilisations. Each test was run at an interval of
1h before the previous to allow for heat dispensation on the Intel Eighth-generation
CPU.Each test ran including the generation of 1000 different randomSudoku puzzles
of the given clue number.

4 Serial Breadth-first Search

4.1 What Is It?

Breadth-first search is a crucial search algorithm consisting of data structures for
graphical representation. It is heavily utilised for traversing graph or tree-based struc-
tures. It is an uninformed graph search strategy thatmoves from level to level ensuring
that each level is fully searched before moving on to the next deeper level [12]. It
traverses a graph structure in a breath-ward direction starting from the first vertex
and follows the below-mentioned rule-set strictly.

In current situation where we implement Breadth-first search in Sudoku, we will
take the first position on the top-left as the initial or first vertex. Each square is
represented as a vertex with two possible states, visited and unvisited. A queue is
then used by the algorithm as it executes, as mentioned below.



286 P. Garg et al.

Fig. 3 BFS—average mean time of 100 random puzzles (ms) in Y—number of clues in X

4.2 Algorithm

1. From the current vertex, find all the adjacent unvisited vertexes.
2. Visit each vertex as found from Step 1 and add it to a queue.
3. If the current vertex has no adjacent vertex, then dequeue the first vertex from

the queue.
4. Repeat the first three steps till all the vertices have been visited.

4.3 Results

The algorithm is implemented serially utilising the above rule-set, and the following
are the results after 1000 randomly generated Sudoku are processed for each of the
initial numbers of clues from 25 to 30 (Fig. 3).

5 Serial Depth-first Search

5.1 What Is It?

Depth-First Search (also known as Depth-First Traversal) is a graph-cum-tree
traversal and search algorithm that works on the Artificial Intelligence algorithmic
approach of Backtracking [13]. The algorithm starts from a root node and moves
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down one of the branches fully till it reaches the end, if the answer is found along the
way, then it stops, else it utilises the backtracking methodology. It continues this till
the answer is found, with the eventual goal of visiting all the unvisited vertices. The
backtracking methodology can be implemented via a recursive approach to allow for
better time and space complexity [14].

In the current implementation of Depth-First Search to port it to Sudoku, we will
take the first position on the Top-Left as the initial or first vertex. Each square is
represented as a vertex in the algorithm with 2 possible states, visited and unvisited.
A queue is then utilised by the DFS algorithmwhilst it executes, as mentioned below.

5.2 Algorithm

1. Take the first position in the Sudoku and put it as the starting vertex and place it
onto a stack.

2. Mark the vertex on the top of the stack as visited.
3. Find all the adjacent vertices from the current vertex and store them in a list.
4. Add the unvisited ones from the list to the stack.
5. Repeat Steps 2 to 4 till all vertices are visited.

5.3 Results

The algorithm is created in a serial configuration utilising the above rule-set, and
below-mentioned are the results after 1000 randomly generatedSudoku are processed
for each of the initial numbers of clues from 25 to 30 (Fig. 4).

6 Parallel Dual DFS and BFS-based Algorithm

6.1 What Is It?

Parallel Depth-first search with sub-tree Breadth-first search is an approach that
involves setting a search depth till which a serial Depth-first search will be run and
after which a number of Breadth-first search threads shall be spawned which will
each have a sub-queue aswell as access to a global queue to preventmultiple copies of
the Sudoku needing to be creating which would require much more memory leading
to higher space complexity. The Breadth-first search threads run in parallel till the
unique solution for the Sudoku is found.
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Fig. 4 DFS—average mean time of 100 random puzzles (ms) in Y—number of clues in X

6.2 Algorithm

1. A search depth is chosen.
2. Initially, Depth-first search is run till the chosen depth serially with a similar

rule-set as formerly given.
3. From the search depth, a set of parallel threads is spawned which run at the same

time with a global queue to solve till the end of the Sudoku is reached.
4. The Breadth-first search nodes run in parallel utilising sub-queues and the global

queue.

6.3 Results

The algorithm is created in a parallel configuration utilising the above rule-set so
that till the pre-defined search depth, Depth-first search is run serially after which it
spawnsmultiple Breadth-first search nodes running in parallel for the rest of the depth
of the Sudoku, and below-mentioned are the results after 1000 randomly generated
Sudoku are processed for each of the initial numbers of clues from 25 to 30 (Fig. 5).



Randomised Analysis of Backtracking-based Search … 289

Fig. 5 ParallelmixedDFSandBFS—averagemean timeof 100 randompuzzles (ms) inY—number
of clues in X

7 Visualisations and Analysis

Utilising the large mirage of data we collected from our testing, we can have two
different outlooks, one based on the individual clues for each algorithm and an overall
analysis where we average out the performance across different numbers of clues.

7.1 Twenty-five Clues

Whenwe take the initial number of clues to be 25, it can be analysed thatmoving from
serial Breadth-first search to serial Depth-first search, we see an improvement of over
15.86826%. Now, if we compare the parallel dual Depth-first search with Breadth-
first search with the serial Breadth-first search algorithm, we mark an improvement
on 41.16766% which is quite significant. Moving from serial Depth-first search to
the parallel algorithm, we see an improvement of about 28.38926% (Fig. 6).

7.2 Twenty-six Clues

When the number of clues is taken to be 26, observations state an increase of
15.12915%, whilst moving from serial Breadth-first search to serial Depth-first
search. In addition to that, the parallel version of Depth-first search and Breadth-
first search shows a notable increase of 44.83394% over serial Breadth-first search,
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Fig. 6 Comparing the performance of 25 versus 26 initial clues

which concludes that the performance of the paralleled implementation ofDepth-first
search and Breadth-first search is higher than the serial implementation of Breadth-
first search. When comparing the parallel dual Depth-first search with Breadth-first
search method to the serial Depth-first search algorithm, enhancement of 35.15724%
is beheld.

7.3 Twenty-seven Clues

Analysing the bar plot for 27 clues, we see an improvement of about 18.73922%
continuing the pattern of serial Depth-first search being more efficient than serial
Breadth-first search. In comparison to the previous analysis, the drop from serial
Depth-first search to the parallel algorithm is on the higher end at 51.34924%, whilst
the gain in performance moving from the serial Depth-first search to the parallel
algorithm stays around 38.47207% (Fig. 7).
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Fig. 7 Comparing the performance of 27 versus 27 initial clues

7.4 Twenty-eight Clues

In case of 28 clues, we see a gain in performance of approximately 21.47925%
moving from serial Breadth-first search to serial Depth-first search. If we switch
from the serial Breadth-first search algorithm to the dual parallel algorithm, we see
a gain of over 52.64389% in performance. Whereas moving from serial Depth-first
search to the dual parallel algorithm, we see an improvement of 39.82891%.

7.5 Twenty-nine Clues

Starting off with 29 clues, we are able to analyse that moving from serial Breadth-
sirst search to serial Depth-first search, we get an improvement of about 17.57393%,
but there is a major improvement with over the doubling of speed moving from serial
Breadth-first search to the dual parallel algorithmwith over 53.73929%improvement.
The movement from serial Depth-first search to the dual parallel algorithm is again
a pretty sharp increase in performance by about 41.32907% which is anomalously
higher than the previous cases (Fig. 8).
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Fig. 8 Comparing the performance of 29 versus 30 initial clues

7.6 Thirty Clues

In this section, we analyse the performance where 30 clues are given initially, and
we see an improvement of 19.28571% jumping from serial Breadth-first sarch to
serial Depth-first search. Moving from the serial Breadth-first search to the parallel
algorithm, we see a large improvement of over 56.38127% which confirms that this
parallel algorithm continues to become more and more efficient as the number of
clues is increased. The jump from serial Depth-first search to the parallel algorithm
is quite on the higher end at 35.82937% suggesting that the parallel algorithm starts
to gain an advantage over the serial Depth-first search algorithm with an increasing
number of clues (Figs. 9 and 10).

8 Conclusion

With the averaging of the values as shown in Figs. 3, 4 and 5, we can see that there
is an improvement of approximately 20.79027% as we utilise backtracking-based
Depth-first search over Breadth-first search which can be attributed to the benefits
that backtracking brings to Depth-first search, and hence, it can be determined that
a serial implementation of Depth-first sfarch will uniformly perform better than a
serialised implementation of Breadth-first search (Fig. 11; Table 1).
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Fig. 9 Overall summary of execution time

Fig. 10 Comparison of percentage of improvement
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Fig. 11 Average execution time of the three algorithms

Table 1 Percentage gain as we move from Algorithm A to Algorithm B for all three possible
permutations

Percentage improvement

Number of clues BFS to DFS (%) BFS to parallel (%) DFS to parallel (%)

25 15.86826 41.16766 28.38926

26 15.12915 44.83394 35.15724

27 18.73922 51.34924 38.47207

28 21.47925 52.64389 39.82891

29 17.57393 53.73929 41.32907

30 19.28571 56.38127 35.82937

From the previous set of analysis at individual clue levels, we can notice that the
performance gap between srial Breadth-first search and serial Depth-first search is
approximately 20% constantly irrespective of the change in the initial number of
clues. The major improvement occurs in the switch from serial Depth-first search to
the dual parallel Depth-first search with Breadth-first search algorithm which ensues
a constant performance gain with the increase in the number of clues, from about
28% to over 35%.

The parallel version of Depth-first search utilising Breadth-first search for its sub-
trees is a major improvement over serial Breadth-first search and even over serial
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Depth-first search. It manages to uphold a humongous 39.35643% over the serial
Breadth-first search implementation. Though, it is to be noted that this was with six
parallel Breadth-first search threads that were launched after the pre-defined search
depth has been reached. Even though utilising Breadth-first search partially in this
algorithm would be expected to offer a slowdown compared to the backtracking-
based highly performant serial Depth-first search, the threaded Breadth-first search
absorbs the complexity increase due to parallelisation, and it still comes out ahead
majorly of the serial Depth-first search with a 23.43783% improvement.

Overall, we can see there is an immense improvement in the real-world perfor-
mance of our algorithm even though the time complexity is rather unchanged from
that of serial Depth-first search and serial Breadth-first search. The novelty of our
approach is adding the concept of parallelisation on not just a single algorithm rather
combining two algorithms in such a way that not only do, we reap the benefits of
parallelisation, and we also get the best from both the algorithms. Hence, we can
conclude that such a parallel approach is the best algorithm amongst the studied to
solve a given Sudoku puzzle.
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High Speed VLSI Architecture Design
Using FFT for 5G Communications

P. Lakshmi Devi, Somashekhar Malipatil, and P. S. Surekha

Abstract A high speed FFT processor is designed supporting 16- to 4096-point
FFTs and 12- to 2400-point DFTs for 5G,WLAN. The processor is designed for high
speed applications and source code is written in Verilog. Synthesis and simulation
is done in Xilinx ISE 14.7. The power dissipation is minimized (20.3 mW) and
delay is 9.539 ns and further extension is done using CORDIC processor delay is
7.55 ns. In this paper, high speed VLSI Architecture designed using FFT for 5G
Communications. The proposed results are compared with the existed work.

Keywords Coordinate rotation digital computer (CORDIC) · FFT · DFT · Xilinx
ISE 14.7 · Verilog · 5G · VLSI

1 Introduction

FFT is a compute-intensive algorithm in the physical layer of an OFDM system to
convert data between time domain and frequency domain.ManyOFDMsystems such
as 4G LTE/LTE-A and WLAN require power of two FFTs. LTE uplink preceding
requires non power of two DFTs from. In the upcoming 5G, FFT is still an essential
algorithm for all of the waveform candidates, and the FFT computation speed should
be high enough to support the high data rate of 5G. Furthermore, the decomposi-
tion algorithm employs a technique known as high-radix–small-butterfly to reduce
computation cycles and simplify the processing engine [1]. To build a low-power
FFT processor, the Radix-2m-bits encoding scheme was used to minimize the partial
product lines in the multiplication [2].
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2 Proposed Work

The structure of proposed FFT processor as shown in Fig. 1 the proposed FFT
processor consists of butterfly unit, scaling unit, CORDIC unit, aligning unit and
data memory with two 16 bank 28 bit single port memory. The 16× 28 bit input and
output data ports. The TF multiplications takes place in CORDIC unit.

Butterfly unit in processing element as shown in Fig. 2. It consists of processing
element PE-A, PE-B and 2 PE-C along with switch networks. To increase reuse of
the hardware resources, the radix-16 DFT is divided into 2.

X16(k1, k2) =
3∑

n2=0

⎡

⎢⎢⎣Wn2k1
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Wn2k2
4

⎤
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where A and B are implemented in the PE-A, PE-B hardware units in Fig. 3 (Fig. 4).
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Fig. 1 Proposed FFT processor
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Fig. 2 Butterfly unit in processing element

Fig. 3 Signal flow 3point DFT algorithm

3 Simulation and Synthesis Results

See Table 1.
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Fig. 4 Signal flow graph 5point DFT algorithm

Table 1 Power analysis
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Delay Analysis
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See Figs. 5, 6, 7, 8, 9, 10 and Tables 2 and 3.

Fig. 5 Top module of
proposed FFT
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Fig. 6 Top module of processing element

Fig. 7 RTL schematic of proposed FFT
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Fig. 8 Top module of CORDIC

Fig. 9 Simulation results of proposed FFT processor

Fig. 10 Simulation results of CORDIC
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Table 2 Device utilization
summery of proposed
processor

Logic utilization Used Available In %

Total number of slice registers 412 29,504 1

Number of 4 input LUT 664 29,504 2

Number of bonded IOBs156 156 376 41

Table 3 Comparison results Parameter Proposed work Xia [1] Chen [2]

Power dissipation 20.3 mW 26.3 mW 320 mW

4 Conclusion

In this paper, the processor is designed for high speed applications and source code
is written in Verilog. Synthesis and simulation are done in Xilinx ISE 14.7. The
power dissipation is minimized (20.3 mW), and delay is 9.539 ns and with CORDIC
extended delay is 7.55 ns.
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A Literature Review on Bidirectional
Encoder Representations
from Transformers

S. Shreyashree, Pramod Sunagar, S. Rajarajeswari, and Anita Kanavalli

Abstract Transfer learning is a technique of training a model for a specific problem
and using it as a base for training another related problem. It has been proved to be
very effective and has two phases: the pre-training phase (generation of pre-trained
models) and the adaptive phase (reuse of pre-trained models). Auto-encoding pre-
trained learning model is one type of pre-trained model, which uses the transformer
model’s encoder component to perform natural language understanding. This work
discusses the bidirectional encoder representations from transformers (BERT) and
its variants and relative performances. BERTs are transformer-based models devel-
oped for pre-training unlabeled texts, bidirectional, by considering the semantics
of texts from both sides of the word being processed. The model implements the
above function using two specific functions: masked language modeling (MLM) and
next sequence prediction (NSP). The robustly optimized BERT (RoBERTa) variant
of BERT with few modifications has significant improvements in removing NSP
loss function due to its inefficiency. SpanBERT is another variant that modifies
MLM tasks by masking contagious random spans and also uses the span-boundary
objective (SBO) loss function. A lite BERT (ALBERT) is another variant with two-
parameter reduction techniques: factorized embedding parameterization and cross-
layer parameter sharing. It also uses inter-sentence coherence loss instead of NSP.
The performance of the BERT’s variants is found to be better than BERT, with few
modifications as per the available literature.
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objective (SBO) · Masked language modeling (MLM) · Next sequence prediction
(NSP) · Sequence-to-sequence (Seq2Seq)

1 Introduction

The sequence-to-sequence modeling (Seq2Seq) in NLP is a method of building
models that are used to transform sequences of text from one kind of representation
(e.g., a phrase in Kannada) to another (e.g., phrases in Hindi). This technique has
a wide range of applications, namely question answering, machine translation. This
modeling includes two tasks, namely natural language understanding and natural
language generation. The focus of this paper is on natural language understanding.
Machines can quickly analyze the data in moments and save the company’s innu-
merable hours and resources, while analyzing client feedbacks uses natural language
understanding (NLU) andmachine learning. The capacity of a system to comprehend
natural language is the main deliberation of NLU. It primarily focuses on reorga-
nizing unstructured input data that aids the machine in analyzing and understand
the data. The machines should identify the characteristics of the natural language
before processing the data. Applications of NLU include machine translation, ques-
tion answering, text summarization. Instead of using traditional machine learning
modeling approaches, the viable option is to use transfer learning. It is a method
that incorporates the re-usability of models with slight modifications or fine-tuning
applied [1, 2]. It is measured very efficiently compared to the traditional machine
learning approach, as it takes less time to build models. One more critical aspect
is that this approach does not need a large dataset to train the model. In this type
of learning, the initial layers of the neural network learn more general features and
make a shift toward specificity when moving toward the final layers. This kind of
initialization to the model increases the performance as compared to initialization
using random features [3].

There are two phases for transfer learning implementation, i.e.,

1. Pre-training phase where the initial, re-usable pre-trained models are built.
2. The adaptive phasewhere the fine-tuning for the pre-trainedmodel is performed.

The pre-trained models can be classified into two types:

1. Auto-encoding models: These models implement the encoder component of
the transformer model and perform natural language understanding.

2. Auto-regressive models: These models implement the decoder component of
the transformer model and perform natural language generation.

To enhance the natural language processing functions, it is vital to perform the
pre-training of the language model [4]. Such NLP functions include phrase-level
tasks, such as paraphrasing. The relationships between the phrases are determined,
analyzed, and token-level tasks such as named entity recognition (NER), which
focuses on generating token-level output. The standard language models are unidi-
rectional, which leave few choices for architectures being used while pre-training.
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This is a significant disadvantage that had to be overcome. The famous BERT model
is known to be an auto-encoding pre-trained model. The BERT model works by
pre-training the natural language representations bidirectionally unlike the unified
LM pre-training [5], from the unstructured text, considering semantics from both the
sides of the processing word in all the layers of its neural network [6]. BERT uses
two main loss functions:

1. Masked language modeling (MLM)
2. Next sequence prediction (NSP).

1.1 Input Representation in BERT

The input to a BERT model follows a specific format, as shown in Fig. 1. It requires
three embedding, i.e.,

1. Token embedding: Represents a vector for the corresponding input tokens.
2. Segment embedding: If two sentences are given to the model as input from two

different segments, then this embedding represents the corresponding segment
that the token belongs to.

3. Position embedding: It represents the position vectors of corresponding tokens.

The combination of all the above three embedding represents the final input that
is given to the model. Input to the BERT model can either be a pair of sentences
or a single sentence. In addition, there are two unique tokens used in the input
representations, namely:

1. CLS token: This is a classifier token primarily used in the NSP loss function.
It is added at the front of every input symbol.

2. SEP token: It is a separator token used to identify the ending of one sentence
from one segment and the beginning of another sentence from another segment.

Fig. 1 Input representation for BERT model
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1.2 BERT Architecture

Notation: The number of layers (transformer blocks) is denoted as L, the hidden size
as H, and the number of self-attention heads as A. There are two models of BERT
based on the number of parameters or model sizes: BERTBASE (L = 12, H = 768,
A = 12, total parameters = 110 M), and BERTLARGE (L = 24, H = 1024, A = 16,
total parameters = 340 M) [6] (Fig. 2).

1.2.1 Masked Language Modeling

This function of BERT, inspired by Cloze-driven pre-training [7], eliminates the
problemof unidirectionality of standard architectures. Theworking ofMLMinvolves
masking few percentages of the input tokens randomly and predicting the masked
input word considering only its context. Instead of pre-training the model in only one
direction, this function enables left-to-right pre-training, which results in a strong
understanding of the input by the machine. Practically, 15% of the input tokens are
randomly selected and masked, where, e.g., for the sentence “My dog is hairy” with
the last word being masked as follows.

• About 80% of the time, the tokens are replaced by the token [MASK], i.e., “My
dog is [MASK].”

• About 10% of the time, the tokens are replaced by another word, i.e., “My dog is
apple.”

• Another 10% of the time, the tokens are kept as is, i.e., “My dog is hairy.”

The above examples show that not all the tokens are masked in the same manner
all the time.

Fig. 2 BERT architecture
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1.2.2 Next Sequence Prediction

In many NLP tasks, such as question answering, the model must understand the
relationship between sentences present in the corpus. For this reason, the NSP func-
tion is introduced, which is a simple binary classification task. For example, given
two sentences, A and B, this task determines whether sentence B is an immediate
successor of A in the original document. It will place its output in the [CLS] token
with IsNext or NotNext, where IsNext represents a positive input, andNotNext repre-
sents a negative input. Such examples are done equiprobably, i.e., 50% of the positive
information and 50% of the negative samples are used to pre-train. To summarize,
BERT performs natural language understanding with the input being sentenced to
mask some of the tokens. The output is the prediction of masked tickets by consid-
ering the tokens’ left and proper context. Thus, introducing bidirectionality in the
process provides accurate results, and the machine will have more understanding of
the input sentences provided.

2 Types of BERT Models

2.1 RoBERTa

The RoBERTa stands for robustly optimized BERT, a replication study of BERT
with consideration toward training data size. The modifications in this model, after
observing that the BERT model was undertrained, include:

• Training the model with the large dataset
• Removing the NSP loss function
• Training with lengthy sequences
• Changing the masking patterns dynamically

To check the significance of NSP loss function, the researchers experimented on
BERT with four training arrangements:

1. SEGMENTPAIR+NSP: The input arrangement used in BERT, where pair of
segments was provided, chosen from one or different documents, along with the
NSP loss function. The total length of the input should be less than 512 tokens.

2. SENTENCE PAIR + NSP: In this arrangement, the input is formed by
combining two sentences rather than segments chosen from the same or different
documents. The NSP loss function is retained in this case.

3. FULLSENTENCES: The input contains complete sentences taken from one or
more documents continuously, with the maximum number of tokens being 512.
When the sentences fromone document come to an end, and the 512-threshold is
not reached yet, then a separator token is introduced with the sentences starting
from the following document. The NSP loss function is removed.
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Table 1 Comparison of F1
scores of training formats in
RoBERTa

Models SQuAD 1.1 SQuAD 2.0

Using NSP loss

SEGMENT PAIR 90.4 78.7

SENTENCE PAIR 88.7 76.2

Without using NSP loss

FULL SENTENCES 90.4 79.1

DOC SENTENCES 90.6 79.7

4. DOC SENTENCES: The input format is similar to FULL SENTENCES, but
if the sentences of a document are finished inputting, then the sentence from
the following document is not sampled. There might be cases where the 512
threshold would not be satisfied. In those cases, the batch size is increased
dynamically to have the total length. The NSP loss function is removed.

After implementing these training formats on SQuAD 1.1 and SQuAD 2.0
datasets, below is the observation that Liu et al. (2019) found.

From Table 1, it can be concluded that.

• The originalBERTmodelwill not performwellwhen using sentences individually
because the model cannot capture long-range dependencies.

• The model shows an increase in performance when trained without NSP loss.
• The model performs better when texts are provided as inputs from a single docu-

ment (DOC SENTENCES) instead of delivering texts from multiple documents
(FULL SENTENCES) [8].

2.2 SpanBERT

The SpanBERT is another variant of BERT that mainly focuses on representing and
predicting spans of text, and it comes with two modifications:

1. Instead of random tokens, random contagious spans of text are masked.
2. Themasked span of text is predicted with the help of span-boundary tokens, i.e.,

span-boundary objective, without depending on individual tokens for prediction
[9].

SpanBERT is trained by removing the NSP loss function and providing individual
segments of text rather than two text segments having half-length.

Span Boundary Objective (SBO): In this approach, the span of text selected to
mask will be predicted by the model as a final output using representations of the
tokens at the beginning and end of the span only. If we denote the model’s output as
x1, x2, …, xn, and (b, t) represents the starting and ending positions of the masked
span, and then the span is denoted by (xb,…xt). The output yj, which is the predicted
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token xj in the span, is a function of the encoding representations of the boundary
variables (xb−1 and xt+1) and the positional encoding vector (pj−b+1).

y j = f
(
xb−1, xt+1, p j−b+1

)
(1)

where the positional encoding vectors p1, p2,… are the position vector relative to the
starting vector of the masked span, xb−1. The function is implemented as a feedfor-
ward neural network consisting of two layers with GeLU as the activation function
[10] and layer normalization. The two hidden layers and the output are given as,

h0 = [
xb−1; xt+1; p j−b+1

]
(2)

h1 = LayerNorm(GeLU(W1h0)) (3)

y j = LayerNorm(GeLU(W2h1)) (4)

SpanBERT combines the two loss functions, i.e., MLM and SBO to get the final
loss,

£
(
x j

) = £MLM
(
x j

) + £SBO
(
x j

) = − log P
(
x j |x j

)− log P
(
x j |y j

)
(5)

Here, the summation is done on negative log likelihood losses.
Figure 3 shows an example of working of SpanBERT.
In Fig. 3, the “transformer encoder” represents the SpanBERTmodel. Four conta-

gious texts (span) aremasked in the given sentence, i.e., “anAmerican football game.”
The boundary tokens are “was” and “to,” which are embedded as x4 and x9. Using
these tokens, the span of masked text is predicted. If we consider the word “football”
as an example, its position vector is p3, i.e., the relative position with respect to x4.
The loss function of the word “football,” using Eq. 6, is given as,

£(xi) = £MLM(football) + £SBO(football)

Fig. 3 Example working of SpanBERT
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= − log P(football|x7)− log P(football|x4; x9; p3) (6)

The loss function is nothing but a log likelihood function describing the probability
of the word given other tokens.

2.3 ALBERT

There is an increase in themodel’s performance while pre-training if the model’s size
is large enough.But, this increase in size impacts the performance because ofmemory
limitations (graphics/tensor processing units) and long training periods [11]. To avoid
these problems, ALBERT, stands for A lite BERT, was introduced with few modi-
fications. Furthermore, these modifications lead to better scaling because ALBERT
uses fewer parameters than BERT by using two-parameter reduction techniques. The
two-parameter reduction techniques used to improve scaling of pre-trained models
are:

• Factorized embedding parameterization: Usually, in BERT, the hidden layer
size H is tied to the embedding size Em, i.e., Em = H. But, this is not an optimal
approach to pre-train. Because as and when the size of the hidden layer increases,
the embedding matrix (Vo * Em) size also increases, with Vo being the vocabu-
lary size. This can result in billions of parameters. For this reason, the embed-
ding matrices are fragmented into two smaller matrices by ALBERT. Rather than
providing one-hot vectors to the hidden space H directly, they are provided to
the lower-dimensional embedding space Em and H. Thus, there is a reduction in
parameter size from O(Vo * H) to O(Vo * Em + Em * H). This reduction seems
efficient only when H � Em.

• Cross-layer parameter sharing: In most cases, either the feedforward network’s
parameters are shared, or the attention parameters are shared among all the layers.
But in ALBERT, all the parameters are shared among all the layers.

Along with these modifications, ALBERT uses inter-sentence coherence predic-
tion. The main reason for the inefficiency of NSP loss in BERT is that it combines
topic prediction and coherence prediction. Topic prediction sometimes overlaps with
what is learned during the MLM task. This technique only focuses on coherence
prediction by introducing sentence-order prediction (SOP) loss. This follows the
same method of NSP while training positive examples (training with two consecu-
tive segments of text taken from the same document). Still, while teaching negative
samples, the same set of successive segments is used by exchanging their order.
From this process, the model understands the details between sentences and their
coherences.
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3 Related Works Models

There are many applications of Seq2Seq modeling, where the main applications
include question answering, image captioning, text summarization, language trans-
lation, and many more. They can be implemented using various models, with the
earliest model being recurrent neural network (RNN). Deep neural networks consist
of a large category of neural networks called recursive neural networks. The weights
applied in these neural networks are the same overall as the inputs, i.e., they are
applied recursively to generate an output vector representation. Themostwell-known
recursive neural networks for text classification are RNNs as they are easy to use and
practical, with the reason being that they do not require any structural tags such as
parse trees while processing the input text. RNNs are very popular in working with
sequences. The below diagram depicts the general working of RNN [12]. Like any
other neural network, RNN consists of the input layer, hidden layer, and output layer
as the three essential layers in its architecture, as shown in Fig. 4. A hidden layer
takes input from the corresponding input layer unit and the previously hidden layer
unit to predict the following sequence at any given time, creating a dependency on the
previously hidden layer unit. This leads to a problem of “long-range dependency”;
i.e., the precision of the output decreases as the length of the input increases. Because,
the output layer, at any given point of time, has knowledge only about the current
input vector and the previously hidden state vector. There can be a possibility that
there is an essential word at the beginning of the sentence and the output layer, while
processing the last word, does not consider that important word. This disadvantage
led to the introduction of the encoder-decoder model using RNNs.

The encoder-decoder models use the attention mechanism to improve their accu-
racy in predicting the following sequence. Below is the architecture of this model
(Fig. 5).

Attention is driven by how we attend to several parts of an image or associate
different words in a given text. In building deep learning models, the concept of
attention is widely used. In terms of NLP and language modeling, attention is just a
vector that contains important weights. The attention vector for a word that is being
predicted is used to determine how strongly it is associated with other words by
taking the weighted sum of the attention vectors to get an approximated vector. The
encoder-decoder model has encoders and decoders that are a combination of RNNs.

Fig. 4 General working of
RNNs
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Fig. 5 Encoder-decoder model

Every hidden state unit forwards all the hidden state vectors from previously hidden
state units in this model. All hidden state vectors, h1, h2, and h3, are provided at the
end of the encoding stage. The hidden layer vector calculation at the encoder side is
performed as,

hi = f
(
W (hd)hi−1 + W (hx)xi

)
(7)

where

hi = ith hidden layer vector,
hi−1 = i − 1th hidden layer vector, previous state vector,
xi = input layer vector,
W (hd) = weights between hidden layer,
W (hx) = weights between hidden and input layer,
f = activation function.

The hidden layer vector at the decoder side is as calculated below,

hi = f
(
W (hd)hi−1

)
(8)

where

hi = ith hidden layer vector,
hi−1 = i − 1th hidden layer vector, previous state vector,
W (hd) = weights between hidden layers,
f = activation function.

The output vector calculation at the decoder is calculated as below,

yt = softmax
(
WShi

)
(9)

where
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Fig. 6 Calculation of attention scores

yt = output vector,
WS = weights between hidden and output layer,
hi = ith hidden layer vector,
softmax() = softmax function which provides the probability vector.

Out of these hidden layer vectors h1, h2, and h3, representing the corresponding
encoded input vectors, themost important sequences are chosen by applying attention
mechanism, which provides attention scores. The calculation of attention scores as
shown in Fig. 6.

The most probable softmax score is treated as an essential sequence, and it is
multiplied with the hidden layer vector before getting the weighted sum. This model
also has all the disadvantages of RNN, i.e., sequential processing, leading to a lack
of parallelism. To overcome this problem, transformer-based models are used. Typi-
cally, recurrent models consider the input token’s positions while computing the
output. They produce the hidden layer state’s output as a function of position i
and the previously hidden layer state hi−1. This is the very reason which prevents
parallelism while training, which degrades the performance when the input length is
increased as there might occur limitations on memory.

Some of the works done recently show some improvements in the performance
of the model. But, the core problem of serial computation persists. Self-attention,
commonly referred to as intra-attention, is a process of attention that relates different
tokens in different positions to represent a particular token. There are several tasks
where self-attention finds its applications in. They are text summarization, reading
comprehension, text-based inferences, and learning task-independent text represen-
tations. And, transformer models depend entirely on self-attention to generate the
input and output representations without involving serial computing RNNs [13]. The
architecture of the transformer model is shown in Fig. 7.

Out of all the components, the essential components are,

• Multi-head attention: The attention function is expressed as a mapping between
a query, some set of key-value pairs, and an output, where all of them are vectors.
The outcome is calculated as a weighted sum of value vectors. A compatibility
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Fig. 7 Transformer model

function of the query and corresponding key vector is used to assign a weight for
the value vector [14].

• Scaled-dot product attention: The input comprises query vector, dk dimensional
key vector, and dv dimensional value vector. To compute the weights of the value
vector, dot products of query and key vectors are calculated, followed by dividing
each intermediate result by the square root of the dimension of essential vector
dk , and finally applying softmax function.

The formula for calculating self-attention is given below,

Attention(Q, K , V ) = softmax
(
QKT /

√
dk

)
V (10)

Q = query vector, K = key vector, V = value vector, dk = dimension of key vector,
multiplying input vector with weights Wq, Wk , Wv. Below is the figure for the
multi-head attention layer (Fig. 8).

Rather than calculating the attention function once, with dmodel dimensions of
query, key, and value vectors, all these vectors are linearly projected h times, with
distinct learned projections with respective dimensions. Then, the attention function
is applied to each of these projected vectors parallelly generating dv dimensional
output vectors. Finally, these are combined and projected again to produce the final
results.
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Fig. 8 Multi-head attention
layer

• Masked multi-head attention: This layer of the decoder, while processing a
word, masks all the subsequent sequences and gets the context only based on
previous sequences, retaining auto-regressive property.

• Positional encoding: The position of a word has a significant impact on its
meaning. This information is also encoded in the input embedding.

Parallelism is introduced only after calculating attention scores, i.e., at the feed-
forward neural network layer. Even though it provides parallelism, it understands the
given input sequence only from one direction, which does not offer accurate results.
This led to auto-encoding pre-trained models.

Title, Author, and Year Model name Key highlights

Deep learning-based text
classification: a comprehensive
review
Author: Minaee S
Year: 2021

RNN • Same weights are applied
recursively all along the
neural network

• Unidirectional processing
• Leads to “long-range
dependency” problem

• No parallelization

Deep learning-based text
classification: a comprehensive
review
Author: Minaee S
Year: 2021

RNN with encoder-decoder • Uses multiple RNNs for
constructing encoders and
decoders

• Captures important words
using “attention” mechanism

• Unidirectional processing
• No parallelization

(continued)
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(continued)

Title, Author, and Year Model name Key highlights

Attention is all you need
Author: Vaswani A
Year: 2017

Transformers • Uses “self-attention”
mechanism along with
encoder-decoder model to
understand the context better

• Unidirectional processing
• Uses positional encoding
• Introduces parallelization

Transfer learning in natural
language processing
Author: Ruder S
Year: 2019

Auto-encoding pre-trained
models (BERT and its variants)

• Uses encoder segment of
the transformer model

• Introduces bidirectionality
• Faster training due to
transfer learning

4 Existing Works and Results

All the variants have been implemented on SQuAD 1.1 and SQuAD 2.0 datasets and
are compared with the basic BERT model using their EM and F1 scores. SQuAD
stands for Stanford question answering dataset, which is a dataset used for reading
comprehension. It contains question and answer pairs, where the questions are posed
by crowd workers on a set of Wikipedia articles and the answers are texts takenfrom
those articles. SQuAD 1.1 is the previous version, containing 100,000 + question–
answer pairs. SQuAD2.0 is the latest versionwhich contains unanswerable questions
alongwith the question–answer pairs of SQuAD 1.1 dataset. EM score is called exact
match score that indicates the number of answers matching exactly with the ground
truth. F1 score is a measure of accuracy of the trained model.

BERT Versus RoBERTa

As observed by Liu et al. (2019), by removing theNSP loss function from the original
BERT model, the accuracy increases (Table 2).

BERT Versus ALBERT

As observed by Lan et al. (2019), by using parameter reduction techniques and
coherence loss function, BERT can be scaled efficiently (Table 3).

Table 2 Comparison of F1 and EM score between BERT and RoBERTa

Models SQuAD 1.1 SQuAD 2.0

EM F1 EM F1

BERT 84.1 90.9 79.0 81.8

RoBERTa 88.9 94.6 86.5 89.4
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Table 3 Comparison of F1 and EM score between BERT and ALBERT

Models SQuAD 1.1 SQuAD 2.0

EM F1 EM F1

BERT 85.5 92.2 82.2 85.0

ALBERT 88.3 94.1 85.1 88.1

Table 4 Comparison of F1 and EM score between BERT and SpanBERT

Models SQuAD 1.1 SQuAD 2.0

EM F1 EM F1

BERT 84.3 91.3 80.0 83.3

SpanBERT 88.8 94.6 85.7 88.7

BERT Versus SpanBERT

As observed by Joshi et al. (2020), masking spans of contagious texts yields better
performance than the original architecture (Table 4).

5 Applications

BERT and its variants can be used in several different NLP tasks, such as text clas-
sification, semantic similarity between pairs of sentences, question-answering task
with the paragraph, text summarization, and machine translation.

All the applications mentioned above give more accurate results due to the
bidirectionality information retrieval property of BERT.

6 Conclusion

Subsequent scientific developments related to language models using transfer
learning have shown that sophisticated, unsupervised pre-training is a crucial feature
ofmany systems of natural language comprehension. Even, low-resource tasks can be
benefitted from deep unidirectional systems with this type of training. This concept
of transfer learning helps in tackling a wide variety of NLP tasks by using the
same pre-trained model. Once various BERT models have been evaluated, it has
been shown that the efficiency may be significantly improved by training the model
longer with more data, eliminating the NSP function, training for lengthy sequences,
and dynamically modifying the masking patterns that are applied to the training
data. The enhanced pre-training process, known as RoBERTa, attains cutting-edge
results on SQuAD datasets. These findings show the significance of BERT’s design
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choices thatwere overlooked. Pre-training SpanBERT shows an increase in its perfor-
mance compared to BERT in many tasks, with the change being that a span of
tokens is masked contiguously instead of a single token. With the introduction of
two-parameter reduction strategies, the pre-training procedure of ALBERT model
improves the scalability.
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Localization and Multi-label
Classification of Thoracic Diseases Using
Deep Learning
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Abstract The chest X-ray image has been one of the most commonly accessible,
which is used for radiological examination whether it be for screening or diagnosis
of chest diseases. An enormous amount of study has been done in the field of medical
imaging accompanied by different radiologists, but sometimes even for the radiolo-
gists it becomes difficult and challenging to examine and review chest radiographs.
Our paper aims to provide a new approach for diagnosis of chest diseases into dif-
ferent categories having 15 different labels with the help of transfer learning using
pre-trained VGG-16 neural network and localization of the chest images using class
activation mapping (CAM). For training the whole model and performing the task,
we used a chest X-ray presented by NIH. This has 14 different labels like pneumonia,
nodule, and lastly no finding.

Keywords Visual geometry group (VGG) · Class activation mapping (CAM) ·
Convolutional neural network (CNN) · Chest X-ray (CXR) · National Institution of
Health (NIH) · Natural language processing (NLP) · Generative adversarial
network (GAN)

1 Introduction

The total number of X-ray images globally is increasing each year steadily over
the decades, but from the X-ray images chest X-ray images are being used to diag-
nose a large number of chest diseases which include mass, nodule, infiltration, car-
diomegaly, andmanymore. These tasks of examining and reviewing theX-ray reports
are still being done by the radiologists in a traditional way that is going to each and
every scanwithout any automated system. In this present paper, we are trying to local-
ize and predict the different thoracic disease categories with the help of transfer learn-
ing using the VGG-16 model and class activation mapping. The whole task would be
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done on the dataset released by NIH [1] containing 14 distinct thorax diseases having
around 1,10.000 grayscale chest images collected over 30,000 unique patients.

Generally, doctors are quite satisfactory in their diagnosis of the diseases but
mistakes can happen where some minor details that are to be examined would be
left out. one of the studies [2] shows that when the doctors take a second opinion
66 percent of the time it is refined which is given to the second doctor in which 21
percent of the time diagnosis is changed from the original one. Considering India
which has a population of nearly around 1.3 billion but only very few radiologists
that are 10,000 in number but to overcome and solve this our model which would be
trained on various categorieswould help to predict the thorax diseases andwould give
a check in order to get better diagnostics. Our paper aims to bridge the uncertainty
and misdiagnosis of diseases by making a model predict the diseases that could serve
as a helping tool for radiologists.

The rest of the paper is structured as follows: A literature survey on previous
which is done to date. A brief to the various architectures we would be using (VGG-
16 and CAM). Followed by this an introduction to the dataset would be training
our model on the details of the proposed solution and methodology and finally the
experimentations and our results.

2 Literature Review

Performing diagnoses using chest X-ray has become very fast and easy nowadays.
Performing diagnoses using X-ray may include any part such as heart, lung, chest,
and any other organ so this leads to pile up and deposit large numbers of reports and
X-rays in the hospital. On the flip side, these hospital’s databases include the crucial
information processing images so their question arises how they use this information
and smoothly construct the computer-aided diagnosis system, presenting a database
namely “ChestX-ray8” which includes more than 1 lakh X-ray images with a frontal
view of more than 32 thousand patients which consists of multi-labels using NLP
related to the radiology reports. Also, they indicate that these diseases that take place
frequently observe and structure singly. Weakly classification of numerous label
images does the localization using this dataset [1]. Giving rise to the performance,
deep learning capitulates the images of medical examinations, segmentation, and
recognition tasks. Recently there are many works and overviews related to deep
learning, and the key drawback is that the evaluation that is done on these different
problems on working-class techniques of many patients. It cannot be said how well
the deep learning approaches can be enlarged to many studies of patients. There
are basically three factors describing the diagnosis based on large-scale images of
medical, firstly the pathology labels and anatomy of image-level open-ended are
not acquired by the crowd-sourcing, therefore they use natural language processing
technique to possibly mine per multiple typical thoracic pathology label related
to the radiological studies of chest X-rays, secondly, the spatial measurements of
typically 2000X3000 pixels. Compared to the full image size, the pathological image
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regions may display incredibly varying sizes or extensions. In order to overcome this
difficulty, they formulate and validate the localization structure and classification of
these multi-label images. Thirdly, while developing a database for medical images
they need to learn the localization of models and deep recognition of images. So
basically they illustrate that frequently taking place diseases can be localized and
detected structurallywith the formulationof disease localization and the classification
of the weakly multi-label images [3].

As it is said deep learning promises and aims to boost the quality of medical
treatment, nevertheless due to confusion about the little experience in artificial intel-
ligence and objective data science, and lack of intelligence or thoughts about artificial
intelligence (AI) in hospitals, hospital laziness, and strategic thinking; managerial
acceptance barrier in this deep learning technology is still in experimentation pro-
cess and not yet implemented quickly enough. The paper approaches to construct
a very open prototype structure that grasps the reality of deep learning instruments
for diagnosis of chest X-ray which can be pre-owned by the medical experts. To
make the conformation or aid to the diagnosis, the system is built in such a way
that it can provide different opinions to the users; this paper gives the superiority
to the users firstly in order to protect anonymity, and patients’ data is stored on the
user computer, secondly, scaling the measurement at the minimal cost so the process
takes place locally and the other distribution techniques such as the creation of the
higher overhead and for the free prototype would be unsustainable [2]. The goal of
this paper is with deep learning techniques enabling the medical section to judge
where they are cooperative and where they can go wrong, and coming up with the
response the problem to be worked on can be found by the machine learning section.
The paper focuses on the three parts that is a description of prediction, projection,
simplification, and the out of distribution diagnostic projection. In order to set the
experts’ professional abilities, these components came from the full instruments, so
while developing this project they came across many obstacles for which they inves-
tigated the solution in this work. When the prediction is to be done, this is the main
difficulty they came across, and the system architecture is the concept that can be
applied to the solutions for medical globally without substantial server cost [4].

In the expectation that will accelerate the improved patient’s effect, this paper
gives the approach for the state-of-the-art machine learning techniques to solve the
dilemma of the medical diagnosis; they proposed orthogonal directions: firstly after
experimenting many times it verifies that the label dependencies that are ignored by
the crafted baselinemodelwill surpass the prior training state of the art by awidemar-
gin without pre-training and secondly for better diagnostic outcomes between abnor-
mality labels they suggested specifically leveraging the conditional dependencies,
for the achievement; for such tasks, the RNN is intentionally updated, demonstrating
the advantages over techniques that do not take into account interdependencies. The
paper does the comparison with the results on ImageNet. In addition, to tackle the
problem of clinical illustrable, the recording in the benchmark is made about the
number of different metrics, and those commonly used in ml are compared [5].

One of the virtuosi in the medical profession is early prognosis, particularly in the
cardiovascular sector. A diet chart developed by the concerned physician following
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Fig. 1 Block diagram

early prognosis can be used to prevent cardiovascular disease. In this paper, using
the machine learning method, create a pooled area curve (PUC) and by the proposed
algorithm predict the coronary artery disease. For successful prediction, this type of
knowledge-based identification is crucial in medical photographs. Despite the poor
pixels surrounding it, this substantial strategy has a good impact on determining
variation. This study examines contemporary adaptive image-based classification
algorithms and compares them to existing classification methods in order to predict
CAD early and with more accuracy [6]. Computerized tomography in lung segmen-
tation has a very crucial role in diagnosis of various lung diseases. Deep learning
lung segmentation schema based on the generative adversarial network (GAN) is
proposed in the paper. In CT images, this proposed schema is popularized for lung
segmentation in various neural networks. The findings of the testing showed that
due to its improved performance and efficiency, as well as its simpler procedure,
LGAN schema can be employed as a potential approach for lung segmentation [7].
This proposed paper has the motive that by estimating the chance of malignancy
and segmenting the lung nodule, radiologists’ obstacles will be reduced, and the
early growth rate of pulmonary nodules will be detected. Basically the algorithm
that the paper proposes is an enhancement filter for enhancing imported pictures and
selecting nodules, and for reducing false positives the neural classifier. The findings
displayed as response characteristics curves as the internal and exterior nodules are
used to test the given model [8] (Fig. 1).

3 Architectures

3.1 Block Diagram

The above proposed systemconsists of twomodels that is class activationmapping
for localization of diseases and VGG-16 for feature extraction of the images that is
to generate feature maps for the input image. Once these two models have been
trained, the output of the model will go to sigmoid activation function for multi-label
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Fig. 2 VGGNET-16 (feature extraction)

classification that to classify the image into respective diseases. Once the input image
is classified into diseases, their probabilities would be measured with the gradient
proposition obtained while mapping the image. Once the probability is generated,
the model will predict the disease (Fig. 2).

3.2 VGGNET-16 (Feature Extraction)

The VGG-16 architecture, i.e., visual geometry group 16 architecture is reviewed as
one of the best observation model architectures to date. Simonyan and Zisserman
from Oxford University came up with this idea of the VGG-16 model. In the yearly
computer observation competition, i.e., ILSVRC in 2014, this VGG-16 architecture
was used. Once a year they compete on two assignments, i.e., the object localization
and image classification. This model gained a first and second position in the same
heading. The most special feature of the VGG-16 platform is they concentrate on
layers with filters of 3× 3 and max pool and padding with the filter of 2× 2 are used;
these positioning of the layers are followed unabated. The 16 is having a weight of
16 layers. This network is a very big network.

Basically here we have added our own layers consisting of a dense and dropout
layer. From the pre-trained network, we are removing the classifier layer and exclud-
ing the last layer, we are freezing all the weights, attaching our own classifier in the
bottom and then training the resulting classifier.

In VGG-16, the convolution that is used is of 3× 3 filter and stride is 1, in max
pooling that will be using filter size of 2× 2 and stride is 2 these things are uniform
throughout the network. So here if the input of 224× 223× 3 then will convolution
it with 64× 2 filters as the specification of the filters are given so it will be having
64 filters of 3× 3× 3 and then the result getting will be applying ReLU activation
function to it, then the result will be getting again do the convolution of 3× 3 filter



326 A. Siddiqui et al.

Fig. 3 Class activation mapping

then the output will be getting is of 224× 224× 64, here 224 is because are using
same padding thenwill applymax pool and get the result exactly the half of height and
breadth, i.e., 112× 112× 64 and then will do the convolution again with 128× 2
filters and then will apply ReLU and then the output are getting will apply the
convolution again with the same given filter get the output of 112× 112× 128, will
apply max pool to the same then get the output of 56× 56× 128, now will apply
the convolution of 256× 3 filters then will get the 56× 56× 256 output will apply
the max pool and get the 28× 28× 256, will apply convolution again of 512× 3
filters, after applying max pool get the exact half, i.e., 14× 14× 512 after applying
convolution again of 512× 3 and get the stable output of 14× 14× 512 then applying
max pool we get7× 7× 512 after this will flatten the same output. So the positive
side of VGG is making the network uniform so after calculating get around 138 M
parameters (Fig. 3).

3.3 Class Activation Mapping

Class activation maps are a basic technique used by CNN to define a particular class
in the image to obtain the discriminative image regions. Basically CNN refers to the
filtering process that happens in the normal type of network.

Numbers of convolutional layers are present in a network and just before the final
output layer, execute global average pooling, i.e., before the fully connected layer
with the activation function. Softmax the features that are inputted to this final output
layer which then gives the expected output. It projects back the weights of the fully
connected layer on the feature map. Then define the value of the image regions using
this approachwe called class activationmapping. The CNNuses these discriminative
regions that are highlighted by CAM to identify the category for the given region.

The average of each unit feature map is generated by GAP in the previous convo-
lutional layer which is the weighted summed up which results in concluding output.
In the same way, to get the CAM, generate the weighted sum of the last convolu-
tional layer.
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3.4 NIH Chest X-Ray Dataset

This section briefly describes the newly presented dataset by National Institution
of Health (NIH) and also published the paper regarding the huge dataset[]. This
NIH chest X-ray dataset consists of 110,000 grayscale X-ray images having 14
different categories of diseases labeled collected from 30,000 unique patients. For
the creation of this dataset, the authors used natural language processing (NLP) for
text mining from various radiological reports. Each and every image in the dataset is
having corresponding information Patient age, ID, Gender, and a number of follow
up visits to the hospitals. The labels of the image include atelectasis, mass, nodule,
pneumonia, cardiomegaly, cardiomegaly, consolidation, edema, emphysema, hernia,
fibrosis, pleural thickening, pneumothorax, and last no finding [9].

Since the dataset is not balanced, we are only considering the images and its
corresponding labels that is dropping all the information provided in the dataset
where each image in the dataset is of 1024× 1024 pixels of one channel and due to
the images and the feed to the model.

Total 1500 Images are taken where we splitted it into 80–20 in the training and
testing purpose. 1200 for training and 250 for testing and 50 for validation (Figs. 4,
5, 6 and 7).

8 out of 14 classes and their X-ray images

For full dataset it can be found here

Fig. 4 Labeled disease with
atelectasis and cardiomegaly

Fig. 5 Labeled disease with
mass and nodule
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Fig. 6 Labeled disease with
effusion and infiltration

Fig. 7 Labeled disease with
pneumonia and
pneumothorax

4 Methodology

Classifying the thoracic diseases and recognizing them is a multi-label classification
problem. In this, we have used a custom VGG-16 model that is with the help of
transfer learning we classified diseases into 14 different categories and onNIH chest-
ray dataset and also localized images that are identifying the important regions in an
image with the help of class activation mapping.

4.1 Preprocessing

The dataset consists of around 1 lakh images of different pixels, and most of them
were of 1024× 1024 pixels in PNG format. We resized them into 224× 224 pixels
which is the default size required by the VGG-16 model. The NIH chest X-ray is a
very large dataset, so for training, testing, and validation, we used (1%) of the total
dataset and also lack computational requirements.SSice the dataset was other fuels
like patient id, age, etc., we have dropped all those columns and only used image path
columns, we converted all the images corresponding labels into binary to increase
the accuracy (Fig. 8).
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Fig. 8 Custom VGG-16 model architecture having two fully connected dense layers and one GAP
layer

4.2 Model Architecture

The input image to our classification model is an RGB scaled image of 244× 224
pixels in PNG format having three channels. The output has 14 classes described
above in Sect. 3. The model is done into three stages: firstly the data flows initially
to the entry phase after that it passes through the middle flow and finally through the
exit flow.We have fine-tuned the model by adding the two dense classification layers
with loss function as binary cross-entropy that will performmulti-label classification
on our dataset.

5 Experimentation and Results

This section describes the details of our experimentation and results. In this experi-
mentation, we have used 1 percent of the entire NIH chest X-ray images, that is, it
consisted of 1,10,000 images. We used 1500 images and split them into 80 training
data and 20 percent for testing data. As we have seen in the above section, there are
royally three stages: the whole model to train and finally the diseases into different
categories.
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For the classification of diseases in the last layers for measuring losses, we have
used binary cross-entropy loss function and ReLU as an activation function. Since
we converted the dataset into binary form for getting high accuracy for 14 different
classes.We only got a few diseaseswith higher accuracy scores but it would definitely
increase when trained on a large dataset. Below the accuracy table for all 14 diseases
and anAUCcurve graph formeasuring the accuracy levels, the entire experimentation
was carried out on Google Colab GPU using the TensorFlow library. For training the
model, we trained for 10 epochs and each epoch took 15–20 minutes and the total
training time was 2h. Since we lack computation power, we used a 1 percent dataset,
but for improving the accuracy, our models can be used which can be found here.

After training, we also localized images using class activation mapping whether
the model has rightly identified the feature extracted (Figs. 9, 10, and 11).

Observation

S. No. Classification Prediction
1 Atelectasis 91.3
2 Cardiomegaly 97.8
3 Consolidation 96.2
4 Edema 97.8
5 Effusion 89.7
6 Emphysema 98.6
7 Fibrosis 98.6
8 Hemia 99.1
9 Infiltration 85.01
10 Mass 96.4
11 Nodule 9.6
12 Pleural thickening 97.28
13 Pneumonia 99.4
14 Pneumothorax 96.2

Sample Image 1

Fig. 9 Localization of mass and pneumothorax using CAM
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Sample Image 2

Fig. 10 Localization of mass, edema, and pneumothorax using CAM

Sample Image 3

Fig. 11 Localization of mass using CAM

6 Conclusion

In the present paper, a transfer learning approach is used that is by building a custom-
based VGG-16 model for the classification of chest X-ray (CXR) diseases. For iden-
tifying important regions in an image, we used a localization technique known as
class activation mapping and got pretty good results. For the evaluation of our model,
we evaluated it with the help of evaluating the function. Since we only used 1% of the
dataset due to less computational power, our model can be reused and with the help
of GPU, we can achieve better results. As mentioned in the observation table, the dis-
eases with highest percent prediction are pneumonia and hernia with 99% accuracy
and the lowest percent diseases that are predicted are infiltration and effusion with
85 and 89% accuracy. The percentage observed for other diseases like pneumotho-
rax, mass, consolidation, cardiomegaly, edema, pleural thickening, emphysema, and
fibrosis is 96, 97, and 98% accuracy. Working on enhancing the accuracy and more
number of disease predictions in the future.
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Experimental Evaluation of Adder
Circuits on IBM QX Hardware

Divyanshu Singh, Simran Jakhodia, and Babita Jajodia

Abstract This work experimentally evaluated the performance of quantum adders
on various IBM quantum hardware. The authors have constructed quantum circuits
for one-qubit and two-qubit quantum adders using Quantum Information Science
Kit (Qiskit) and run the circuit on seven IBM quantum devices: YorkTown, Ourense,
Valencia, Santiago,Athens,Vigo andMelbourne.A detailed experimental analysis of
accuracy rate of seven IBM devices are reported in this work. Experimental analysis
shows that IBM Athens (5 qubits) provides the best accuracy results (73.7%) in
comparison to high-qubit IBM Melbourne (15 qubits) for one-qubit quantum adder.
Experimental analysis shows that IBM Melbourne (15 qubits), the only real IBM
quantum hardware presently available with qubits higher than 5 qubits, provides an
accuracy of 12.8125% over the ideal simulator.

Keywords Quantum adder · Quantum computing · Quantum gates · Quantum
information science kit (Qiskit) · Ibm quantum experience (QX) · Quantum
systems

1 Introduction

Quantum computing utilizes the properties of quantum entanglement and quantum
superposition inherent to quantum mechanics; that is why this is rapidly gaining
ground to overcome the limitations of classical computing [1]. Shor’s algorithm
[2] solving the integer factorization problem in a polynomial time and Grover’s
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algorithm [3] making it possible to substantially speed up the search in unstructured
databases are one some of the best-known examples of the astounding properties of
quantum computing.

Quantum additions form the fundamental component of quantum arithmetic and
are applicable to high-computational computations. Quantum additionwas the brain-
child of Thomas G. Draper [4] in 1998, and he introduced quantum adder circuits.
The authors in [5, 6] explored the implementation of quantum addition circuits using
quantum gates [7, 8], but at the cost of higher number of qubits. This work proposes
quantum addition circuits and demonstrate one-qubit and two-qubit quantum addi-
tion circuits implemented using quantum gates (CX, CCX, H and X gates) based on
the conventional digital logic. An experimental evaluation study and detailed analy-
sis of one-qubit and two-qubit quantum adders will be discussed by its execution on
real IBM quantum devices: YorkTown, Ourense, Valencia, Santiago, Athens, Vigo
and Melbourne. This work infer and derive accuracy rates of quantum circuits on
various IBM real quantum systems and draw conclusions based on their performance
of accuracy.

The rest of the paper is organized as follows: Sect. 2 provides a brief background
related to one-bit and two-bit adders, single-qubit quantum states and quantum gates.
Section3 discusses about Quantum Adder circuits, its representation using quantum
gates and the working principle of one-qubit and two-qubit adders. Section4 dis-
cusses the evaluation study of executing an illustrative QuantumAdder (an one-qubit
and a two-qubit adder) on various quantum hardware, followed by analysis of circuits
on each device about its performance and accuracy. This is followed by conclusion
in Sect. 5.

2 Background

2.1 One-Bit Adder and Two-Bit Adder

One-Bit Adder An one-bit adder adds two one-bit binary numbers (A and B) as
inputs and generates a two-bit binary numbers (SUM) as output. This adder can be
designed using a half adder with inputs as A, B each of one bit and outputs as SUM
(the concatenation of carry out and sum bit generated by the half adder) of two bits.

Table1 shows the truth table of one-bit adder for every possible combinations of
inputs. The Boolean equation defining the operation of one-bit adder can be given by

sum0 = a0b0
sum1 = a0 ⊕ b0

(1)

Two-Bit Adder A two-bit adder adds two two-bit binary numbers (A and B) as
inputs and generates a three-bit binary numbers (SUM) as output. This adder can be
designed using a combination of half adder and full adder with inputs as A, B each
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Table 1 Truth table of one-bit adder

Inputs Outputs

A(a0) B(b0) SUM(sum0sum1)

a0 b0 sum0 sum1

0 0 0 0

0 1 0 1

1 0 0 1

1 1 1 0

of two bits and outputs as SUM (the concatenation of carry out of full adder and sum
bits generated by the half adder and full adder) of three bits. The operation of the
two-bit adder can be defined by Boolean equation as follows:

sum0 = a0b0 + a1b1(a0 + b0)

sum1 = a1b1 ⊕ (a0 ⊕ b0)

sum2 = a1 ⊕ b1

(2)

following the truth table of two-bit adder for every possible input combinations
(Table2).

Table 2 Truth table of two-bit adder

Inputs Outputs

A(a0a1) B(b0b1) SUM(sum0sum1sum2)

a0 a1 b0 b1 sum0 sum1 sum2

0 0 0 0 0 0 0

0 0 0 1 0 0 1

0 0 1 0 0 1 0

0 0 1 1 0 1 1

0 1 0 0 0 0 1

0 1 0 1 0 1 0

0 1 1 0 0 1 1

0 1 1 1 1 0 0

1 0 0 0 0 1 0

1 0 0 1 0 1 1

1 0 1 0 1 0 0

1 0 1 1 1 0 1

1 1 0 0 0 1 1

1 1 0 1 1 0 0

1 1 1 0 1 0 1

1 1 1 1 1 1 0
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2.2 Single-Qubit Quantum States [9]

A general quantum state can be written in the following form:

|ψ〉 = α |0〉 + β |1〉 (3)

where α and β are complex numbers. This can be given in vector representation as:

|ψ〉 =
(

α

β

)
(4)

Here, this only requires two real numbers to describe a single-qubit quantum state.
A convenient representation is

|ψ〉 = cos(θ/2) |0〉 + sin(θ/2)eiφ |1〉 (5)

where 0 ≤ φ < 2π , and 0 ≤ θ ≤ π . From this, it is clear that there is a one-to-one
correspondence between qubit states (C2) and the points on the surface of a unit
sphere (R3).

2.3 Quantum Gates

This subsection briefly introduce quantumgates that are later used in the development
of quantum circuits. Quantum gates/operations are usually represented as matrices.
A gate which acts on a qubit is represented by a 2 × 2 unitary matrix U . The action
of the quantum gate is found by multiplying the matrix representing the gate with
the vector which represents the quantum state as:

∣∣ψ ′〉 = U |ψ〉 (6)

A general unitary must be able to take the |0〉 to the above state. That is

U =
(

cos(θ/2) a
eiφ sin(θ/2) b

)
(7)

wherea andb are complexnumbers constrained such thatU †U = I for all 0 ≤ θ ≤ π

and 0 ≤ φ < 2π . This gives three constraints and as such a → −eiλ sin(θ/2) and
b → eiλ+iφ cos(θ/2) where 0 ≤ λ < 2π giving

U =
(

cos(θ/2) −eiλ sin(θ/2)
eiφ sin(θ/2) eiλ+iφ cos(θ/2)

)
(8)
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This is the most general form of a single qubit unitary. An important feature of
quantum circuits is that, between initialising the qubits and measuring them, the
operations (gates) are always reversible. These reversible gates can be represented
as matrices.

The matrix representations of quantum gates using the computational basis of |0〉
and |1〉 are as follows:

H Gate (which Puts Qubits in Superposition State)

H = 1√
2

(
1 1
1 −1

)
= u2(0, π) H (9)

X Gate (which Flips the State of Qubits)

X =
(
0 1
1 0

)
= u3(π, 0, π) X (10)

CX Gate (which Flips the State of Qubit When Control Qubit Is 1)

CX =

⎛
⎜⎜⎝
1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

⎞
⎟⎟⎠ • (11)

CCX Gate (which Have More Than One Control Qubits)

CCX =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

•
•

(12)

3 Proposed Work

This work is related to the approach of designing adders using quantum gates. In this
work, the authors have classified the adder circuits on the basis of number of qubits
used to add.



338 D. Singh et al.

Fig. 1 Circuit Diagram of
One-Qubit Adder a0 : • •

b0 : • •
sum0 :

sum1 :

result : /2
1 0

3.1 One-Qubit Adder Circuits

Figure1 shows the implementation of quantum circuit for the addition of one qubits
with a0 and b0 as the input qubits and sum0 and sum1 as the output qubits, respec-
tively. This circuit is based on the basic concept of implementation of half-adder
using digital design circuit-building logic explained in the truth table (Table1). This
type of adder circuit takes one-qubit each as inputs and add them. This circuit is
also known as half adder circuit because this does not have any carry qubit as an
input. (Note: result0 and result1 are the measured classical outputs of sum0 and
sum1 respectively once the quantum state has collapsed into classical state after
measurement operator).

3.2 Two-Qubit Adder Circuits

Figure2 shows the implementation of two-qubit quantum adder circuit for the addi-
tion of two qubits with a0, a1 and b0, b1 as the input qubits and sum0, sum1, sum2

as the output qubits, respectively. It takes two inputs each of two qubits, add them

a0 : • • •
a1 : • •
b0 : • • •
b1 : • •

sum0 :

sum1 :

sum2 :

extra0 : • • •
result : /3

2 1 0

Fig. 2 Circuit diagram of two-qubit adder
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and return three-qubits output. This circuit is based on the basic concept of imple-
mentation of adder circuit using digital design circuit-building logic explained in the
truth table (Table2). Note: extra0 is the ancilla qubit; result0, result1 and result2
are the measured classical outputs of sum0, sum1 and sum2 respectively once the
quantum state has collapsed into classical state after measurement operator.

4 Experiments of Quantum Addition Circuits on IBM QX
Hardware

After construction of the one-qubit adder (Fig. 1) and two-qubit adder (Fig. 2) as
presented in Sect. 3 using Qiskit package [1] offered by IBM [10], experiments were
conducted on seven different IBM quantum devices and one Quantum Assembly
Language (QASM) Simulator. Although IBM presently provide eight real quantum
systems, the eighth IBM system ibmq_armonk is not considered for experiments
as it supports only one qubit. Moreover, experiments on two-qubit adder (Fig. 2)
were performed only on IBM Melbourne since the other seven IBM systems have
limitations of five qubits. IBM Melbourne is the only IBM quantum system that
consists of more than five qubits and a maximum of fifteen qubits. The authors have
considered 1024 shots in ten runs on IBM devices. Results from each run are used
to compute the probabilities of all the possible states and helped to determine the
accuracy of quantum circuit on different IBM Quantum systems.

The accuracy rate can be calculated by taking the summation of all probabilities
of all expected output states divided by the number of all possible input states.
Mathematically, the accuracy rate can be calculated as

accuracy_rate = 1

22N

2N+1∑
j=1

22N∑
i=1

p(i, j)
ideal × p(i, j)

real_hw (13)

where, pideal and preal_hw are the probabilities of the ideal simulator and that of
the real quantum hardware respectively for N-qubit adders; i and j represents the
possible input states and output states respectively.

The experimental analysis of accuracy rate on one-qubit and two-qubit adder
circuits over different IBM Systems are as follows.

4.1 Analysis of One-Qubit Adder Circuits

The authors have created all possible inputs states using X gates, tested the output
and then analysed the results by plotting histogram. The histograms are shown in
Fig. 3, 4, 5, 6, 7, 8, 9 and 10.
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Table 3 Accuracy rate of one-qubit adder on real IBM quantum devices [10]

S. No. IBM quantum devices Accuracy rate (in %)
1. IBM QASM Simulator (32 qubits) 100
2. IBM YorkTown (5 qubits) 36.125
3. IBM Ourense (5 qubits) 48.9
4. IBM Valencia (5 qubits) 61.275
5. IBM Santiago (5 qubits) 66.05
6. IBM Athens (5 qubits) 73.7
7. IBM Vigo (5 qubits) 70.975
8. IBM Melbourne (15 qubits) 33.175
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Fig. 11 Experimental results of two-qubit adder on IBM quantum device: IBM QASM (32 qubits)
[10]

By comparing the results of histogram with the truth table (Table1) according to
expected outputs, the accuracy is calculated. The accuracy rate of one-qubit adder
circuit on different Quantum Systems are given in Table3. The QASM simulator
is the ideal simulator, so it gives 100% accuracy. Other systems like IBM Athens
provide better accuracy results (73.7%) in comparison to high-qubit IBMMelbourne
with an accuracy rate (33.175%). Note: The text colour in Table3 is referred as same
as the colour of histograms.
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Fig. 12 Experimental results of two-qubit adder on IBM quantum device: IBM Melbourne (15
qubits) [10]

4.2 Analysis of Two-Qubit Adder Circuits

The authors have created all possible inputs states using X gates, tested the output
and then analysed the results by plotting histograms. Figures11 and 12 show the
output probabilities of different possible output states with reference to input states
as per the truth table (Table2). Table4 provides accuracy results of two-qubit adders.
Table4 clearly illustrates that IBM Melbourne (15 qubits) provides an accuracy of
12.8125% over the ideal simulator.

This two-qubit adder circuit is tested on real IBM Melbourne systems [10] only
having 15 qubits, as the minimum number of qubits required are eight qubits (Fig. 2).
This was the only limitation of which authors could present simulation results on
two-qubit adder circuit for real IBM Melbourne (15 qubits) and the ideal QASM
simulator.
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Table 4 Accuracy rate of two-qubit adder on real IBM quantum devices [10]

S. No IBM quantum devices Accuracy rate (in %)
1. IBM QASM Simulator (32 qubits) 100
2. IBM Melbourne (15 qubits) 12.8125

5 Conclusions

This work discusses the experimental evaluation of the performance of one-qubit
and two-qubit quantum adder circuits on seven IBMQuantum Experience hardwares
(YorkTown, Ourense, Valencia, Santiago, Athens, Vigo andMelbourne). The authors
developed quantum circuits for representation of one-qubit and two-qubit quantum
adders using Qiskit for simulating quantum computation. The proposed quantum
adder circuit was set to run on various real quantum hardware, and the performance
was compared against accuracy rate of different quantum hardwares.The reason why
these particular IBM quantum devices are performing better than others is that they
both have less gate error rate and have less noise in compared to other devices.The
reason why the authors decided to select the conventional design of circuit is that
to keep it more general adder circuit and more focus on experimental evaluation of
IBM quantum devices. The graphs in this work represent the probability distribution
on different IBM quantum devices. These graphs do not represent the performance
of IBM quantum devices. Authors decided to use the conventional adder circuit to
show the performance of different IBM Quantum Devices.

The authors will consider error mitigation techniques to manage various types
of hardware noise to improve the simulation performance of quantum adders, and
also add different approach to the adder circuit to improve the quality of circuit as
their future works and investigate techniques to develop circuits with less number of
quantum gates (depth) as these can result in less noisy results.
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Development of the InBan_CIDO
Ontology by Reusing the Concepts Along
with Detecting Overlapping Information

Archana Patel and Narayan C. Debnath

Abstract The COVID-19 pandemic is a global emergency that badly impacted the
economies of various countries. COVID-19 hits India when the growth rate of the
country was at the lowest in the last ten years. To semantically analyze the impact
of this pandemic on the economy, it is curial to have an ontology. CIDO ontology
is a well-standardized ontology that is specially designed to assess the impact of
coronavirus disease and utilize its results for future decision forecasting for the
government, industry experts, and professionals in the field of various domains like
research, medical advancement, technical innovative adoptions, and so on. However,
this ontology does not analyze the impact of the COVID-19 pandemic on the Indian
banking sector. On the other side, COVID-19-IBO ontology has been developed to
analyze the impact of the COVID-19 pandemic on the Indian banking sector, but this
ontology does not reflect complete information of COVID-19 data. Resultantly, users
cannot get all the relevant information about the COVID-19 and its impact on the
Indian economy. This article aims to extend the CIDO ontology to show the impact
of COVID-19 on the Indian economy sector by reusing the concepts from other data
sources. We also provide a simplified schema matching approach that detects the
overlapping information among the ontologies. The experimental analysis proves
that the proposed approach has reasonable results.

Keywords COVID-19 · Ontology · CIDO · COVID-19-IBO · IRI · Schema
matching · Banking sector

1 Introduction

The new business models and the different government regulatory interventions
during theCOVID-19 pandemic have led to various behavioral and structural changes
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in peoples’ lives across the globe. These changes cut across the width of the finan-
cial landscape thereby posing challenges to the key functions of the banking sector
as well. In addition to other challenges, the major technological challenge is the
inability to access systems and data because of various constraints. The existing arti-
ficial intelligence technologies should be leveraged to their full potential to enable
data integration, analysis, and sharing for remote operations. Especially, for financial
institutions like the banking sector, artificial intelligence could offer better data inte-
gration and sharing through semantic knowledge representation approaches. Many
reports containing plenty of data stating the effects of this pandemic on the banking
sector are available in the public domain as listed below:

• https://dea.gov.in/
• https://finmin.nic.in/
• https://www.indiabudget.gov.in/economicsurvey/
• https://www.who.int/emergencies/diseases/
• https://www.mygov.in/covid-19/

These Web sites offer a static representation of COVID-19 data which is largely
unstructured in nature (text, audio, video, image, newspaper, blogs, etc.) creating
a major problem for the users to analyze, query, and visualize the data. The data
integration task gets highly simplified by the incorporation of knowledge organiza-
tion systems (taxonomy, vocabulary, ontology) as background knowledge. Storing
the knowledge using the semantic data models enhances the inference power also.
Ontology is a data model that is very useful to enable knowledge transfer and inter-
operability between heterogeneous entities due to the following reasons: (i) They
simplify the knowledge sharing among the entities of the system; (ii) it is easier to
reuse domain knowledge; and (iii) they provide a convenient way to manage and
manipulate domain entities and their interrelationships. An ontology consists of a set
of axioms (a statement is taken to be true, to act as a premise for further reasoning) that
impose constraints or restrictions on sets of classes and relationships allowed among
the classes. These axioms offer semantics because by using these axioms, machines
can extract additional or hidden information based on data explicitly provided [1].
Web ontology language (OWL) is designed to encode rich knowledge about the enti-
ties and their relationships in a machine-understandable manner. OWL is based on
the description logic (DL) which is a decidable subset (fragment) of first-order logic
(FOL), and it has a model-theoretic semantics.

Various ontologies have been developed inOWL language to semantically analyze
the COVID-19 data. CIDO ontology is a well-standardized ontology and specially
designed for coronavirus disease [2]. However, this ontology does not analyze the
impact of the COVID-19 pandemic on Indian banking sectors. On the other side,
COVID-19-IBOontology has been developed to analyze the impact of theCOVID-19
pandemic on the Indian banking sector, but this ontology does not reflect the complete
information of COVID-19 [3]. The contributions of this article are as follows:

• To extend the CIDO ontology to encode the rich knowledge about the impact of
COVID-19 on the Indian banking sector

https://dea.gov.in/
https://finmin.nic.in/
https://www.indiabudget.gov.in/economicsurvey/
https://www.who.int/emergencies/diseases/
https://www.mygov.in/covid-19/
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• To detect the overlapping information by designing a simplified schemamatching
approach

The rest of the part of this article is organized as follows: Sect. 2 illustrates
the available COVID-19 ontologies. Section 3 focuses on the development of the
proposed InBan_CIDO ontology. Section 4 shows the proposed schema matching
approach, and the last section concludes this article.

2 A Glance on Available COVID-19 Ontologies

Ontology provides a way to encode human intelligence in a machine-understandable
manner. For this reason, ontologies are used in every domain specifically in the
emergency domain.AsCOVID-19 pandemic is a global emergency, various countries
are badly impacted by it. India is one of the countries that is badly impacted by second
wave of this pandemic. Various ontologies are offered to semantically analyze the
COVID-19 data. These ontologies are listed below:

• IDO ontology [4] provides a strong foundation to the other ontologies; therefore,
this ontology is extended by various ontologies, namely VIDO, CIDO, IDO-
COVID-19. The extended ontologies only import those concepts or entities that
are required as per domain.

The coronavirus infectious disease ontology (CIDO) is a community-based
ontology that imports COVID-19 pandemic-related concepts from the IDO ontology
[2]. CIDO is a more specific standard ontology as compared to IDO and encodes
knowledge about the coronavirus disease as well as provides integration, sharing,
and analysis of the information. The latest version of CIDO is released in May 2021.

• Dutta and DeBellis [5] published the COVID-19 ontology for case and patient
information (named CODO) on the web as a knowledge graph that gives infor-
mation about the COVID-19 pandemic as a data model. The CODO ontology’s
primary goal is to characterize COVID-19 cases and COVID-19 patient data.

• Mishra et al. [3] have developed an ontology called COVID-19-IBO ontology that
semantically analyzes the impact of COVID-19 on the performance of the Indian
banking sector. This is only one ontology that reflects the COVID-19 information
as well as its impact on the Indian economy.

Table 1 shows the value of the metrics of the available COVID-19 ontologies.
CIDO ontology has the highest number of classes as compared to other ontolo-
gies. These classes describe the concept of the domain. Properties (data and object)
increase the richness of the ontology. The axioms-imposed restriction on the enti-
ties of the ontology provide an ability to semantically infer the information of the
imposed queries from the ontology.

As of now, various methodologies for the development of ontology are proposed
[6]. The fourmost famous ontologymethodologies, namely TOVE, Enterprisemodel
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Table 1 Metrics value of the available ontologies

Metrics Ontologies

IDO VIDO CIDO IDO-COVID-19 CODO COVID-19-IBO

Axioms 4103 4647 104,336 5018 2047 313

Logical axioms
count

833 956 17,367 1032 917 137

Class count 362 429 7564 486 91 105

Object property
count

43 43 409 43 73 28

Data property
count

0 0 18 0 50 43

Attribute
richness

0.0 0.0 0.056 0.0 0.549 0.409

Inheritance
richness

1.237 1.258 1.547 1.242 1.010 0.895

Relation
richness

0.384 0.360 0.873 0.340 0.471 0.229

approach, METHONTOLOGY, and KBSI IDEF5 are presented in Fig. 1. It is quite
clear that developing ontologies is not focused on understanding the engineering
process, but it is a matter of craft skill. The selection of the methodologies heavily
depends on the application and requirement of the ontology. Therefore, there is no
perfect methodology available that can be used universally.

There are two ways to create an entity inside the ontology, (a) to reuse concepts
from the available ontologies and (b) to create all concepts separately (without reusing
concepts). It is good practice to reuse the existing concepts that offer a common
understanding of the domain. With the help of IRI, we can reuse the concepts. IRI is
internationalized resource identifier which avoids multiple interpretations of entities
of ontology.

Fig. 1 Available methodologies and their steps
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After studying the literature, we state that available ontologies contain detailed
information about the COVID-19 disease. However, they do not have complete (or
partial) information about the impact of COVID-19 on the Indian banking sector
(the sector which plays a vigorous role in the growth of the Indian economy) along
with COVID-19 data. The different COVID-19 ontologies create the heterogeneity
problem that needs to resolve in order to achieve interoperability among the available
ontologies.

3 InBan_CIDO Ontology

Ontology is a semantic model that represents the reality of a domain in a machine-
understandable manner. The basic building block of an ontology is classes, relation-
ships, axioms, and instances [7]. Nowadays, ontologies are used everywhere because
of their ability to infer semantic information of the imposed queries. As, literature
shows available ontologies are not capable to analyze the impact of COVID-19
on the Indian economy along with COVID-19 detailed information. Therefore, we
extend the CIDO ontology to fill this gap. On behalf of the above-listed methodolo-
gies, we have selected five phases for the extension of the CIDO ontology (called
InBan_CIDO) thatwill offer complete information about the impact of COVID-19 on
the performance of the Indian banking sector along with information on the COVID-
19 pandemic. These five phases are scope determination, extraction of the concept,
organization of the concept, encoding, and evaluation. The detailed description of
these phases is stated below:

• Scope Determination: The objective of this phase is to determine the scope of
the ontology. We use competency questions to fix the scope and boundary of the
proposed ontology. Some selected questions are mentioned below that are framed
after the discussion with the expert of the domain.

(a) How to the central bank will tackle the situation that arises due to non-
collection of debt recovery in the moratorium period during the COVID-19
lock down?

(b) Whatwill be the impact on the balance sheet of bankswhen theNPAnumber
will be added for the period of COVID-19?

(c) What is the cumulative impact on the banking industry due to the loss of
other industries like aviation, tourism, marketing?

(d) How risk assessment and planning should be done for the upcoming
COVID-19 wave (if any)?

(e) How effectively the risk assessment and mitigation mechanism worked
during the first and second waves?

• Concept Extraction: This phase aims to extract the concepts or entities from the
different sources as per the specified domain. These concepts can be marked as
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classes, properties (data and object properties), and instances in the further phases.
We use the following sources for the development of the InBan_CIDO ontology.

(a) Research articles from various data sources and indexed by Scopus, SCI,
etc.

(b) Ontology repositories like OBO library, bio-portal
(c) Ontologies like COVID-19-IBO
(d) Databases provided by WHO and Indian government
(e) Interview with the experts of the domain

We have extensively gone through these data sources and extracted all the entities
that are required for the extension of CIDO ontology to fulfill the proposed scope.
All the extracted entities are stored in the Excel sheet for further analysis.

• Concept Organization: This phase aims to organize the extracted concepts in
a hierarchical manner. Firstly, we classified the extracted concepts, as classes,
properties, and instances based on their characteristics. All the identified concepts
are organized in a hierarchal manner (parent–child relationship). For example, a
class private bank and a class government bank should become the subclasses
of class Bank. We import some concepts inside InBan_CIDO ontology from the
other ontologies like COVID-19-IBO. Some imported concepts are mentioned
below:

Reused classes

Current_Challenging_conditions_of_banking_industry, NPA, Loan, Bank,
InfectedFamilyMember, Scheduled_Banks, Doubtfull, ETB, Cooperative_Banks, Impact,
Commercial_Banks, Financial, Employee, Bankers, Digital_optimization, Loan_repayment,
NRE, Detect_probable_defaults_in_early_phase, New_Assets_Quality_Review,
IndividualCurrentAccount, Robust_digital_channels, OnHuman, BankingRetailCenters,
Contactless_banking_options, High_credit_risk, Private_Sector, Deposit, Policies

Reused data properties

ContainedIn, EmployeeID, hasBankingRelationship, has_status, has_temp_of_human,
number_of_account, number_of_credit_card, number_of_loans_reported,
sanctioned_strength, working_strength, has_date

Reused object properties

Return, negative_return, positive_return, hasStatistics, has_cause, has_close, has_gender,
has_nationality, has_open, type_of_relationship, via_account, via_card, via_loan,
via_insurance, city_wise_statistics

• Encoding: We encode the InBan_CIDO ontology by using Protégé 5.5.0 tool
[8]. Protégé tool is freely available on the web, and it has a very interactive
interface. User can encode the ontology in protégé without having any technical
knowledge about any programming language. InBan_CIDO ontology has two
types of classes: old classes and new classes. Old classes are those classes that
already available in CIDO ontology (CIDO is the base ontology that we have
extended). New classes are categorized into two groups:
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(a) Classes are imported inside InBan_CIDO from other available ontologies
(source ontologies) by using the IRI of that ontology

(b) New classes are added as per need just by creating classes under the thing
class

The process of Importing Classes inside InBan_CIDO Ontology: For the reusability
purpose, we import some classes in the InBan_CIDO ontology from the COVID-
19-IBO ontology. The process to import the classes inside destination ontology is
required the IRI of that source ontology where these classes are defined. After getting
the IRI of the ontology, we open the Protégé tool and create the name of the class
under the thing class (which is a default class) or any other classes as per need, then
go to the new entity option (Fig. 2a) and click on specified IRI (Fig. 2b) and write
the IRI of the source ontology where that concept defined and then click on the ok
option. Now, the IRI of the class will be changed (Fig. 2c). For example, Fig. 2
shows the process to import the class Person in InBan_CIDO ontology from the
FOAF ontology which is an upper ontology. The class person of COVID-19-IBO
ontology is also imported from FOAF ontology [9].

Fig. 2 Process to import the concepts in InBan_CIDO ontology
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To define the new classes inside InBan_CIDO ontology, we simply click on active
ontology IRI (Fig. 2b) instead of the specified IRI which we did in the case of
importing the concepts. Figure 3 shows the screenshot of the InBan_CIDO ontology
that has been taken from the plugins OWLViz of Protégé tool. The latest version of
InBan_CIDO ontology is available on the bio-portal for public use.

• Evaluation: Evaluation of an ontology determines the quality, completeness, and
correctness of an ontology according to the proposed scope. We have used the
OOPs tool [10] to know the available anomalies (pitfall) inside the InBan_CIDO
ontology. OOPs detects the pitfall in three categories, namely critical, minor, and
Important. The critical pitfall is very serious because it damages the quality of
the ontology. Figure 4 shows that there is no critical pitfall in the InBan_CIDO
ontology, and all the minor and important pitfalls are removed by extending the
ontology.

Fig. 3 InBan_CIDO ontology

Fig. 4 OOPs results of InBan_CIDO ontology
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4 A Simplified Schema Matching Approach for COVID-19
Ontologies

The developed InBan_CIDO ontology contains information about the COVID-19
disease as well as information of the impact of COVID-19 on the performance
of the Indian banking sector which is imported from COVID-19-IBO ontology.
The COVID-19-IBO ontology has also contained information about the COVID19
disease as per need. Therefore, it is required to investigate the overlapping infor-
mation from the existing COVID-19 ontologies with respect to COVID-19-IBO
ontology. Matching systems use the matching algorithm and detect the relationships
between the entities of the ontologies [11].

We propose a schema matching approach (SMA-COVID-19) to find out the over-
lapping information among the developed COVID-19 ontologies. The first step of
the SMA-COVID-19 algorithm is to select two ontologies (OS and OT ) from the
ontology repository and then extract all the labels of the concepts in both ontologies
with the help of Id and IRI. The labels of the concepts of source and target ontolo-
gies are stored in a n, m dimensional array (a[n] and b[m]) separately where n =
number of classes in OS and m = number of classes in OT . The SMA-COVID-19
algorithm picks one label of OS and then matches it with all the labels of OT . The
matching between the labels is performed according to the Levenshtein and synonym
matchers. If two labels are matched based on synonyms, then a 0.9 similarity value
will be assigned to them. The matching result (similarity value between the labels)
is stored in the n × m matrix (Avg[n][m]). All the pairs whose similarity value is
greater than α (where α is a threshold for the similarity value) are considered to be
correspondences.
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Fig. 5 Performance result of
SMA-COVID-19 approach
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Experimental configuration and analysis: We have run SMA-COVID-19 in
windows server 2012 R2 standard with an Intel Xeon, 2.20 GHz (40 cores) CPU, and
128 GB RAM. The proposed approach is implemented in the Python programming
language. During experiments, we have set parameter∝ = 0.8.We used libraries like
Numpy (NumPy is a Python library, supporting large, multi-dimensional arrays and
matrices, along with a large number of high-level mathematical functions for these
arrays) and pandas (Open source, BSD-licensed library providing high-performance,
easy-to-use data structures and data analysis tools for the Python programming
language). We have imported the Python library for string matching and fetched
a list of words from the nltk library (from nltk.corpus import stopwords).

Figure 5 shows the matching results of available COVID-19 ontologies, namely
CODO, VIDO, CIDO, IDO, IDO-COVID-19 with respect to COVID-19-IBO
ontology in terms of performance parameters, namely precision, recall, and F-
measure. The precision parameter explains the correctness of the algorithm, whereas
the Recall parameter measures the completeness of the algorithm. The parameter F-
measure is the harmonic mean of precision and recall [12]. The obtained results
of these parameters show that the proposed matching algorithm has reasonable
performance.

5 Conclusion

We have extended the CIDO ontology by reusing the concepts from other data
sources. The developed InBan_CIDO ontology offers accurate and precise knowl-
edge about the impact of COVID-19 on the Indian economy as well as detailed
information about the COVID-19 data. To detect the overlapping information, we
have provided the SMA-COVID-19 algorithm approach that matches the schema of
COVID-19 ontologies. The experimental analysis shows that the proposed approach
has reasonable results in terms of precision, recall, and F-measure.
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Prevention of Phishing Attacks Using QR
Code Safe Authentication

M. Taraka Rama Mokshagna Teja and K. Praveen

Abstract Phishing is a type of attack in which attackers obtain personal information
such as usernames, passwords, credit card information, andnetwork credentials. They
deceive victims by impersonating a reputable individual or entity and conducting
specific acts, such as clicking on a harmful connection or attachment or intentionally
revealing sensitive information over the phone or through email. In general, phishing
sites attempt to deceive victims by pretending they are on a legitimate website to
steal their account credentials and other sensitive information. In this paper, we
implemented a safe authentication system using secret-key sharing and QR codes.
This authentication system has a dedicated mobile application for authentication,
which will eliminate the process of entering the website’s credentials and as a result,
it will provide robustness for phishing.

Keywords Phishing · Safe authentication · QR codes · Secret key sharing

1 Introduction

Phishing is oneof themain potential threats in the current digitalworld. It is an activity
where an attacker tries to trick the victim with malicious links to steal their sensitive
information by masquerading as a trustworthy entity. In comparison to the previous
year, there has been a 15% increase in phishing incidents in 2020. According to F5
Labs 2020 Report [1], access control layer failures account for 52% of all breaches in
the United States of America, including credentials theft due to phishing and brute-
force attempts. According to a report by the Australian Information Commissioner
(OAIC), phishing attacks are the most common cyber incident, accounting for 36%
of all recorded incidents. In those cases, 29% of passwords were stolen.
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According to the APWG report, the number of unique phishing websites detected
in the fourth quarter itself is 637,302 [2]. Attackers are becoming more creative;
they are attempting to create more realistic Web URLs, and nearly 55% of phishing
websites target well-known entities. The credentials obtained from phishing attack
were attempted to be used by the attacker within four hours, while some of them
happening in real time. Recently, malicious QR codes have been used in phishing
attacks often redirected users to cloned websites. The attacker can steal the credential
through it without the user’s knowledge and has no idea whether the URL is modified
or not [3]. Five major characteristics of phishing are:

1. The email makes unrealistic threats or demands.
2. There’s a catch.
3. Poor spelling and grammar.
4. A mismatched or dodgy URL.
5. You are asked for sensitive information.

Authentication is the process of identifying whether someone or something is,
who, or what intended to be. It allows organizations only to allow authenticated
users to protect their assets. Assets may include computers, databases, websites, and
networks [4]. For example, User A can have only access to his data and cannot see
User B’s data after authentication. Authentication is critical in preventing unautho-
rized access, which can result in disastrous data breaches. When user authentication
is not safe, intruders can gain access to the system and steal confidential data. Com-
panies like Adobe, Yahoo, and Equifax have all experienced data breaches of their
failure to protect user authentication. Without a secure user authentication process,
any organization could be in jeopardy. There are plenty of authenticating mecha-
nisms; the most four common types of authentication mechanisms are [5]:

1. Password Authentication: In this method of authentication, the user is authenti-
cating with credentials that typically contain a user ID and password. Passwords,
on the other hand, are vulnerable to phishing attacks. Most of the users use the
same set of credentials acrossmultiple online accounts. Since they aremuch easier
to recall, most of them use basic passwords. As a result, users prefer convenience
over protection.

2. Multi-factor Authentication: Multi-Factor Authentication (MFA) allows the
user to have multiple authentication layers like OTP, fingerprint, facial recogni-
tion, or code generated in the authenticator app. MFA has a good defense against
phishing attacks. The users are not able to get an authentication code if they lost
their mobile or SIM card.]

3. Certificate-based Authentication: Certificate-based authentication uses digital
certificates to identify the identity of the users or computers. A digital certificate
associates a user’s digital identity with a public key and a certification authority’s
digital signature.Usersmust have their digital certificates to sign in to a server. The
digital signature and certificate authority are checked for validity by the server.
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4. Token-based Authentication: This method of authentication uses a specific
encrypted string of random characters is returned if the user credentials are valid.
To access resources, the user may use the token instead of re-entering their cre-
dentials. RESTful APIs used by different frameworks and clients are examples
of token-based authentication use cases..

OWASP suggests following NIST password length and complexity guidelines
when developing your application’s login page. They also recommend that all of the
most commonly used passwords be instantly dismissed. Make use of an identity and
access management (IAM) framework that makes it simple to build and execute a
password strategy. A reliable password storage policy is essential for preventing data
breaches that jeopardize an organization’s credibility. The basis of safe password
storage is hashing. By looking at the hashed password, an attacker cannot infer the
original password.

The hash value would be the same if two users chose the same password. To
ensure that the hashing process’s performance is unique, you can add random data
to the password called password salting. When a user tries to log in, the Web appli-
cation passes the password through a hashing function and compares the result to
the database value. The login is successful if the password hashes match. Hashing
with salts can shield you from a variety of attack vectors, including rainbow table
attacks and dictionary and brute-force attacks, while also slowing down dictionary
and brute-force attacks.

Organizations need to think a step ahead of single-factor authentication tech-
niques. There is a necessity to think about authentication as a way to enhance the
experience of users. Multi-factor and other authentication mechanisms remove the
need to recall long and complicated passwords.

This paper is organized as follows: Sect. 1 provides an overview of phishing and
different authentication mechanisms. Section 2 explains various related works to
prevent phishing attacks. Section 3 describes the proposed architecture. Section 4
provides the security features of the Django framework. Section [5] explains the
implementation and analysis of proposed architecture. Section [6] briefs on the con-
clusion and future scope of the paper

2 Related Works

Phishing Phil [6] help the user to educate about the phishing site. The motto of this
game is to provide internet users with conceptual information about phishing attacks.
In this game, Phil is the small fish to examine the URL next to the worm. Phil is
about to eat and determine whether its associated URL is legitimate or a phishing
site. Phil’s father offers some advice. After spending 15min on the game, the user
gets to know how to identify phishing websites. Users who played this game were
more likely to recognize phishing websites than those who did not. Similarly, there
is a scope for a comprehensive phishing study using deep learning methods like [7].
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A Phish indicator [8] is a browser extension that will detect and classify the URL
as phishing or not with the help of the Levenshtein algorithm. Whitelisting is always
restrictive, which means whenever the user needs to browse the URL, not in the
classification that is not on the whitelist. It shows it as a phishing site even though
it is legitimate. Similarly, for the identification of malicious URLs, a visual alert
system was carefully developed and implemented. Google Safe Browsing API and
PhishTank API are two well-known security APIs that are being used. It allows the
applications to search URLs against a database of suspected phishing and malware
websites that is continuously updated. The resulting user gets to know about the URL
is reliable or not [9]. Similarly, anomaly detection techniques like [10] are used to
find phishing anomalies.

Phishing websites can take any data as input for authentication. In this model, the
specially designed mobile application takes advantage of it. A fake login account
with fake credentials is created by using a mobile app. Whenever the user opens the
login page, it mimics the user login procedure and generates an alert. By monitoring
hash code changes of the URL when the page is loading, UnPhishMe [11] helps
to determine whether the current login page redirects to another web page after an
authentication attempt. It listens to the HttpURLConnection status code. It decides
whether the website is phishing or not.

In one of the architectures [12], the hybrid approach to phishing detection
decreases the false positive rate by evaluating the website’s content. In each step,
the legitimate website is filtered out before moving on to the next. Similarly, another
model [13] uses a two-stage method to detect phishing websites, with the first stage
focusing on the RDFmodel of the website. The second stage was based on amachine
learning technique. In a real scenario, there is a possibility that genuine sites may be
represented as phishing because of their unpopular domain name. One of the anti-
phishing methodologies was the model [14] constructed by considering the features
extracted from the 14 inherent characteristics of the suspicious phishing web page.

To avoid phishing and man in the middle attacks, most of the communication
in the model [15] is in the form of QR codes. In the beginning, the user initiates
the single sign-on (SSO) to the authentication server. Then the server processes the
request and returns the QR code to the desktop browser. The customized QR code
app is used to scan the encrypted QR code. After the scanning, the user has to enter
the credential into the app. After that, the credentials are encrypted in the form QR
code, and the resulting QR code is scanned on the desktop using the Web camera
and then sent to the authentication server. If the user is authenticated, the user will
get access.

In one of the models [16], after the user verifies his identity by using his creden-
tials in the first stage, then the user’s smartphone and a pseudo-randomly generated
alphanumerical QR code are then used as the one-time password token sent to the
user via email as the second factor of authentication. Themost prominent safe authen-
tication model is proposed by combining the concepts of QR code and OTP [17].
In this authenticating system, the user verifies his identity by using his credentials
in the first stage. If the credentials are authenticated, then an encrypted string that
consists of user details (registered IMEI number) is displayed in the form of a QR
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code. The user needs to scan the QR using a QR code reader of the linked mobile
IMEI number. If the details are valid, only then the OTP is generated. The second
step of authentication is done using that generated OTP.

The technology for authentication is evolving [18] and, the models mentioned
above have limited their scope to 1–2 attack vectors. The most prominent authen-
tication models like multi-factor authentication [16, 17] will protect the users to
an extent, but credential theft through compromised phishing websites or MiTM
persists [19, 20]. However, compromising login credentials lead to highly adverse
consequences. So to address this problem, we designed and developed the authen-
tication model to eliminate the need for a user password in the Web application by
compensatingwith an effective approach to the userwith a custommobile application
for authentication.

The overall aim of this paper is to design and develop an effective QR code safe
authentication system that is user-friendly and has less response time. In detail, our
contribution has three objectives mentioned below.

1. Design and Develop a safe QR code authentication system to mitigate the cre-
dentials theft due to Phishing and Man in the Middle attacks

2. Mitigating the common web vulnerabilities like CSRF, XSS attacks
3. A user-friendly authentication model having minimal response time to authenti-

cate.

3 Proposed Model

In proposed QR code safe authentication model, the user need not enter the password
in theWeb browser at any instance; there is a dedicatedmobile app for authentication.
Figure [1] depicts the proposed model’s architecture, and it is developed using the
Django framework in section [4].

The user needs to install the mobile application and register with the service, and
then the unique authentication token is created and linked with that corresponding
username. This authentication token is used in later stages as explained in Fig. [1].

The login authentication of the proposedmodelwill be done in six steps as follows:

• Step 1: When the user enters the username, the session started with the server with
the corresponding user, sends the request to the backend server. A unique ID is
generated and forwards the request to the authentication server.

• Step 2: The authenticating server generates the secret-key shares using Shamir’s
secret-key sharing algorithm and Sends one of the mandatory secret-key shares
with a hashed unique ID to the backend server. The backend server will generate
the QR code with the first key secret and hashed unique id, the generated QR
displays on the Web browser to the user.

• Step 3: The user has to log in to the customized Android or iOS application already
registered with the service. When the user successfully logged in to that app by
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Fig. 1 Architecture of proposed model

default, the mobile application will access the authentication key created during
the account creation time.

• Step 4: The mobile application will decode the QR code, which contains a secret
key and unique ID (hashed) and will be sent along with the access token of the
user account to the authentication server linked to a specific user account.

• Step 5: The authentication server validates the secret-key share and the unique ID
of the requested user. In case of a valid request, it sends the access token linked to
that user account to the corresponding backend server.

• Step 6: The backend server validates the session is linked with the user and gives
access to the valid user to the resources with the access token.

In the designed authentication model, the authentication server is isolated from
the backend server to follow the defense-in-depth strategy and also user has to scan
the QR code before timeout, which is 20 s. If the user failed, so the user has to initiate
the login request again and the user has to follow the same login procedure explained
above.
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4 Security Feature in Django Framework

Django is a high-level open-source Python Web framework that allows stable and
sustainable websites and provides a hassle-free environment for Web development.
Django architecture [16] is logically structured, and it mainly consists of three impor-
tant components [21]:

1. Model: It is used to handle the database. It is a data access layer that takes care
of the data.

2. Template: The template is a presentation layer that takes care of the whole user
interface.

3. Views: The view is used to hold data and render a template while also executing
business logic and interacting with a model.

Django is a secure framework [22, 23], it ensures the developers to not make
make common mistakes that were once left open for the backend developer to com-
plete . Django’s user authentication system makes it easy to handle user accounts
and passwords. This framework provides the mitigation of the most common Web
vulnerabilities, as mentioned in Table 1.

By default, Django will protect the Web application from SQL injection and XSS
with parameterized query and input validation. To make our Web application secure
against the CSRF attack, the developer needs to use the CSRF token at the end of
every HTML script. To mitigate vulnerabilities like clickjacking, session timeout,
and host validation, the developer needs to add the below middlewares:

1. django.middleware.security.SecurityMiddleware
2. django.contrib.sessions.middleware.SessionMiddleware
3. django.middleware.csrf.CsrfViewMiddleware
4. django.middleware.common.CommonMiddleware
5. django.contrib.messages.middleware.MessageMiddleware
6. django.contrib.auth.middleware.AuthenticationMiddleware
7. django.middleware.clickjacking.XFrameOptionsMiddleware

Table 1 Mitigation of common web application threats using django framework

S. No. Threat Mitigation in Django

1 SQL injection Parameterized query

2 Cross site request forgery Csrf token

3 Cross site scripting (XSS) protection Input validation

4 Clickjacking X-Frame-Options

5 Cache poisoning Host validation
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5 Implementation and Analysis

When the user registers with the service, it creates an auth token respective to the
username, as shown in Fig. 2. That create auth token is used for authentication in the
later stage.

If the user wants to log in to the todo planner website first, they need to login to
their account on mobile, and then they have to enter the username on the website
as shown in . The session started with the server with the corresponding user with a
unique id. The unique ID is an alphanumeric of length 32 characters is generated in
the backend server. To avoid the adversaries finding the randomness of the unique
id. The unique ID is hashed using the SHA-256 algorithm. It is nearly impossible
to find the randomness of the unique ID with an advanced frequency test, and the
unique ID is different whenever the user initiates the request. After the hashed unique
id, the backend server forwards the request to the authentication server. The reason
why we separated the authentication server from the backend server is to follow the
defense-in-depth strategy. In simple terms, if the backend server is taken down or
compromised, it does not affect the authentication server as it is isolated.

The authenticating server generates the key shares using the Shamir secret-key
sharing algorithm. In this case, the secret key is divided into three key shares. The
threshold is set to 2, which means it required two key shares to reconstruct the secret.
The first key share and hashed unique ID is embedded in theQR code and sends to the
backend server. The second secret-key share is within the authentication server, and
the third secret-key share is kept and accessed by the admin for auditing purposes.
The user may find it difficult to enter the extended code in the authentication process.
We embedded the secret-key share and unique ID in the QR code, and the user needs
to scan that QR using the mobile to get access.

Fig. 2 User accounts linked with a random authentication tokens
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Fig. 3 Snippets of successful authentication

When the user scans the displayed QR code, the mobile app sends the code
with the access token of that account to the authentication server. The authentica-
tion server validates the key share using Lagrange’s polynomial. The concept is to
form Lagrange’s identities first, and the summation of Lagrange identities gives the
required functionality, which is needed to construct the secret. Equations (1) and (2)
and are used to reconstruct the secret from the key shares where k is the threshold.

f (x) =
K−1∑

i=0

yi li (x) (1)

li = x − x0
x j − x0

× · · · × x − x j−1

x j − x j−1
× x − x j+1

x j − x j+1
× · · · × x − xk−1

xi − xk−1
(2)

If the request is valid, it sends the access token, as shown in Fig. 1. The backend
server validates the session is linked with the user and gives access to the user to
access the resources with the access token, as shown in Fig. 3. The access token is a
key to the specific account that will create at the time of creation, as shown in Fig. 2.
Similarly, when user-1 tries to access another user’s account through his app, the user
did not get access because user-1 does not have the authentication token of user-2.
It results in failed authentication and shows a message on the mobile application as
shown in Fig. 4. In the whole authentication process, the model eliminated the need
to enter the credentials on the website. Resulting, it will protect the users/employees
of the organization robust against phishing sites.

QR code safe authentication system eliminates the need for a user password in
the Web application by compensating with an effective approach to the user with
a custom mobile application for authentication and far better than other authenti-
cation techniques. This model does not take more than 10–15 seconds for the user
authentication and far better than MFA and nearly equals the time taken for SFA as
mentioned in Table 2.

The Security features in the QR code safe authentication:

1. Hashing Algorithm SHA-256 is used for hashing Unique User IDs. First, with
the avalanche effect of SHA-256, it is almost impossible to reconstruct the initial
data from the hash value. Secondly, a collision (two messages with the same hash
value) is infinitesimally small.
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Fig. 4 Snippets of failed authentication

Table 2 Comparison of QR code safe authentication with existing models

Authentication
method

Single factor
authentication

Multi factor
authentication

QR code safe
authentication

Usability Easy Moderate Easy

Time taken for
authentication

10–20s (less) 25–60s (more) 10–15s (very less)

Credentials theft
through phishing
websites

Easy Moderate Highly difficult

MitM (Man in the
Middle) attack

Possible Possible Not-possible

2. Secret Key sharing is used to avoid MitM attacks. The intruder does not know the
second key share as it lies inside authentication, which is used for generating the
key.

3. Sql injection, XSS, CSRF, Clickjacking are mitigated by using the security fea-
tures in Django as mentioned in Table 1.

4. Authentication server is separated from the backend server, which results in a
defense-in-depth strategy.

5. In the authentication, we eliminate the need for a user password in the Web
application by compensating with an effective approach to the user with a custom
mobile application for authentication.

6 Conclusion and Future Work

In this paper, we have showcased a safe login system in which the user is given
a different unique ID each time they log in. To make the login mechanism more
resistant to attacks, we employed concepts like the SHA-256 algorithm, secret-key
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sharing, and the defense-in-depth technique. With the Django framework, we could
mitigate the most common vulnerabilities such as SQL injection, XSS, and CSRF.
The user need not enter the password in theWeb browser because there is a dedicated
mobile app for authentication. As a result, there is no risk of credential theft through
a fake website. This work could be extended in the future by including a Single
Sign-On (SSO), as well as integrating HTTPS and SSL in real-time for hardening
security practices on mobile apps.
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Machine Learning Approach
to Recognize and Classify Indian Sign
Language
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Abstract In these present circumstances, the future for differently abled students is
a big question mark. As the education is turning entirely toward online in which the
differently abled students are the most affected ones because their principal way of
learning was physical, i.e., using gestures. In this present scenario of pan-epidemic
siege, the value of time cannot be ignored for the students who are progressive
citizens for a better future. During this intricate time, there is a need to sustain the
pace of education for every child and the most important for the differently abled
children who are always more enthusiastic in taking on the challenges of life. We at
this time, pledge to do our best for the rightful e-learning. In the era of technology,
providing education on digital platforms, our idea is to provide some assistance in
the field of education technology. The idea is to train a model which will help us to
identify and classify Indian Sign Language in themost reliable way. In the previously
proposed solutions, the user is restricted to have a definite background so as their
model could work accurately. In our system, that limitation is withdrawn. The user
can be anywhere, and yet our model would perform the most desirable. We are using
OpenCV for pre-processing and a machine learning model is used to recognize hand
gestures. This model can then be employed in an Android application for greater
perks.
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1 Introduction

Sign language is a natural language mainly used in the deaf communities. It demands
using hands for performing gestures to communicate. Indian Sign Language differs
fromAmerican SignLanguage in terms of theway the gestures are represented.Many
alphabets vary fromeachother in contrast. Sign language canbemainly classified into
contact-based and vision-based techniques. In a contact-based approach, the person
can interact using external devices like sensors. It uses an instrumented glove that
utilizes IoT devices to perceive the orientation, position, or angle data of the hands
while displaying the sign [1]. Vision-based approaches use data collected from static
images or video frames that were taken using a camera from the laptop or using an
external Web camera. There are methods where the closed and opened fingers are
identified using Douglas–Peucker algorithm by taking the boundary of the gesture
into consideration [2]. Our project focuses on the vision-based approach. Extracting
and identifying the sign language involves three phases, namely segmentation, feature
extraction, and classification. Themost important goal of segmentation is to eliminate
the undesirable background and noises, giving only the region of interest (ROI). In
the feature extraction phase, the distinctive features of the ROI will be deduced. The
feature extracted will undergo classification where each gesture will be organized
into its classes, and a machine learning model will be employed which can help to
determine the gestures appropriately (Table 1).

2 Related Works

In one of the papers, P. Loke et al. proposed a systemwhere they used hue, saturation,
and intensity (HSV) model to segregate the hand from the image using the OpenCV
library. They have used the Sobel edge detection method to get the boundary of the
hand. After segmentation of the hand from all the images, they trained the dataset
using supervised learning for training neural networks. The network is trained using
the scaled conjugate gradient backpropagation algorithm to classify images. They
captured the images using an Android application and sent those to an online Web
server fromwhich the input is fed to the neural network onMATLAB for recognizing
the patterns in the hand gestures and corresponding text is being displayed [3].

In another work, Hanene Elleuch et al. proposed a method for static hand gesture
recognition for mobile device monitoring in real-time. They used skin color algo-
rithms and methods to detect just the hand region, eliminating the face region by
using the Viola–Jones algorithm. They used various methods like convex hull detec-
tion, contour extraction, palm center detection, and convexity defects extraction, and
these features were used on support vector machine (SVM) to recognize the gesture
and deployed the model on an Android system. This experiment was carried out for
five gestures as proposed in their paper [4].
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Table 1 Comparison of existing works

Paper title Dataset Contact or
vision-based

Feature extraction
and algorithms
used

Limitations

Indian sign
language
converter system
using an Android
App

Dataset collected
using Android
phone

Vision-based
approach

HSV for hand
tracking and
segmentation,
neural Network
for pattern
recognition

Models
performance
decreases when
under different
light conditions
and background
noise

A static hand
gesture
recognition
system for
real-time mobile
device
monitoring

Images collected
through a
webcamera

Vision-based
approach where
five gestures are
used to control
mobile devices

Skin color
extraction using
HSV and face
subtraction using
Viola and Jones
algorithm, SVM
classifier to
recognize the
gestures.

Processing time
is more

Sign language
translator for
mobile platforms

Static gestures of
numbers and
alphabets

Vision-based
approach where
we can also add a
new gesture to the
dataset

Skin detection
using RGB,
YCbCr, HSI and
identifying
gestures using
descriptors

Lower
recognition rate

Hand raising
gesture detection
in real classroom

Images of
student’s hand
gestures

Different hand
gestures

R-FCN
architecture

Gesture size
limitation

Arm gesture
detection in a
classroom
environment

Images of hands
in class

Robust
vision-based
method of
identifying
raising hands

Canny edge
detection

Background color
limitation

This work says about hand raise detection in classroom surroundings. When it
comes to classrooms, the hand raise detection is challenging due to more complex
situations and scenarios, different gestures, and pretty low resolutions. So they started
building up a large hand-raising data set. The method used is R-FCN Architecture
which has an automatic template detection algorithm and feature pyramid, whereas
an automatic template detection algorithm is used to detect various hand rising ges-
tures. Next for better detection and identification of small-sized hands, they use a
feature called feature pyramid to capture simultaneously the detail and high-definite
features [5].

In this paper, it tells about various techniques including identification of skin color,
shape, and features are considered and addressed. In this process, it is presumed that
the student’s heads are randomly scattered around the class and lie roughly on the
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same horizontal line, which is identified by a reference bar. By fixing the camera
module at the front of the class, with a center part of the focus set parallel to this line,
here we check the study of the parts of capturing image right above the student’s
heads in the classroom. Next, the raw edges are obtained by application of a Canny
edge detector which is based on cognate of the gray-level intensity of the feed, which
is obtained from R, G, B assembly. By presuming that the color of the background
wall of a usual classroom is proportionately different from that of student’s skin
tones, using skin distribution data within the edges of the object of interests could
be useful for arm identification and from the output of the skin map, the map is
extricated which indicates the outer lines of the human skin [6].

In another work, Geetha M et al. proposed a sign language Android application
where it captures the image using the phone camera and does the processing to
identify the gesture. Initially, they did a contrast using a histogram matching to
classify the gestures that are closer to the testing data, and later, those samples were
subjected to oriented fast and rotated binary robust independent element features
(BRIEF) thus bringing down the CPU time. Skin detection was done used RGB, HSI,
and YCbCr algorithms. Their solution worked with an accuracy of 69.41%. They
also had an additional feature where the application user itself can add different new
gestures to the already existing data [7].

This work proposes the progress of a sign language recognition system that helps
recognize South Indian languages. In the proposed method, 32 sequences of number
signs are developed by using hand palm images from the right hand. An image
taken at run time is examined to identify fingertip regions of the five fingers namely
thumb finger, index finger, middle finger, ring finger, and little fingers as easier to
use those edge images for obtaining the fingertip position for further processing.
The whole process is comprised of four processes, i.e., data procurement, getting the
palm images, detecting the sign, training, and conversion to text [8].

3 Proposed Methodology

3.1 Dataset Description

Dataset plays a major role when working with machine learning. Machine learning
has been emerging as data around us keeps expanding, but there is a hindrance to
the measure of labeled data. When it comes to sign language, there is a contrast
within the alphabets in Indian and American Sign Languages. Even though there are
existing datasets for American Sign Language but no fitting dataset for Indian Sign
Language, we generated a dataset for Indian Sign Language (Fig. 1).
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Fig. 1 Dataset with 7 different people with varying backgrounds

Fig. 2 Count of number of images for each class in the Train dataset

The dataset has roughly 3000 images of various people with distinctive back-
grounds contributed by seven different people. The images were captured from an
external webcam using a Python script. After running the Python script, it would
ask the number of images to be captured and the folder name to collect the images.
Every image would be captured with a pause of 3 s. This assisted to easily form a
dataset for Indian Sign Language (Fig. 2).
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3.2 Skin Color Detection

After obtaining the dataset, we mask the image to distinguish only the skin region.
For masking the skin region, there are mainly three methods. The first one is the
RGB (red, green, blue) color model. RGB has values that range from 0 to 255. For
example, when all the values are set to the highest value, i.e., RGB (255,255,255)
delivers the color white. Next is the YCbCr (luminance, chrominance) model where
the YCbCr signals are developed from the corresponding RGB gamma-configured
source. Lastly, there is an HSV (hue, saturation, value) model which is similar to
an analog of RGB. HSV shows colors in an instinctive and precise manner than the
standard RGB. Every model has its shortcomings, but when consolidated performs
well according to our experiment. So we used an RGB-YCbCr-HSV model to get
precise skin segmentation. Since skin colors can be distinctive, we mask the image
through a range of lower and higher threshold values, thus achieving the final mask.

3.3 Feature Extraction

We run the masked images on a MediaPipe Hands model. MediaPipe Hands is a
hand and finger tracking solution. It employs machine learning to infer 21 points of
a hand from just a single frame [9]. We collect these 21 points in an array and this
array helps us to identify and crop out the hand region by applying padding with
the largest and smallest values of the stored array points. After receiving the hand
region with the MediaPipe points, we mask out all other components except for the
21 points on the image and resize all the images. Next, we transform every image to
a 2D NumPy array and then flatten the 2D image array into a 1D array and transform
these values into a CSV file. Thus, we acquire a set of normalized values in a CSV
file which can further be used to train the machine learning model.

Algorithm 1 Pre-processing Steps: Obtain CSV file to train ML Models
Require: Images in a folder
while img in images.items() do
Apply SkinMasking(img) using RGB-YCbCr-HSV algorithm
Apply MediaPipe(img) to obtain 21-points and stored in list
Get min-max value from list
Crop out ROI (Hands) using min-max values
Resize ROI and convert to subplot
Flatten 2D subplot array to 1D array
Convert 1D array to CSV file

end while
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3.4 Models Used for Training

We tested our dataset on three distinctivemodels, namely logistic regression, decision
trees, and random forest.

3.4.1 Logistic Regression

Logistic regression is a model that uses statistics to determine the probability of an
event with the aid of previous data. The sigmoid function is like an ’S’-shaped curve
used to convert values to probabilities. It takes values between the range 0 and 1 and
squishes to either 0 or 1 label. 0.5 is considered as a threshold value in the graph.

3.4.2 Decision Tree

The decision tree algorithm comes under the supervised algorithms. The idea of this
algorithm is to create a model that predicts the value of a target variable. For this,
the decision tree uses the tree illustration to solve the problem where the leaf node
resembles a class label and internal nodes of the tree correspond to the attributes.

3.4.3 Random Forest

It is a supervised learning algorithm. It is a pack containing many decision trees
having a diverse set of parameters trained on varying data. This can be used for both
classification and regression tasks. It is one of the most applied algorithms because
of its integrity and stability.

Our dataset was partitioned in such a way where 70% of the dataset was used for
training and the rest 30% was used for testing purposes. After training the models, it
was found that the decision trees performed the best among the other three models
with an accuracy of 94.61%. Logistic regression showed an accuracy of 78.64% and
random forest provided an accuracy of 85.63%. Thus, a decision tree was used to
categorize the 26 alphabets into their respective classes (Fig. 3).

4 Experimental Results

The step-by-step experimental results that were achieved after pre-processing the
image are shown in Fig. 4.

We have utilized three models for our project, namely logistic regression, random
forest, and decision tree. After training the models, we got an accuracy of 78.64% for
the logistic regression model, 85.63% for the random forest model, and 94.61% for
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Fig. 3 Recognition rate for each alphabet

Fig. 4 Workflow of results achieved
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Fig. 5 Accuracy
comparison of each model

the decision tree model, in which decision tree was identified as the best model. The
following results in Fig. 5. were obtained by following the steps mentioned in the
methodology section. The k-fold cross validation technique is used to evaluate each
ML algorithm and the box plot graph shows the spread of accuracy scores across
every cross validation fold for every algorithm used.

Our model can work with great accuracy given varying light conditions or back-
grounds. Only very few existing sign language papers use both hands for the gesture
[10], our model is one of them.

The bar graph in Fig. 4. represents the recognition rate for each alphabet which
is formed by taking the true/false positive and true/false negative from a confusion
matrix. Confusion matrix basically compares the predicted and target values and
computes the precision, recall, and F1 scores. From the bar graph, we could ana-
lyze that letters A, W, and X made the least accurate predictions and thus would
require tuning the model to make relevant predictions. Every other alphabet could
be predicted with more than 80% accuracy.

5 Conclusion and Future Work

There have been several types of research done in this field, mostly in the vision-
based approach [11]. After looking through various methods, we have come up
with a distinct approach to classify alphabets. In this paper, a novel and efficient
approach was used to classify Indian Sign Language. The focus of this project is
applying the RBGmodel, YCbCrmodel, andHSV collectively for feature extraction.
Simultaneously, we have utilized a new technology, MediaPipe hands, which plays a
vital role in feature extraction aswell. The experimental results showed that ourmodel
could achieve 94% accuracy using the decision tree classifier. Other sign language-
related papers limit users to a particular environment with fixed background and
appropriate lighting conditions. But in our model, we surpass that limitation, which
opens new lanes for future advancements. This model can be implemented on an
Android device which would help to identify gestures in real-time thus making
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it easily usable to people with speaking and hearing difficulties with exceptional
performance in any environment. We can also generate datasets and train them for a
selective situation, for example, previous works have been done for bank scenarios
[12]. This can be extended and be made possible for hospitals, shops, etc., thus
providing every person in the deaf community a normal life like everyone else.
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Comparison of Concurrent Program
Behavior Using Java Interactive
Visualization Environment

M. Shobitha, R. Prakash Sidharth, P. K. Sreesruthi, P. Varun Raj,
and Jayaraman Swaminathan

Abstract It’s important for software practitioners to understand mutual exclusion
in different systems because most of the problems in concurrent systems boil down
to achieve mutual exclusion. Mutual exclusion for different types of concurrent
scenarios-multithreaded, parallel, distributed can be achieved in different ways by
the constructs provided by the programming language. For each of the mentioned
types, the performance (or behavior) varies in different ways. The performance of
mutual exclusion algorithms is measured by mainly six metrics. This paper shows
the comparison between the performance of a chosen synchronization algorithm by
analyzing the sequence diagrams obtained from Java Interactive Visualization Envi-
ronment (JIVE), a dynamic analysis framework for Java program visualization. This
paper also presents the results and observations obtained after comparing dining
philosophers problem in the above mentioned scenarios. The results are based on
the metrics - Message complexity, Synchronization delay and Response Time. The
analysis is done on low load performance.

Keywords Distributed mutual exclusion · Visualization · Comparison · Parallel ·
Analysis · Multithreading

1 Introduction

With technology rising on a never before seen scale, concurrent systems have been
playing an increasingly prominent role in software development. Three forms of con-
current systems have been widespread over the years, namely multithreaded, parallel
and distributed.While themultithreaded and parallel programs pertain to cooperating
processes/threads on a single system, distributed programs span multiple systems,
possibly spread over a large geographical area. It is a complex field that consists of
devices that communicate and organize tasks to act as a single-coherent system. It
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combines the power of multiple machines to improve the performance of a program
with unmatched scalability. The only reason that distributed programming is yet to
come to the forefront can be attributed to its increased complexity in deployment
and maintenance.

Concurrent systems are characterized by some challenges which are entirely dif-
ferent and non-existent in the sequential systems. Although each of these systems
throws its unique challenges, the fundamental theme underlying these challenges
revolve around safety, liveness and fairness. Dealing with these challenges by tech-
niques such as mutual exclusion and other forms of synchronization introduces sec-
ond level challenges such as message complexity, response time and other overhead.
However, despite the challenges and the overhead involved in concurrent systems,
they continue to play a dominant part in software development, due to the perfor-
mance and scalability benefits they provide.

In this paper, we have analyzed the performance of mutual exclusion in the case
of three different concurrent programming paradigms, namely multithreaded, par-
allel and distributed programming. There are predominantly six metrics used for
measuring the performance of mutual exclusion algorithms. These include message
complexity, synchronisation delay, response time, system throughput, low and high
load performance and best and worst case performance. Since our observations deal
with low load performance, more emphasis has been given to message complexity,
synchronization delay and response time.

The goal of this project is to directly contrast the performance of distributed pro-
grams against their parallel and multithreaded equivalent using sequence diagrams
obtained from Java Interactive Visualization Environment (JIVE) and further com-
pare them using the aforementioned three metrics. This analysis has been carried
out using the dining philosophers problem in all three programming implementa-
tions. The further observations and results based on this analysis are specified in the
upcoming sections with an array of scope for future work.

The rest of the paper is structured as follows. Section2 discusses some of the
closely related work. Section3 describes the implementation of multithreaded, par-
allel and distributed versions of the dining philosophers problem. Section4 provides
the analysis of the different concurrent versions providing key insights into their
implementations. Section6 summarizes the work and provides directions for future
work.

2 Related Work

In this section, some closely relatedworks of previous papers and their contribution to
the concurrent program analysis are summarized. Concurrency around the scenarios-
multithreaded, parallel and distributed systems are discussed. This is then, followed
by the significance of JIVE-an interactive visualization tool used for the analysis.
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Dining Philosophers problem [1] is addressed to acknowledge the working of
concurrent programs. Java Threads [2] is used for the implementation of multi-
threaded programming. MapReduce and Fork/Join are popular java based frame-
works for achieving parallelism. In the dining philosophers problem, there are only
five philosophers. Hence, the Fork/Join framework is a better choice for parallel
program implementation [3, 4]. RMI framework [5] is used to build remote com-
munication between Java programs that help to build distributed applications. But,
all these frameworks have a drawback that they can’t access shared objects at the
same time, which makes synchronization [6] a vital part in the implementation of
the concurrent program.

Sequence diagrams are interaction diagrams that record the relationships between
objects when the programs work collaboratively. Object-to-object interaction of a
program using sequence diagrams makes it easy to understand the workflow and the
complexity of the program [7–9]. Sharp andRountev [10] explain sequence diagrams
and their working principles. Various limitations of the UML Sequence diagrams are
pointed out and a set of techniques to overcome this limitation is highlighted. UML
diagrams are extremely large and clustered making them hard to interpret properly.
So the earlier unreadable UML sequence diagram is expanded upon to interactively
explore different aspects of the diagram, to focus on subsets of the expressed behavior.
Thus, the earlier sequence diagram can be elaborated for better understandability and
proper interpretation by the programmer.

The sequence diagram of Java programs can be obtained through the Eclipse plu-
gin tool Java Interactive Visualization Environment [11]. JIVE visually portrays both
the call history and the runtime state of a program. The call history can be seen in
the sequence diagram, where each execution thread is depicted in a different color,
simplifying the object interactions. JIVE also generates runtime models, verifies and
validates those models against design time models [12]. Ajaz et al. [13] already
presented the performance study of a parallel program using JIVE on multicore sys-
tems. Kishor et al. [12] emphasize a methodology to interpret the sequence diagram
in the form of a finite state diagram. The key state variables are annotated by the
user. This is later combined with the execution trace to obtain the sequence diagram.
Since state diagrams are smaller in magnitude compared to sequence diagrams, they
provide more insight into program behavior and detect subtle errors.

3 Program Implementation

To shed light and raise discussion on concurrency, the dining philosophers algorithm
has been implemented in this paper [14]. The dining philosophers problem is a
classical problem of synchronization. Five philosophers sit around a circular table.
Each of them has two states - thinking and eating. Five forks are placed on the
table. In order to eat, the philosopher must have two forks in hand. No two adjacent
philosophers can eat simultaneously.
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3.1 Multithreaded Programming

To start the thread, the start() method must be invoked. Java provides Thread class
to implement multithreaded programming. Thread class provides various methods
to create and perform operations on a thread. One of the methods to create a thread
process in Java, using Threads, is by extending the Thread class and overriding its
run() method.

public void run(){
while(true){

thinking ();
// Philosopher gets hungry
fork.take();
eating();
fork.release();

}
}

Code 1: run() method of the Philosopher class

Since in the dining philosophers problem, no two adjacent philosophers can get
hold of both the forks simultaneously, it’s important to have synchronization in the
availability of the forks.When several threads are trying to access a common resource,
it is necessary to have control over who has access. And this is what synchronization
does. In the multithreaded program, two synchronized methods, namely take() and
release(), are used. The synchronizedmethods lock an object for any shared resource;
in this scenario - the forks. Themessage complexity, the number ofmessages required
for the execution of the critical section, is 2(N-1), where N represents the number of
philosophers.

synchronized void release (){
Philosopher philosopher = (Philosopher)

Thread.currentThread ();
int number = Philospher.Number;
fork[number] = false;
fork[( number +1)%5] = false;
notifyAll ();

}

Code 2: synchronized method - release()

synchronized void take(){
Philosopher philosopher = (Philosopher)

Thread.currentThread ();
int number = Philospher.Number;
while(fork[number] || fork[( number +1) %5]){

try{
wait();

}
catch(InterruptedException e){}

}
fork[number] = true;
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fork[( number +1)%5] = true;
}

Code 3: synchronized method - take()

The program begins by initializing the threads of five philosophers. The threads start
executing the run() method, where the philosopher has to go to the thinking state for
a random period and then go to the eating state. The mutual exclusion part will be
handled by the two synchronized methods, while taking and releasing the forks.

3.2 Parallel Programming

Fork/Join framework is a framework in Java that sets up and executes parallel pro-
grams by taking advantage of multiple processors, which is accomplished by iden-
tifying the availability of processor cores and allocating the tasks accordingly. It
uses a divide-and-conquer strategy: divide a very large problem into smaller parts.
These smaller parts can be further divided into even smaller ones, recursively until a
part can be solved directly. In the parallel program, ForkJoinTask is used. Through
this mechanism, a small number of actual threads in ForkJoinPool controls a large
number of tasks to be executed. ForkJoinTask.invokeAll() method combines fork()
and join() in a single call and starts the instances of all the philosophers.

for (int i = 0; i < philosophers.length; i++) {
Object leftFork = forks[i];
Object rightFork = forks[(i + 1) % forks.length];
philosophers[i] = new Philosopher(leftFork ,

rightFork);
subtasks.add(philosophers[i]);

}
ForkJoinTask.invokeAll(subtasks);

Code 4: using invokeAll() method

To attain mutual exclusion, the concept of the synchronized block is used. For any
shared resource, the synchronized block is used to lock an object. Nested synchro-
nized blocks help to get hold of both the forks the philosopher needs. So, the message
complexity becomes 4(N-1). The instances of all the five philosophers are invoked
by ForkJoinTask.invokeAll() method. The instances then run the compute() method,
where the synchronized block is defined. Thus, mutual exclusion and concurrency
are achieved.

synchronized (leftFork) {
synchronized (rightFork) {

// eating
gotForks(leftFork ,rightFork);
try {

TimeUnit.MILLISECONDS.sleep ((int)(Math.random ()*50));
} catch (InterruptedException e) {}

}
}

Code 5: synchronized block
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3.3 Distributed Programming

Remote communication is an inevitable part of distributed programming. In Java,
Remote Method Invocation (RMI) helps to achieve this communication between the
systems. RMI allows an object running in one Java virtualmachine to invokemethods
on an object running in another Java virtual machine. In an RMI application, there
will be a client program and a server program. The server program will generate a
remote object and a reference of that remote object is made available for the client
(Code 6). The remote objects on the server can be accessed by client requests, and
thus, the client can invoke the server’s methods (Code 7).

public static void main(String [] args) {
try {

String name = "ForkServer";
ChopstickInterface server = new

ChopstickServer ();
Registry registry =

LocateRegistry .createRegistry (8000);
registry.rebind(name , server);

} catch (Exception e) {
e.printStackTrace ();

}
}

Code 6: main() method of the server program

Unlike multithreaded and parallel programs, synchronized keyword can’t be used
in distributed systems because they can only be used to control access over a shared
object within the same JVM. Hence, five semaphores have been used to keep track of
the availability of the five forks. A semaphore uses a counter to keep track of the status
of a shared resource and controls its access. The message complexity is 2(N-1) here.

public static void main(String [] args) {
try {

String name = "ForkServer";
Registry registry =

LocateRegistry.getRegistry ();
frk= (ChopstickInterface )

Naming.lookup("// localhost :8000/"+name);
for (int i = 0; i <= 4; i++)

new Philosophers(i, registry);
}
catch(Exception e) {

System.err.println(e);
}

}

Code 7: main() method of the client program

To execute the program, the server program has to run and then the client program.
By running the server, it creates an object. Then, using reBind() method, it registers
this object with the RMIregistry. To make use of the server methods, the client needs
a reference of the object that the server created.With the help of the lookup() method,
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the client fetches the object from the registry using its bind name. Remote communi-
cation is thus established. The server program includes getForks() and returnForks(),
methods to handle the forks, which were included in the remote interface. In the
client program, five philosophers are initialized using Java Threads and they run
simultaneously.

import java.rmi.Remote;
import java.rmi.RemoteException;

public interface ChopstickInterface extends Remote{
int getForks(int philNum) throws

RemoteException;
int returnForks(int philNum) throws

RemoteException;
}

Code 8: Remote interface of the program

4 Analysing Program Behavior

4.1 Multithreaded Program Sequence Diagram

There are five philosophers present in Fig. 1 namely Philosopher 1, Philosopher 2
and so on till Philosopher 5. As in Fig. 1, we can see that Philosopher 5 goes to
the thinking state for a while and then starts eating. After a certain amount of time
Philosopher 5 releases the fork which allows its adjacent Philosopher 1 to gain access
on one of the forks. The time gap between one process leaving the critical section and
the next process accessing it is known as the Synchronization delay. In this case, the
time interval between one philosopher exiting the eating state(releasing left and right
forks) and the next philosopher entering the eating state(gaining control over left and
right forks) is the synchronization delay. In Fig. 1, there is a time gap between take1
and eating1. This time gap between sending the request and then getting control over
both the forks is known as the Response time. When comparing Synchronization
delay and Response time, the delay is relatively lower and response time is very
high.

4.2 Parallel Program Sequence Diagram

Figure2 shows the sequence diagram on parallel implementation of the Dining
philosophers diagram. Philosopher 1, initially being in the thinking state, goes to
the hungry state (requests for forks) after a while. This time gap between sending a
request for forks(hungry 1) and getting access to it(getForks1) is known as Response
Time. Philosopher 1 then puts back the fork, i.e., returnForks(), making it available
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Fig. 1 Sequence diagram of multithreaded implementation

Fig. 2 Sequence diagram of parallel implementation

for adjacent philosophers. The time gap between returnedForks1 and GotForks4 is
the Synchronization Delay.When looking at the variations of Synchronization delay,
in most of the cases it is low. There are a few exceptions where the delay is drastically
high, but on an average it is low.When comparing the Response time, for most of the
cases it is relatively high. In this observation, there has been no low response time.
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Fig. 3 Sequence diagram of distributed implementation

Table 1 Comparison based on three metrics

Metrics Multithreaded Parallel Distributed

Message complexity 2(N−1) 4(N−1) 2(N−1)

Synchronization delay Low Low very low

Response time High High Low

4.3 Distributed Program Sequence Diagram

For distributed programs, the communication processes are distributed across differ-
ent hosts. So, different sequence diagrams will be obtained for the server program
and client program. But, here our main motive is to check upon the states of the
philosopher, only the client program is taken into consideration (Fig. 3). Initially,
all the philosophers will be in the thinking state and after some random amount of
time they will move to the hungry state. Mutual exclusion takes place at this point.
Philosophers check whether the forks are available for them. If both the forks are
free, it’s denoted by gotForks. By checking the diagram, it can be observed that
the time gap between hungry and gotForks is most of the time high. So, it can be
concluded that the response time of distributed programs is high. Comparing two
adjacent philosophers, the time gap between returnedForks of one philosopher and
gotForks of the other philosopher is very low, making the synchronization delay of
the distributed program too low (Table1).
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5 Results

The following are observed from the sequence diagrams obtained from the concurrent
programs:

• In the multithreaded program, the synchronization delay is low and the response
time is high.

• In the parallel program, the synchronization delay is mostly low, but in some cases
it is drastically high. Also, the response time is high.

• In the distributed programs, the synchronization delay and response time are low.

• When comparing synchronization delay of the three executions, Multithreaded
execution and parallel execution take relatively lower time, while distributed exe-
cution takes the lowest time.

• When comparing the response time of the three executions, multithreaded exe-
cution and parallel execution took higher time while distributed execution took
relatively lower time.

6 Conclusion

When the concept of mutual exclusion is taken into consideration, distributed pro-
gramming rarely springs to mind owing to its increasingly complex nature. So we
have directly compared the efficiency of distributed programming to its more fre-
quently used counterparts such as parallel and multithreaded programming. The
main observations were based on the comparison of performance metrics of Dining
philosophers problem, on a small load, run in three different ways-multithreaded,
parallel and distributed systems.

Java Threads are used for multithreaded programming and synchronization is
achieved by using the synchronized methods. The message complexity of the mul-
tithreaded program is 2(N−1), N is the count of the threads/philosophers. To attain
parallelism, Fork/Join framework is used and the synchronized blocks help in syn-
chronization. The message complexity of the parallel program is 4(N−1), N is the
count of philosophers. And, distributed programs are built using RMI framework and
semaphores are used to achieve synchronization. Its message complexity is 2(N−1),
N is the number of philosophers [14].

The performance analysis of the concurrent programs is done using the metrics
message complexity, synchronization delay and response time. The message com-
plexity is the number of messages required per execution of a critical section. It was
found that in terms of message complexity the program run in parallel was the most
complex while the programs run in distributed and multithreaded manner shared
the same complexity. Synchronization delay is the time required for a process to
enter the critical section after another process exits the critical section. It was also
observed that Synchronization delay for parallel and multithreading is almost similar
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but Synchronization delay for distributed systems is less compared to the other two.
Response time is the time interval a request waits for its critical section execution to
be over after its request messages have been sent out. When comparing the response
time of parallel and multithreaded programming, they have almost same response
time but, while comparing response time of distributed andmultithreading or parallel,
response time of multithreading is more than response time of distributed.

In conclusion, for a mutual exclusion program of low load, if RT is the response
time and SD is the synchronization delay then,

RT (Multithreading) ∼ RT (Parallel) > RT (Distributed) (1)

SD (Multithreading) ∼ SD (Parallel) > SD (Distributed) (2)

As part of future work, the paper can be extended by experimenting on high load and
comparing results.
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Message Forwarding Scheme
with Max-Delivery and Min-Delay
for Delay Tolerant Network

Sudhakar Pandey, Nidhi Sonkar, Sanjay Kumar, Danda Pravija,
and Sanchit Mahto

Abstract Delay tolerant networks are the best and reliable network in state of
emergency such as earthquakes by enabling communication without end-to-end
connectivity. For creating communication, store-carry-forward technique is used,
that means, if connectivity does not exist between nodes, they store the message till
connectivity does not exist and then transfer to other nodes. In this study, we proposed
a protocol that tried to deliver the message to the destination node by selecting the
best intermediate node based on three features: speed of the node, residual energy
of the node, and distance between the neighbor nodes. We also tried to minimize the
delay andmaximize the delivery ratio by increasing the transmission speed.We simu-
late our proposed protocol on ONE simulator and compared our method with other
three best pre-found protocols. The experimental results convey that our protocol has
achieved the delivery ratio of 90% and minimized the delay 4600 s.

Keywords Delay minimization · Delay tolerant network (DTN) · Delivery ratio ·
ONE simulator · Routing · Opportunistic networks

1 Introduction

Delay tolerant networks (DNT) known as intermittently connected networks in open
literature are modeled in such a way that they can transfer data in difficult environ-
ments such as during natural calamities like earthquakes, cyclones where devices
may lack of continuous network connectivity. Communication plays an important
role during natural calamities. Loss of communication or network connectivity leads
to the delay of equipment and rescue operations [1]. Hence, it is important to have
stable network connectivity. DTN [1] uses fault tolerant methods and technologies
in order to achieve continuous network connectivity. Delay tolerant networks [2] are
used in many areas such as military, oceans, and in disaster-prone areas. The perfor-
mance of the delay tolerant networks mainly relies on the use of efficient routing
protocols. Many routing protocols [3] are proposed in the past ten years.
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In MinVisted [4] protocol, they have considered the two parameter, i.e., farthest
node and number of encounters to choose intermediates that deliver the message to
destination node. By taking those parameters, they have successfully reduced the
number of hops, but there is transmission delay in the network. In our protocol, we
have taken transmission speed, residual energy of the node, and distance between
the nodes as parameters in order to further minimize the message transmission delay
in the network.

Here, we proposed a new protocol that aims to transmit a message from the origin
node to an objective node with minimum transmission delay and maximum delivery
ratio. We have achieved this by choosing a node that is less distance from the current
node, and at the time, the node must have maximum energy and high transmission
speed. In this way, we can increase the probability of reaching a neighbor node
in minimum time and, thus, results in reaching the destination node faster with
maximumdelivery ratio.We evaluated our protocol using theONEsimulatorwhich is
popularly used specially forDTN [5].We compared the protocolwith some popularly
known protocols such has FirstContact, spray and wait, and MinVisited [4].

2 Related Work

There are two categories of protocols for transmittingmessage inDTN [6]. Flooding-
based protocol and forwarding-based protocol.

In forwarding-based, at any given instance, a solitary duplicate of message
is present in the network which permits to lessen the inefficient use of network
resources. For example, FirstContact protocol [7].

In flooding-based protocols, all the node just flood the message to every encoun-
tered node. That means, when any node wants to send message to the destination, it
just forwards message to the all node that encounters in the communication range of
that node and then every node follows the same procedure till the message does not
send to the destination. Epidemic [8] and spray and wait [9] protocols are examples
of flooding-based protocols. Epidemic routing protocol follows full-flooding proto-
cols that means node spreads message to the all encountered node till the message
transmission to the destination. Spray and wait follows the L/2 flooding protocol that
means node transmits L/2 number of copies to the encountered node and wait. If the
message is transferred to the destination, the transmission is done, and if message
is not transmitted to the destination, it again transfers L/2 copies to the encountered
node.

Maxprop [10] protocol is considered to sort out which bundles should be erased
when supports are space low-lying. This convention organizes the less number of
leaps to the last nodes.

PROPHET is routing protocol of delay tolerant networks that extends for prob-
abilistic routing protocol [11] using the history of encounters and transitivity. In
this protocol, nodes use history of encounters of other nodes that they travel in the
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history. Node finds the probability of each that they can transmit the message to the
destination.

MinVisit [4] is a protocol that considers the distance of node and number of
encounters to find the suitable node for transmission to minimize the hop count. But,
it did not focus on the delay between nodes in transmission that is important factor
in delay tolerant networks, so for recovering this problem in this paper, we proposed
a MaxDelivery with minimum delay technique to minimize the delay between the
source and destination and increase the delivery ratio by considering the parameters
of node, that is, speed, distance, and energy of the node. Here, we can choose the
node that has the highest speed among all the encountered node, and at the same
time, the node must have the highest energy, and it should be the nearest node among
the all encountered nodes.

The whole scenario of delay tolerant network is irregular [12], and we have to
simulate the environment with this irregularity. The ONE simulator [13] is specially
designed for this type of environment and applications of DTN so that in this paper,
we simulate the environment in ONE simulator for getting the exact results.

3 Proposed Methodology

Our proposed routing method aims to transmit the message from source node to
the destination node with high delivery ratio and minimum delay in the network.
Each node has their own transmission speed that is dynamic in nature, i.e., changes
during the runtime. We have considered three parameters for selection of relay node,
i.e., speed, residual energy, and distance from the source node. To achieve the goal,
protocol follows some rules:

1. There is certain fixed number of duplicates of all messages that is refreshed as
message are effectively conveyed to one of two, i.e., objective node or to the
halfway node.

2. The message can be transmitted on a small number of neighboring nodes during
a period of time (or window time).

3. Each node maintains a table called vector table that consists of a pair of key and
value that maps the distance between a node and their neighboring node.

4. A node can only transmit the message to a node, which has the best transmission
speed. That node is termed as intermediate halfway node.

There is time to live (TTL) for every message inside a node. Once a time to live
has terminated, then the node erases the message. The count of intermediates can
be altered to expand the reachability of the convention or to diminish the traffic
correspondence.

• In Fig. 1, at the time instance T0, the origin node A wants to transmit message to
Node P. “#4” denotes the number duplicates of message. There is a vector table
of distance between neighbor’s node and the source node that every node in the
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Fig. 1 Steps of algorithm

networkmaintains. In the transmission path of objective node, Node A finds Node
B. From the vector table, it seems B is nearest because it has distance than any
other node.And,we assume in the runtime if speed and energy ofNodeB is greater
than speed of any other node. In this manner, B is chosen as an intermediate node
to transmit the message.

• In time T1, source node B wants to transmit the carrier message to destination
node P, but it is not in the direct contact of B. Therefore, it has to again find the
intermediate node. So, Node B has neighboring nodes as D and C. Since distance
of D is less than distance of C, therefore, Node D is chosen as the intermediate
node for B.

• In time T2, source node D wants to transmit to destination node P. Since node P
in the range to node D, i.e., it has direct contact with the source node. Therefore,
it will deliver the message to the destination node.

• At long last, on the off chance that a node has a solitary duplicate of the message,
that node holds up until and unless it experiences the objective node, i.e., the node
looking for transmitting does not look for a transition. The confirmation step is
shown in Fig. 2.
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Fig. 2 Confirmation step

4 Sımulatıon and Results

We tried to perform simulation on for delay tolerant network (DTN) using oppor-
tunistic networking environment (ONE) simulation. The simulation was performed
on the set of parameters given in Table 1.

For evaluation of performance of our method, we have taken two criteria into
consideration, i.e., count of nodes and buffer size.

4.1 Number of Nodes

Figure 3 represents the delivery ratio of the method as the count of nodes in the
network increases. We can say that as the number of nodes increases, delivery ratio
increases. Figure shows that our method has the best performance among others.

Figure 4 shows themessage delay of themethod as the number of nodes increases.
Our method tends to minimize the message delay in the network. Figure shows as
the number of nodes increases, the delay decreases.

Table 1 Experiment
parameters

Parameters Values

Message size 100 kb

Buffer size 0–30 mb

Transmission range 100 m

Time to live (TTL) 300 min

Number of nodes 0–50

Simulation time 5000 s

Data rate 2048 bytes per second

Mobility model Random waypoint
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Fig. 3 Delivery ratio versus number of nodes

Fig. 4 Delay versus number of nodes

4.2 Buffer Size

We tried to show the delivery ratio and delay using buffer size with different sizes,
ranging from 0 to 30 MB. With different buffer size, our method shows as close to
best method which is spray and wait protocol.

In Fig. 5, we can interpret that as the size of buffer increases, delivery ratio
increases, but around 15 MB, our method tries to stabilize the delivery ratio.

Figure 6 shows that as the buffer size increases, delay increases, but after 16 MB,
it stabilizes, and it shows the performance as close to the spray and wait protocol.
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Fig. 5 Delivery ratio versus buffer size

Fig. 6 Delay versus buffer size

5 Conclusion

We proposed a new protocol named MaxDelivery with minimum delay technique in
delay tolerant networks. The protocol aims to deliver messages to the neighbor which
has opportunity to transmit the message in minimum time by considering the trans-
mission speed and energy of each node and distance between the nodes. Additionally,
this convention is assessed against some notable protocols, for example, FirstContact,
SnW, and MinVisit by thinking about various boundaries and by utilizing various
measurements of the specialized writing. Results show that our proposal reports the
successful message delivery ratio of 90% which is greater than many protocols such
as FirstContact, SnW, and MinVisit with delay of 4600 s when the size of buffer is
more than 16 MB.



402 S. Pandey et al.

6 Future Work

In this study, we proposed a protocol to deliver the message from origin node to
destination node by taking the transmission speed, energy, and distance as a parameter
which help to minimize the transmission delay time and maximize the message
delivery ratio. We have taken two parameters in our protocol. In the future, the
challenge is to take different parameters and try to further minimize the delay time
and increase themessage delivery ratio.Also, self-learning technologies likemachine
learning and artificial intelligence can also be applied to obtain the best selection value
for the protocol that will give the maximum performance.
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Design and Development of Access
Control and Face Mask Detector in Real
Time Using Deep Learning to Prevent
COVID-19

Manu Gupta, Gadhiraju Hari Priya, Nandikonda Archana Reddy,
and A. Sanjana

Abstract After the breakout of this worldwide pandemic situation COVID-19, there
arises a severe need for protection mechanisms, wearing a face mask being the
primary one. The main aim of the project is to detect the presence of a face mask
on human faces on real-time live streaming video. The proposed model is developed
using MobileNetV2 which is a deep learning algorithm. The architecture takes the
image as input, assigns weights to various objects in the image, differentiates one
from another and the neural network output which tells us whether there is a mask
or not, and the result is given to the Arduino module by using PY serial software.
This model gives an accuracy of 99.9%, and it is connected to the servo-motor which
is attached to the Arduino and acts as an automatic sensor door present at various
public places. The door will be opened or remains closed based on the output value
given to Arduino by the mask detection model designed in proposed study. The door
opens only when a person is wearing a mask; otherwise, it remains closed.

Keywords MobileNetV2 · Face mask detection · PY serial · Access control ·
Deep learning

1 Introduction

Due to the increase in COVID-19 cases, taking precautions has become necessary.
One of the most important things is to wear a mask. It has become a necessity for
everyone to follow this. People are not allowed to go to many public places without
masks. This leads to the need of a person to check who is wearing and who is not and
give access to people at a given place according to it. However, this takes up a lot of
manpower, so to reduce this, automated solution is required. Face mask detection is
one such idea that eradicates human presence and makes use of technology to give
access to a person [1]. COVID-19 has led to the death of many people, and the rate
at which people are getting infected is growing. A lot of countries that are affected
by this virus are increasing.
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It started in China on December 31st, 2019, at Wuhan and emerged in various
countries [2]. The coronavirus transmission is occurring due to the spread of virus-
containing airborne particles, and the contraction of this infectious disease is caused
when they are in close proximity [3]. In India, the mortality rate is around 354,000,
and lakhs of people are dying every day [2]. The main cause of spreading is lack
of concern and less awareness. Daily, people are getting access to their offices and
shopping malls without any mask, and it is very hard to keep an eye on people every
second. The face mask detection software helps people to understand and to make
them aware of the importance of wearing a mask. Nowadays, there have been great
advancements in the security systems which lead to a remarkable change in our
daily life, and these changes help in reduction of manpower. So, it is important that
we create a system that monitors people daily. The face mask recognition system
monitors people and checks whether a person is wearing a mask or not. From the
survey carried in Maryland, the statistics show that if a person wears a mask, 95%
of the infections can be avoided [4]. This shows how important it is to wear a mask,
and technology helps us in ensuring people to wear masks. Machine learning and
artificial intelligence are the technologies that have shown technical advancements
and are proven to provide solutions to problems without human intervention [5].

In this paper, we have proposed a face mask detection model that will check
whether a person is wearing a mask or not using image processing algorithm
MobileNetV2 [6] which is a convolutional neural network (CNN) architecture. The
purpose of using CNN is it takes images as input and allocates importance to various
features present in the image in order to differentiate them. It classifies images accord-
ingly, and it does not require much preprocessing compared to other models. It is one
of the most efficient and accurate image classification algorithms. Our model detects
people who are wearing masks accurately and grants access by allowing people to
enter the door. The door is controlled by a servo-motor which is designed to rotate at
a particular angle as soon as it encounters a person with a mask automatically. This
helps in reducing manpower and gives more accurate results.

2 Literature Survey

Wearing a face mask has become mandatory in our daily life. Due to advancements
in technology, multiple systems with face mask detection software have been imple-
mented. There has been the usage of various machine learning models and methods
to detect a face. Some of the methods from literature [7–16] are discussed as follows:

An automated system by Rahman et al. [7] detects the mask of a person using
convolution neural networks. The images are taken from real-time video using
surveillance. It uses feature extraction thatmeanswhen the face is detected, it extracts
all the features. The system proposed byMatthias et al. [5] uses a deep learningmodel
in order to detect a face mask. It captures the person in real time and notifies the
respective person in charge. The face mask detection presented by Redmon et al. [8]
uses you only look once (YOLO) for the identification of masks. It is faster and is



Design and Development of Access Control … 405

useful for object identification. Das et al. [9] usedCNN for the image recognition, and
various libraries were imported for the detection. TensorFlow, OpenCV, and Keras
are used in this work to identify the mask and also check whether the mask is N95 or
not. Sanjaya et al. [10] presented amask detection using two datasets, one is amasked
dataset, and the other is a Kaggle dataset. Convolution neural networks are required
for image recognition, and the dataset which is trained is applied to people in daily
life. This is used for checking the percentage of people who are wearing masks in the
city. The work proposed by Jaiswal et al. [11] used convolutional neural networks
for visualization. Here, the face mask model used is retina masks, and it gives good
precision. It detects masks and spreads the information about the people who wear
masks or not using IoT-based sensors, and it gives notification to the authorities.
Islam et al. [12] used CNN for image recognition. In this, the complexity is less and
it is faster. The face mask is detected in the live stream, and it checks whether a
person is wearing a mask or not. It gives a security alert indicating that there is no
mask. The authors in [13–16] also used deep learning-based model for face mask
detection. Table 1 provides the performance analysis of different face mask detection
systems from literature.

Drawbacks of Existing System

Most of the existing systems are not able to give the best accuracy, and it is taking
time to detect a face. The algorithms used are slower and complex. Even though there
have been systems like detecting faces and notifying the officer, it actually takes time
for the authority to reach the destination. Due to the large movement of faces, there

Table 1 Performance analysis of different methods from literature

Authors Method used Accuracy

Rahman et al. [7] Convolutional neural network, max
pooling,

The model detects a face mask with
an accuracy of 98.7%

Redmon et al. [8] You only look once Accuracy obtained was 63.4%

Das et al. [9] Sequential convolutional neural
network

The model detects a face mask with
accuracy 94.58%

Sanjaya et al. [10] MobileNetV2 Accuracy obtained was 96.85%

Islam et al. [12] Convolutional neural network The model detects a face mask with
accuracy 98%

Meenpal et al. [4] Fully convolutional networks Accuracy obtained was 93.884%

IsunuriB et al. [13] MobileNetV2 and global pooling The accuracy of the model was 98%

Gupta et al. [14] CNN model, Haar cascade
algorithm

The accuracy of the model on image
dataset was 95%

Jiang et al. [15] CNN, MobileNet, ResNet The accuracy of the model was 89%
when MobileNet was used, and it
was 94% when ResNet was used

Batagelj et al. [16] MTCNN, MobileNetV2, OCVSSD,
AlexNet

The overall accuracy for the model
was 97%
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may be some inconsistencies in capturing the image of a person which will lead to
wrong results. One of the major drawbacks of the existing systems is they did not
mention the following step after face mask detection. In public places after detection,
what we need is access to the place. However, the proposed systems above require
manpower to do this which is a time-consuming and subjective process. Considering
the pandemic situation, everything needs to be digitized as it is necessary to protect
the authorities or customers who are visiting by making the system more reliable
and accurate.

3 The Proposed Model

The proposed model consists of a face mask detection system that checks whether a
person is wearing a face mask [17] or not with the help of a real-time video stream
integrated into the system using OpenCV library. The captured image will be passed
onto the face mask detection model which is built using MoblieNetV2 which is a
convolutional neural networkmodel integratedwith the face detectionmodel to check
whether a person is wearing a face mask or not. Here, we are using a servo-motor as
an access control system. If the person is wearing a mask, it gives access to a person
by rotating the motor, or else the motor will not rotate which indicates that access is
not granted. The advantage of our proposed model is it restricts people who are not
wearing masks and violating COVID-19 guidelines. With the help of this system,
we can reduce the workforce; i.e., there is no need for manual checking whether a
person is wearing a mask or not by a security official at the entrance. It automatically
gives access as soon as it identifies the person who is wearing a mask properly.

3.1 Data Preprocessing

In the dataset, there are two types of images; one is masked face images, and another
is unmasked face images. In total, there are 3833 images, out of which 1915 are
masked face images and the remaining 1918 are unmasked face images. From this,
we give 3066 images to training and 766 images to testing. The dataset was taken
from Kaggle. Sample dataset is shown in Fig. 1. Initially, the dataset had a lot of
noise and lots of duplicate images. The image quality issue can be solved by using
the dataset cleaning process, whereas the quantity issued can be solved by using the
image augmentation method. Under this method, we have a function known as image
data generator. This image data generator is used for creating many images using a
single image by adding various properties to a single image like flipping, rotating,
shifting, zooming in and zooming out, and many other properties of an image.
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Fig. 1 Sample from dataset

3.2 Packages Incorporated

TensorFlow: TensorFlow is a free- and open-source software library for data flowing
symbolic differentiation and differentiable programming across a spread of multiple
tasks. TensorFlow uses data flow graphs to build models. In the proposed system,
TensorFlow is used in the backend for image recognition.

Keras: Keras is an open-source-software library that has a Python interface; for arti-
ficial neural networks, Keras acts as an interface for the TensorFlow library. Here,
Keras is used to convert dataset images into arrays. By converting it to arrays, it
becomes easy to build a deep learning model.

OpenCV: OpenCV is an open-source and cross-platform library using which we
will develop real-time computer vision applications, which is employed to find the
difference between them and recognize objects, faces, group movements in record-
ings, track eyemovement, track cameramovements, find comparative pictures from a
pictures database. It mainly focuses on image processing, video capture, and analysis
including features like face detection and object detection.

MobileNetV2: MobileNetV2 is a CNN-based model which tends to perform well
on mobile devices. MobileNetV2 generally has two layers. One is the base model,
and the other is the head model. MobileNet is used to build base models. In the base
model, we do preprocess using MobileNet.

PySerial: PySerial is a library that is employed to attach Arduino code and Python
code. This module encapsulates the access for the serial port. It provides backends
for Python running on Linux, Windows, OSX, BSD, and IronPython. The module
named “serial” automatically selects the suitable backend.
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3.3 Hardware Used

Arduino: Arduino is an open-source electronics platform which is based on easy-to-
use hardware and software. Arduino boards are able to read inputs—light on a sensor
or a Twitter message—and switch it into an output—activating a motor, turning on
an LED, a finger on a button, publishing something online. We can even tell our
board what to do by sending a collection of instructions to the microcontroller on the
board. Designs of Arduino board use a range of controllers and microprocessors. In
this project, we use Arduino UNO.

Servo-motor: Servo-motor is a rotary actuator or linear actuator that enables for
precise control of angular or linear position, velocity, and acceleration. A servo-
motor may be a self-contained electrical device that rotates parts of a machine with
high efficiency and with great precision. It consists of an appropriate motor coupled
to a sensor for position feedback. The output shaft of thismotor is moved to a selected
angle, position, and velocity that a usual motor does not have. Servo-motor utilizes
a usual motor and couples it with a sensor for positional feedback. In this project, it
is used for showing access control.

3.4 Architecture

Figure 2 shows the architecture of the proposed model. It has three main sections:
(i) building face mask detection model, (ii) interfacing camera, and (iii) interfacing
hardware components. The detailed explanation of each section is given as follows:

(i) Building Face Mask Detection Model

The mask detection model is built using the MobileNetV2 algorithm. MobileNetV2
[15] is an image classification algorithm that is used for assigning importance to
various objects in an image to differentiate one feature from the other features in the
image. MobileNetV2 algorithm has a function known as ImageNet which has some
pre-trained model weights, and this function can be assigned as the model weight
while training the model. This ImageNet function is imported from the TensorFlow
package. There are some pre-trained models for images, so when ImageNet is used,
those weights will be assigned to the training model, and better results are obtained.
The basemodel layers freeze, so that theywill not changewhile ongoing development
of the model. When the new training layers are added, these added layers are trained
on a dataset to identify and determine the features needed for classifying whether a
person is wearing amask from the one who is not wearing. After the training process,
the model is tuned with its weights.

Now, once the base model is constructed, its output is as input for building the
headmodel which is used for the construction of a fully connected layer. To construct
a fully connected layer, we will be doing max pooling [13]. Max pooling is done
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Fig. 2 Architecture of the
proposed model

for selecting the most prominent features for image recognition from an image.
Additional layers were added at the end of the model to achieve good accuracy
and to save the model from overfitting. A flattening layer was added to map pooled
features into a single column so that they can be easily passed on to a fully connected
layer. A dense layer of 128 neurons is created with ReLU as its activation function;
this dense layer adds a fully connected layer to a neural network. We have also added
a dropout layer to avoid overfitting of our model, which occurs during the training
process. The flow diagram of proposed mask detection model is shown in Fig. 3.

(ii) Camera interfacing

The mask detection model was developed for the detection of masked faces, and for
face detection, we have used a face detection algorithm known as the Haar cascade
algorithm. Haar cascade is a machine learning object recognition algorithm that
recognizes objects in images and videos. The face detection model and mask detec-
tion model are integrated to check whether a person is wearing a mask or not. So,
now with the help of the face detection model, the model will detect the face of the
person, and with the help of the mask detection model, the model will check whether
a mask is present on the face of a person. For camera operations, the OpenCV library
was used.

To load the camera, the video stream function from OpenCV software was used.
For face mask detection, a function called detect and predict mask was created which
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Fig. 3 Mask detection
model flow diagram

has three arguments, first one is the mask-net variable which is loaded with mask
detection model, the second one is the facing-net variable which is loaded with
face detection model, and the last one is a frame which is the image read by the
camera using a vs-read function from OpenCV package. Every image is a frame.
The movement of these frames per second at the illusion of our eye is seen as video.
The input-tensor () method was used for giving the shape of the image going through
the model which is (224, 224), and we are giving a three-channel color image which
is RGB.

The defined function returns location and predictions. Where location is the x
and y coordinates of the rectangular box surrounding the frame and prediction is the
percentage accuracy of the person wearing a mask, it will be like 99% he is wearing
a mask and 10% he is not wearing a mask And to make our video streaming more
visually appealing, we have drawn a rectangular box around the frame, and the color
of the rectangular box is given by RGB colors. The box will be displayed green
only when a person is wearing a mask; otherwise, the box will be displayed red. The
proposed model even works with multiple images, when the model encounters more
than one face in a frame it works accordingly.

(iii) Interfacing hardware components

For interfacing the Python code and the Arduino code, we have used the PySerial
library. It is an API that connects the software part with the hardware part. For this
connectivity, the serial package was imported in Python code, and a loop was given
that runs only when the image of a person with the mask is captured by the camera;
otherwise, the loop will not run. Within this loop, the servo-motor rotational angle
was given which is to be given to the hardware component which rotates only when
an image of a person with the mask is captured. Arduino IDE was used for executing
servo-motor code connected to the Arduino. In the Arduino IDE, the port no. of
the Arduino was mentioned where the servo-motor is connected to it and has also
mentioned the baud rate. By default, the baud rate of Arduino is 9600 bps. And,
the position of the servo-motor is read by using serial API which was mentioned in
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Fig. 4 Hardware
connections

the Python code. So, as we have mentioned rotation angle and instruction regarding
motor rotation in Python code, these instructions will be transferred to Arduino using
PySerial API. So, now, the servo-motor gives access by rotating only when the image
of a person with the mask is being observed; otherwise, access will be denied; that
is, the motor will not rotate. The hardware connections are shown in Fig. 4.

4 Implementation

While training the model, a method known as image data generator is used. This
image data generator is used for creating many images using a single image by
adding various properties to a single image like flipping, rotating, shifting, zooming
in and zooming out, and many other properties of an image. For optimizing our
model, we have used the Adam optimizer algorithm. The model was evaluated by
using the model-predict method. For this, the Numpy argument-max-method was
used. Accuracy, precision, recall, and F1-score metrics were calculated in order to
measure the accuracy of the model. To calculate these metrics, the confusion matrix
was plotted. A confusion matrix as shown in Table 2 is a matrix that is used for
describing the performance of a classification model on a set of test data for which
the true values are known.

The performance parameters accuracy, precision, recall, and F1-score are
calculated from obtained confusion matrix as explained below:

Table 2 Confusion matrix Actually positive
(1)

Actually negative
(0)

Predicted positive
(1)

True positive (TP) False positive (FP)

Predicted negative
(0)

False negative
(FN)

True negative (TN)
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Accuracy = (TN+ TP)/(TN+ FP+ FN+ TP) (1)

Precision = TP/(FP+ TP) (2)

F1 - score = TP/(TP+ 1/2(FP+ FN)) (3)

Recall = TP/(TP+ FN) (4)

where, TP refers to true positive, TN refers to true negative, FP represents to false
positive, and FN represents false negative.

5 Results

In this section, the performance evaluation of proposed model is carried out, and
the values obtained for various metrics, i.e., accuracy, precision, recall, and F1-
score are demonstrated. The graphical representation of accuracy vs. loss is also
provided which illustrates the accuracy of our model. Afterward, the images of
various positions of a person with and without mask are displayed. Here, we have
also displayed the accuracy with which our proposedmodel is able to detect the mask
on faces in different images.

5.1 Performance Metrics and Analysis from the Graph

The graph demonstrating training loss, validation loss, training accuracy, and vali-
dation accuracy values is shown in Fig. 5. The learning rate was taken as 1e − 4. It
should be as small as possible to create a face mask detection model which produces
the least loss rate and produces the best accuracy value. After training the model
with various epoch values, epoch values of 20 is considered so as to prevent the
overfitting and underfitting of the model. The graph was plotted with epochs on the
x-axis and loss and accuracy metrics on the y-axis. From the graph shown in Fig. 5, it
is observed that training loss and validation loss are almost close to zero, whereas the
training accuracy and validation accuracy are almost close to one. This indicates that
our model is 99.9% accurate. The precision, recall, and F1-score values are obtained
as 0.99 as shown in Fig. 5

Precision Recall F1-score

With mask 0.99 0.99 0.99

Without mask 0.99 0.99 0.99

(continued)
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(continued)

Accuracy 0.99

Macro-average 0.99 0.99 0.99

Weighted average 0.99 0.99 0.99

5.2 Face Mask Detection Accuracy and Servo Motor Output
for Single Image

The outputs displaying the accuracy with which the proposed system is detecting the
mask and no mask faces are demonstrated in Figs. 6, 7, 8, 9, 10 and 11.

The image showing a person wearing mask properly with 100% accuracy is
displayed as Sample Image 1 in Fig. 6.

The second sample image in Fig. 7 shows the side view of the masked face, and
it is giving a green boundary box with mask percentage as 100%.

The third sample image in Fig. 8 shows that a person is wearing a mask below the
mouth which is not considered as wearing a mask, and it is giving a red boundary
box with no mask percentage as 60.48%.

Figure 9 shows the fourth sample image where a person is not wearing mask
properly; it is been hanging, and it is giving a red boundary boxwithmask percentage
as 100%.

The output sample demonstrated in Fig. 10 shows that a person is wearing a mask
properly, and it is giving a green boundary box with no mask percentage as 100%.
For this result, the servo-motor will rotate at specified angle making the door open
for entry of the person.

The result displayed in Fig. 11 shows that a person is not wearing a mask, and it
is giving a red boundary box with no mask percentage as 100%. For such cases, the
servo-motor will not rotate, hence, denying entry to the person.

5.3 Face Mask Detection Accuracy and Servo-Motor Output
for Multiple Image

The proposed model works for input dataset with multiple images also. When more
than one face is detected in a frame, it works accordingly. As shown in Fig. 12, there
are two people, so it efficiently detects and gives results as access denied and access
granted based on whether the person is wearing mask or not.
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(a) (b)

 Precision Recall F1-
score 

With 
mask 

0.99 0.99 0.99 

Without 
mask 

0.99 0.99 0.99 

Accuracy   0.99 

Macro 
average 

0.99 0.99 0.99 

Weighted 
average 

0.99 0.99 0.99 

Fig. 5 a Graph illustrating accuracy versus loss, b performance metrics values

Fig. 6 Mask worn properly
(sample image 1)

Fig. 7 Side view of masked
face (sample image 2)

5.4 Performance Analysis of Proposed Model with Various
Parameters

We have performed the analysis of a proposed system with different models. Here,
firstly, we have taken epochs value as 40 and have trained the model which was
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Fig. 8 Mask worn at neck
(sample image 3)

Fig. 9 Mask not worn
properly (sample image 4)

Fig. 10 With mask-access
granted-motor rotated

Fig. 11 No mask-access
denied-motor does not rotate
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Fig. 12 Detecting multiple
images at a time

built by using convolution neural network, and train and test split were taken as 90%
and 10%, respectively. After training the model, we can observe from the graph that
training loss is decreasing which is close to zero, but in contrast, the validation loss
is increasing which is not a good sign. This results in the overfitting of the model
which is shown in Fig. 13a.

Fig. 13 a Model resulted as overfit, b model resulted as underfit, and c model resulted as best fit
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In the next scenario, we have taken epoch value as 5 and have trained the model
which was built by using a convolution neural network and YOLO. Train and test
split were taken as 60% and 40%, respectively. After training the model, we can
observe from the graph that validation loss is decreasing which is close to zero, but
in contrast, the training loss is increasing which is also not a good sign. This results
in the underfitting of the model which is shown in Fig. 13b. The observations in this
situation are totally in contrast to the one we have done before.

Next, epochs value is considered between 5 and 20. After many trials and errors,
we came to the conclusion that 11 is the best epoch value, and the same was done
with train and text split which were finally taken as 70% and 30%, respectively.
And, we have trained our mask detection model. It is observed that training loss and
validation loss are close to zero, and the training and validation accuracies are close
to one. And, our model accuracy is 99.9% as shown in Fig. 13c. This model gives
the best accuracy and, hence, finalized for proposed design.

5.5 Comparison of Existing Model and Proposed Model

We have performed comparative analysis of proposed model and existing models
for face mask detection as illustrated in Table 3. As observed, our proposed model
achieved the highest accuracy of 99% in comparison to these existing methods.
Moreover, in proposed study, an access control mechanism is also developed which
provides entry to places only to those people who are wearing the mask properly.
This feature is not present in existing systems. The face detection model with access
control developed in this study reduces themanpower andmakesmodelmore reliable
and accurate.

Table 3 Comparison of
accuracy for existing and
proposed model

S. No. Models Accuracy (%)

1 Rahman et al. [7] 98

2 Redmon et al. [8] 63

3 Das et al. [9] 94

4 Sanjaya et al. [10] 96

5 Islam et al. [12] 98

6 Meenpal et al. [4] 93

7 Isunuri et al. [13] 99

8 Gupta et al.[14] 95

9 Jiang et al. [15] 94

10 Batagelj et al [16] 97

11 Proposed model 99
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6 Conclusion

In the proposed work, a face mask detector to prevent COVID-19 is developed using
deep learning algorithms. This face mask detector detects people without masks and
restricts entry. Thereby, it reduces the workforce in monitoring people. This model
is developed using Python code and OpenCV. The servo-motor is connected to the
Arduino to give access control. This automatic sensor door present at various public
places will be opened or closed based on the output value generated in the main
program. The proposed system can be used in many public places like shopping
malls, hospitals, airports, educational institutions. The main objective of this work
is to control the spread of coronavirus and make people to wear masks properly.

In the future, this work can be extended to impose a fine or challan on people
who are not wearing masks properly in public places by capturing their pictures and
notifying them on their mobile phones.
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Hierarchical Language Modeling
for Dense Video Captioning

Jaivik Dave and S. Padmavathi

Abstract The objective of video description or dense video captioning task is to
generate a description of the video content. The task consists of identifying and
describing distinct temporal segments called events. Existing methods utilize rela-
tive context to obtain better sentences. In this paper, we propose a hierarchical
captioningmodelwhich follows encoder-decoder scheme and consists of twoLSTMs
for sentence generation. The visual and language information are encoded as context
using bi-directional alteration of single-stream temporal action proposal network and
is utilized in the next stage to produce coherent and contextually aware sentences. The
proposed system is tested onActivityNet captioning dataset and performed relatively
better when compared with other existing approaches.

Keywords Video description · Dense video captioning · Computer vision ·
Natural language processing

1 Introduction

Videos have become an integral part of information interchanging on online internet
platforms such as YouTube. On YouTube alone, five hundred hours of video data are
being uploaded every minute, and over a billion hours of video data being watched
every day. Handling of these profuse amounts of video requires generation of short
textual description using automatic analysis of the videos. Video description genera-
tion is beneficial to applications involving video retrieval [1, 2], video understanding
[3], video recommendation [4], video summarization [5], etc. It can also be used
in surveillance and security field for identifying drones, objects or activities and
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Fig. 1 Example of dense video captioning from ActivityNet captions [6]

report to the concerned authorities. This would also allow visually impaired people
to absorb video content with ease.

Prior works in video description problem targeted generating a single caption for
the whole video (video captioning). But, it is possible that a single sentence would
not be sufficient to describe all the information in a video. Furthermore, longer and
real-life videos generally contain numerous activities and objects which require a
more detailed description. Hence, the aim of the dense video captioning problem is
first to localize the unique activities of the video and automatically generate a natural
language description of the same. Few sample frames and the relevant description are
shown in Fig. 1. The problem comprises of several challenges like identifying unique
and distinct events in the video, capturing the temporal and motion information of
the objects and contents of the video and converting it into textual knowledge.

The task is usually formulated as a combination of three modules: encoding a
video, temporal segmentation of the video, and finally generating sentences for the
identified segments. We introduce an end-to-end approach that first encodes video
frame sequence using spatio-temporal convolution neural networks. The system then
predicts the possible event, based on past and future events using bi-directional
alteration of single-stream temporal (SST) [7] action proposal. Finally, it uses a
hierarchical scheme-based captioner to encode the context and decode it along with
possible event features to produce a textual description. Hierarchical models have
been used in natural language processing for successful sentence generation. In this
paper, the hierarchical models are combined with SST action proposal for dense
video captioning.

2 Related Works

Over the past decade, prolific research has been done on describing images and videos
after the successful advances in natural languageprocessing and computer vision.The
early works startedwith image and video captioning problems to developmodels that
depict contents in images and videos in a single captioning sentence. Further several
works proposed describing the videos in paragraphs to overcome the information loss
in the video captioningmethods.But even so, the distinct events in the videoswere not
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addressed or identified explicitly, lacking in providing accurate video descriptions.
Nevertheless, as mentioned in section I, the dense video captioning is very beneficial
to numerous video analytics task as well as a real-life application like tracking the
attention level of students [8], analyzing underwater video [9], identifying animal
and humans from surveillance camera [10, 11].

Early works in video captioning were based on template method or rule-based
models (e.g., SVO [12], SVOP [13]). Their approaches predict the required content
(Subject, Verb, Object, Place, etc.) and then put them into the template to produce
a sentence. Modern works use deep learning models for better captioning results
especially using recurrent neural network-based sentence generation (e.g., RNN,
LSTM, and GRU). These approaches follow the encoder-decoder scheme where the
encoder processes video features, and the decoder uses encoder output to produce
sentences. Further improvement of video captioning results was proposed by using
spatio-temporal attention [14], reinforcement learning [15], andparagraphgeneration
instead of a single sentence [16, 17].

The video paragraph generation problem aims to overcome the limitations of
video captioning by providing a detailed explanation of the video content in multiple
sentences. Although it offers an elaborate explanation, it does not produce temporal
segmentation of the video, which is addressed in the dense captioning task. In the
paper [18], authors employed hierarchical RNN models to include sentence history
in the decoding process but did not consider the visual context. The paper [19] also
utilizes a hierarchical model to produce more coherent paragraphs.We also adopt the
idea of incorporating sentence history along with a hierarchical model to get more
coherency and meaning in the captions.

The dense video captioning task was introduced by [6] along with the ActivityNet
captions dataset. They usedDeepAction Proposals (DAPs) [20] for event localization
and LSTM network to generate sentences by incorporating past and future context
which fails to accommodate highly overlapping events due to usage of fixed strides.
The paper [7] extended the idea of context-awareness by utilizing a bi-directional
alteration of single-stream temporal (SST) action proposal [21] and employed an
LSTM network with ‘context gating’ to generate contextual sentences. In [22], a
hierarchical captioning module is utilized that uses controller LSTM to add context
to sentence generator LSTM. The former produces better temporal segments and
the later employes effective captioning model, but both lack in the other aspect of
the system, i.e., sentence generation and accurate segment proposal, respectively. In
view of the recent success of transformers in NLP tasks over RNN-based models,
[23] employed a masked transformer-based captioning model to address the task in
question.

Several approaches have attempted to include audio [24], speech or both [25]
features of the video along with visual features for dense video captioning. The
paper [24] proposed a multi-model approach that encodes the video’s audio features
along with visual features and decoded them with a bi-modal transformer. In [25],
importance of speech modality was showed along with video and audio to enhance
the performance of the system. However, the event proposal only utilizes visual
information and combination of the features is inefficient. The paper [26] captures



424 J. Dave and S. Padmavathi

contextual relations between the events and stores into ‘common-sense’ knowledge
base but building the database and fetching the vectors corresponding to particular
events makes the training and process lengthy and computationally expensive. The
paper [27] focus on pre-training strategies for multi-modal pipeline. In order to
achieve superior results, some approaches [28] have employed multiple modules
resulting in very complex pipeline architecture.

As discussed earlier, majority of theworks faces limitationswith event proposal or
opt for complex approach for captioning. The goal of this work is to develop compar-
atively less complex and interpretable approach for dense video captioning task. This
work focuses on processing the visual informationwith a 3DCNN; combining it with
a bi-directional alteration of single-stream temporal (SST) for action proposal and
uses hierarchical language model for sentence generation.

3 Proposed Architecture

This section discusses the architecture framework of the proposed method for the
dense video captioning problem. Figure 2 shows an overview of the proposed frame-
work, which comprises of three modules: video encoding, temporal video segmen-
tation or event proposal, and captioning module. The system first encodes the given
video to get feature stream and then identifies the unique events (temporal segment)
using these feature stream. Finally, description for each event is generated as a natural
language sentence.

Fig. 2 Complete architecture of the proposed system
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3.1 Video Feature Extraction

To obtain the sequence of features from the input video frames, we use the C3D [29]
network, a three-dimensional convolutional network. The C3D model used is pre-
trained on Sports-1 M [30] dataset and publically available with temporal resolution
(δ) of 16 frames. For a video with n frames v = {v1 v2, v3, …,vn}, the network
produces feature stream of length N where N = n/δ. Principal component analysis
(PCA) [31] is applied to reduce the dimensionality of the feature streams to N ×
L , where L specifies the number of significant principal components. This module
produces an output of feature stream f = { f1, f2, f3, . . . , fL}.

3.2 Event Proposal Prediction

The obtained feature stream is fed to the event proposal module which identifies
possible temporal segments (event) of the video. We employ bi-directional alteration
of single-stream temporal SST [7] which incorporates future events along with past
events to predict better localization of the possible event. It encodes visual features
using LSTM such that hidden state of the LSTM will contain the information till
the current timestep t. These are processed to predict possible proposal events with
certain scores. Next, the feature stream is encoded in the reverse order and processed
similarly to get the proposal events with scores. The scores of the same predicted
proposals are combined using an adapt combination strategy and proposalwith scores
higher than decided threshold are selected for further processing.

3.3 Captioning Module

The final module of the proposed architecture describes each identified event. The
visual information of the video can be processed naively by handling each indi-
vidual event separately and generating the corresponding caption. However, events
are linked and can even influence or trigger one another. To model such situation
successfully,we propose a hierarchical captioner as shown in Fig. 3.Here initially, the
visual information along with language history is encoded. These are then combined
with input proposal features for decoding. Input will be a short feature stream. It is
necessary tomodal the sequential information from these streams to generate accurate
description. Since the video can contain any length of events (temporal segments),
a simple recurrent neural network will not cater the need. Here we use LSTM
cell to produce textual information. It can modal short-term as well as long-term
dependencies in contrary to basic recurrent neural networks.

We model the context through encoder LSTM which is used later for decoding.
The context is represented as visual information and language history. The context
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Fig. 3 Captioning module framework

involving past and future visual information; information of previously generated
sentences in language history are encoded in hidden state of encoder LSTM (Eqs. 1–
4). Different gate vectors of LSTM are computed using Eq. (1), Memory cells are
computed using Eqs. (2) and (3), current hidden state of LSTM is computed using
Eq. (4).
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where it , ft , and ot are gates of the LSTM input, forget, and output gates, respectively.
Vt is visual information, Dt is past language history, andW and b are corresponding
weights and biases. ht and ct represent hidden state and memory cell of the LSTM
cell and · represents element-wise multiplication.

Next, the decoder LSTM network processes hidden state ht of the encoder LSTM
along with event features to generate contextually aware coherent sentences by
following equations (Eqs. 5–8):
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ct,m = it,m · ct,m
∧+ ft,m · ct,m−1 (7)

h(2)
t,m = ot,m · tanh(ct,m

)
(8)

where it,m , ft,m , and ot,m are input, forget, and output gates of the decoder LSTM,
respectively. V p

t is visual information of proposal features, h(1)
t,m is the hidden state of

encoder LSTM and context vector, W and b are corresponding weights and biases.
h(2)
t,m and ct,m are represents hidden state and memory cell of the decoder LSTM cell

and represents element-wise multiplication. The next mth word is predicted based
on the hidden state h(2)

t,m .
The whole model is trained in an end-to-end fashion with a learning rate of 0.0001

with Adam optimizer.We combine loss from the event proposal module and sentence
generation module to get the total loss of overall architecture. Loss of event proposal
module (Lp) is calculated based on weighted cross-entropy, and only the proposal
having higher IoU (Intersect-over-Union) than ground truths are sent to the language
model. Analogous to prior work in language models, we compute language model
loss (Lc) as a sum of the negative log-likelihood of the right words in the sentences.

LT = λpLp + λcLc (9)

where LT is total loss computed as a function of Lp and Lc weighted by λp and λc

deciding contribution of each loss which are set to 0.5 and 1, respectively.

4 Experiments

4.1 Dataset

ActivityNet Captions dataset is based onActivityNet [32] dataset andwas introduced
by [6] along with the dense video captioning task. The dataset contains videos anno-
tated with temporal segments and sentences corresponding to each of the segments
in the video. Thus, dataset links each unique event in the video with corresponding
description. The temporal video segments do not have any constraints in terms of
length and canoccur simultaneously andoverlapwith eachother. The dataset contains
20 k untrimmedYouTube videos and 100 k sentences.On average, each video is about
two minutes long and has four events. Each sentence contains around 13 words on
average. The videos are split into 50/25/25 percentage of training, validation, and
testing, respectively.
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4.2 Results and Discussion

To assess the performance of the proposed architecture, we use METEOR [33] score
to determine the degree of similarity between the phrases. METEOR score has been
shown to be closely associated and consistent with human assessments, especially
when number of reference sentences are limited. However, slight incongruency in
other available evaluation metrics (Bleu [34], CIDEr [35]) is noticed by [6, 7, 36],
which is due to word sequence misalignment. Also, both the scores are designed
based on correlation at corpus level especially Bleu, whereas METEOR is based on
correlation with human judgements which is desired for this problem. Hence, the
METEOR score is selected for the performance comparison.

The performance comparison of the proposed architecture with existing
approaches on the ActivityNet captions dataset is shown in Table 1. The first method
[6] introduced the dense video captioning problem and the ActivityNet dataset. It
predicts proposals in a single pass with contextually aware sentences. But the tech-
nique used predefined strides for action proposal, thus limiting the model for event
detection. JEDDI-Net [22] employed controller LSTM to encode language and visual
context to enhance the performance, whereas [7] utilized a bi-directional encoder for
proposal prediction to identify the endpoints of events more precisely. The proposed
method takes language context into consideration which is not the case for [6, 7].
While [8] modals the visual and language history, the event proposal module cannot
match the performance ofBi-SSTemployed in proposedmethod. For [7],we consider
our implementation of variant without ranking proposed in the paper. As it can be
seen, our method performs well in comparison to the baseline approaches taken into
consideration.

For qualitative analysis, we show a sample example of dense captioning. Figure 4
shows the screenshots of video frames and sentences for the first three events. Even
though architecture is able to identify details from the video like ‘snowboard,’ ‘flip,’
‘slope,’ etc., it still fails to generate more in depth description provided in ground
truth.

Table 1 Performance
comparison with other
existing methods

Method Meteor

DAPs + LSTM [6] 4.82

JEDDI-Net [20] 8.58

Bi-SST + LSTM [7] 9.17

Ours 9.25
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Fig. 4 Qualitative result on dense video captioning task

5 Conclusions

The dense video captioning problem was addressed in this paper, and an end-to-
end pipeline, architecture was presented. The proposed architecture employs a bi-
directional action proposal module with hierarchical captioningmodule which incor-
porates language and visual context into the decoding process. The architecture can
produce accurate action proposal along with more coherent and consistent sentences
throughout the video, and it performs well compared to existing methods. Trans-
formers have been shown to outperform recurrent neural networks in a variety of
natural language processing tasks; therefore, they could be employed as a sentence
generator for the entire pipeline in the future.
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Resource Provisioning in Fog-Based IoT

Daneshwari I. Hatti and Ashok V. Sutagundar

Abstract The devices in the Internet of Things (IoT) communicate through the
Internet without human intervention. An enormous number of devices and their
generated data leads to several challenges such as data processing at appro-
priate devices, resource discovery, mapping, and provisioning. The proposed work
addresses the management of the workload of devices by offering resources through
the fog computing paradigm with less cost and energy consumption. Distributed
provision solves the problem of multiple requests having similar response time
requirements. It categorizes such requests into different swarms and provides the
resources through various fog devices existing in several fog colonies. Each swarm
gets mapped to one or more fog colonies considering response time, total resource
capacity, and distance between them. Fitness value for all the tasks in a swarm is
calculated for binding to fog colony using Multi-Objective Particle Swarm Opti-
mization (MOPSO). In each swarm, the existing requests are mapped to suitable fog
devices for processing and avoid overloading and under-provision of fog devices.
The performance of the proposed model is evaluated in the CloudSim-Plus frame-
work by the varying capacity of fog instances in terms of small, medium, high, and
mixed resources set, tasks/cloudlet length, and response time of requests.

Keywords Clustering · Swarm · Fitness function · Optimization · PSO · Resource
provision · CloudSim-plus · Cost · Energy consumption · And resource utilization

1 Introduction

Internet of Things (IoT) is paradigm that helps to communicate amongdevice through
Internet and serves [1–3]many applications in today’sworldwith increase in demand.
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The senseddata is preprocessed at the cloud layer due to constraint resources at the fog
devices. The performance of a systemwith more devices decreases, causing commu-
nication delay and data traffic. With the optimal resource provisioning strategy [3],
cloud resources are pooled and reassigned to meet user demand. The applications
are of soft real time and hard real time that are sensitive to latency. Hence, offloading
the tasks to cloud is overcome by employing fog computing [4].

Fog computing [5] acts as an intermediate layer for computation, processing,
provision the resources [6] and deciding the action at the edge. Management of fog
devices resources at fog layer has become difficult due to resource constraints and
the unpredictable behavior of fog devices. Prior to allocation, resource discovery,
mapping, and provision is conducted to ensure that computing and communication
resources are used effectively.

The number of IoT devices is growing every day, and these devices are time-
sensitive and demands immediate responses. These devices connected to a cloud
environment for processing are delayed for computation. To address this issue, the fog
environment is retained at the IoT device layer’s edge to perform fast computations
for delay-sensitive applications. Due to heterogeneity of fog devices behavior and
workload the choosing of appropriate set of resources is challenging and hence
motivated to address this problem. The heterogeneity at the device layer, and fog
layer is overcome, and provision is performed through swarm intelligence. After
getting the perfect match between fog device and workload still, the resources of
devices remain without utilization because of different demand. Hence, to avoid the
issue of underutilization, bestfit algorithm is applied.

In this work, authors have focused on optimizing the throughput, resource utiliza-
tion, and minimizing cost and energy consumption. The heterogeneous request
handling and scheduling of requests, provision of resources from the resource pool
aremajor problems solvedby the proposed algorithm.The request demandingvarious
configured resources requires provisioning for reducing latency and ensuring proper
utilization of resources. The work mainly concentrates on the type of requests, clas-
sification, and provision with appropriate fog devices considering the task’s response
time, bandwidth, and CPU. Based on response time and requirement of the tasks, the
fitness function is estimated to search for appropriate fog devices for allocating
the tasks. The best matching between resource provider and user with require-
ment ensures proper provisioning by avoiding overloading and underloading of fog
devices.

The objective of this work is to apply intelligence in discovering fog colony for
each swarm and then in each swarm to search appropriate fog device in a selected fog
colony through MOPSO. Firstly, provision the resources from fog device to all type
of workload (short and huge length) with reduced waiting time. This is simulated by
configuring fog colonies with varied and same capacity and by clustering requests
with heterogeneous type. Provision is done for multiple swarms by multiple fog
colony ensuring parallelism in processing the requests. The under and over provi-
sioning is avoided by applying proposedmodified best fit algorithm. The fog residing
between IoT and cloud reduces the traffic towards cloud and manages the requests
from IoT devices with reduced cost and latency.
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The organization of this paper is as follows. Section 2 discusses the proposed
model. In Sect. 3, results are discussed. Section 4 concludes the paper.

1.1 Related Work

Due to billions of devices/things, managingwith fewer service failures is difficult due
to the billions of devices/things [7] linked across the network. Machines must have
intelligence comparable to human intelligence in order to manage finite resources.
Because of the similarities between the behavior of devices/things in an IoT network
and the behavior of particles in a swarm, SI’s working concept has been applied to
a variety of IoT scenarios. Several previous studies looked into agent-based provi-
sioning [8], scheduling the clustered devices [9], authentication, and SI-based provi-
sion taking into account of cost and other considerations [10]. It is critical to manage
resources for the fulfilment of user requests, while adhering to the service level
agreement (SLA) [11].

In [12], cloud provider maximized the profit without exceeding the cloud
provider’s upper bound of energy usage. The goal of SaaS customers is to get the
best possible QoS in order to complete their tasks within a set budget and time
frame. In [13], authors have proposed optimization problem by taking into account
of fog/IoT resources and reduced delay. Authors in [14] QoS aware resource provi-
sioning in cloud computing is performed for analyzing the cloud workloads with
reduction in execution time and execution cost. Authors [15] have addressed provi-
sioning scheme for cloud data centers having heterogeneity workload and machines
of different energy consumption. Theyhave achieved propermatching betweenwork-
load and virtual machine with reduced delay in cloud computing. İn [16] fog resource
provisioning is addressed with a tradeoff between reliability and the system cost. In
[17] Qos aware fog resource provisioning is done to minimize system cost consid-
ering power of IoT devices. In [18], authors proposed distributed resource provision
to minimize the latency of different IoT applications. They have placed IoT appli-
cations at edge devices and parts of the application are handled without violating
service level agreement (SLA). In [19], authors proposed scheduling mechanism to
select the most adequate host to achieve the minimum response time for a given IoT
service using fog computing. In [20], authors have used multi-agents for allocating
resources with reduced response time and makespan time. The workload is clustered
for allocating the resources. The work addressed by several authors has minimized
the latency, cost, and energy consumption. Themodification over the existingmethod
is performed by using swarm intelligence to handle heterogeneity demand and fog
devices.

Swarm is a single network made up of populations such as bees, ants, birds, and
other insects that work together for decision making is correlated to the nature of
devices in an IoT layer. Each swarm constituting varied characteristics are mapped
to fog colonies, and in each fog colony, the fog devices meeting the resource required
is discovered for provisioning. Resources are provisioned based on the decision of
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Particle Swarm Optimization (PSO) [21, 22] to achieve better QoS. Provisioning
may be of reactive, proactive [23], and hybrid.

Proactive methods pertain to workload prediction and provisioning, whereas
reactive mechanisms entail providing of resources depending on current workload.

The following are some of the current limitations in resourcemanagement in IoTs:
intelligence in preprocessing activities, distributed in resource provision, frequent
resource update, and scalability of resources tomeet the demands ofmultiple swarms.

2 Proposed Work

Resource provisioning enables users to access particular resources based on their
needs. Provision may be reactive, proactive, and hybrid modes based on the type
of applications. In this work, resource provisioning in reactive way is employed for
provisioning specific resources for existing and newly arrived tasks. The discov-
ering and mapping of resources to the existing workload is done by MOPSO.
The swarms are created initially at the device level and fog level. Fog computing
leverages the deployment of IoT devices close to the user’s location minimizes
latency. The SI method is used to manage resources in a distributed manner,
such as processing numerous swarms and fog colonies while paralleling resource
provisioning depending on cost, energy consumption, resource use, and response
time.

2.1 Network Scenario

Networkmodel is illustrated in Fig. 1. It constitutes of three layers. At the bottom IoT
or edge devices exists and in between cloud and IoT, the fog devices in a fog colony
exists. Figure 1 shows the proposed model in which resource provision through fog
devices is shown. The requests of different response time are clustered to form a
swarm at IoT layer. To manage the heterogeneous resources at fog layer, the provi-
sioning is optimized by discovering, mapping and then allocating. The requests are
processed by fog resources at fog layer and then communicated back to users. Fog
colony is framed possessing different CPU, BW, and storage capacity. The process
of discovering a perfect fog instances in fog layer increases the time for provisioning
and processing; hence to overcome this problem before arrival of requests, the fog
instances are discovered and clustered as vmsmall, vmmed, vmhigh, and vmmix.
After discovering, the perfect match for the workload or request is performed by
evaluating fitness value between request and fog device. The fitness value is obtained
after searching in each fog colony. The fog colony is a search space for searching
the appropriate fog devices existing in that area. After finding perfect match, the fog
device is provisioned to request in each swarm resulting in less energy consumption
and cost. The cost is directly related to the usage of resources at the devices. The
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Fig. 1 Proposed model

process is iterated at fog layer till the optimal solution is obtained. According to
the matching factor, the fog devices are provided and allocated for processing the
request. At the scheduled interval, the periodic update of resource availability at fog
colony is done to avoid under and overprovisioning of fog devices. If the fog device
is less utilized, then the new incoming request is allocated. The matching criteria
of fog device and request is done before allocating the request. This enhances the
usage of resources, execution of more requests and reduces the cost. If the resources
are not available at fog layer, it is forwarded to cloud and then after processing it is
reverted back to user.

The fog devices are grouped together in a fog colony, and the requests with
different response time are clustered [24] in to a swarm. The number of fog devices
is varied from 1 to 10, and the capacity is in terms of CPU (MIPS), Memory (Mb),
and Bandwidth. The fog devices with small capacity are clustered and named as
vmsmall, fog devices having medium capacity is vmmed, high capacity fog devices
is vmhigh, and fog devices of small, medium, high capacity is vmmix fog colony.
The heterogeneous capacity of fog instances in a fog colony (vmmix) are mapped
to swarm. Each requests are provisioned with best and nearest fog instance of a fog
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colony. MOPSO is applied to discover fog resources and estimate the best fitness
value resulting in appropriate match between requests and fog device. If the same
priority requests approaches the same fog instance, then it is tedious to decide for
which request the resources have to be provisioned; hence, this problem is overcome
by applying proposed model for each swarm. The mechanism is shown in Fig. 2. The
local pbest is estimated for every iteration between swarmi and FCi. The global best
is selected among the obtained local pbest and ids of FC, and swarm having optimal
gbest is chosen for provisioning.

Swarm
1 

Swarm 
2 

Swarm 

n 

   FC 1 

   FC 2 

   FC n 

Swarm 1-FC1- pbest11
                FC2- pbest12 
                FC3- pbest13 
Swarm 2-FC2- pbest22 
                FC3- pbest23 
Swarm n-FC3- pbestn3 

gbest1=min {pbest11, 
pbest12, pbest13} 
gbest2=min {pbest22, 
pbest23} 
gbest3=min 
{pbestn3} 

Search fog device 
in FC having best 
matching Requests 
Ri computed with 
fitness function 

Swarm                  Fog Colony (FC)    

Fig. 2 Stages involved in provisioning
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2.2 Algorithm—Proposed Work

Input: requests from devices R= {r1, r2, ….rn}; Swarms Si = {S1,S2…Sn}; 
Resour_request= {r_MI, r_BW, r_RAM}; Fog devices in a colonies Fi = {F1,
F2….Fn}; Fog_devi = {f1,f2…fi1}; 
Fog device (f1) = {MIPS, BW, RAM}
Output: p_best, g_best, fitness value

Begin
Step 1: Creation of cloudlets(requests) from the devices with heterogeneous capacity 
and requirement deployed  in area of x*x m2.
Step 2: Formation of swarms and fog colony as {Si, Fi}

Initialize cluster head 
Explore the search space and cluster in to fog colony

Step 3: For each Swarms(Si), i 1 to n 
Find distance using equation 7 for every Si to Fi and check 

Res_req_Si<= Res_ava_fog_col
Step 4: Matching the requests with fog devices is done using

equations 3, 4, 5 and 6
Step 5: Fetch the id of swarm and fog colony
Step 6: Create a matrix 

matr_Si_Fi = {Swarms as rows and Fog colonies as Columns}
Step 7: for each element in matr_Si_Fi i 1 to n
Step 8: for each element in matr_Si_Si j 1 to n
Step 9: If resour_requi< res_avalaibility
Step 10: for Si {Ti1} i 1 to n 

Find p_best_i using equation 8 for all fog devices
Find global best as g_best= 

minimum{p_best_1,p_best_2….p_best_n}
if Ti_res < ava_res(Fi)

Allocate new requests Ti with available resources at Fi 
end

end for
end if
end for

end for
End for

Step 11: Find the fitness value by applying MOPSO and map each fog instances to 
request of devices
Step 12: Evaluate energy consumption
Step 13: Set the costperbw, costperproc, costperram
Step 14: Get resource utilization summary of each set of cloudlets, EC, RC and ET.
END

The pbest is calculated by the particle velocity and position using Eqs. 1 and 2
[12].
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Ppi+1 = Ppi + vi t+1; ∀Ppi ∈ R{min,max} (1)

where Ppi+1 is a new position obtained by Eq. 1 using current position and its
velocity vi t+1 at t + 1 looking at the particle in range of a particular swarm.

vi t+1
j = vi t

j + a1r
t
1 j

(
p_best t

i − Ppt
i j

) + a2r
t
2 j

(
g_best − Ppt

i j

)
(2)

where

vi t+1
j new velocity of each particles in jth dimension at time t + 1.

vi t
j current velocity in jth dimension at current time t.

a1r t
1 j , a2r t

2 j product of acceleration coefficients of particle and randomdistribution
in range [0 1].

p_bestti particle best output.
Ppt

i j position of particle at time ‘t’.
g_best global best output of a swarm

R_reqi = {α, β, γ } (3)

where R_reqi= {response time, Cloudlet length, Bandwidth} for every input request
of a device in a swarm.

fogdev_i = {δ, ε, λ} (4)

Fogdev_i = {processing time,CPU,Bandwidth} of fogdevices in each fog colony.

δ = β

ε
(5)

Processing time = R_reqi (MI)/fogdev_i (MIPS)

laten = δ + disti j (6)

‘laten’ is delay calculated by summing the processing time and propagation delay
which is calculated by applying Euclidean distance measure represented in Eq. 7.

disti j =
√

( f d_i x − r_i x)2( f d_iy − r_iy)2 (7)

distij is actual distance between fog colonies and swarms, ( f d_i x , f d_iy) is coor-
dinates of ith fog device and (r_i x , r_iy) is coordinates of requesting ith devices in
jth dimension.
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The fitness function shown in Eq. 8 computes best match between fog device and
swarm considering the requirement and type of request. Multi parameters are used in
fitness function to optimize resource usage and reduce energy consumption, resource
cost.

Map_ fitfun = X_res ∗
[
laten

α

]
+ Y_proc ∗

[
β/α

ε

]
+ Z_bw ∗

[γ

λ

]
(8)

‘X_res’, ‘Y_proc’ and ‘Z_bw’ are the assigned weights based on the priority of the
tasks. ‘X_res’ value is set to 0.6 for tasks prioritized based on response time, ‘Y_proc’
for the processing factor and is set to 0.2 and ‘Z_bw’ decides bandwidth and is set
to 0.2. Based on the type of request the weights are changed.

The proposed algorithm is simulated using Cloudsim plus for different configu-
ration of fog colony and by changing the workload.

3 Results and Discussion

3.1 Simulation

The proposed model is simulated using CloudSim Plus [25]. It is a simulation frame-
work in which the cloudlets and virtual machines are created dynamically during
runtime. It is simulated for various characteristics and evaluated with performance
parameters such as energy consumption, cost, and resource utilization.

Simulation steps

Begin

1. Create the proposed network environment in Cloudsim-plus

2. Configure, set parameters and inputs according to the specification shown in Tables 1 and 2
3. Cluster the requests and fog instances

4. Apply the MOPSO method

5. Compute and analyse the performance parameters of the network

End

Table 1 Characteristics of
fog layer

Parameter Fog Cloud

Fog devices 4–15 4

MIPS of CPU 450–2600 5000–11,000

BW cost per unit ($) 0.04 1.0

Processing cost per unit ($) 0.1 1.0
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Table 2 Cloudlet
characteristics

Number of cloudlets/requests 30–120

MI of cloudlets 400–1100

Memory 256–1024 MB

Input and output file size 600 MB

The simulation is done usingCloudsimPlus, and the editors are Eclipse, PyCharm.
Tables 1 and 2 show the parameters used for simulating the proposed algorithm.

3.2 Results

The performance of the system is evaluated for different characteristics. Figure 3
displays the number of cloudlets that have been executed versus the number of
cloudlets that have been submitted. Fog colonies in this area have small, medium,
high, and mix-capacity fog machines. This is the first iteration’s outcome. Cloudlet
execution varies by fog colony capacity: ‘small, medium, large, and mix.’ The graph
demonstrates that heterogeneous fog colonies outperform others. The execution of
cloudlets is high in mix fog colony compared to others as it processes all types of
requests. The other configuration is suitable for the requests requiring same set of
resources from the pool. It is not suitable for heterogeneous requests because it does
not have sufficient resources to process.

Fig. 3 Cloudlet submitted versus no. of executed
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Fig. 4 Fog devices v/s energy consumption with 30 cloudlets/tasks

Figure 4 represents the energy consumption (EC) in Joules obtained by varying
fog devices with incoming cloudlets of 30 and cloudlet length equal to 1000MI. Fog
layer has 5, 7, 10, and 15 fog devices, and for simulation, fog colony is set to 3.
The fog colony possess devices of diverse resource capacity, few colony are having
small, medium and high capacity fog devices. When compared to fog colonies with
different capabilities, fog colonies with diversified resources provide the resources
with reduced energy usage. Few requests that are not handled by fog colonies are
forwarded to the cloud, resulting in significant energy use.

Figure 5 depicts the resource cost of various fog instances in fog colonies v/s
their capabilities as vmsmall, medium, high, and mix (heterogeneous). Because of
optimal utilization of resources, the cost attained in vmmix is lower than other types
of fog devices in fog colony.

Figure 6 depicts the variation in resource utilization of fog devices in first iteration
for 50 heterogeneous requests. The utilization of each fog colony is obtained with 70,
85 and93%for 3, 6, 14devices in each fog colony.Utilizationof fogdevices is varying
due to the characteristic of incoming request and number of devices. In a swarm of
heterogeneous requests is mapped with last available pool of resources because there
is no option of choosing the best solution. Hence, the available resources are allocated
to newly arrived tasks to increase the resource utilization. Figure 6 shows the available
resources at each fog device that can be used for further provisioning. Based on this,
the best fit algorithm is applied for allocating the requests to fog device having high
resources. The fog devices are uniformly distributed among requests based on fitness
function avoiding the overprovisioning and under provisioning of fog resources.
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Fig. 5 Fog devices versus resource cost

Fig. 6 No. of fog devices versus resource utilization

The fogdevices are uniformlydistributed among requests basedonfitness function
avoiding the overprovisioning and under provisioning of fog resources. Figure 7
shows the results obtained for proposed algorithm and bestfit, firstfit algorithms. The
proposed algorithm performs better than bestfit, first fit algorithms in terms of energy
consumption, execution of cloudlets (requests), execution time, and cost.



Resource Provisioning in Fog-Based IoT 445

Fig. 7 Comparison of proposed work with existing algorithm

4 Conclusion

The proposed work addressed the challenge in a centralized strategy for provisioning
the fog resources. Due to growing user demand, finding appropriate services with
reduced waiting times and allocating available resources for processing requests in
IoT and fog settings is a challenge. Due to insufficient resources at edge devices, the
requests require proper management. To address this problem, the fog environment
offers edge deviceswith resources like asCPU, bandwidth, storage, andmemory. The
suggested technique uses fog devices to distribute resources to swarms in parallel,
without breaking SLA, and performs better for diverse requests. This method ensures
that all types of requests are handled differently, with varying response times. In this
work, the reactive provisioning technique is used to satisfy demand for requests and
ensure higher QoS. Future work inMOPSOwill include prediction prior to provision
and dynamic updating of inertia, acceleration, and cognitive variables.
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DOMAIN-Based Intelligent Network
Intrusion Detection System

Nithil Jose and J. Govindarajan

Abstract The state-of-the-art presently in the network intrusion detection, both in
the network-level intrusion detection system and the host-level intrusion detection
system, is completely based on the black box model which learns the pattern from
knowledge database or from the dataset to the model. Proposed model is to combine
the machine learning-based IDS approach and the domain knowledge incorporating
method to build efficient and intelligent IDS which can be employed to detect typical
intrusion and future intrusion which is not known. The idea behind is to make some
data assimilation process in the features of the dataset such that a reduced and a
meaningful feature set representation can be fed in to the model so as to construct
intelligent generalized model which will be capable of handling unforeseen attack
and new different kind of large data within in limited time period. May be with some
compromise in the accuracy of the model but with increased generalizability.

Keywords Black box model · Domain feature model · Feature aggregation ·
Feature mapping

1 Introduction

The present-day network flow traffic makes a drastic change in the network infras-
tructure system and in the corresponding technologies. And, this makes the network
intruders to use most advanced techniques and algorithm to make the intrusion
possible. Hence, even the sophisticated malware detection tools become helpless
before such kind of evolving type of malware algorithms and techniques. The recent
days when artificial intelligence and machine learning became popular, the advance-
ment and research had also undergone in the network security domain. As a result,
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Fig. 1 Balanced
domain-adapted model [1]

there are number of intrusion detection models has been put forward, and it further
leads to efficient analysis and detection of malwares, and intrusions became possible.
The drastic revolutions happened in the Internet infrastructures after the introduc-
tions of IoTs, cloud platforms, distributed systems, and big data; the need for the
most relevant domain-based intrusion detection models which would be capable of
handling the unknown kind of data and attacks has been put forward.

Domain knowledge-adapted models have always the advantage of finding a
balance between the domain loss and the inductive loss as shown in Fig. 1, in which
the domain loss represents the loss which happens when amodel completely depends
on the features and input, whereas inductive loss happens when model completely
stick on to the domain constraints.

Novelty of the proposed domain-based intrusion detections system (IDS) which
makes the conventional machine learning and deep learning a explainable type rather
than a black boxmodel. The black boxmodel is the model which is completely based
on the data feed to the model where the system administrator or the model builder
will not be aware of the particular domain, and he or she has to completely depend
on the data feed to the model.

The proposed work inhibits domain knowledge from the global cyber security
principles known as confidentiality, integrity, availability (CIA) by some data assim-
ilation and feature mapping process; thus, the features will become more mean-
ingful and generalizable can be fed to AI models. The proposed work was verified
by comparing with conventional machine learning models and also with different
datasets. The operation had been performed on three different AI models neural
network (NN), random forest (RF), and logistic regression (LR) [2].

2 Related Works

Abstractive domain knowledge incorporating in the neural network is a reemerging
field where the prominent works in the new era by Kumar and Soman et al. [3]
focused on the dynamic nature of the malware. Flexible and effective algorithm
for unforeseen and unpredictable attacks the deep learning model which can make
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abstract and high-dimension feature representation of data by passing them through
many hidden layers

Muralidhar et al. [4] defined a method to incorporate domain knowledge in many
scenario where data is limited and of poor-quality domain knowledge can be inte-
grated into model training for deep networks. Physical models, constraints, depen-
dencies relationships, and knowledge of valid ranges of features are taken as the
major domainknowledge factors.Approximation constraints (valid range) andmono-
tonicity constraint (relationship between variables) are the twomain constraints taken
as domain knowledge-infusing techniques. Incorporating loss term as the knowledge
available is type of monotonicity constraint

First, a good feature representation is learnt from a large collection of unlabeled
data, termed as unsupervised feature learning (UFL). In the second stage, this learnt
representation is applied to labeled data, xl and used for the classification task was
a another important research field [5]. A novel approach to select important features
by utilizing two selected feature selection algorithms is utilizing filter approach. The
selected features were further validated by domain experts where extra features were
added into the final proposed feature set.

Li [6] used genetic algorithm for network intrusion. One network connection and
its related behavior can be translated to represent a rule to judge whether or not a
real-time connection is considered as an intrusion. The population evolves until the
evaluation criteria are met. The generated rule set after the evolution will be the best
fitted configuration and can be used as the knowledge to the model.

Yang and Shafto [7] utilize Bayesian teaching, where a more modest subset of
models are utilized to prepare the model rather than the entire dataset. The subset
of models is picked by area specialists as the models are generally pertinent to the
issue of interest. Notwithstanding, for this reason, picking the right subset of models
in reality is testing.

Niyaz [8] Sun proposed two channel-based element choice strategies were used at
the element choice stage to deliver two elements correlation-based feature selection
subset evaluator (CFSE) and consistency subset evaluator (CSE) used by these two-
component determination techniques. CFSE utilizes a calculation that cooperates
with an assessment equation, wherein the thoughts depend on test hypothesis. Great
highlights are then chosen with a fitting relationship measure and a heuristic hunt
technique. The calculation has the points of interest in recognizing insignificant,
excess, and uproarious highlights quick. Important highlights can be recognized as
long as their pertinence does not firmly rely upon different highlights.

A transfer learning approach for network intrusion detection by Wu et al. [9].
Their solution to this problem is first gaining basic knowledge from some existing
base dataset and learning the target dataset based on the acquired knowledge

Zhang and Zulkernine [10] and A. Haque talked about arbitrary backwoods
strategies in anomaly identification by learning examples of interruptions, abnor-
mality identification with exception location system, and half-recognition by consol-
idating both the anomaly and inconsistency discovery. They announced that the
abuse approach worked in a way that is better than winning sections of KDDCup 99
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test results, and in expansion, oddity location worked better contrasted with other
distributed solo oddity location strategies.

Harini [11] given the idea proxy-based signature systemwhich enables the authen-
tication process to be happened in the IoT itself. Signature system based on the ECC
provides better scheme of authentication and helps in the unauthorized access and
data assimilations.

Govindarajan and Kousalya [12] proposed a methodology or a protocol for satel-
lite network which will be capable of handling both real-time and non-real-time
application based on the new discriminative algorithm. The proposed method was
capable of reducing the high error and high congestions rate in the network traffic.

Hu and Maybank [11], an ID calculation utilizing AdaBoost procedure was
recommended that used decision stumps as powerless classifiers. Their framework
performed in a way that is better than other distributed outcomes with a lower
bogus alert rate, a higher recognition rate, and a computationally quicker calcu-
lation. Nonetheless, the downside is that it neglected to embrace the gradual learning
approach

In the other work, Govindarajan and Anusuya Devi in [13] raised a newmethod to
find the unfairness in the TCP protocol data by analyzing theMAC-level information,
and other simulation tools were an effective work to detect the unfairness.

Daweri and Salam in [14] make analysis study between the KDDCup 99 dataset
and the UNSWNB 15 dataset so that the feature is related, what are the kind of attack
category in both datasets, and how they can be related. They had used mainly three
methods for the analysis: the rough set theory, back propagation neural network, and
a discrete variant of Cuttle fish algorithm.

Using the knowledgemodel and the hierarchical machine learningmodel, another
intrusion detection systemwas proposed bySarnovsky andParalic [15]. Combination
of different set of hierarchical machine learning models and the ontology-based
knowledge model is used for intrusion detection.

A Pyspark-based distributed type of anomaly detection system was proposed by
Ranganathan G. which was a real time-based system. Clustering method was used
by observing various parameters like CPU load and memory usage.

From this discussion, however, we can find different efficient works capable of
dealing with the anomalies, feature selection, algorithmic models, but these systems
are not capable to handle today’s huge network traffic flow and mostly to handle the
unknown new data, connections, and intrusion. Since there is no balance between the
two-loss mentioned, these systems will perform mostly as the supervised learning
method

3 Problem Formulation

Research problems to be addressed:



DOMAIN-Based Intelligent Network Intrusion Detection System 453

• Real-time implementation to reduce the time for intrusion detection or the model
training.

• Add the domain knowledge to the system (domain knowledge + model)
• Considering both payload and packet in the network connection for the model
• For unfamiliar data, like different protocol, services, versions.

4 Dataset

Because the data packets of the UNSW NB 15, informational index is made by the
IXIA perfect storm device in the Cyber Range Laboratory of the Australian Centre
for Cyber Security (ACCS) for producing a mixture of genuine present-day typical
exercises and contemporary assault practices. Tcp dump device is used to catch 100
GB of the crude traffic (e.g., Pcap documents).

This informational index has nine groups of assaults, in particular, fuzzers, anal-
ysis, backdoors, DoS, exploits, generic, reconnaissance, shell code, and worms. The
Argus and Bro-IDS apparatuses are used, and twelve calculations are created to
produce absolutely 49 highlights with the class label. The number of records in
the training set is 175,341 precedents and the testing set is 82,332 precedents from
various sorts of assault and type.

The attack classes were of nine types in which fuzzers normally scan the system
for the security loopholes by inputting huge amount of random data and makes the
system busy. Backdoor makes unauthorized access to the system from the remote
location, whereas the exploit is set of instruction which makes use of the bugs in the
system by unsuspected hosts or network.

Analysis is a web application-based attack. Dosmakes network resources unavail-
able. Reconnaissance gathers the information about the system to invade them.
Worms are of malicious replicating-type code, and generic is a method which works
against the block ciphers [16].

5 Our Model

The workflow starts with the black box neural network model that is with feeding all
available features to the hidden layers of the network.And, considered as the base line
implementation for both UNSWNB-15 dataset and observed the confusion metrics.
Proposed model implementation starts with domain feature sets-infusing techniques,
where the most correlated features or the important feature are identified from the
table for UNSW NB-15 dataset which was constructed by using the correlation
coefficient calculated from the Pearson correlation coefficient. Then, each feature is
mapped to the type of attack from the Table 1. According to the compromise in the
security principle, features are again mapped to the CIA (Fig. 3).
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Table 1 Types of attacks Attack type ID

Fuzzer 1

Backdoor 2

Exploit 3

Analysis 4

Dos 5

Reconnaissance 6

Shell code 7

Generic 8

Worm 9

Normal 0

Fig. 2 Domain-based intrusion detection architecture

Fig. 3 CIA triad [18]
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The feature analysis is the detailed study of the dataset feature by feature for their
importance and correlation to the target variable, and this includes the preprocessing
operations like cleansing operation and filling missing data. Feature classification
was an important process since it helps the feature mapping based on weather each
feature belongs to connection, flow, content, time type. Based on this classification,
feature mapping (explained in Sect. 5.3) to attack was performed in which how each
attack class is affecting the each feature value is studiedwith the help of reference [14]
based on this mapping by relating the corresponding compromises in CIA (explained
in Sect. 5.2) Feature mapping to CIA was performed. Results of all these mapping
were concluded in the constructed reference table [17].

After the feature mapping, the relationship coefficient vector of the features to
comprehend by feature aggregation (explained in Sect. 5.4) whether the expansion or
increase in the value of an element has a positive or negative effect on the objective
variable. At that point, convert the relationship coefficient vector V into a 1 or − 1
dependent onwhether the correlation coefficient is positive or negative appropriately.

According to the correlation coefficient (explained in Sect. 5.1) calculated, the
features are transformed into a new three groups or feature CIA using the feature
aggregation. If the correlation coefficient vector (Vi) for a feature (Ci) of that group
has a negative value, then the product of the feature value and the correlation coeffi-
cient for that feature is deducted, and vice versa if positive, thus, domain incorporated
reduced feature set is formed.

After data assimilation process, implemented interesting classification models.
First one was domain-adapted neural network (DNN) for network-level intrusion
detection system (NIDS) and host-level IDS (HIDS), made out with one input layer,
one hidden layer, and a output layer. The hidden layers in the DNN encourage sepa-
rating exceptionally complex features and improving design recognition or pattern
recognition abilities in IDS information. Each layer handles nonlinear features that
are passed to the following layer, and the last layer in the DNN plays out the
classification followed by random forest and logistic regression implementation.

5.1 Pearson Correlation Coefficient

r =
∑(

xi − x1
)(
yi − y1

)

√∑(
xi − x1

)(
yi − y1

) (1)

r correlation coefficient.
xi value of the x variable
x1 mean of the x
yi value of the y variable
y1 mean of the y

Pearson correlation coefficient shows the linear dependency between two variable,
and it is covariance between two variable. It gives how each feature in the dataset is
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correlated to the target variable so that it can be used as one of the feature selection
criteria.

5.2 CIA Cyber Security Principle

The CIA triads [18] are the most acceptable cyber security principle that can be
adopted in intrusion detection scenario. This triad gives the idea of balance between
the confidentiality integrity and availability of a network resource.

Confidentiality can be explained as the control over the data so that the only
authorized person will be allowed to access the data and resource network. Thus, to
avoid the misuse of resource, it is the most obvious one among the three triads.

The integrity mainly focuses on the purity of the data resource in which sender
or receiver has to ensure no unwanted changes or adulteration should happen in the
resource. Miscommunication or the data loss is the main problems happens due to
the compromise in the integrity of the data.

The availability ensures the authorized persons to have easy access to the resource
without any delay or the hindrances. Meanwhile, without compromising the security,
for example, a block on the payroll or the email sent by the clients etc.

5.3 Features Mapping

Featuremappingwas donemanually from reference [14] and fromother data analysis
from previous work, and each feature was analyzed carefully and categorized based
on whether it comes under flow, time, and content, and additional kind of feature
from this, we can further map which kind of attacks will mostly affect particular
category. If the attack category was known, we can easily map to the corresponding
CIA

5.4 CIA Aggregation

According to the Pearson correlation coefficient features that are more correlated and
according to their importance, the mapping table is formed based on the compro-
mises under CIA principles. Creating additional feature which transforms the feature
dataset in to a meaningful one. The coefficient is multiplied with the feature variable
and add or subtract to the corresponding newly formed feature based on the given
below Equations 2–4. Ci stands for the mapped feature vector, and Vi stands for
correlation coefficient.
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C =
n∑

k=0

CiVi (2)

I =
n∑

k=0

Ii Vi (3)

A =
n∑

k=0

AiVi (4)

5.5 Preprocessing

The data cleansing was performed to avoid the unwanted strings in the integer-type
features and followed data filling process to fill the missing fields in the features
by appropriate method like filling with mean, forward fill. Label encoding and one
hot encoding are used to encode the label and attack type class features. Standard
scaling was applied to the entire dataset to reduce the values in between +1 and −
1 in order to feed into machine learning models. Upsampling using SMOTE was
done since many of the attack type classes are small in size which will affect the
balance of dataset. After feature aggregation, Minmax scalar is to keep the values of
the features in between +1 and − 1.

5.6 Experiments

Altogether, three experiments were carried out based on the three models neural
network, random forest, and logistic regression. Proposed model was fed with both
the All-feature data (dataset with every features) and the domain feature data (data
after data assimilation process). The neural network model implemented with one
hidden layer and ReLU as the activation function for input and hidden layer, sigmoid
for the output layer. We selected Adam optimizer as the optimizer for the neural
network and run the training for 200 epochs with 1000 as the batch size. Similarly,
for the random forest, n_job is given as 4 and estimators = 10, rest as the default
parameters. In the logistic regression, random state is taken as 0 and n_jobs = 4.

5.7 Evaluation Methods

We exploit confusion matrix metric to evaluate our model. Also used query function
to detect the number of correctly detected cases for a particular attack.
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5.8 Comparison Methods

The model performance has been verified with the UNSW dataset. The metrics
used for the purpose were confusion metrics. The proposed model was compared
with conventional all-feature model where the entire dataset was taken after proper
data preprocessing. The entire work says the performance of three different machine
learningmodels, i.e., deep neural network, random forest, logistic regression. In order
to verify whether performance of the model on the unforeseen attack, particular class
of attack records has been deleted from the entire training dataset and verified by
including the corresponding records in the test data. As further additional step, a
function was used to verify the actual number of correctly detected cases for the
unforeseen kind of data.

6 Results

The metrics used for the evaluation of various model or feature settings are accuracy
and also the false positive from confusion matrix (CM) rate since the false positive
case was the worst case in the intrusion detection scenario where the intrusion is
detected as the normal data

Accuracy = All positive cases

All cases
(5)

There are mainly three outcomes for the overall experiment, and the first outcome
was obtained by taking the CM of the predicted model shown in Sect. 6.1. The
results are compared with that of the CM of conventional model (all-feature model)
to understand the performance of the proposed model. In Sect. 6.2, we can see
the same comparison in the case of unknown attack case, i.e., records belong to
one particular kind of attack were deleted during data training from the data. Third
outcome in Sect. 6.4 shows the number of correctly detected cases in the predicted
data by the model in the unknown attack case, and this was performed by using query
function in the predicted and original dataset.

6.1 Evaluation of Confusion Matrix of Known Attack Cases

The all-feature model has the advantage of maximum number of features that will
help to find the pattern very easily. Tables 2 and 3 show the same, but act as an
overfitted model completely based on the dataset in which model has no role with
the unknownattack cases.Here, in this case,we can see the accuracy for the all-feature
model is comparatively higher than that of the domain-based model
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Table 2 Comparison of CM and FP of UNSW NB 15 normal dataset

S. No. Dataset Model Accuracy Precision False positives

1 UNSW (domain
feature)

Neural network 80 92 662

Random forest 82 81 2607

Logistic regression 76 84 1728

2 UNSW (all
feature)

Neural network 90 95 2420

Random forest 92 94 2942

Logistic regression 85 90 1944

Table 3 Comparison of CM and FP of UNSW NB 15 unknown attack dataset

Unknown attack cases

S. No. Dataset Model Accuracy Precision False positives

1 UNSW (domain
feature)

Neural network 80 95 223

Random forest 82 82 2517

Logistic regression 76 84 1714

2 UNSW (all
feature)

Neural network 90 92 2254

Random forest 92 95 2896

Logistic regression 90 96 1826

6.2 Evaluation of Confusion Matrix of Unknown Attack
Cases

6.3 Analysis Based on CM

The analysis was made by comparing the proposed model as shown in Figs. 4 and
5 with that of the conventional model in which all features have been taken into
consideration. From the confusion matrix, the accuracy and false positive rate had
taken for analysis. The analysis was done on three different models neural network,
random forest, and logistic regression.

100

50

0

Accuracy

NeuralNetwork Random forest Logistic
Regression

Domain feature All feature

False positive cases
4000
3000
2000
1000

0

Domain feature All feature

Fig. 4 Analysis based on CM for known attack
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Accuracy(Unknown case)
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Domain feature All feature

100

50

0

Domain feature All feature

Fig. 5 Analysis based on CM for unknown attack

6.4 Analysis Based on Correctly Detected Cases

Another analysis was performed using the query function as shown in Fig. 6, and the
main objective is to find the correctly detected cases for a particular kind of attack
whichwas not included at the time of data training that means the data records belong
to one particular kind of attack have been deleted from the dataset during the training
process. Figure 6 shows the pie chart for the correctly detected cases for attack id (1,
3, 5, 8) see Table 1.

Attack id :1

Correctly detected Not detected

Attack id : 8

Correctly detected Not detected

Attack id :3

Correctly detected Not detected

Attack id :5

Correctly detected Not detected

Fig. 6 Correctly detected attack case
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7 Conclusion

The absence of domain knowledge or explainable nature of theAImodels is important
especially in the most critical area like medical and defense sectors. The black box
models performing better are failed to reduce the false prediction rate which cannot
be afforded in this kind of sectors. To moderate this issue, mix the CIA guideline
(i.e., generalized security information) in the AI-based discovery model for better
reasonableness and generalizability of the model.

Our test results show feasible accomplishments in better reasonableness with a
far reaching, cutting-edge, and real-world network interruption dataset. Also, the
infused domain information helps in distinguishing an obscure intrusion as it sums
up the issue, which eventually makes the way for reducing the false predictions.

7.1 Future Enhancement

The main drawback of the proposed work is that they are not generalizable for every
dataset since the feature mapping work was done by manually and not automated
since due to technical limits. The automation of this part will make this model a
generalizable and most efficient one which will be capable of implementing in the
real-time scenario.
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Movie Recommendation System Using
Color Psychology Based on Emotions

G. R. Ramya and Priyadarshini Bhatnagar

Abstract Emotions are the undeniable reliance of information in bridging human
and machine intercommunication. Machines are able to recommend better when
they can comprehend an individual’s emotions. Producing emotions in the users
is conventionally recognised as the fundamental goal of movies. Hence, movie
recommendations based on one’s emotional trajectory is key as it allows them
to map movie recommendations based on their emotional stage. This paper uses
color psychology in capturing user emotions. Two criterions including collaborative
filtering (CF) and content-basedfiltering (CBF) are applied in comparing the apparent
user interest profile and identifying like minded users with their cross-recommended
items. This is achieved using algorithms with the ability of computing the recom-
mended hybrid and detecting prevalent the emotions. As a result, the system seeks
efficiency improvement and enhancement of quality of recommendations.

Keywords Content-based filtering · Collaborative filtering · Movie
recommendation · Color psychology · K-nearest neighbours · Singular value
decomposition · Hybridisation

1 Introduction

Human reviews which are mainly impersonal and generic were the most widely used
recommendation sources. Though the concept of recommendation systems were first
introduced in the mid-1990s, it is only until recently that they have come into regular
usage. Notably, the recommendation concepts were formulated in 1990s, but only
been applied regularly in the recent years.
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Fig. 1 Spotify recommending similar songs based on singers

Recommendation system is a platform that offers its users with numerous innards
depending on their tastes and partialities. As such one can therefore go through a
range of desired items that are available over music streaming platforms like Spotify
or buying items on an e-commerce site as in Fig. 1. Sequentially, it is easier to
determine user interest and the identification of specific user interest and needs from
larger sets of objects through the recommendation systems.

From recommending courses on e-learning sites likeCoursera, EdX, etc. to recom-
mending books based on your previous reads to recommending potential mates on
dating sites, recommendation systems can be used for many applications. We use
recommendations systems in order to help the users find the right products of their
particular interest. It also helps the providers to bring their products to the correct
set of target audience. They help identify the most similar products to a particular
user, showcase personalised content to each user and suggest top discounts and
notifications to improve the user consumption, thereby, the business revenue.

In this paper, our proposed movie recommendation system uses Collaborative
Filtering andContentBasedFilteringmethods to provide definitive recommendations
matching the needs of the user by the input of multiple colors which reflect the
emotions of the user. Emotions play a critical role in prediction process. Usually,
emotions are not taken into account for recommendation in e-commerce sites like
Flipkart, Amazon etc. since the objects sold are not of that great importance to the
user’s emotional wellbeing whereas this can play a vital role in mood upliftment
in the case of music, movies, web-series etc. Our system will take multiple color
inputs and will recommend movies which has majority of colors given in the input.
So if the user has given four colors example: red, yellow, blue, green, the algorithm
will filter out movies which may represent these colors and will recommend based
on highest similarities. The accuracy of the algorithm is checked with the help of
algorithms like KNN in the case of CBF and other algorithms for CF, ensuring the
final hybridised results are precise.
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The issue with Recommender systems are like that its complex and filtering and
retrieving becomes a tough job when there is a huge dataset. We have used Movie
Lens 1 M dataset containing 1 Million movie information along with the ratings
dataset that has multiple user ratings for the movies present in the dataset. It will
help us as we will know the genre of the movie each user likes. Recommendation
process will ease up if we have some user information along with the color input. We
have also worked on the new user registration and tried proposing movies in that case
as well. The system gives effective recommendations and enables users to co-relate
with their emotional welfare too.

This might be of great importance in the present times since the mental and
emotional health of the people having been affected adversely due to pandemic.
Also further improvement might involve connecting through various people globally
and expanding the horizon of movies one watches.

2 Literature Survey and Related Works

In film making, producers hire designers to design the background tones of a scene
in order to set a mood to the scene even before the actors have uttered a single word
[1]. Color grading has opened a lot of various possibilities to colors in films. We
have used the same concept of color psychology to retrieve genres that trigger the
user feelings based on their choice of colors.

In terms of methods used, collaborative filtering can be described as the process
of automatically predicting user interests by collecting information about the tastes
or preferences of many users [2]. Collaborative filtering applications involved very
large datasets. These methods have been applied to various kinds of data like sensing
and monitoring data.

CBF is a technique of selecting items on the basis of the correlation betweenmovie
content and the user’s preferences as opposed to CF that chooses movies based on
correlation between users. It usually works by taking data from the users, which can
include be either explicit, like ratings or implicit, like user clicks [3].

Hybrid recommendation systems combine CF andCBF systems in order to reduce
the drawbacks caused by each of them [4]. Based on the movie (genre) watched by
the user, his emotions are triggered. In the same way, feelings of a person might
cause the want to watch particular type of movies. Collaborative and content filtering
algorithm used with a mixed form [5]. User specified data was clubbed to make a
cluster. To predict the difficulty and uniqueness level of each individual’s prediction,
they proposed a method called content boosted collaborative filtering (CBCF).

With all the research papers we referred, we came to a conclusion that basic topic
modelling and filtering techniques were just not enough for product recommendation
systems. There is a need to combine twoormore techniques to achievemore accuracy.
A need to improve the latest MRS emerges for more benefits of the users. Colors will
be more relatable to the movies and will also be attractive and convenient for human
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searches. Hence, our goal is to perform a hybrid recommendation system based on
emotions use both CF, CBF and color psychology.

The approach in [6] uses building the recommendation system by content-based
filtering. The system aims at providing movie recommendation based on the genres
of the movies. If a user highly rates a movie of a particular genre, movies containing
similar genres will be recommended to him. The dataset is subdivided into two
sections. One section contains the list of movies along with the genres that they have
been categorized. The other part of the dataset contains a list of ratings of movies that
have been rated by the user. A combined dataset of movies, genres and their ratings
is constructed. The ratings have been converted to binary values. If the rating given
by a particular user is greater than 3, it receives a value of 1, otherwise it receives a
value of −1. The genres are also segregated in a binary format.

Out of all genres that are present in total, if a movie has a certain genre, it receives
the value of 1 else 0. The user profile matrix is constructed by computing the dot
product of the genre and the ratings matrix. If the dot product is a negative value,
0 is assigned to it else 1 is assigned. For a positive value, 1 is assigned to it. After
obtaining a dot product matrix of all the movies, a similarity measure is calculated by
computing the least distance between the user under consideration and the others. The
values which have the least deviation with respect to the current user’s preferences
are the ones that are recommended by the system.

The paper [7] presented a movie recommender system based on collaborative
filtering using Apache Spark. The parameter selection is seen to be affecting the
performance of the system. RMSE is used for evaluating the performance. Best
cases are selected for selecting the parameters and the model which gives the lowest
RMSE is selected. But in this case no proper algorithm explanation was given and
user profile, emotions was not taken into consideration.

3 Proposed Methodology

Given colors as input to define the emotional state of the user and recommendmovies
according to the emotional state of the user. Relate the color according to emotions
like sad, happy, angry etc. With the movie dataset given, relate each movie with a
color and return the movies which best match the input color.

Figure 2 shows the proposed model work. Relate the genres of the movies to
specific colors based on color psychology.

• Identified the unique genres in the movies data frame and have assigned colors
(multivalued) since one movie can have multiple numbers of genres.

• Taken user input of colors and filtered only those movies which contain those
colors. Later we have merged it with the ratings given by the users.

• Cosine similarity was found.
• Performed collaborative filtering memory based on item-item and user-user and

stored the results.
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Fig. 2 Proposed model

• Performed content based filtering using TF-IDF method. Here the movies recom-
mended by the results of CF is taken as input and passed onto the function
and movies with similar genres are recommended. Movies already watched are
dropped.

• The results of both CF and CBF is combined, the movies with SVD predicted
estimates or SVD similarity between 2 movies is less than 2, then those movies
are dropped.

The project is divided into 4 phases. The first phase being the registration of new
user, generation of emotions based on the color input. For users already existing
in the dataset, their User_ID and color input is taken. For new users, the user the
supposed to register with User_ID and password. If the ID is already existing in the
database, the user is asked to create a new ID.

To know more about new user, we have asked to rate some random movies from
1 to 5 if they have watched any. This will help in better recommendation in the final
results. The rated movies by the new users are added to the Ratings dataset. Figure 3
shows the sign up page of the user and Fig. 4 shows the ratings movies if new users
have watched.

Since, we do not have the color input for the movies dataset, so we have used
the following algorithm in order to give different colors based on the genres to the
movies. We have assigned multiple colors to multiple genres. This is done on the
raw dataset as its the integral part of the system.

Figure 5 shows the color assignment code for movies. Here df is the data frame
name which stores the movies dataset. np is Numpy library imported in python. We
have created a new column storing all the values. The assignment of colors is based
on color psychology. Figure 6 shows the resultant movies and ratings dataset.
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Fig. 3 Sign-up page for new users

Fig. 4 Rating movies if new users have watched

3.1 Color Psychology

The movies we watch in our daily lives, color plays a major role. It is used to set the
mood of a scene before the actors utter a single word or perform a scene. According
to the researchers, a person who is happy finds bright colors more attractive, where
as a person who is sad or anxious relates their current mood with dull colors. For
example, when we watch the color red our mind relates to danger, power or passion.
Similarly, pink denotes innocence, beauty and delicacy. Yellow is related to happi-
ness, naivety, natural and insanity. Blue symbolizes passivity, outlying and calmness.
Each color carrying a specific meaning will help in understanding different moods of
the user. Using similar analogies, we have assigned different colors to the movies in
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Fig. 5 Color assignment code for movies

accordance with the genres. The input colors to formulate the recommender system
algorithm is listed below.

Action: red, orange, blue
Animation: violet, pink, blue, orange, yellow
Documentary: orange, yellow, green, blue, brown
Drama: blue, pink, white, red
Musical: green, blue, purple, cyan
War: yellow, orange, red, blue, black

Figure 7 shows the input colors to formulate the recommended system. We then
take the input from the user. A user can enter multiple colors and the input will be
used to filter out a movie which has these colors assigned in the newly added column.
This will help in further reducing the size of the dataset.

Phase 2 deals with Collaborative Filtering algorithm.

3.2 Collaborative Filtering

Recommendations are made possible after the resemblances between the elements
and the users are tackled through collaborative filtering. Recommendations are made
after the algorithm determines the relation between items and the users. Its aim is
to find the similar users to our target user in the large set of users. Such is possible
by finding a lesser set of users searched from a large set of users. A ranked list of
suggestions is determined by looking and combining liked items. Resultantly, movie
recommendation between users will be used to determine similarities between items
and users.
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Fig. 6 Resultant Movies and Ratings Dataset

for i = 1 to i = n:

for j = 1 to j = n:
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Fig. 7 Input colors to formulate the recommender system algorithm

if i == j : user[i][ j] = 1

else : user[i][ j] = ((Number of similarity rated items ∗ 5)

− (sum(abs(user[i] − user[ j]))))

/(Number of similarly rated movies ∗ 5)) ∗ 100 (1)

There are two types of collaborative filtering methods we have incorporated in
our system, Memory based and Model based methods:

3.2.1 Memory Based Methods

Item Based Filtering

The system identifies one’s taste of product and recommends it to another user. In
measuring the similarities, similarity metrics are used. We are finding the similarity
between the users using cosine similarity. Cosine similarity calculates the cosine
of the angle formed by two vectors in their dot product space to determine their
similarity.

The User_Id is passed into the algorithm and Collaborative filteringmethod forms
a similaritymatrix between themovies the user haswatchedwith respect to the rest of
themovies present in the dataset based on filteringwith the help of colors. Themovies
with higher similarity to the movie already watched by the user are recommended
to the user. Figure 8 shows the item similarity matrix, each movie is represented in
a row and the different movies are presented in the column. Figure 9 shows the item
based collaborative filtering code.
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Fig. 8 Item similarity matrix

Fig. 9 Item-based collaborative filtering code

From the matrix, the movies which have not watched by the user and has high
similarity with the other movie is recommended. Figure 10 shows the results of the
Item CF.
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Fig. 10 Item based collaborative filtering recommended movies

Fig. 11 User similarity matrix

User Based Filtering

User based filtering method forms similarity matrix between users. The users which
have greater similarity with our user is taken and those movies watched by these
users are recommended. Figure 11 shows the item similarity matrix, each movie is
represented in a row and the different movies are presented in the column. Figure 13
shows the results of the User CF.

Figure 12 shows user based collaborative filtering code. Figure 13 shows user
based collaborative filtering recommended movies list.

3.2.2 Model Based Collaborative Filtering

Singular Value Decomposition

Model based evaluation in collaborative filtering uses the SVD algorithm. The algo-
rithm is applied after the formulation of a distinct data frame with required columns.
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Fig. 12 User based collaborative filtering code

Fig. 13 User based collaborative filtering recommended movies

SVD is a dimensionality reduction algorithm. For our purpose, we are creating a
data-frame with user_id, movie_id and user_ratings. A User-Movie ratings matrix is
formed and Matrix factorization is done [8].

Thematrix is demeaned by removing user ratingsmean value from the user_rating
matrix to remove bias.

SVD decomposes the matrix into three other matrices:

U, sigma, Vt = svds(R_demeaned, k = 50) 
sigma = np.diag(sigma) 
all_user_predicted_ra ngs = np.dot(np.dot(U, sigma), Vt) + 
user_ra ngs_mean.reshape(-1, 1) 

These matrices are further used in the prediction of movies which can be watched
by the user.
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3.2.3 Model Evaluation

The model is evaluated by passing the user_id to both SVD and both memory based
CF models. The total numbers of hits are calculated by checking how many movies
are being recommended in common to the both memory and model based CF’S by
the total number of the recommendations. Figure 14 shows the hit ratio percentage
of User-SVD recommended movies.

Figure 15 shows the evaluation of collaborative filtering model. Figure 16 shows
the collaborative filtering model evaluation results.

Fig. 14 SVD results

Fig. 15 Collaborative filtering model evaluation

Fig. 16 Collaborative filtering model evaluation results
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3.3 Content Based Filtering

Content based filtering endures to speculate the conduct or structure of the userswhen
the features of the items are provided. The user preferred feature vectors and the item
feature vectors from the previous results are used to calculate the similarity matrix
at recommendations. Thus, recommendations are made for the top few. Content
based filtering is not dependent on user information prior interest in making recom-
mendations. The recommended top few movies from the basis for content-based
recommendation.

for i = 1 to i = n :

for j = 1 to j = n :

if i = j : item[i][ j] = 1

else :

item[i][ j] = 1/n ∗ (distinct genre)/(total count of genre)

+ 1/n ∗ (distinct title)/(total count of title)

+ 1/n ∗ (distinct emotion)/(total count of emotion) (2)

In our system, we have taken the genres as the feature for performing content
based filtering. TF-IDF is performed on these genres and is divided into various
groups. Since we are not taking any movie input from the user, we have taken the
output of the collaborative filtering model as the input. Here the genre of each input
movie is passed into the function and those movies are recommended which are in
the same group as that of the input movie genre and have greater dot product of
similarities.

Figure 17 shows the content based filtering code and Fig. 18 shows the content
based filtering recommended movies.

Following are the movies recommended in CBF

3.3.1 Model Evaluation with K-nearest Neighbours

Content based model evaluation uses KNN to find important insight into the similari-
ties betweenwhat the user haswatched and the particularmovies predicted. Figure 19
shows the KNN code. The KNN algorithm is used for clustering movies after
predicting them through the content-based filtering process. The function returned
by genre. If the movie passed matches the genre that is returned by a function, then
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Fig. 17 Content based filtering code

Fig. 18 Content based filtering recommended movies

it is regarded as a hit and vice versa (counted a fault). Our model shows 93.3% of
the hit count and provides a fault count of 6.6%. This shows that most of the movies
have been clearly classified to correct genres as shown in the Fig. 20.

3.4 Hybridization

Different multiple recommendation techniques are applied to determine desired
output in the hybrid recommendation system. Compared to individual content based
or collaborative filtering, the accuracy is high in hybrid recommendation systems. In
our work we have taken the results obtained by collaborative filtering, given those
results as input for content-based filtering. The results obtained from content based
filtering are taken and eachmovie of the output is given as the input for theSVDmodel
of collaborative filtering. The movies which has higher predicted values from SVD
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Fig. 19 K-nearest neighbours code

Fig. 20 Accuracy rate of the model using content-based filtering

model is recommended to the user. Figure 21 shows remmended movies after the
hybridization process. Our propose work uses the deduced and perceived similarities
to recommend movies.

Figure 22 shows the recommended movies after the hybridization process.

Fig. 21 Hybridisation code
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Fig. 22 Recommended
movies after the
hybridization process

4 Conclusion and Future Work

The emotion-basedmovie recommender system is a useful concept in coming upwith
recommendable movies for target users. It is particularly instrumental in finding out
the various triggers to a person taste in movies including the motivation to choose
specific genre of amovie. This tactic is also successful in determining specificmovies
that corelate with the user’s emotional states and defining user’s emotional states
when variables including color are provided as input. Emotions relate to the colors
including happiness, angry, sad. Emotion-based movie recommender system applies
Collaborative filtering to automatically predict user interests by gathering preferences
and tastes from several users. Also, it applies the user-based filtration to identify
one’s taste of product and recommend it to another user, while the Content-Based
recommender system endures to speculate the conduct or structures of the users
when the features of the items are provided; positive reactions. Sequentially, movie
recommendations based on one’s emotional trajectory is key as it allows them to
map movie recommendation based on their emotional states. In the future, we aim
on including a wider range of colors for the users to choose from during the color
input phase. This enables our system to provide even better recommendations.
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Global Positioning System (GPS)
and Internet of Things (IOT) Based
Vehicle Tracking System

V. Baby Shalini

Abstract Vehicle Tracking Technique is a practice that associates the utilization of
automatonvehicle locality in singular vehicleswith software that automatically deter-
mines the geographic location of the vehicle and then transmits the data to the end-
user. Present-day, GPS technology was assimilated on vehicle tracking systems for
discovering the vehicle locale, however different sorts of automatic vehicle locality
innovation can likewise be utilized. In this paper, a vehicle tracking system using
GPS and NodeMCU is undertaken to enable users to locate their vehicles at any
time with ease and in a convenient manner. The proposed system utilizes GPS that
practices satellite technology for navigation and will unremittingly provide statistics
like longitude, latitude, velocity, distance traveled, etc. of a vehicle from a remote
place to NodeMCU,user’s phone as well as send this real-time data to IOT Cloud
platform.When a user sends an SMS request, the system responds by sending an
SMS to the user’s mobile phone with the vehicle’s location, and the same infor-
mation is also stored on Thing Speak. Therefore, advances in technologies and the
availability of economical open-source hardware systems are setting a new trend in
system designing. The proposed system has been designed using both computer soft-
ware and hardware, results have been obtainedwhich showed accuracy in positioning
and fast response to user commands.

Keywords Automaton · Geographic · Locale · Navigation · Remote

1 Introduction

Vehicle Tracking Scheme is an innovation primarily used to decide the location of a
vehicle and about. Present-day, this scheme is using GPS technology [1] to oversee
and discover the vehicle anyplace on earth. A GPS receiver [2] estimates the time
requisite by radio signs to go from no less than atleast four satellites to its area, it then,
at that point figures it computes the vehicle’s longitude, latitude, and height based
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on its separation from each satellite. A NodeMCU is utilized for the conveyance
of the locality of the vehicle from a far-off region to the user’s mobile phone who
has demanded it and likewise the same data is also stowed on cloud database for
subsequent use.

Vehicle Tracking [3] can be classified into dual classes, based on data commu-
nique: passive and active tracking. Passive tracking otherwise called GPS loggers
which accumulate a vehicle’s locale information and then stockpile it on a hard drive
or memory card, which we would then be capable of accessing sometime in the
future. To usance a passive device, we just spot it in or on the vehicle. At the point,
when you requisite to acquire the data procured by the tracker, just addon the device
to a PC. This device incorporates auto-downloads that transference data through
radio. After the information has been obtained, then it will be revealed as a summary
statement over an interactive mapping software or with Google Earth, letting the user
recognize every locale the vehicle passed on, how much time the vehicle stayed at
each stop, and then some.With this tracking, users just neediness to spendmoney one
time upon purchase (incorporate hardware, software, and database) and installation
process of the device. These systems don’t furnish real-time pursuing data, making
it pointless amid crises like road accidents or burglary. In any case, this issue can be
handily settled by introducing extra models on the vehicle for an extra outlay. These
add-on tools permit the framework to keep watch over vehicles lively, which thus
empowers the fleet managers to recognize the vehicle’s speed and the location at a
random time [4]. Active tracking amasses similar data as passive tracking systems
however real-time transmission of observed data to a PC through cellular or satellite
networks or data center for estimation. But this system is more complicated and
expensive when contrasting to the passive device and has many benefits brought
by its functions. When an active tracker is positioned on a vehicle, the user will be
capable to scrutinize the vehicle locality, entire period the vehicle holds on a specific
stop, speed, and more tracking details from our home or office[5] because an active
GPS tracker emanates with a reliable interface, therefore, the user will be able to
keep track of anything hastily and proficiently. GPS trackers that send real-time data
consistently are known as active trackers, while those that don’t make a record of
real-time tracking are considered passive trackers. Occasionally, modern tracking
devices integrate both tracking proficiencies [6].

Automatic Vehicle Location (AVL), Assisted Global Positioning System (AGPS),
Radio Frequency Identification (RFID) are some sorts of GPS vehicle trackingwhich
usages active device. AVL [7] system is a sophisticated tracking scheme in which
GPS and Geographic Information System (GIS) are used to determine the vehicle’s
true geographic location. Every 60 s, vehicle locality, speed, direction, mileage, and
vehicle status being transmissible to the base station and will be exhibited on a
computerized map. This system furnishes the locale of the vehicle with a precision
of about 5m to 10m. If theAVL system is used for tracing a vehicle, then at that point,
the average expense per vehicle is $1 to $2 each day. The system has constraints like
users can’t get precise, whole, and sufficient satellite data from densely populated
urban locations or indoor, andwhere communication is hamperedbynatural obstacles
or numerous buildings.
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To upgrade the performance of GPS Receivers,AGPS framework utilizes terres-
trial RF network since it provides GPS receivers with information about the satel-
lite constellation directly.Mobiles and cellular networks are employed by AGPS to
discover precise positioning data. Here, GPS satellites intend to discern the vehicle
locale incessantly. Four satellites are connected to aGPS receiver in a vehicle(latitude,
longitude, and elevation are determined by 3 satellites and the fourth one gives an
element of time). As a result, it never fails to show a vehicle’s whereabouts. The
vehicle’s location is provided with a precision of 3 m to 8 m and a speed of 1 km.
While the vehicle is in mobility,data such as the location of the vehicle, its average
speed, way navigated and cautions are continuously consigned from GPS device to
the base station after every 10 s and handed off as an SMS utilizing the cell phone of
the client node to the base station. This system is providing uninterrupted renovation
about the vehicle location updates,therefore,when constrasting to AVL system,this
system is more overpriced. On the off chance that the user necessities keep informed
after every 10 and 5 s, therefore the subscription is $1.33, $1.67 per day per vehicle
respectively. The system has few restraints, GSM is employed for disseminating
the recognized data from a vehicle to the base station, therefore the expenditure of
conveyance SMS is the foremost worry to be thought of.

RFID [8] is an automaton identification scheme in which radio waves are utilized
for acquiring vehicle location. RFID [9, 10] includes three parts: tag, RF reader, and
software. Tag with microelectronic circuits propels the vehicle information to a far-
flung RFID reader, a transceiver coordinated by a microprocessor or digital signal
processor (DSP), antenna enclosed with RFID reader retrieves data from RFID tags
through software. This system furnishes the locality of the vehicle with an exactness
of 4 m to 6 m. Here, information such as the location of the vehicle, mileage, and
speed are distributed every one minute to the base station.

Nowadays, notwithstanding, with innovation evolving at a high speed, to trace
and exposition the vehicle locations in real-time,automated vehicle tracking system
is being operated. This paper put forward a vehicle tracking system employing GPS,
NodeMCU, smartphones, and IOT to afford better service and lucrative solutions for
users. In these times, a GPS navigation system is a space-based scheme extensively
espoused in vehicles today that confers vehicle position wherever on or near the earth
where there is an unhindered range of view to four or more GPS satellites. Global
Navigation Satellite System (GNSS) network is utilized for tracking the locale of the
device. The network is made up of a range of satellites that utilizations microwave
signals to transport the data which will be gotten by the GPS receiver module. The
GPS satellite constellation comprises 24 earth orbiting GPS satellites which transfer-
ence three pieces of information –1) the satellite’s number 2) its position in space 3)
the time the data is thrown. With signals from at least three satellites, a GPS receiver
can notice vehicle location on the ground (i.e., longitude and latitude). NodeMCU
is an open-source programming and equipment development setting that is fostered
around a reasonable System on a Chip (SoC) called the ESP8266 which is having
all the decisive components of the modern computer like processor, memory unit,
networking (Wi-Fi), and even amodern operating system. The Internet of Things [11,
12] is a fabulous technology where devices being allied to the internet and all sorts of
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data exchange are also probable. In this paper, IOT based vehicle tracking system is
exploited for tracing the vehicle location. Smartphone’s impact on society continues
to grow as people become more accustomed to them and utilise them in their daily
lives. The straightforward and modest Short Message Service (SMS) permits users
to frontward up to 160 characters. In this way, SMS is more adequate for propelling
the location information to the user’s mobile phone with high consistency.

The rest of the paper is organized into four different sections. Section 2
covers various previous vehicle detection systems and their drawbacks. Section 3
explains the proposed method and Sect. 4 includes results and discussion. Section 5
summarises the review of the work.

2 Related Work

Pham et al. [13] explained the proposed vehicle tracking system which consists of
main hardware modules like U-BLOX NEO-6Q GPS receiver, U-BLOX LEON-
G100 GSM Module, and ARDUINO UNO microcontroller which have been fixed
in the vehicle.Here, to acquire a vehicle’s coordinate,GPS is utilized and then this
information is passed to a microcontroller which in turn process the information and
sent it to the LEON-G100 GSM and then forwarded it to a mobile network. The
communication between GPS/GSM module and microcontroller is done by UART
(Universal Asynchronous Receiver and Transmitter). The pitfall here is the reliability
of the system can be improved and additional features can also be implemented.

Muhammad et al. [14] explained about vehicle monitoring scheme to avoid theft.
The GSM modem receives the location of the vehicle details from GPS and it trans-
mits the received data to the user through SMS and can be displayed on GoogleMaps
or lay on a site so it tends to be gotten too distantly through the web. This method
is used in many applications and it can also be implemented by a transmitter that
transmits the location data to the receiver and also can be integrated into a compact
box for convenience. There are as yet a few enhancements that can be completed
later on. For instance, the framework can be tried with a transmitter that can propel
the location facet in real-time.

Seok et al. [15] elucidated about vehicle tracking system which uses GPS/GPRS,
GSM technologies, server, and a smartphone application. GSM and GPS are respon-
sible for connecting the vehicle and the server and the connection is done by TCP/IP.
Likewise, the communication between the vehicle and server is done by HTTP. The
server stores the data about the vehicle location in the database. To display the current
locale of the vehicle, a smartphone application is developedwhich shows the location
of the tracked vehicle and by updating at regular intervals with calculated distance
and time. GPS continuously tracks the location of the vehicle and the data is passed
from the GPS receiver to the microcontroller ARM7. The data is also collected by
multiple sensors (eg) Temperature sensor, eye blink sensor, alcohol sensor. Due to
RTOS programming, the sensor also detects the real-time events and sent the data to
the server or owner, ex if the fuel level of the vehicle is low, then it gives the nearest
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location of the petrol pump to the driver as well as to the owner and also in case of
an accident, it sends the information to the nearest hospital. The data are displayed
by using GUI.

Prashant et al. [16, 17] elaborated about a system for monitoring the school bus
which uses anEmbeddedUNIXboardwithRaspberry PI,GSM, andGPS/GPRS.The
GPS is responsible for tracking the locality of the vehicle. The GPRS is responsible
to send the latitude and longitude value of the tracked vehicle location to the board.
GSM is responsible to communicate the perceived data to the server and board.
This method also monitors the current path and speed limit of the vehicle. When
the location or speed data are mismatched with the specified stored data, then the
warning alert will be sent to the owner as well as the driver. It also uses a temperature
sensor and gas leakage sensor for safety purposes.

Fatin et al. [18] explained about vehicle tracking device (VTD) which consist
of ARDUINO UNO and GSM Module which is fixed in the vehicle in a hidden
place. The VTD receives the latitude and longitude information from GPS. When
the user requests the VTD for the location information, the VTD sent the latitude
and longitude details to the user through SMS with the help of the GSM module.

Omar et al. [19] elucidated a framework for tracking systems based onARDUINO
INTEL GALILEO Board. This ARDUINO Board is fixed in the vehicle, GPS gives
the location of the vehicle to the ARDUINO Board. The GSM is being used to
commune the data’s from the ARDUINO board to the webserver or user. The web
server displays the data like location, speed, time, data, etc. on the google maps
application. It also sends the data to vehicle owners through SMS.

Rahul et al. [20] elaborated on the vehicle tracking process with IOT environment
and RFID technology. RFID tracks the vehicle with help of radio waves, RFID tags
are fixed in the vehicle andRFID readers are fixed at several nodeswith equal distance
inroads. The RFID emits a signal to activate the RFID tag for a particular vehicle,
therefore it can read the ID of a particular vehicle and it collects the data and sent it
to the Internet whereas it is directly connected with nodes using WAN connections.
Therefore, using the internet, the user collects the data of a particular vehicle.

Mayuresh et al. [21] explained a system that uses IOT for data collection and
analysis in order to track the vehicle location and parameter. The location of the
vehicle is given by GPS and send to the ARDUINO controller and then the controller
transmits the data to the web server by using GSMModule. The web server displays
the data in google maps through the internet. In this method, vehicle parameters are
also identified with the help of sensors, ex, speed, temperature, fuel sensors are used
for data analysis of vehicle parameters. By various testing of parameters, this method
can be developed in the future.

Bhavana et al. [22] elucidated that the proposed system is used to trackvehicles like
school buses, college buses, etc. In this method, embedded units, namely, Raspberry
Pi technology is inserted into the device. GPS gives the location of a vehicle and
sends it to the server. The vehicle owner will receive a message alert, as well as an
audible alert for the driver,if vehicle deviates from its intended path. It is also used
for a variety of features like speed limit, fuel level, etc. The data’s are displayed in
the google map application.
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Edward et al. [23] explained about vehicle monitoring system with the help of
RFID concepts. The RFID tag is fixed in the vehicle and RFID Reader is fixed in the
particular entrance or exit. Now, when the vehicle enters a particular area, the RFID
checks whether it is registered or not. If it is registered, the gate will open using
a servomotor and the green LED glows with a buzzer sound and also captures the
image of the vehicle and communes the data to the database or user using GSM. On
the other hand, if the vehicle is not registered, the gate will not open but the image of
the vehicle will be captured, still, if the vehicle wants to enter the particular area, it
will be allowed through the bypass and the gate will be opened with RED LED light
and buzzer sound. This data also forwarded to the database or server using GSM
Module.

Abdullah et al. [24] explained a method done by two software like Thing Speak
and freeboard. The location of the vehicle is tracked by using GPS. This information
is sent to the ARDUINO UNO controller and also send to the Thing Speak through
GSM. The Thing Speak website displays the location data in the form of a chart and
forwards the data to the freeboard website, it analysis the data and displays the data
in the form of a map. This is assessable to all users.

In all existing methods, ARDUINO UNO and Raspberry Pi microcontroller
are used to collect the location of a vehicle in real-time but when compared to
ARDUINO UNO microcontroller and Raspberry Pi microcontroller, NodeMCU
microcontroller has additional features like low cost, Wi-Fi connectivity is attached.
Therefore, in the proposed method instead of GSM modem and ARDUINO UNO,
NodeMCU is utilized.

3 Methodology

The proposed method vehicle tracking system is shown in Fig. 1.
The components utilized for developing the proposed scheme are GPS Receiver,

NodeMCU, ThingSpeak.Here, GPS is utilized to detect the location of vehicles
anywhere on a road and then forward the perceived information to the NodeMCU
module, and the same information is displayed on anLCDand then loaded to ThingS-
peak for further reference. If an administrator wants to collect specific information
about a location of a particular vehicle means, then the request is forwarded to
NodeMCU module which in turn the data is retrieved from there and transfer to
administrator mobile phone.

NEO6M GPS Receiver
GPS module depends on the u-blox NEO-6 M GPS engine. This module embraces a
configurable UART interface for serial communique and a 25× 25× 4 mm ceramic
antenna, which affords a robust satellite pursuit competence.

In this proposed method, the GPS module monitors the location of the vehicle
continuously and delivers NMEA-formatted real-time tracking position data which
starts with string, global positioning system fix data, comma, GMT Time, latitude,
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Fig. 1 System Arcihecture

longitude, fix quantity, number of satellites viewed, HDOP, Altitude, geoids height,
checksum. Latitude and longitude values are extracted to identify the vehicle’s
location or, where it is located.

ESP8266 NodeMCU
The ESP8266 is a node cum microcontroller chip with WI-FI connections premedi-
tatedly designed for IOT applications by Espressif systems. The Node MCU has 30
pins in total, Micro USB, 3.3 V, GND, VIN, EN, RST, Analog Pin A0,16 General
Purpose Input Output Pin (GPIO 1-GPIO 16), SD1, SDO, CLK, CMD, 2 UART
Interfaces, and one I2C Pin. Here, NodeMCU can connect with vehicles and let data
transfer using the Wi-Fi protocol.

To interface GPS Receiver with NodeMCU, connect VCC pin of NEO6M GPS
Receiver with 3.3 V pin of ESP8266 NodeMCU.TX and RX pin of NEO6M GPS
Receiver is connected with D2 and D1 pin of ESP8266 Node M CU. GND pin of
NEO6M GPS Receiver is connected with GND pin of ESP8266 Node MCU.
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Liquid Crystal display (LCD)
LCD is a flat panel display those usages liquid crystals in their prime form of activity.
Liquid crystals don’t exude light straightforwardly, rather employing a backlight or
reflector to create images in color or monochrome. LCDs are to exhibit random or
immobile images, which can be exposed or concealed. All the information about the
location of vehicles is displayed on LCD Display.

To connect NodeMCU with LCD display,

1. Connect the GND pin on the LCD display to one of the GND pins on the
NodeMCU.

2. Connect the VCC pin on the LCD display to the VIN pin on the NodeMCU.
3. Connect the SDA and SDL pin on the LCD display to the D2 and D1 pin on the

Node MCU.

Thing Speak
Things are either sensors or actuators. A sensor tells us something about the environ-
ment. Actuators are something that you want to control. The IOT brings everything
together and allows us to interact with things. Thing Speak is an application platform
for IOT. This permits us to assemble an application around statistics congregated by
sensors. At the core of this platform is a Thing Speak Channel which is the place
where we forward our statistics to be deposited. Each channel incorporates 8 fields
for information, 3 location fields, and 1 status field. When we have a Thing Speak
Channel, we can distribute information to the channel, have Thing Speak assess the
information, and afterward have your application recover the information.

4 Result and Discussion

The proposed method does two things.

1. Track the real-time location of the vehicles
2. Location History (ie past location that the vehicles have traversed). Using the

Thing Speak IOT Platform, the location history of a vehicle is monitored.

The results and discussion of a vehicle tracking systemare presented in this section
where Fig. 2. shows the experimental setup. The proposed system consists of GPS
Receiver, NodeMCU connected with GPS Receiver, LCDDisplay, and Thing Speak.

GPS Receiver module with inbuild ceramic container which receives the GPS
coordinates (Latitude and Longitude) from the satellites and then these two data’s
are sent to NodeMCU. NodeMCU is a Wi-Fi module that helps us to connect with
the Thing Speak cloud process the data’s and gives it to Thing Speak Cloud. With
the help of Thing Speak Cloud, monitoring is done by the end user. Here LCD is
used to show the IP address with which the internet is connected.

Set up the IoT platform (ThingSpeak) to store GPS coordinates on the cloud and
graphically visualise the GPS data after completing the hardware as shown in the
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Fig. 2 Experimental Setup

above circuit diagram. To do so, go to the ThingSpeak website, establish a new
account if you don’t already have one, or check in with your existing credentials,
and then click New Channel.Now fill up the details and create two field names such
as latitude and longitude and then click on the Save channel. Select the created
channel and then record the channel ID and API key. Once hardware connections
and ThingSpeak setup are done, program the ESP8266 NodeMCU.

In ThingSpeak platform,two charts as shown in Fig. 3 are there:one chart as in
Fig. 4 is for displaying latitutde value and another chart as in Fig. 5 is for displaying
longitude values.With the help of latitude and longitude values,real time location of
a vehicle is monitored.

5 Conclusion

NodeMCU has been planned and tried effectively. ANodeMCUmodule is interfaced
with a GPS receiver to acquire the latitude and longitude position of a vehicle. To be
an efficient tracking scheme, the information endowed by this system is in real-time.
Therefore, the NodeMCU module is connected with the Thing Speak IOT platform
and the perceived data is also stored on Thing Speak via Wi-Fi module. By having
GPS coordinates info, the locale of a vehicle can be discovered by the users anytime
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Fig. 3 Latitude and Longitude Charts

Fig.4 Latitude Chart

and anywhere. Therefore, the proposed strategy assumes a significant role in real-
time observing of a vehicle and renovating real-time data on the server-side after
a certain timespan. IoT an open-source platform makes this proposed method very
dynamic, efficient, and cost-effective. Themain problem here is GPS Receiver tracks
the vehicle locale 24/7 as a result of which consumes more energy. The future scope
is to detect accidents or theft of the vehicle by some sensors.
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Fig. 5 Longitude Chart
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Abstract Network security has grown more critical over the past few years as the
Internet infrastructure evolves and new technologies become available. An intru-
sion detection system (IDS) is any kind of security software that can detect and
alert administrators of unwanted network access attempts. As a consequence, imple-
menting an intrusion detection system (IDS) to protect network systems is essential.
It is a kind of defensive technology that is used to keep networks safe from hackers.
IDS is beneficial for both identifying successful attacks andmonitoring for suspicious
behaviour. Intrusion detection systems provide a solid basis for network protection
(IDS). The increased usage of social media networks and cloud computing results in
the production of a huge amount of data. With the growth of data production, intru-
sion attacks may take on a variety of forms. This article focuses mostly on machine
learning (ML) techniques for intrusion detection and security. Six different clas-
sification techniques are used: KNN, Logistic regression (LR), Naive Bayes (NB)
classifier, XGB, DT, and Light Gradient Boosting Machine (LGBM).

Keywords Intrusion detection system (IDS) · Machine learning (ML) · Logistic
regression · Naive Bayes · LGBM · Feature selection

Present Address:
Md. Sirajul Islam · M. A. Rouf · A. H. M. Shahariar Parvez
Department of Computer Science and Engineering, Dhaka University of Engineering &
Technology, Gazipur 1707, Bangladesh
e-mail: mr.s.islam72@duet.ac.bd

M. A. Rouf
e-mail: marouf.cse@duet.ac.bd

A. H. M. Shahariar Parvez
e-mail: shahariar.parvez@bu.edu.bd

P. Podder (B)
Institute of Information and Communication Technology (IICT), Bangladesh University of
Engineering and Technology (BUET), Dhaka 1205, Bangladesh
e-mail: 0416312017@ict.buet.ac.bd

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Smys et al. (eds.), Inventive Computation and Information Technologies, Lecture Notes
in Networks and Systems 336, https://doi.org/10.1007/978-981-16-6723-7_37

493

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6723-7_37&domain=pdf
mailto:mr.s.islam72@duet.ac.bd
mailto:marouf.cse@duet.ac.bd
mailto:shahariar.parvez@bu.edu.bd
mailto:0416312017@ict.buet.ac.bd
https://doi.org/10.1007/978-981-16-6723-7_37


494 Md. Sirajul Islam et al.

1 Introduction

The present age is the age of the internet, so the use of the internet is increasing. Now
we can’t go without the internet. We start using it after waking up and end up going
to sleep. So the use of the internet is increasing. More and more bytes are having to
increase data production due to increasing usage [1, 2]. Along with the advantages,
there are many disadvantages. Because of the increase in data, hacking tools are also
increasing. Different information is hacked. So the need to save this data through
discussion is immense. In order to save data, the speed and amount of data have to
be identified in different ways. Big data techniques are used to infiltrate and manage
the data in the traditional way.

All this information is defined under 7v. Big data strategies are added together. It
has some size, speed, value, authenticity, variability, invent. There are such data sizes.
Data will be generated with speed. Different types of data and their values have value
and variability. Invent allows data to be transferred very securely and easily. This
makes the data completion rate difficult for traditional data handling systems [3, 4].
Managing this kind of data requires solid and robust advanced growing algorithms
in the nature of data.

Now there are various demands for current cybersecurity. Because of increasing
it a lot. As a result, cybersecurity is uncertain. With the use of computer networks,
various applications are being used by some groups of people to face various prob-
lems as a result of cyberattacks. Larger networks have to bear more financial losses.
Different companies and educational institutions are affected by these cyberattacks at
different times, and it is financially detrimental. The big rich countries are suffering
more as a result. Many countries have been demanding cyber protection from cyber-
attacks. To protect cyber, you have to take all kinds ofmeasures starting fromdifferent
computer networks. It identifies to be more capable. Cyberattacks in line with the
needs of the world cybersecurity demands are growing. In large-scale networks,
cyber-attacks such as denial-of-service (DoS) attacks [5, 6], computer malware [7],
and illegal access caused irreversible harm and financial losses.

A cybersecurity system is a system that works on network security and computer
security. Firewalls and encryption, the internet are designed to manage cyber attacks.
We have to face many problems as a result of cyberattacks. So there is a lot of
need for cybersecurity. So, we need to ensure cybersecurity for computer networks
various privacy. Firewall monitors andmanages the exact direction of most computer
activities IDS is created for cyberattacks, and the necessary protection plays an
important role in network security [8–10]. An IDS monitors and evaluates everyday
network or computer system activities to detect security concerns or threats such
as DoS attacks. Illegal system behavior, such as unauthorized access, modification,
or destruction, may also be detected, determined, and identified using an intrusion
detection system [11, 12].

The most important thing to avoid such cyberattacks is awareness and knowing
how the attacks happen, how they will damage the system and how to protect against
them. One type of cyberattack is phishing, in which case the perpetrator will say that
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data has been stolen from the account. In this way, everyone has to be the victim of
a cyber-attack [13, 14].

Awareness in the cyber world is essential to keep computer networks safe.Moving
without computers and smart device is out of the question. Not just work, important
information, including income and expenditure of different organizations, are stored
in the computer in the form of digital files. For this, it is more important to ensure
the security of the office computer. It is most important to keep the network that we
usually use securely. We should be careful about data protection. The computer can
learn anything without having to write a program on the subject beforehand; this is
machine learning. A computer can do anything very easily because of its ability to
learn on its own. In other words, if the number of computer games increases as well
as its winning rate, then it must be understood that the computer is learning. This
means that he is learning to play, and this ability to learn on his own is called machine
learning.

Machine learning and artificial intelligence can be used to identify a subject.
For example, predicting whether a person will repay a loan before giving a bank
loan can be found with machine learning. Specific information is used to verify
the feasibility. In this paper, network anomaly classification can be performed on a
dataset collected from Kaggle using some ML models. The nobelity of the proposed
work is that ML models have been applied to the selected features of the dataset.
The Top 15 Features have been chosen using RFE technique. Then ML models are
applied after necessary parameter tuning in order to get good accuracy, precision and
recall. Since LGBM provides the highest accuracy among the sixMLmodels, tuning
for LGBM hyperparameters are also performed.

This paper can be organized as follows: Sects. 2 and 3 describes the litera-
ture review and IDS applications. Dataset description and Data analysis are briefly
described in Sects. 4 and 5, respectively. Experimental results are clearly elaborated
in Sect. 6, where Sect. 7 concludes the paper.

2 Literature Reviews

Over the last decade, much work has been made to improve IDS detection and
to prevent various malicious attempts from gaining access to computer data. This
section considers various machine learning methods and algorithms applied in the
intrusion detection classification process, including feature selection schemes, data
preprocessing, metric evaluation, the number of selected features, and classification
algorithms.

The authors of [15] described an intrusion detection technique in a wireless
network based on machine learning techniques such as feature selection strate-
gies and classification algorithms in a study published in 2018. A preprocessing
step is done before the training phase, which involves data set conversion to inte-
gers, managing large data sets, and normalizing data in narrower ranges. Classifiers
including Random Tree, AdaBoost, J48, Multi-Layer Perceptron, Random Forest,
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ZeroR and Logit Boost were all used. The paper focuses on the efficiency of the
classification algorithm’s reduction function, which leads to improved detection and
speed accuracy. The trainingmodel was built using four different feature sets: 5, 7, 10
and 32. The test results indicate that the random forest classifier’s 32 chosen features
are linked with the best outcomes. For the categorization techniques, precision is
99.64%, recall is 96.6%, and precision is 99.5%. The suggested method was tested
on the wireless dataset of AWID. A comparison between the suggested method and
current classification approaches is performed to validate the findings [15].

In [16], the authors conducted a study in 2018 on the performance of four algo-
rithms: Random Forest, SVM, Decision Tree, and Naive Bayes. The technique cate-
gorizes network traffic intrusion detection using Apache Spark tools. The public data
set of UNSW-NB15 for intrusion detection in the network is used to build a model
with 42 features. The results in the experiment indicate that classifier of random
forest is the most accurate classification method, with a sensitivity of 97.49% and a
specificity of 97.75%.

Bhosale et al. [17] introduced the filter-based hybrid feature selection algorithm
(HFSA) in 2018 for an acceptable selection feature process. HFSA optimized a selec-
tion of the most significant and top class features in order to generate classifications
for each multi-class. This approach is based on real-time packet capture using the
Jpcap package. TheNaïveBayes classifier technique is applied to categorize common
malicious attacks. The preprocessing procedure is divided into two stages. To begin,
data transformation changes symbolic information to a numerical value. Second,
data normalization entails scaling features between the biggest and smallest ranges
(0,1) and standardizing all records. The characteristics are then chosen to identify six
common types of attacks using Naive Bayes: R2L, Normal, DoS, U2R, Brute Forces
and Sample. HFSA is used to enhance the categorizing system for the purpose of
upgrading. The model’s total accuracy ratio was 92, 95, and 90%.

The work of [18] suggested classification using the Support Vector Machine
(SVM) and Naive Bayes for IDS. Only 24 functions from 42 in the NSL-KDD
data set were chosen using the selected feature type correlation subset. The experi-
mental results indicate that the SVM is the superior classifier, with a total accuracy
of 93.95%, when compared to the Naïve Bayes.

Kazi et al. [19] published a paper in 2019 describing a novel supervisedmethod for
evaluating and classifyingnetworkdata formalignant attacks. TheSVMand theANN
were utilized in this study to categorize data. Both feature selection methods were
based on correlation using a filter-based Chi-Square approach and a wrapper-based
feature selection method. The NSL-KDD dataset, which contains 25,191 items, is
applied to train themodel. The process employs a correlation-basedwrappingmethod
with 17 additional significant features selected from 41. On the other side, a chi-
square-based filter is used to pick 35 features that aremore informative and significant
for the training model stage. The testing results indicate that ANNs outperforms all
other approaches by 94.02% when wrapped around 17 features.

A research paper [20] published a novel classification method in 2020 that blends
CARTwithRF feature selection. TheHybrid IntrusionDetection System forAnoma-
lies is the name given to this technology (HAIDS). To improve model efficiency, the
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hybrid approach is used rather than a single algorithm. Additionally, the method of
removing superfluous features is utilized to compensate for the high dimension. The
proposed model was applied to the UNSW-NB15 data set, and the top 13 features
were chosen. The hybrid method achieved the highest performance and accuracy,
with 11,86% false alert and 87,74% accuracy.

Iman et al. [21] presented a random forest classification technique in 2020, using
the Boruta algorithm to construct IDS on the NSL-KDD dataset. Additionally, the
entropy and Gini indexes are calculated as a z-score for the number of tree depth
values. 34 out of 41 attributes are optimal. The accuracy, sensitivity, and specificity
of the proposed model were all determined to be 0.99.

Latah et al. [22] suggested a hybrid network-defined hybrid intrusion detection
system in 2020. The hybrid system is composed of the HELM, KNN and Extreme
LearningMachine (ELM)method and the algorithm.The system results reported here
demonstrated high accuracy of 84.29% when used with the KDD Cup 99 dataset.
Additionally, the method has a detection rate of 77.18% for fresh attacks.

In 2020, the work of [23] proposed a novel technique based on the SVM and
Naïve Bayes integrated feature for intrusion detection. The Naïve Bayes algorithm
is used to modify characteristics in order to transform data. As a classifier, the SVM
method is employed. We utilized a combination of data sets to identify different
attack types, including CICIDS2017, UNSW-NB15, Kyoto 2006+ and NSL-KDD,
by using multiple functions for each data source. The proposed method, comparing
the results of the embedding system to those of a single SVM algorithm, discovered
that the embedded Naive Bays with SVM provided the highest detection accuracy.
This work got 99.36% accuracy for NSL-KDD data.

The authors of [24] developed hybrid algorithms for IDS classification and an
enhanced profile to detect anomalous user behaviour in 2020. SVM and Naive Bayes
classification algorithms are used in the hybrid techniques. Furthermore, it provided
data preprocessing. The positive effect on model accuracy is data normalization,
which scales features between 0 and 1 and selects suitable characteristics during real-
time data gathering. This hybrid approach produces classifiers with a total accuracy
of 93.1% and a precision of 95.8%. Also included are the Classifier Enhancement
(CE) accuracy values of 95.3% and 95.8%.

Kumari et al. [25] suggested a mixed classification scheme for IDS in 2020. The
hybrid is a combination of the SVM and Decision Tree J48. The SVM is capable of
resolving the problem of high dimensions. Additionally, the Particle Swarm Opti-
mization (PSO) technique selected nine of the 42 critical criteria for feature extrac-
tion. For both the training and testing stages of the document, the KDD99 dataset is
used. Numerous ratios are included in the data collection. The results indicate that
it is optimal to use 70% of the data set for testing and 30% for training since this
increases accuracy and decreases the incidence of false alarms. In general, the hybrid
model achieves a total accuracy ratio of 99.1%, a detection rate of 99.6%, and a FAR
of 0.90%.

The authors of [26] created a system for intrusion detection using IoT tech-
nology in 2020 to upgrade the electrical grid to a smart grid (SG) and identify
regular hazardous attacks. They developed a hybrid of three Decision Trees (HDT)
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for detecting different types of attacks in this research. Additionally, the suggested
hybrid approach’s performance has been compared to that of K-Nearest Neighbors
(KNN), SVM, and DT techniques. The results of the testing indicated that the (HDT)
technique proposed in conjunction with the evaluation measurement was more effi-
cient in terms of accuracy 83,1485%, precision 97.21%, with 72.45%, and F-Score
83.04% when NSLKDD was used.

In 2020, theworks of [27] created aDDoS detection algorithm to improve network
security using machine learning techniques. K-Nearest Neighbor and Naive Bayes
methods were utilized for classification, whereas correlation was used for feature
extraction. For NSL-KDD and KDD Cup 99, the proposed method was compared
to conventional learning models. The testing findings indicated that utilizing its
KNN algorithm with eight characteristics, Nave Bayes got the best results. These
various metrics are used to evaluate algorithm performance. They include accuracy
of 98.51%, accuracy of 98.9%, recall of 97.8%, F-measure of 1.01%, sensitivity of
97.8%, specificity of 99.12%, efficiency of 98.48%, the error rate of 1.5%, and ROC
of 0.98%.

3 IDS Applications

IDS is critical for protecting humans from cyber-attacks. Every information and
transaction processing takes place via the internet, which is extremely susceptible to
a variety of hostile actions. As a result, a greater emphasis on information security
is required. The following applications are possible:

3.1 IoTs in IDS

The IoT is a term that refers to an object or gadget that has a unique identity and
is capable of detecting, collecting, and transmitting data over the internet without
the intervention of a person or human interaction with a computer. We power low-
power Internet of Things devices and develop lightweight protocols. Additionally,
it is lightweight. The authors of [28] illustrated the purpose of IoT in smart grid.
It is very vulnerable, and even attackers are capable of altering the data on the
sensors. Physical attacks, environmental attacks, Sybil attacks, side channel attacks,
black hole attacks, and cryptanalysis attacks are the most common types of attacks
against IoT devices. The work of [29] proposed using supervised learning to detect
light penetration. They developed SVM classification to assist in identifying attacks
(target DDoS). The authors of [30] addressed anomaly and assault detection. They
have been executing their work using machine learning algorithms including SVM,
LR, RF, ANN and Decision Tree.
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3.2 Smart City with IDS

The authors of [31] presented detection of intrusion in smart cities. The author made
use of data collected from the intelligent water distribution system. The objective is to
detect DDoS attacks on intelligent city applications. The paper proposed a two-part
approach: A Boltzmann Machine Restricted model and a classification model. This
approachwas divided into two sections. ThisRBMmodelwas used to learn high-level
characteristics in the absence of human supervision. The classification was intended
to differentiate between common and varied distributed denial-of-service attacks.
They classified using four different techniques: SVM, FFNN, RF and Automated
FFNN.For the high-level features,RBMprocessed theK-Meansmethods and created
up to five layers, each of which contained five sub-versions with varying K values
from the clustering algorithms. Four classification types were employed for each of
the five data sets generated via clustering, and a total of twenty trials were conducted.

3.3 Big Data in IDS Environment

The term “big data” refers to very large quantities of disparately ordered, semi-
structured and unstructured data. For such a massive amount of data, a traditional
intrusion management system is incapable of resolving the issues. IDS in a big data
environment is only possible via the application of machine learning algorithms.

3.4 Fog Computing in IDS

Fog computing is a novel computer paradigm that prioritizes analytical services and
enhances performance via closer interaction between resources. In fog computing,
there are three kinds of layers: user layer, cloud service layer and fog service layer.
The fog service layer is composed of a globally distributed fog node that consists
of routers, a gateway, a server, and a proprietary fog computing layer. Fog nodes
connect heterogeneous systems, making them vulnerable to assaults such as DDoS,
PROBE, Remote-to-Local (R2L) and User-to-Root (U2R) [32, 33].

4 Dataset Description

The dataset contains simulations of a variety of network intrusions conducted in a
military simulation environment. The dataset has been collected from the Kaggle
Repository [34]. Simulating a normal US Air Force LAN enabled the acquisition of
raw IP/TCP dump data. The LAN resembled a real ecology and was always under
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attack from a variety of threats. A connection is a collection of TCP packets in transit
between two places, starting and ending within a specified time period, and deliv-
ering data to and from the source IP address to the destination IP address, all while
adhering to a well-defined protocol. From 41 quantitative and qualitative attributes
of each TCP/IP connection, three qualitative and 38 quantitative characteristics are
extracted from normal and attack data. The class variable has two categories. (i)
Anomaly: 11,743 Samples (ii) Normal: 13,449 Samples. The working procedures
can be summarized using a workflow diagram shown in Fig. 1.

Fig. 1 Workflow diagram
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5 Data Preparation and Analysis

1. To identify any inconsistencies, intriguing patterns, or correlations in the data,
we went through the data to look for discrepancies, patterns, or correlations.
Exploratory data analysis is also commonly known as this phase.

2. After using the usual data preparation methods, we finished the analysis. During
this period, much of our time was dedicated to this activity.

3. Other techniques used include: (a) data cleaning to handle missing values by
calculating an estimated mean value, and (b) data verification and cleaning.

4. A popular preprocessing method used in machine learning is normalization to
a scale of 0–1.

5. For most of the models, strings and objects are completely unprocessable. Once
the data has been obtained, it must be translated into numerical values. Data
encoding is known as data transformation.

6. Feature Selection—Discarding or choosing superfluous features or just deciding
which “valuable” features are used. To use recursive feature elimination for
feature selection, we employed recursive feature elimination.

5.1 Feature Selection

Feature elimination, sometimes called recursive feature elimination, is a commonly
used technique for selecting features. RFE is selected due to its easiness of setup,
usage, and effectiveness in filtering the training dataset to retain just themost relevant
characteristics (columns). Determining the number of features choose and the tech-
nique to select features are critical when applying RFE. Although the technique’s
success is not entirely dependent on these hyperparameters being set correctly, they
may be explored. Recursive Feature Elimination (RFE) has been utilized to perform
feature elimination in Python. After completing this task, you will understand:

1. Feature selection is accomplished by using a feature elimination method.
2. Feature selection techniques may be used to identify classes and model

predictive variables.
3. To determine the number of chosen features andmethod that was wrapped, RFE

has a process that allows the exploration of these concepts.

Algorithms for feature selection, such as RFE, are wrapper-type algorithms.
RFE is used in this instance to include another machine learning algorithm into
the method’s core, encapsulate it, and use it to assist in feature selection. Contrary
to feature selection filtering techniques, feature-based selections are made in which
each feature is rated and the features with the highest (or lowest) score are chosen.
While RFE may be considered a wrapper technique for feature selection, the under-
lying filter-based feature selection mechanism is unique to RFE. RFE begins with all
of the characteristics in the training dataset and searches for a subset that matches.
The procedure is repeated until the necessary number of characteristics remains.
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Fig. 2 Features of IDS dataset

This is accomplished by first fitting the supplied machine learning algorithm that
serves as the model’s core, ranking features according to their importance, and then
removing the least significant features. This procedure is continued until a model
is discovered that is well-suited to the training data. Once the required number of
attributes is achieved, the process is repeated. Figure 2 depicts the top important
features to less important features. Moreover, Table 1 is listed the selected features
for experiments.

6 Experimental Analysis

The machine learning findings on the IDS dataset are presented in this section. The
top 15 features are shown in Table 1. There are 25,192 training samples which can
be categorized into two classes: (i) Normal: 13,449 samples, (ii) Anomaly: 11,743
samples. Classifiers are deployed to determine the optimal number of features when
the data is varied based on the number of features. Table 2 presents the values of
confusion matrices for various well-known algorithms and the performances of the
classifiers are calculated in Tables 3 and 4. TP, FP, TN and FN mean true positive,
false positive, true negative and false negative respectively.Accuracy (Acc), Precision
(P), recall (R), Specificity (S), False detection rate (FDR), MCC can be described by
using the following mathematical expressions [35, 36]:

Acc = TP + TN

TP + TN + FP + FN
(1)
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Table 1 List of selected
features

Feature Rank

‘src_bytes’ 1

‘dst_bytes’ 2

‘dst_host_same_srv_rate’ 3

‘flag’ 4

‘same_srv_rate’ 5

‘dst_host_srv_count’ 6

‘protocol_type’ 7

‘logged_in’ 8

‘diff_srv_rate’ 9

‘count’ 10

‘service’ 11

‘dst_host_srv_serror_rate’ 12

‘dst_host_same_src_port_rate’ 13

‘dst_host_diff_srv_rate’ 14

‘dst_host_srv_diff_host_rate’ 15

Table 2 TP, TN, FP and FN calculation of ML models

ML model TP TN FP FN

KNN 2346 2658 16 19

LR 2242 2572 102 123

NB 2023 2582 92 342

XGB 2350 2671 3 15

LGBM 2361 2671 3 4

DT 2358 2663 11 7

P = TP

TP + FP
(2)

R = TP

TP + FN
(3)

S = TN

TN + FP
(4)

FDR = FP

TP + FP
(5)

MCC = TP × TN − FP × FN√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

(6)
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Table 3 Performance analysis of ML models

Model Class Precision Recall F1-Score

KNN Anomaly 0.99 0.99 0.99

Normal 0.99 0.99 0.99

LR Anomaly 0.96 0.95 0.95

Normal 0.95 0.96 0.96

NB Anomaly 0.96 0.86 0.90

Normal 0.88 0.97 0.92

XGB Anomaly 1.00 0.99 1.00

Normal 0.99 1.00 1.00

LGBM Anomaly 1.00 1.00 1.00

Normal 1.00 1.00 1.00

DT Anomaly 1.00 1.00 1.00

Normal 1.00 1.00 1.00

Table 4 Accuracy, specificity and FDR comparison of ML models

ML model Accuracy Specificity FDR MCC

KNN 99.305 0.9940 0.0068 0.9861

LR 95.535 0.9619 0.0435 0.9103

NB 91.387 0.9656 0.0435 0.8302

XGB 99.643 0.9989 0.0013 0.9928

LGBM 99.861 0.9989 0.0013 0.9972

DT 99.643 0.9959 0.0046 0.9928

In Table 3, LGBM and DT provide the highest recall, precision and the value of
F1 score. But, LGBM provides the highest 99.861% accuracy for learning rate of
0.3, whereas 99.643% accuracy is provided by DT and XGB in Table 4. Moreover,
NB depicts the lowest recall, precision and the value of F1 score. Besides, it gives
an accuracy of 91.387%. This is also the lowest value among the other classifiers.
Performance metrics of existing technologies adopted by various researchers are
compared with proposed method results in Table 5. Since a custom dataset has been
used in this paper, direct comparison is not feasible.

7 Conclusion

The IDS is designed to provide the bare minimum security protections necessary to
safeguard any networks connected to the internet. However, the network adminis-
trator is ultimately responsible for network security. IDS enables network managers



Machine Learning-Driven Algorithms for Network Anomaly Detection 505

Table 5 Comparison with state of the art methods

References Dataset ML model Accuracy Precision Recall

[26] NSL-KDD (attack:
71,463, normal:
77,054)

HDT 83.149 97.219 72.469

DT 80.908 96.775 68.752

KNN 79.121 70.736 89.546

SVM 78.522 71.429 85.227

[27] NSL-KDD KNN 98.51 98.9 97.8

KDD Cup 99 NB 93.95 97.74 95.54

[37] KDD Cup dataset
(10% samples)

SVM 97.29 – –

NB 71.001 – –

[15] AWID-ATK-R
(selecting top 10
features)

J48 96.41 92.9 96.2

ZeroR 96.31 92.8 96.3

Random Forest 96.43 93.1 96.4

AdaBoost 95.88 96.2 95.9

Proposed ensemble
method

Custom dataset LGBM 99.861 100 100

XGB 99.643 99 99

to identify and track intrusion on the internet whose only purpose is to infiltrate a
network and facilitate attacks. This work illustrates the RFE algorithm for selecting
features. After that, we have used these features for detecting intrusion more effec-
tively. According to our experiment, LGBM provides better results after necessary
parameter tuning than other existing ML algorithms included in this work.
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Performance Analysis of a FSO Link
Considering Different Atmospheric
Turbulence
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Abstract Free space optical (FSO) technology is a quick-to-deploy and economical
way of getting access to the fiber optic network. FSO technology not only offers fiber-
quality connections, but it also offers the sector’s cheapest transmission capacity.
FSO systems complement legacy network commitments and function in harmony
with any protocol, saving significant up-front investments as a completely protocol-
independent broadband gateway. An FSO link may be purchased and deployed at a
fraction of the cost of installing fiber cable and for roughly half the cost of equivalent
microwave/RF wireless systems. With exception of RF wireless technologies, FSO
does not need the purchase of expensive spectrum licenses or the fulfillment of
additional regulatory criteria. The purpose of this study is to examine the performance
of FSO-based optical access networks. Analysis of the performance in detail, with a
focus on BER is also described.

Keywords FSO system · Optical access networks · Gamma-Gamma PDF ·
Atmospheric turbulence · Bit error rate (BER)

1 Introduction

FSO communication uses optical signals as carrier frequencies to allow point-to-
point communication data transmission over the environment. It has gotten a lot of
interest in the telecommunications sector because of its low cost, ease of installation,
fast formation of communication links, particularly in emergency response scenarios,
high bandwidth provision, as well as wide variety of applications. Because of the
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frequency band in which it works, FSO transmission is not subject to licensing.
Unlike RF communication technologies, which have a maximum data transmission
rate of 622Mbps, FSO communication has amaximumdata transfer rate of 2.5Gbps.
The optical transmission of sound, video, and information utilizing air as the channel
of transmission is referred to as FSO. FSO technology allows for comparatively easy
transmission. It comprises of two units, each with transceiver that includes laser
transmitter and receiver for full duplex capabilities. Every such system consists of
an optical source (including a laser) which generates enough power and telescope
which releases light via atmosphere to a receiver telescope. A receiving telescope is
then connected to a receiver through a cable.

Irrational illumination was used in different ways for communication prior to the
invention of the laser. In 1792, the wave of light was employed to light the coded
messages in the development of optic telegraph, allowing appropriate interceptions at
relay stations [1]. Alexander Graham Bell showed utilization of light wave as carrier
in the initial FSO almost a century later [2]. The transmission distance, meanwhile,
was only 200 m, far smaller compared to 1000-km transmission afforded by elec-
trical telegraphy, that completely superseded Claude Chappe’s telegraphy [3]. Many
such factors contributed to the full progression and mastery of optical fiber commu-
nication systems and techniques, such as the advancement of miniature transceivers
functioning with a wavelength of 1300 nm, short fiber implementation, scattering
shifting fiber, and growth of an optic amplifier [1]. Because of advancements in
optical fiber, FSO communication systems research and development shifted to deep
space and inter-satellite usage. The growth of interest in terrestrial applications of
FSO model potentially initiated near 2001, when Merrill Lynch implemented FSO
for connecting link via most of the workplaces at nearly 2.5 km range, following the
attackers damage of remaining communication framework at theWorld Trade Center
[4–6]. Almost a decade later, FSO network running at 10 Gbps are established and
obtainable on market [7]. The goal of this study is summarized as follows:

• To examine as well as assess the execution of FSO-based optical networks.
• To determine potential designs for forthcoming FSO optical access networks,

along with a multiple access strategy.
• To find beneficial and new designs and modeling approaches, and investigate

their performance in detail, with a focus on bit error rate (BER). Since, BER is
the prime figure of merit in an optical communications, it must be accurately
calculated when designing systems.

2 Literature Review with In-Depth Investigation

The usage of mobile devices and data-hungry apps like social media, calls, and fast
internet have both increased dramatically in recent years. As a result, the restricted
and authorized radio frequency (RF) spectrum has been congested, forcing network
operators to utilize new ways to satisfy the rising needs of end users. The FSO
method transfers data by leveraging license-free optical channels with a line-of-sight
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arrangement among the connecting endpoints as a requirement. Due to its superior
benefits which including reliable data transfer, fast connections, quick ordination
procedure, last-mile access, copyright free, andmanymore, FSO research has rapidly
caught the interest of many researchers and has already been implemented for high-
bandwidth consuming applications. The use of orthogonal FDM to reduce channel
fading is presented in [8] for an FSO network with large transmission capabilities.
BER and optical SNR analysis are also carried out for multi-level QAM designs.
The findings show that a 4-QAMmodulation technique delivers the maximum range
while requiring a small OSNR. 64-QAM performs the best spectral efficiency. An
effect of various climatic variables on performance of the system is also examined.
A reliable transfer of 100 Gbps 4-QAM data at 15 km using simulations is also
established here. Under the impact of air turbulence, an experimental assessment
of the execution of a wireless network is described in [9] which is dependent on
FSO utilizing amplify-and-forward relaying. Novel BER values are also reported for
different turbulence aspects for FSO links, and confirmed through simulation studies
depending on theGamma-Gamma turbulencemodel, which demonstrate satisfactory
outcome. İt is also showed that when turbulence is close to the receiving side, the
BER performance drops significantly. When compared with zero turbulence, the
SNR impact for a planned BER of 10–4 can be as high as 9 dB.

Using nonzero boresight and jitter, probability density function (PDF) for
combined atmospheric turbulence and pointing faults is obtained in [10]. Over
Málaga atmospheric turbulence, precise and asymptotic shuttered equations is also
presented for error rate and shutdown chance of M-ASK modulation. Furthermore,
correctness of the suggested analytic derivations are tested through Monte-Carlo
simulations and statistical method. The precise formulas and their accompanying
asymptotic developments are perfectly matched, as seen by the findings. Under
modest turbulence conditions, experts want to see in [11] how well several impor-
tant suggested channel models for FSO systems function. Initially, the turbulence
dispersing is measured and metadata is created using an outside experimental setup.
The system is entirely optical, that allows to isolate solar radiation noise during
observations. Next, the collected data is utilized to test the execution of five impor-
tant FSO channels that are said to function aptly in low-turbulence environments.
Finally, the collected particulars are used to develop a modish empirical channel that
performs well in low-turbulence situations. The functionality of MIMO-FSO frame-
works with severe atmospheric turbulence is investigated in [12]. Diversity approach
is utilized to reduce turbulence, which is a significant performance lowering element.
For simulation, the PolSK modulation is used, and the execution is assessed using
BER and good SNR. The system’s execution is evaluated in a variety of weather situ-
ations, including fog and rain. On the other hand, over partly and completely linked
atmospheric turbulence fading, BER performance of a FSO system is examined in
[13]. A probability density function is developed and calculated the immediate BER
utilizing a differential signaling method to undertake the aforesaid study. Then, BER
expressions are derived and Monte Carlo simulations illustrate the precision of the
obtained BER formulas.
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Table 1 Comparison in between FSO and other systems

Properties FSO Fiber optics MW radio Coaxial cable

Install Moderate Difficult Difficult Moderate

Data rate Gbps Independent Mbps Mbps

Security Good Very good Poor Good

Connectivity P2P, P2MP short
and long reach

P2P, P2MP short
and long reach

P2P short reach Multidrop short
reach

Maintenence Low Low Low Moderate

Spectrum license Not required Required Required Required

A study is conducted in [14] to investigate the ascendancy of turbulence on the
operation of FSO system, as well as to enhance the execution of the FSO system.
First, BER expression is provided by analyzing both DD and IM FSO system. On
a 6.2 km connections, a test in FSO system is conducted. The results reveal that
there is a strong link in between BER and scintillation index. The operation of a
MIMO-based FSO link is evaluated in [15] on the basis of BER using the Gamma-
Gamma (GG) distribution. To decrease the complication, the authors have modified
the Meijer-G function and generated PDF equations based on power series for GG
model. APolSKmodulated FSO system includingwavelength and temporal diversity
is considered in [16] to solve the primary constraints which are air turbulence and
pointing inaccuracies. To enhance the BER performance and range coverage of high-
speed FSO systems, a new relaying approach is suggested in [17]. The suggested
system is theoretically studied across atmospheric turbulence channels represented
byGGdistribution for evaluation process. The findings, that are confirmed byMonte-
Carlo simulations, show that the suggested system outperforms traditional systems.
A cyber-attack recognition system is described in [18] with the help of IoT. A key
handover design is proposed in [19] for mobile network security. A comparison
between FSO and other communication system is shown is Table 1.

3 FSO in Communication System

FSO is a type of communication in which the modified messages are carried by laser
in the surrounding atmosphere. Such FSO framework’s optical transmitter might be
likenedwith an emitter antenna in regularwirelessmodel, aswell as the optic receptor
with a receiver side in such generic model. FSO’s initial move input and final move
output inside an overall framework are a focus of FSO study: a transferred wave has
to be related to such a detected wave in a coherent fashion, thus the BER is used to
assess the system’s dependability. Furthermore, the allocation of light wave energy
at a reception port aids in the measurement of the channel’s fading effectiveness,
and it would ultimately interfere with the system’s BER. The signal that enters the
laser sensor is a mix of the signal’s channel effect, channel noise, and alignment
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error induced by transmitter jitter. Figure 1 depicts a contemporary communication
system architecture.

AnFSOmodel is comprised ofmultiplemodules inmost caseswhich include laser
emitter, transmitting lens, receiving lens, and laser sensor. Structure of a collimated
FSO communication framework is depicted in Fig. 2. The FSO operating concept
is identical to that of fiber optics cable models, with an exception of optic ray is
transmitted via free air rather than glass fiber cores in OFC. An optical transceiver

Fig. 1 A modern communication system architecture

Fig. 2 Model of a collimated FSO framework
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is used on each terminals of the FSO system to offer full duplex (bidirectional)
capabilities. FSO system can function at higher power levels and across greater
ranges. One important feature of FSO system is that it should be able to function
in a broad range of temperatures with less performance deterioration for outdoor
installations.

3.1 Atmospheric Effects on FSO System

The transmission medium for an FSO connection is the atmosphere. Its attenuation
is dependent on a number of factors. Attenuation is mostly caused by climatic condi-
tions. The meteorological conditions in the location where a network is being built
are detailed enough that previous information about attenuation can be acquired.
Atmospheric effects on FSO system is shown in Fig. 3. Haze and weighty flake, by
instance, are considered the most common meteorological phenomena in temperate
climates.Weighty rainfall and smog are known themost commonweather conditions
in tropical areas, and they show amomentous consequence on an obtanability of FSO
framework in those areas [20]. Fog and haze are the usual causes of atmospheric atten-
uation. Dust and rain have a role as well. Atmospheric attenuation is thought to be
wave based, however that is not the case. Smog is based on the wavelength. Climate
and the composition of the surroundings cause atmospheric disturbance. Wind and
convection are to blame, since they combined air parcels of varying temperatures.
The density of air fluctuates, resulting in a switch in the refractive index of the air.
Turbulence can cause a transmission optical beam to degrade. When the refractive
index changes, the beam refracts at different angles and the optical beam spreads
[21].

Whenever the optical beam and the scatterer meet, scattering occurs. It’s a
wavelength-dependent phenomena in which the energy of an optical beam remains
constant. However, only directional transfer of optical energy occurs, resulting in a

Fig. 3 Atmospheric effects on FSO system
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drop in beam intensity over longer distances. Three types of scattering which include
Rayleigh,Mie and nonselective scattering happen depending on the particle size [22].

4 Channel Modeling

The channel changes may be interpreted as discrete air or stream units of varying
sizes and refractive indices, according to a frequently used turbulence model. Such
eddies can be regarded of as lenses in geometrical optics which continuously scatter
the light signal forward, resulting in a deformed potency outline at a receiver of the
transmission network.Kolmogorov is responsible for themost commonly recognized
theory of turbulence [23]. The theory proposes that dynamic power of big turbulent
streams, as defined by the external line, is transmitted with zero reduction to smaller
streams, as defined by the inner scale, down to dimensions of very small scales. The
internal size depicts the size at which viscosity dissipates energy. The refractive index
of the turbulent eddies fluctuates randomly, causing phase and amplitude fluctuations
in the signal edge. Turbulence may induce optic beam to move randomly, a process
known as wandering, and it can produce beam focussing. If an ideal probabilistic
framework for the turbulence is applied, the communication link’s dependability
can be assessed. It is critical to analyze the atmospheric FSO network in order to
build a high-performance network connectivity. Due to potency fluctuations in the
receiver of an optic connection, many probability density functions are developed.
The functionality of an FSO link is harmed by atmospheric turbulence, which causes
the received optical signal to fluctuate arbitrarily, resulting in pulse withering. The
withering ability is determined by the size of such connection, the wavelength of
such light reflection, and a channel’s refractive index structural features. The Rytov
variance characterizes such structure, which is logically comprehensible. Such turbu-
lence actuated withering is stated deficient when Rytov variance is smaller than 1
and such explicates the authenticity range of the framework. A statistical model
is proposed in [24] which discretizes the luminescence as the component of dual
unfettered arbitrary actions all with a Gamma PDF. For a range of turbulence condi-
tion (weak–strong) the fading gain I in FSO system might be fabricated by a GG
distribution.

5 Results Analysis

Considering various channelmodes, a signal loss rate of an FSO connection featuring
Q-ary PPM with through detection technique is assessed here. Following the analyt-
ical approach presented is examined byMatlab. The intensity of every basebandwave
is got from (½ × optical modulation index) and intensity of such impulse response
factor, which is expected for being rectangle as in simulation. The PDF versus irra-
diation for such lognormal scenario with a known design of scintillation index with
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turbulence severity are illustrated in Fig. 4 whereas, Fig. 5 presents PDF for such GG
method compared to irradiation. The PDF for the gamma-gamma theory is maximal
via an irradiation point of 0.7, as seen in the figure. The PDF chart for the inverse
exponent structure is shown in Fig. 6. The optimal level of a PDF is obtained in the
negative area, as seen in the chart.

The following are such findings of BER versus average received signal power,
with an emphasis on turbulence accentuation of interchannel crosstalk.

Here in those curves in Fig. 7, it can be seen that the three curves are for weak
turbulence, medium turbulence and strong turbulence. Here, the model used for

Fig. 4 PDF for lognormal

Fig. 5 PDF for Gamma-Gamma
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Fig. 6 Curve of PDF versus irradiance for negative exponential structure

Fig. 7 Comparison among BER and average optical power

weak turbulence is Lognormal model, for medium turbulence the model is Gamma-
Gamma model and for strong turbulence negative exponential model is used. Now,
for this three model perfect crosstalk ratio is used for each. From this BER vs average
received power curve, It’s indeed obvious that, the average received energy is −29
dBm,−27.5 dBm and−8 dBm for weak, medium and strong turbulence. Simulation
parameters are given in Table 2.
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Table 2 Simulation
parameters

Parameters Values

Data rate 100 Mbps

Modulation type Q-PPM

Sampling frequency 20 MHz

Laser wavelength 850 nm

PIN photodetector responsivity 2

Optical modulation index 1

Scintillation index 1

Symbol energy 10–16 J

6 Conclusion

FSO has emerged as a potential high-bandwidth wireless replacement for fiber optic
cable. FSO has a number of benefits over fiber, the most important of which are its
quick implementation time and considerable cost reductions. The downside of FSO
over fiber is that laser power attenuation via the weather is unpredictable and hard
to estimate, because it is weather airports, the connection accessibility as a function
of distance can be anticipated for any FSO system. İn this study, the main focus
is to examine and assess the execution of FSO optic access model. Investigation
of their performance in detail, with a focus on BER is also presented here. The
simulation results in the intermediate turbulence area are excellent agreement with
the predicted behavior and fit in between weak and strong turbulence theories. An
analysis of theBER and signal to noise ratios for various turbulence levels reveals that
aperture averaging can considerably enhance the link’s performance, particularly as
the turbulence becomes stronger. The information given is useful in directing receiver
layout for FSO communication systems.
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Sentiment Analysis of Unstructured Data
Using Spark for Predicting Stock Market
Price Movement
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Abstract In this digital era, social media generates a large quantity of online finan-
cial data, which includes a substantial amount of investor sentiment. On the other
hand, only technical and fundamental indicators are no longer adequate to forecast
the stock price movement. The investors’ sentiments on social media likes, tweets on
twitter, comments and post on Facebook as well as other online financial informa-
tion like online news, google trend, and forum discussion are also affecting the stock
price movement. In particular, researchers have gained a lot of interest for analyzing
the financial tweets on Twitter and online financial news to study public sentiments.
This would be extremely helpful to develop an efficient solution for automating the
sentiment analysis of such vast quantities of online financial texts. Henceforth, the
proposed sentiment analysis model aims to predict the stock price movement based
on the unstructured data like financial tweets on Twitter and news data used, and
this research work also introduces Spark NLP-based text preprocessing pipeline to
remove noise data and extract the features using the TFDIF by organizing the text
in structured format. For sentiment analysis, two library Textblob and Vader are
used. Further, the performance comparison has been carried out. The main aim of
the proposed sentiment analysis model is to understand the perspective of the writer
from a piece of text whether it is positive, negative, or neutral. In an extensivemanner,
news and tweets about a security will certainly inspire individuals to invest in that
company’s stocks, and as a result, the company’s stock price will increase.
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1 Introduction

Textmining is the process of autonomously extracting unique, non-trivial information
from unstructured text sources by combining data mining, machine learning (NLP),
information retrieval, and knowledge management approaches. Popular text mining
tasks include classification of documents, summarization, clustering of similar docu-
ments, extraction of concepts, and sentiment analysis. Recently, text mining has
leveraged a large variety of applications. To carry out the proposed experimental
study, Spark NLP has been utilized.

As social media grow more popular and reach a wider range of users, the data
available on these sites gradually represents the real life and the market [1] Since
this data is available in an unstructured manner, it is highly required to organize it
and utilize the data to infer about future relationships between markets and opinions
shared in the network [2]. As a data source, the Twitter microblogging site and
financial news are used for sentiment analysis and big data platform Apache Spark
is used for text preprocessing and identify the correlation between stock and social
media data [3].

The natural language processing (NLP) is considered as a key component in
several data science systems that require an understanding about a text. The popular
use cases are question answering, language modeling, paraphrasing, and sentiment
analysis. In the broader field of NLP, there are several more libraries, but here, we
emphasized on general-purpose libraries and not on the ones that cater to particular
use cases. The only Spark NLP is a single unified solution to include all the NLP and
all-in-one solution to ease the burden of preprocessing text and link the dots between
multiple phases to solve the NLP-related challenges in data science. Spark NLP is
developed on top of Apache Spark, and SparkML is an open-source natural language
processing library, which covers several popular NLP tasks, including tokenization,
speech tagging, stop-word removal, lemmatization and stemming, sentiment anal-
ysis, text classification, spell checking, named entity recognition, andmore. The core
components of the SparkNLP are annotators, pipelines, transformers, and pre-trained
models.

• Term frequency–inverse document frequency (TF-IDF);
• Spark’s machine learning (ML) library (Spark MLlib);
• Spark’s natural language processing (Spark NLP);
• Logistic regression (LR);
• Random forests (RF);
• Naïve Bayes (NB).

2 Related Work

Derakhshan et al. [4] discuss about the growth of social media sites, which have
provided space for many individuals to share their views. This research work



Sentiment Analysis of Unstructured Data Using … 523

discusses about the most sensitive field in the world is financial market, where people
can share their opinion, and it changes the trend of the overall market. In fact, there
are several variables that influence the movement of the stock market, and one of
them is the sentiment of investors, who drive the market.

Haddi et al. [5] analyze the importance of the text preprocessing in the sentiment
analysis, and the resulted outcome shows that the appropriate feature extraction, and
interpretation has improved the accuracy of the sentiment analysis using SVM. They
also point out that sentiment analysis is a daunting field to obtain valuable insights
from the opinion has expressed on social media requires natural language processing.

The work proposed in [6] by Ashish Pathak et al. discusses about the advantages
of implementing machine learning on historical data and sentiment analysis on news
headlines that builds the fuzzy logic module, which improves the accuracy of the
stock market predication and also describes the limitation of the conventional stock
market analysis methodology. This research uses text preprocessing techniques on
textual data that is news headlines and finds out the most effective feature, which is
categorized as positive and negative.

Elagamy et al. observed in [7] that data mining approaches using historical data to
anticipate stock price movement are limited to making judgments within the context
of current knowledge and are unable to detect random stock market activity or give
triggers behind events. Thus, this research added that the huge financial data available
on textual format focuses on the random behaviors of the stock market events, but
this data is unstructured so that the text mining is applied on it to provide combined
approach of random forest (RF) algorithmwith text mining (TM) to study the critical
indicator for predicting the abnormal movement of the stock market.

Wang et al. [8] have used social media mining technology to quantitatively
determine the market segment and forecast the short-term stock price movement
in conjunction with the other indicators.

Ho et al. [9] stated that the sentiments of financial news play an important role in
investors’ decision-making processes.

Das et al. [10] claim that the sentiment analysis of public’s opinion obtained from
social media feeds can be used to predict individual stock price fluctuations in the
future.

Pagolu et al. [11] reported that incorporating Twitter sentiment analysis adds
useful data to the predictionmodel and enhance accuracy. There is a strong correlation
between the rise and fall of the company stock price and public opinions expressed
on twitter via tweets about that company.

Pradha et al. [12] conducted research in which they proposed a suitable prepro-
cessing approach for textual information, which plays a significant role in the classi-
fier’s prediction accuracy and efficiency while utilizing unstructured data. To remove
the noise from the data and rendering such unstructured data into organized andmean-
ingful, text data preprocessing is considered as one of the successful methods. This
research work compares various preprocessing techniques for the textual data and
their effect on the generated sentiment.
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3 Proposed Model

The proposed approach is built on the Apache Spark big data framework, in which
Spark NLP is used for data preparation and Spark MLlib is used to categorize news
and Twitter data using a machine learning algorithm. The news data collected from
the Moneycontrol Web site for BSE top 100 stock companies is based on the market
capitalization for 2010–20, and the Twitter data is collected by using the Python
Tweepy API. The specific company data or security-wise tweets data is collected by
passing the relevant hashtags.

The Spark NLP pipeline created for the data preprocessing includes different
phases. The clean text data is converted into the vector by using theTF-IDF for feature
selection and extraction, and finally, the Textblob and Vader library are used to check
the sentiment impact of the news and tweets. Finally, machine learning algorithms,
logistic regression, naïve Bayes, and random forest are applied to classify the data as
positive, negative, and neutral for performing sentiment analysis. Furthermore, the
accuracy score generated from different libraries as mentioned is compared.

4 Phases of Sentiment Analysis

Sentiment analysis: This is called as logical mining of text, which distinguishes and
extricates the abstract data in sourcematerial and helping a context to comprehend the
social estimation of their phenomena or administration while observing on the web
discussion.Henceforth, in stockmarket, the insiders and outsiders give some extent of
information to understand the market movement, which really gives improvement in
the prediction of price movement. In the proposedmodel, the expert and user reviews
are observed in terms of news feed and tweets. To classify the reviews in terms of
positively added statement, complement statement and no effect statement, the senti-
ment analysis method is used. The most widely recognized content characterization
device examines an approaching message and tells whether the basic supposition is
positive, negative, or neutral. It is also helpful to investigate the intention behind the
reviews given by users. For stock market, the proposed model is utilized for handling
both structured and unstructured data. Structured data preprocessing is followed by
statistical data analytics and preprocessing. Unstructured data is processed by using
sentimental analysis (Fig. 1).

The sentiment analysis is incorporated by using the following phases.

Tokenization: Tokenization is the common task involved in natural language
processing (NLP). Tokenization is generally considered as a way for separating a
piece of text into smaller units called tokens. Here, tokens can be either words,
characters, or sub-words. The sentences or tweets are converted into words.

Stemmer: It is fundamentally eliminating the postfix from a word and decrease it to
its root word. For instance: “Moving” is a word and its addition is “ing”, in the event
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Fig. 1 Proposed model using Spark NLP

that we eliminate “ing” from “Moving” at that point we will get base word or root
word which is “Move.“ Model utilizes these additions to make another word from
unique stem word.

Lemmatization: For linguistic reasons, the records will utilize various types of a
word, for example, sort out, puts together, and arranging. Also, there are groups
of derivationally related words with comparative implications, for example vote-
based system, majority rule, and democratization. As a general rule, it appears as
a quest for one of these terms and it might be beneficial in restoring the reports
that contain another word in the set. The goal of stemming and lemmatization is to
reduce inflectional structures and occasionally the derivationally related word types
to a standard base structure. The result of this text mapping will be something like:
The stock’s drives are different, and the stock drive may differ.

Normalized: Text standardization is the way toward changing a content into an
accepted (standard) structure. For instance, “gooood” and “gud” can be changed
to “acceptable,” its standard structure. Another model involves planning the related
indistinguishable words, for example “stopwords,” “stop-words,” and “stop words”
to simply “stopwords.“

Stop Word Removal: Stop words are a bunch of normally utilized words in a
language. Stop words are ordinarily utilized in text mining and natural language
processing (NLP) to dispense the words that are so generally utilized to convey next
to no helpful data.

FeatureExtraction (TF-IDF): In data recovery, TF-IDFor term recurrence converse
record recurrence is a mathematical measurement that is planned to reflect how
significant a word is to an archive in an assortment or corpus. The TF-IDF weight is
a weight regularly utilized in data recovery and text mining.
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5 Model Implementation

model_pipeline = Pipeline( 
    stages=[document_assembler, 
            tokenizer, 
            normalizer, 
            stopwords_cleaner, 
            stemmer, 
            finisher, 
            hashingTF, 
            idf, 
            label_stringIdx, 
            ml_classifier, 
            label_to_stringIdx]) 
sentimentmodel = model_pipeline.fit(traindata).transform(testdata) 

The above pipeline contains three parts.
The first part contains document_assembler, tokenizer, normalizer, stopwords

cleaner, stemmer, and finisher, which is the process of implementing Spark NLP
for data cleaning and data preprocessing.

Second part contains hashingTF, idf, and ml classifier, which is process of Spark
MLlib for the implementation of machine learning, feature extraction as well as the
implementation of machine learning algorithms for sentiment classification.

label_stringidx and label_to_stringIdx just for the string labeling.
The last part is the implementation of single execution plan for the testing and

training data.

6 Results and Discussion

This section shows the results of a sequence of stages of the text preprocessing and
steps for building the Spark NLP pipeline. Spark NLP comes with a number of
annotators and transformers, and it also seamlessly integrates with Spark MLLib to
build a data preprocessing pipeline.

Step 1: Initialize Spark.

Step 2: Load the Twitter and news data.

Step 3: Build NLP pipeline using Spark NLP [This pipeline can include feature
extraction modules like HashingTF and IDF and machine learning classifier model].

Step 4: Implement and evaluate the model.
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Original Text: In Spark NLP, the first stage transforms raw data into document
type for further process. A special transformer DocumentAssembler() with desired
parameters is used for that.

Tokens: The next stage identifies tokenswith tokenization standards. Tokenizer anno-
tator splits the documents into token according to the parameters like min max width
of the token, case sensitivity of the text, and character list that is used to separate
from the inside of tokens based on the patterns it will be separated from inside tokens
and many more.

NormalizedText: This stage removes all dirty characters from text using the normal-
izer annotator, which has followed the regex pattern and transform the words based
on the provided directory.

Clean Tokens: This stage obtains the clean tokens by removing the stop words using
the StopWordsCleaner because in NLP process these are useless words.

Stemmer Text: This stage performs stemming process for removing a part of a word
or reducing a word to its stem or root and for that stemmer and annotator is used.

Token Features: This is an important stage, where NLP pipeline is ready to go, we
might as well put our annotation results to use somewhere else. Annotation values
are the output obtained by the finisher as a string.

TF Features: Finally, the feature token form the documents. The TF-IDF feature
extraction technique converts the token into vectors. TF and IDF are implemented
in HashingTF and IDF. This stage utilizes the HashingTF to convert the documents
to fixed size vectors.

Features: The last and final stage generates the inverse document frequency. The
minDocFreq variable of the IDF supports filtering out terms, which do not appear
in a minimum number of documents. For terms that are not in at least minDocFreq
documents, the IDF is found as 0, resulting in TF-IDFs of 0.

7 Sentiment Analysis Comparison

This research work utilizes company wise NEWS data of BSE 100 stock company
based on the market capitalization. It is difficult to represent scratch view of all stock
modeling, where the paper show top 5 companies [Reliance Industries Ltd, Tata
Consultancy Services Ltd, HDFC Bank Ltd, Infosys Ltd, and Hindustan Unilever
Ltd.] data (Figs. 2, 3 and 4).
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Fig. 2 Top 5 stock company sentiment analysis using Textblob

Fig. 3 Top 5 stock company sentiment analysis using Vader

8 Conclusion and Future Scope

The proposed research study has successfully implemented the sentimental analytics
for performing stock market predictive analysis. This paper clearly shows the
methods and model implementation of sentiment on Twitter’s tweets and news for
stock. The proposed model includes a script to fetch online news from online verified
sources and tweets from twitter, and then, the text normalization is performed, and
finally, Textblob and Vader library are used to obtain the sentiment impact score
of the financial text. After that, the sentimental analysis steps are incorporated and
each step results are discussed. According to experiments, the Spark NLP gives best
performance for calculating the sentiments from text. As mentioned, in this experi-
mental study, different algorithms and libraries were applied. As per the result study,
the Textblob library gives better result in the context of sentiment analysis. After
generating sentimental results, the machine learning algorithms were applied and
among that logistic regression gives accuracy between 80 and 85% for all companies
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Fig. 4 Top 5 stock company sentiment analysis accuracy comparison for Textblob and Vader

stock. The experiment is carried out with sample data if more data is applied with
advance Spark NLP methods than increasing the accuracy.
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Intrusion Detection and Prevention Using
RNN in WSN

Ashok Yadav and Arun Kumar

Abstract Thewireless sensor network involves sensor nodes, communicating proto-
cols, and gateways for interaction with the Internet. Due to limited memory avail-
ability in wireless sensor network, the advanced encryption algorithm of securities
and authentication protocol is not deployable due to which wireless sensor networks
are prone to attacks such as distributed denial of service and distributed denial
of service attacks. The intrusion detection and prevention is used to detect, notify
malware activities, avoid, and stop them. The proposed system is mainly to detect
and prevent the distributed denial of service and denial of service attack in wireless
sensor network. In the proposed model, recurrent neural network is taken as a clas-
sifier. The model is validated using the ten-fold cross validation in nine is to one
repeated iteration and is then tested for making of false positive alerts on data set
(WSN-DS). The accuracy of this model is 99.8% with positive fault rate of 0.3%.

Keywords Recurrent neural network ·WSN-DS · SVM · Random forest ·
Decision tree · CNN

1 Introduction

The wireless sensor networks have many applications in the field of detection of
the air quality, volcanoes, earthquake, flood, health care, and in telecommunication.
The wireless sensor network has physical insecurities, limited processing power,
less availability of memory, and no well-defined boundaries; i.e., the boundaries
are changed on the movement of either device or users; due to these, the wireless
sensor network is prone to threat. The distributed denial of service attack and denial
of service attacks are easily deployable attack in the wireless sensor network [1].
The intrusion detection and prevention mechanism is more important because in
wireless sensor network the implementation of advanced encryption algorithm, large
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authentication protocols, and other cryptographic algorithm are not feasible [2]. The
intrusion detection is done easily using the concept of deep learning as well as
machine learning techniques. The wireless network mainly threatens in areas such
as attack on sensors, attack on the network service, and attacks on the application
services.

The attacks which mainly occur on sensors are location tracking, device cloning,
and physical attacks. Similarly, attacks on network service are routing attacks and
on application services are distributed denial of service, denial of service attack,
and eavesdropping etc. The intrusion detection main aim is to avoid compromises
to confidentiality, and availability [3]. Due to the advancement in the field of IOT
devices, automation system results in the smart parking system, automated homes,
smart cities, smart traffic light system, smart electric meters, and sensors nodes, etc.
These are interconnected with communication protocols, and gateway is used to
connect with Internet due to which the securities attack increased [4]. The devices
which are used in wireless sensor network mainly have less memory and also depend
upon the batteries.

These devices have almost negligible security because of lack of deployment of
encryption algorithm, antivirus, and other cryptographic techniques. The proposi-
tioned tactic is centered on the anomaly intrusion detection, and their prevention
with the recurrent neural networks as classifier and validation of the model takes
place using tenfold cross-validation mechanism on the wireless sensor network data
set (WSN-DS). The feature which is generally used for classification is the abnormal
traffic on network, data transfer rate, etc. The proposed model easily detects the
attacks in the network. The recurrent neural network is trained for detecting the
attack such as user to root attack, remote to local, denial of service, and distributed
denial of service attack. Some artificial neural network-basedmechanism is proposed
such as backpropagation which is not lightweight and attack type is flooding attack
whose accuracy is closer to 90%, and the feedforward algorithmwhich is lightweight
in nature and attack type which is malicious node, and accuracy which is almost
95%.The remaining paper is described as follows. Section 2 describes the related
work, Sect. 3 describes the proposed methodology, Sect. 4 involves the result section
of the paper, and Sect. 5 has the conclusion of the paper.

2 Related Work

One of previously proposed models for detection of denial of service attack and the
KDDCup99 data set is used, and thismodel is capable of detecting the flooding attack
and denial of service attack with higher precision and accuracy [5]. Papers [6] and [7]
have proposed a model in which the artificial neural network is used for detection of
the intrusions. The KDDCup99 data set is used, and the feature selection takes place
using backpropagation algorithm. This model is suitable for the real-time applica-
tions also, and with this, gray-hole attack as well as denial of service attack is easily
detected with higher accuracy. Papers [8] and [9] have proposed amodel for intrusion
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detection using artificial neural network, and in this, the classification can be done
using backpropagation algorithm, and the KDD Cup99 data set is used for training
and testing purposes. Papers [5] and [10] have defined amodel in which layered cate-
gories are used for the classification purpose to detect intrusions and the artificial
neural network aswell as the support vectormachine andKDDCup99 data set is used
in the implementation ofmodel. Papers [11] and [12] have proposed amodel inwhich
the machine learning classifier such as random forest and artificial neural network
are used for the classification, detection and prevention of network-based intrusion
respectively. Papers [8] and [13] have given a model in which the machine learning
classifier such as decision tree is for the classification and artificial neural network
is for detection and prevention of network-based intrusion. Paper [14] has proposed
a technique for intrusion detection and classification of the attacks with help of the
artificial neural network. In this, the multi-layer perceptron architecture is used. The
KDD Cup99 data set is used for training and testing the model, and it detects various
attacks and after that classifies in into six different clusters. Paper [15] proposed
model for detection of network intrusion with the help of the multi-layer perceptron
architecture and the artificial neural network. In this, some relevant features of attacks
are used instead of all features of the packet. The model accuracy is better in case of
detection of denial of service attack. Papers [16] and [17] proposed a model which is
based on feature-reduced intrusion detection, and it analyzed important features of
data dimensionality reduction take place then the reduced features are feed to feed-
forward neural network for training and testing using the KDD Cup99 data set, and
thismodel uses artificial neural network classify normal and abnormal data. In papers
[15] and [18], the given model for detection of intrusion in wireless sensor network
is based on the mechanism of the genetic programming. The genetic programming
involves gene-expression mechanism, linear genetic programming mechanism, and
multi-programming mechanism for the detection of the intrusions, and the accuracy
of the model is more than 95%. In papers [2] and [19], another model is proposed
which is totally based on the fuzzy logic for intrusion detection in wireless sensor
network. In this, the author claims that using this model, all types of the intrusions are
detected easily with accuracy of 100%. Papers [14] and [20] have given a mechanism
which is based on the concept of rule-based decentralized mechanism which detects
the different type attacks of the wireless sensor network such as black hole attack,
worm hole attack, and selective hole attack. The accuracy of the model is better, and
the positive fault rate is minimal. Papers [6] and [21] have proposed a model which is
based on the concept of the clustering mechanism. In this, the detection of intrusions
takes place on the basis of differentiating between the abnormal traffic on the network
and normal traffic on the network. Have proposed one of the models in which support
vector machine is used as a classifier and for training and testing the model using
distributed learning algorithm is used. Papers [5] and [22] have proposed one of the
models in which decision tree is used as a classifier, and for training and testing,
distributed learning algorithm is used. Papers [3] and [11] have proposed one of the
models in which convolution neural network is used as a classifier, and for training
and testing, distributed learning algorithm is used. Papers [4] and [10] have proposed
one of the models in which random forest is used as a classifier, and for training and
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testing, the distributed learning algorithm is used. The detection of malicious file in
this model is more accurate and also applicable in real-life scenario. One of models
is proposed in which deep learning algorithm is used. In this, the fog node used is
of high bandwidth and power of computation enhanced the deployment of the deep
learning services. The farmer’s get more information about their crop, and also the
quality of life of farmers is improved. The result of the proposed work shows that
accuracy of the model is good [23]. One model is proposed for addressing the data
mining chaos such as scalability, security and privacy, and efficiency. The complexity
of the model is linear in nature due to which the model is more efficient. The model
provides more resistant to the system from attacks, and also, the accuracy of model
is better [24]. A technique to decide highest quality time and highest quality fee to
withdraw a voluntary retirement scheme thinking about chance of recognition of a
retirement request of a retirement request fee because of saying voluntary retirement
scheme and to the enterprise because of one-time unique bills to folks that voluntarily
retire for the duration of the term is discussed. A specific case wherein a Poisson n a
Poisson manner is believe for the statement of the voluntary retirement scheme [25].
One of the models is proposed which helps in the identification of the name of the
resources which are allocated in the cloud. The mechanism used is round robin and
first come first serve for minimizing the cost of demand and time [26].

3 Method and Material

In the intrusion detection and prevention system proposed involves the following
stages such as feature extraction, classifier, training and testing, data set, and decision.
At the stage of feature extraction, some features are extricated from the provided
data and used as a feature and also some features are mixed with other features and
considered as single feature for classification with the help of which the classification
result accuracy is improved. The next stage is of classifier, and recurrent neural
network is used as a classifier. In the papers [19] and [8], training and testing are
done using the WSN-DS. The resilient backpropagation learning strategy is applied
for training neural network in which rate of learning is 0.01, and to train, 1000 epochs
are used. According to received data at classifier stage, the classification take place
and then result is forwarded at the decision stage and decision stage decisions are
made either data packet is accepted or rejected and automatically notify at the base
station. The given model in the paper [13] intrusion detection and prevention system
uses the only header of the data, but in this, both header and the payload of the data are
considered for making decision due to which the accuracy of the model is enhanced
[13]. The anomaly-based intrusion detection system is mainly compromises of only
two phases that is training phase and testing phase. In this, the deviation between
the perceived behavior and the model is regarded as an abnormality and the feature
selection is considered during the training phase of the recurrent neural network
[27]. The ability of learning from data set depends upon neural network used, and
categorizing the file or packet coming through network as abnormal or normal will
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Fig. 1 Model of IDPS using RNN

be done by some computing techniques of neural network. The network traffic data
is collected using image, library files, log file, dynamic link, and other files such as
log file, music file, and word file documents (Fig. 1).

4 Result and Discussion

In our proposed model, recurrent neural network is trained using the WSN-DS data
set with help of the tenfold cross validation method in nine is to one iteration with
two hidden layers and three hidden layers. The classification of the attacks classified
correctly up to 98.6% with two hidden layers and error is approximately 0.0343,
when three hidden layer are used for the classification of attacks take place correctly
up to 98.34 with error of 0.0643. In case of the using two hidden layers, at first layer,
the number of neurons used is 11, and in the second layer, the number of neurons
is five, and in case of three hidden layers, the number of neurons at first layer is
11, and at second hidden layer, five neurons are used, and at last hidden layer, the
number neurons used is two. The number of passes or epochs used through training
data is 1000. The proportion of validation set from the data used for training is 20%,
the learning rate in proposed model is used for the adjustment of the weight at each
iteration, and the learning rate of this model is approximately 0.3, and themomentum
of model is used for adjustment of weight during the backpropagation in order to
prevent local minima and speed up convergence, and momentum of this model is
0.2. The tenfold cross-validation method is used in (9:1) repeated manner with the
help of which the accuracy of classification is enhanced. Some of the term is used
for showing the result of the model which is the true negative means of the number
of normal attacks that are classified as normal (no attack), as well as false negative,
which refers to the number of attack cases that are wrongly classified as normal (no
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attack), and the false positive which means the normal (no attack) cases classified
incorrectly as attack. The rate of true positive and false positive is calculated with
the help of formulae (Figs. 2, 3 and 4; Tables 1 and 2).

(TPR = (TP/(TP+ FN))

(TNR = (TN/(FN+ TP))

(FPR = (FP/(FP+ TN))

The receiver operating characteristic curve is used to describe the total distinction
of the classification model. If the area under the curve is high, then it means that
the classifier used is better. In the above ROC curve, bold blue indicates the norm of
receiver operating characteristics curve of all 500 iterations of the repeated tenfold
cross-validation, and the gray-shaded area directs the extent of the receiver operating
characteristic curve produced over all iterations. The dashed red line in the curve
indicates the ability of the classifier that is the accuracy of the classification of files
either it is malicious or no malicious to which class it belongs to at random a baseline
for the worst case class. In another way the red dashed line is the base line for worst
case classification performance.

Fig. 2 Training of model using multiple classifiers
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Fig. 3 Testing ROC curve using multiple classifiers

Fig. 4 ROC curve of RNN

Table 1 Result using two hidden layer

TPR FPR FNR TNR P

Normal 0.998 0.02 0.002 0.98 0.998

DDOS 0.979 0.006 0.211 0.899 0.899

DOS 0.924 0 0.079 1 0.979

Flooding 0.898 0.002 0.005 0.979 0.969

Scheduling 0.798 0.02 0.004 0.897 0.991

AVG 0.985 0.004 0.014 0.962 0.999
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Table 2 Result using three hidden layer

TPR FPR FNR TNR P

Normal 0.984 0.046 0.007 0.896 0.995

DDOS 0.843 0.013 0.157 0.987 0.938

DOS 0.769 0.01 0.311 0.99 0.946

Flooding 0.789 0.001 0.219 0.977 0.976

Scheduling 0.0.874 0.002 0.196 0.988 0.989

AVG 0.969 0.041 0.028 0.959 0.963

5 Conclusion

The main aim of intrusion detection system is to avert compromise to CIA triads
of security model of the system. In the proposed method, RNN is used as classifier
using which the classification of malicious and non-malicious file is detected. The
data set used is WSN-DS which is created using the leach protocol. AWSN-DS data
set consists of 17 attributes and 374,000 rows. The accuracy of the model is better
with two hidden layer in detection of distributed denial of service attack and denial
of service attack with positive fault rate of 0.3. The validation of model is done using
of tenfold in nine is to one repeated iteration mechanism due to which the fault rate is
minimal and the accuracy is better. The flooding attack, gray-hole attack, and other
attacks are also detected with better accuracy.
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Error Evaluation of Short-Term Wind
Power Forecasting Models

Upma Singh and M. Rizwan

Abstract Inconsistency and randomness of wind power impose massive challenges
to large-scale wind power production. An accurate production of the wind power for
the upcoming hours is imperative, in order that accurate planning and scheduling
of the wind power production from conventional units can be accomplished. In the
present work, we have proposed three intelligent forecasting models using fuzzy
logic, artificial neural network (ANN) and adaptive-neuro-fuzzy inference system
(ANFIS) approaches. These models can efficiently incorporate the uncertainty and
nonlinearity linked with climatic parameters. To implement these models, the fore-
casting has been done using historical data of various stations. The performance
of these intelligent forecasting models are estimated with statistical indicators and
observed that the results obtained using ANFIS forecasting model are found quite
accurate. Consequently, ANFISmodel can be useful for accurate forecasting of wind
power and for efficiently utilizing the wind resources.

Keywords ANN · ANFIS · Fuzzy logic (FL) · Renewable energy resources ·
Wind power

1 Introduction

With the rising industrial and agricultural activities, especially in developing coun-
tries like India, enhancing the demand of electricity and also conventional energy
sources are in limited amount, so we have to be more responsible in using natural
resources in more effective way [1–3]. As rising industrial and agricultural activities
also increase environment pollution, hence it is a matter of concern for all growing
and developed countries to focus on natural resources [4, 5]. Wind power is growing
source of electricity and can significantly ease the problems of global environmental
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pollution [6, 7]. Wind power depends on weather conditions and having intermit-
tent nature may leads to irregularity and uncertainty in wind power output. Also, the
conventional sources of energy are also diminishing at a very fast rate. Therefore, it is
extremely important to look toward renewable sources such as hydro, wind, solar and
biomass [8–11]. Alarmingly, the availability of wind data is scarcely available due to
finite spatial coverage, limited length of record and high cost of instrumentation. On
account of, inaccessibility of the measured data, forecasting of wind energy is signif-
icantly important at the surface of earth. In this regard, it is imperative to construct
intelligent systems ormodels on the basis of easily accessiblemeteorological data-set
to forecast global wind power.

The wind power is clean and world-wide distributed having low cost of power
generation [12]. Wind energy-model varies from mathematical models to hybrid
models namely persistence model, Kalman filter, ARMA model, etc., have been
grown for predictingwind power. Latest research carried out represents that themath-
ematical models presented in the literature are not providing satisfactory results for
all situations is universally accepted, primarily due to highest simplicity of param-
eterization [13]. As illustrated in literature several techniques for example, linear
predictors, exponential smoothing models and gray predictors, etc., have developed
and presented for the purpose of wind energy estimation. All these models utilize
historical data for modeling, but because of the intermittent nature of wind they
cannot yield precise prediction of wind power [14–17].

Presently, with the improvements in the artificial intelligent technique various
algorithms like artificial neural network, WPT (wavelet packet transform) and SVM
(support vector machines) have been employed for forecasting of wind power [18,
19]. Furthermore, an intelligent hybrid forecasting model relying on Markov model
and least square support vector machine has also been integrated for forecasting of
wind power. But these techniques are not reliable for real-time implementations due
to over computational complexity associated with them which many times reduces
the reliability of forecasting [20]. In another research work radial basis function
network (RBFN), adaptive neuro-fuzzy inference system (ANFIS) and artificial
neural network (ANN) approaches were utilized to compare 1-h ahead prediction
of wind power. It was found in that fuzzy logic based algorithm works well even
when mathematical model of the network is not obtainable [21]. To enhance the
quality of wind power interval prediction, a fuzzy interval prediction model (FIPM)
is developed. To optimize the FIPMgravitational search algorithm is used. The exper-
imental output represents that FIPMmodel gives better performance than traditional
forecasting models [22, 23]. In other paper to predict the wind energy output, two-
hidden layer neural network is used. By utilizing proper data in combination with a
back-propagation algorithm, neural-network model is prepared. Simulation output
shows that predicted wind power is in better agreement with the experimentally
measured values [24]. The long short term memory (LSTM), rectified linear unit
activation function and Adam-optimization algorithm are investigated to perform
daily to monthly estimation with the help of recurrent neural network process. It was
investigated that a univariate single-layer recurrent neural network architecture is
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preferred for wind speed estimation and multilayer recurrent neural network model
may be considered for improving the prediction accuracy over a longer period [25].

In recent study, to estimate the performance of wind power of china’s 29 provinces
and cities from 2011 to 2018, adaptive neuro-fuzzy approach is utilized, and it is
found that ANFIS shows a vital improvement in accuracy [26]. Therefore, it has
been seen that, a hybrid adaptive neuro-fuzzy model provides better accuracy in
forecasting of wind power in comparison with standalone model [27]. For this aim,
three modeling techniques, Support Vector Machines, ANFIS and Multi-Nonlinear
Regressionwere utilized.After evaluating the performance, it was seen thatmodeling
based on Subtractive-Clustering provides better outputs than Grid-Partitioning [28].
In other research, Weibull probability density function for estimating the wind speed
and power has been used in particular Dakhla and Taza cities [29]. In the present
paper, three forecasting models (Fuzzy logic, ANN and ANFIS) have been devel-
oped for forecasting of wind power by using wind speed and air density taken as
input parameters keeping in view of aforesaid literature. These three wind power
forecasting models demand limited amount of dataset.

This paper is structured in seven sections as a concise introduction related to the
topicwithmeticulous literature study has been described in Sect. 1. Section 2 presents
the determination of input variables Sect. 3 deliberates the study area and collection
of data-set Sect. 4 presents implementation of the fuzzy logic based system for the
forecasting of wind power. Section 5 describes the implementation of ANN based
model for forecasting of wind power. ANFIS implementation is outlined in Sect. 6.
Section 7 deliberates results and discussion. Finally, Sect. 8 presents concluding
remarks.

2 Determination of Input Parameters for the Wind Power
Forecasting Model

Themeteorological input parameters that affect the wind turbine output are identified
as wind direction, dew point temperature, speed of the wind, temperature, relative
humidity, rainfall, air density and pressure, etc. The meteorological parameter, air
density is associated with the change in temperature and relative humidity. However,
the other parameters like dew point temperature, pressure and rainfall may impact on
the production of wind turbine output, but these factors are not likely to be consid-
ered so significant so these meteorological factors are not taken into consideration.
Though, the effect of wind speed and air density on wind turbine output production
is considered more significant. Thus, speed of wind and air density factor (derived
from the Eq. 1) is chosen as input features for developing the wind power forecasting
model. The equation of air density parameter is represented as follows:

Air Density = D

(
B − 0.3783e

760

)(
273.15

T

)
(1)
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where, e is the vapor pressure of moist air in torr, B is the barometric pressure in torr,
T is the absolute temperature in Kelvin and D is the density of dry air at standard
atmospheric temperature (25 °C) and pressure (100 kPa) (D = 1.168 kg/m3) [30].

3 Study Area and Collection of Data-Set

As described in previous section, factors that affect the wind turbine output are wind
speed, relative humidity and temperature. To attain the aim, a continuous record of
all meteorological parameters is needed, which is rarely available. The required data-
set was collected from NIWF (National Institute of Wind Energy) and IMD (Indian
Meteorological Department), Pune, which is 10 years averaged data for the period
January 2008–June 2018 for the study area, New Delhi, Rajasthan, Maharashtra and
Chennai [31, 32]. Before applying the data-set to the forecast models as input, the
whole data-set were analysed and pre-processed. The normalization of the data-set is
done and defined in the range of 0.1–0.9, so as to bypass the convergence problems
during operation for fourweather stations such asNewDelhi, Rajasthan,Maharashtra
and Chennai that show different climatic conditions. Approximately, 70% data-set
are utilized for training and 30% data-set are utilized for testing purposes.

4 Implementation of Fuzzy Logic Based Model

Fuzzy-systems are comparable to human-decision making having capability to
generate reliable and accurate results from imprecise information. In the paper, main
motive is to forecast wind power with the help of two input variables, i.e., wind
speed and air density. Both parameters are utilized as input to fuzzy logic system
and output variable is wind power. Hence, there are two input variables which are
utilized to forecast wind power as an output. Later on, input and output variables
are normalized by examining all the parameters behavior and stated in the range
from 0.1 to 0.9 to prevent or by pass convergence problem throughout the operation.
Membership functions are of many types such as trapezoidal, bell shape, triangular
and Gaussian membership function and these are designated using trial and error
strategy.

To develop the forecasting model, triangular membership function has been
selected for input as well as output parameters. Prior to developing the fuzzy rules,
we have done partitioning the all parameters range into five regions namely very low,
low, medium, high and very high.

Theproposed forecastingmodel use if–then rules. To acquire rule base forecasting,
accuracy is checked by using a distinct set of past data. If it is inadequate, then we can
change the shape of themembership functions and number of membership functions.
Hence, error range is reduced by nearly four percent using fuzzy logic model. The
modeling takes into account the uncertainties exhibit in the environment caused by
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Fig. 1 Fuzzy inference system based model for the forecasting of wind power

Fig. 2 Fuzzy membership function of air density and wind speed

varying weather conditions [33]. Figure 1 represents fuzzy inference system based
model for the forecasting of wind power.

Figure 2 displays the membership functions linked with each of the variables.
To specify the shape of all membership function, membership function editor is
employed. Fuzzy membership is a curve that represents how each point in the input
space is mapped to membership value or degree of membership between 0 and 1.
So, forecasting results are accomplished using triangular membership function.

The proposed fuzzy logic based forecasting model is depicted in Fig. 3. Rule
editor is used to modify and view the rules, which describes the system performance
shown in Figs. 4 and 5 represents fuzzy rule viewer, which is useful in viewing the
inference process of the fuzzy system. By adjusting the input values, correspondent
output of each fuzzy rule can be viewed.

The display of the fuzzy inference plot comprises of a figure window with seven
small plots nested in it. The two small plots across the top of the figure shows the
antecedent and consequent of the first rule. Each column is a variables, and each rule
is a row of plots.

Also, the first two columns of the plots represents the membership functions
referenced by the antecedent or if–part of each rule. The third column of the plots
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Fig. 3 Fuzzy logic based forecasting model

Fig. 4 Rule editor for fuzzy logic based model

represents the membership functions referenced by the consequent, or then–part of
each rule. The last plot in the third column shows the aggregate-weighted decision
and the bold vertical line on it shows the defuzzified output.
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Fig. 5 Fuzzy rule viewer for the forecasting of wind power

5 Implementation of ANN Based Model

In this section, forecasting technique using ANN tool is implemented to estimate the
produced energy from wind turbine with the help of neural network trained by using
past data. An artificial neural network is used in forecasting, on account of its ability
of approaching nonlinearmapping between numbers of inputs and outputs and dig out
unidentified data or information within the huge available data. ANN is distributed
in data storage and computing in terms of structure. Hence, model developed by
artificial neural network retain robustness and capability of solving troublesome
problems. This section uses excellent nonlinear mapping ability of neural network to
forecast wind energy at distinct stations namely New Delhi, Rajasthan, Maharashtra
and Chennai by utilizing the data-set of wind speed and air density.

Fig. 6 Operating scheme of artificial neural network
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Fig. 7 Architecture of a feed-forward neural network having 2-input nodes, 5-hidden nodes and
1-output node

The basic operating scheme of artificial neural network is represented in Fig. 6.
For development of the model all data has been divided into two parts, i.e., training
data-set and testing data-set, for this 70% data-set is utilized for training and 30%
data-set is utilized to test the model.

Figure 7 presents the architecture of a feed-forward neural network having 2-
input nodes, 5-hidden nodes and 1-output node. In this network, the information
(data) will enter through the input nodes to output nodes by means of hidden nodes.
Here, the first layer having two input parameters (i.e., wind speed and air density),
a hidden layer has tansigmoid function “tansig” which is expressed by the equation
represented as:

f (x) = (1/(1+ exp(−x))) (2)

where, input is represented by x. The output layer having linear activation “purelin”
transfer-function which would solve hard problems. To implement a neural network
algorithm, neural network toolbox has been used in Matlab. The network output is
shown below:

y =
n∑

J=1

wi j xi j + θi (3)

wherewi j is connectionweights directed from j neuron to i neuron at the hidden-layer,
θi is the i neuron bias, xi j is the jth neuron incoming signal at the input-layer.
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Table 1 The ANN model
properties

ANN model parameters Type or value

Input number 2

Output number 1

Number of hidden layers 1

Number of hidden-neurons 8

Transfer-function of output layer Purelin

Transfer-function of hidden layer Tansig

Training cycles, epochs(e) 30

Learning rate 0.01

Optimization method Feed-forward
back-propagation

Scaling method Normalization

Artificial neural networks have a built in capability to adapt their synaptic weights
with respect to the varying atmosphere condition. It also has ability to carried out
tasks that a linear program cannot [34, 35].

It produces good results by using enormous amount of data. ANNs learns with the
help of examples and they can be programmed to carry out a specified task. Neural
networks are also fault-tolerant; therefore, these networks handles insufficient and
noisy data [36]. They also has ability to handle nonlinear problems so, they can
be used in forecasting problems once trained [37]. Feed-forward back-propagation
network is applied in this proposed work and for training and adaptation of the neural
network TRAINLM training function with LEARNGDM adaptive learning function
has been utilized to develop the forecasting model (Table 1).

6 Implementation of ANFIS Based Model

From the previously implemented techniques, it is observed that neural network is a
flexible and powerful approach for modeling several real world problems, but it has
few limitations, such as if input data-set are ambiguous or highly uncertain than fuzzy
system like adaptive neuro-fuzzy inference system may be a favorable approach. In
addition, ANN also involves huge data-set to train, selecting adequate number of
hidden-units, input and output samples.

In the given segment, ANFIS tool has been utilized in theMatlab software to train
and test by utilizing “anfisedit” function in the command to forecast wind power.

In 1993, Jang first evolved the ANFIS method and successfully implemented
its principles to several problems. Neuro-fuzzy system is used in wide range of
scientific applications due to its several features such as accurate and fast learning,
robust generalization capabilities, easy to implement, great explanation possibility
with fuzzy rules. By combining the advantages of neural network and fuzzy logic,
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adaptive neuro- fuzzy inference system can solve any kind of nonlinear and complex
problems efficiently. Neuro-fuzzy is basically the rule based fuzzy modeling. Fuzzy-
rules aremolded via the process of training. The training process is done by utilizing a
data-set. The neuro-fuzzy designs a fuzzy inference system and based on the training
dataset, parameters of membership- functions are designed.

In neuro-fuzzy system, neural networks take out automatically fuzzy-rules from
the numerical data and membership functions get adaptively adjusted with help of
learning action. It has multi-layered feed-forward architecture. This architecture is
generally comprised of five layers in which first and forth layer encompass adaptive
nodes whereas, other layers comprises of fixed nodes [38]. Process of fuzzification
is carried out in the first layer having adaptive neurons. Second layer having fixed
neurons, represent incoming signals. Third layer consists of fixed neurons (nodes)
wherein every node is stable marked as M shows fuzzy rules. The forth layer having
adaptive neurons showing the rule inference and the fifth layer which is output
layer marked as “

∑
”, i.e., summation neuron. On the basis of previous past data

as utilized for earlier models, adaptive neuro-fuzzy model has been constructed to
forecast wind energy [39, 40]. By adopting the given procedure neuro-fuzzy model
has been constructed. First of all, given past data is partitioned into two sections
one for training purpose (70% of data-set) and other section utilized for testing
operation (30% of data-set). In neuro-fuzzy system, there are Mn fuzzy-rules where,
membership function is denoted by “M” and number of inputs are denoted by “n.”
In this model, 5 membership functions and 2 inputs are selected. Therefore, number
of fuzzy-rules are 25. For each input variable, 5 membership functions are formed.
To train FIS, two distinct optimization methods (back-propagation and hybrid) are
used. For developing the model gauss2mf membership function is used because it
gives superior outcomes in contrast to other membership functions for the given data-
set. While output membership function is selected to be linear as shown in Fig. 10.
In this model, the grid partitioning is selected to generate FIS as the forecasting
accuracy obtained is more compared to the subtractive clustering. The parameters of
the neuro-fuzzy model are given in Table 2. Later on, neuro-fuzzy model has been
checked and validated after the successful training operation by using the testing
data. Validation of the proposed model was done using statistical indicators. Using
the above procedure ANFIS model was evolved. It is essential to indicate that the
number of input sets and the number of rules to be composed increases if the number
of variables utilized to execute the forecasting increases. The neuro-fuzzy system
comprises of hybrid and back-propagation leaning algorithms that reduces the error
between forecasted and observed data. To develop the model, both algorithms are
used to compare the outcomes of them. Minimization of error was achieved by using
learning process.

Figure 8 shows the flowchart of training and testing neuro-fuzzy model. Training
error in ANFIS is given in Fig. 9. Figure 11 shows ANFIS architecture comprises
of five layers. It is a feed-forward neural network, which comprises of fuzzification-
layer, rule-layer, normalization-layer, defuzzification-layer and a summation neuron.
All the nodes are adaptive nodes in the first layer. Output of neuro-fuzzy model
structure is shown in Fig. 12 (Fig. 10).
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Table 2 The ANFIS model
properties

ANFIS model parameters Type or value

Input number 2

Output number 1

Type of fuzzy inference system Sugeno

Number of input membership
function

5 5

Input membership function type gauss2mf

Output membership function
type

Linear

Optimization method for
training FIS

Grid partition

Optimization method Hybrid; back-propagation

Training epoch numbers 500

Fig. 8 Training and testing ANFIS method flowchart
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Fig. 9 Training error in ANFIS

Fig. 10 Initial ANFIS generation
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Fig. 11 ANFIS model structure

Fig. 12 Output of ANFIS model structure

7 Results and Discussions

In this research work, the FL, ANN and ANFIS based methodologies are employed
for developing forecasting models to estimate wind turbine output. The meteoro-
logical input parameters, wind speed and air density considered in implementing
the models to estimate the wind turbine output power. For developing the all three
models, normalized data has been utilized.

Figures 13, 14 and 15 depict the month by month comparison between forecasted
wind power using fuzzy logic, neural network and neuro-fuzzy techniques and those
calculated from the measured data, respectively.
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Fig. 13 Predicted values of wind power in comparison with computed power with FL

Fig. 14 Predicted values of wind power in comparison with computed power with ANN

As we can infer from Fig. 15 that mostly forecasted data are overlapping and
substantially near to the computed data. Therefore, it can be inferred that the proposed
neuro-fuzzy model gives better results than the other two forecasting models. The
forecasted wind power in comparison with computed values of wind power with
FL, ANN and ANFIS techniques are displayed in Table 3. From Table 3, it is quan-
tifies that ANFIS hybrid intelligent system provides best results for forecasting of
wind power. Hence, neuro-fuzzy based model provides a stipulated mathematical
arrangement that makes it an excellent adaptive approximator. Additionally, neuro-
fuzzy system delivers good learning ability and minimizes convergence error for
a network of same complexity and displays supremacy to the ANN technique and
other techniques of same complexity.
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Fig. 15 Predicted values of wind power in comparison with computed power with ANFIS

Table 3 Monthly mean forecasting wind power in comparison with computed power

Months Wind power (computed), MW Wind power (forecasted), MW

FLs ANNs ANFISs

Jan 18.491 17.83 18.49 18.52

Feb 17.542 17.85 17.46 17.54

Mar 18.584 17.57 18.68 18.73

Apr 21.471 20.69 21.42 21.57

May 20.552 19.89 20.77 20.77

Jun 23.021 21.74 23.10 23.19

Jul 22.802 20.11 22.80 22.80

Aug 21.816 20.31 21.73 21.82

Sep 16.143 16.04 16.07 16.14

Oct 13.640 15.83 13.92 13.58

Nov 19.362 17.98 19.35 19.48

Dec 21.361 19.45 21.90 21.11

There are many assessment measures to estimate the performance of all given
models on the basis of various widely used statistical indicators such as absolute
relative error (ARE), standard deviation of error (SDE), the sum squared error (SSE),
the mean absolute percentage error (MAPE).

It can be inferred with the help of statistical indicators results for forecasting of
wind power, ANFIS based forecasting generates minimum errors when compared to
the other intelligent forecasting models. Hence, ANFIS model provides quite favor-
able results than fuzzy logic and ANN models. Table 4 summarizes performance
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Table 4 Performance of the developed models for wind power forecasting based on diferent
statistical indicators

Model Statistical Indicators

ARE MAPE SSE SDE

FL 4.60 14.225 0.0540 0.0543

ANN 0.07 0.0838 2.331e−006 3.964e−004

ANFIS 0.034 0.0227 2.0417e−007 1.2822e−004

evaluation of FL, ANN and ANFIS models for the forecasting of wind power with
regard to statistical indicators.

The MAPE, SSE and SDE criterion are stated below:

MAPE = 100

N

N∑
h=1

∣∣p∧h − ph
∣∣

p
(4)

p = 1

N

1∑
h=1

ph (5)

where, N is the number of forecasted hours, p is the average wind power of the
forecasting period, p

∧

h and ph are the forecasted and actual wind power at hour h.

SSE =
N∑

h=1

(
p
∧

h − ph
)2

(6)

SDE =
√√√√ 1

N

N∑
h=1

(eh − e)2 (7)

eh = p
∧

h − ph (8)

e = 1

N

N∑
h=1

eh (9)

where e is the average error of the forecasting period and eh is the forecast error at
hour h.

From the results of Table 4, it has been observed that the forecasting results of
all three intelligent models based on statistical indicators shows that ANFIS model
gives better performance than the other two models (fuzzy logic and ANN).
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8 Conclusion

For effective wind power harnessing, the reliable and precise wind resource evalu-
ation plays a significant role. In this study, FLs, ANNs and ANFISs based models
are developed and analyzed for forecasting of wind power at four distinct places.
These models have two input variables, i.e., wind speed and air density and one
output variable, i.e., wind power. A comparative study was also conducted to vali-
date functioning of all intelligent models is determined by using statistical indicators.
ARE, MAPE, SSE and SDE, respectively, are 4.60, 14.225, 0.0540 and 0.0543% for
fuzzy logic, are 0.07, 0.0838, 2.331e−006 and 3.964e−004% for ANN, are 0.03,
0.0227, 2.0417e−007 and 1.2822e−004% for ANFIS. The results demonstrated
superior performance of ANFIS model in contrast to the other two intelligent fore-
casting models (FLs and ANNs). Hence, ANFIS based model could be important
tool to forecast wind power. The forecasting of wind power would be practically
utilized for optimization, real-time power dispatch, power smoothening, selection of
appropriate energy storage and requirements of additional generating stations. Such
forecasting would be useful for handling demand and supply for power building in
a smart-grid environment, which may reduce the problems of power fluctuations
generated from wind based energy systems. For the development of smart energy
management system, this work will help the stakeholders such as designer, operation
engineer, service provider, utility, technocrats and power engineer.
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Vision-Based Personal Face Emotional
Recognition Approach Using Machine
Learning and Tree-Based Classifier

R. Sathya, R. Manivannan, and K. Vaidehi

Abstract The facial emotion classification is a crucial task in human behavior anal-
ysis. By taking static images, the emotion is identified from the face expression. It is
one of the categories in image processing that is utilized in a variety of disciplines,
including human and computer interaction. Some resources are projected to perform
automatic emotion recognition, which utilizes benchmark datasets. This research
work is focused on real-time dataset that is used to identify six human facial emotions
that are implemented by using SVM and tree-based classifier. Experimental outcome
symbolizes the top most presentation on the SVM radial basis function (RBF) kernel
recognition (95.49%) when associated to the tree-based classifier.

Keywords Human emotion · Face detection · Cascade classifier · SVM · Random
forest · Decision tree · Naïve Bayes · Performance measure

1 Introduction

Human expression plays a vital role in establishing non-audio communication
between human beings. Nowadays, the facial expression identification technique
is gaining more and more attention from the people. Facial appearance includes
key information about psychological, emotional, and even physical state of the chat.
Facial appearance recognition will also create a practical impact. It has a very wide
application forecast such as comprehensible interface among human and machine,
humanistic mean of goods, and emotional robot. With facial appearance identifi-
cation structures, the system can review the human emotions [1]. The intellectual
processor will be capable to recognize, understand, and act in reaction to human
intentions, expressions, and moods [2].
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The human facial expression detection systems are implemented in several living
places like safety or examination; they can forecast the criminal and behavior by scan-
ning the figures of their features to facilitate and confined by the control camcorder.
In addition, facial appearance identification scheme has been utilized to create the
response engine that is additionally cooperative with humans. The respond engine
has turn out to be more intellectual by evaluating the customer’s tone and commerce
with the reactions according to their face sensation [3].

In addition, facial sensation is dominant in signed and any language identification
approach that agreements with the challenge of hearing and mutilate humans. Person
facial appearance identification approach has a significant contact on the diversion
pasture and in addition its utilization boost the effectiveness of machines for partic-
ular medical-oriented robots and industrialized checking [4]. Usually, the automated
system with facial appearance identification approach has been utilized to progress
in our everyday lives.

Depression is a generally unattended health issue, unbounded by work stress,
health issue, and commonly affecting majority of the student’s performance in their
study. To avoid it in future, the researchers construct a real-time face expression
classification approach, so the teacher can supervise the student’s mentality through
classroom movement.

1.1 Categories of Facıal Emotıons

Universally six fundamental human expressions and unbiased feel are recognized
globally. The real-life human facial emotions are divided into seven types ofmodules.
The expressions are categorized as happy, fear, anger, surprise, sad, disgust, and
neutral. Example pictures from online Japanese Female Facial Emotions (JAFFE)
Database for six modules are given in Fig. 1. Henceforth, this paper concentrates on
real-time Indian human facial expressions like fear, happy, anger, disgust, surprise,
and neutral.

2 Related Work

This segment deals with the proposed work performed till now by different devel-
opers in the area of expression identification through facial language. Intentions of
a number of writers are discussed in this section. Daisy and Kannan [5] projected
a face appearance identification approach based on an original limited rotated local
Gabor filter method. Gabor filter technique utilizes two-step feature firmness tech-
niques such as principal component analysis (PCA) and linear discriminant analysis
to choose and constrict the Gabor feature selection and smallest amount of space
classification to identify the facial emotions. These techniques are valuable for a
combined measurement decrease and excellent appreciation act in association with
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Fig. 1 Facial emotions from JAFFE database

conventional entire Gabor filter method. The finest common identification achieves
good recognition results for GTAVE,MIT, CMU, PIE, and real-time home databases.

Bashyal et al. [6] have projected a well-organized method for face appearance
identification by using Gabor filters method as feature identification. JAFFE dataset
is utilized for testing, and the obtained result is greater than 91%. Xie et al. [7] have
projected spatial highest occurrence model based on numerical factors and employed
elastic figure-based texturematching techniques for figure or surface-oriented human
face appearance detection.

Zhang et al. [8] obtain the starting point as mixture corresponding to features
of face as fixed, vibrant, position-based arithmetic, or area-based exterior charac-
teristics. Novelist faced on fixed frames and experimental output for dimensional
characters. These types of features have been identified by Gabor filters. The algo-
rithm has presented excellent experimental outputs. In [9], the authors have published
a novel technique that developed mutually geometric and texture data of facial posi-
tions. Gauss Laguerre method is employed for the identification of texture data for
a variety of face emotions. The backpropagation neural network and probabilistic
neural network techniques are utilized to detect the different type of X-ray images
[10]. Fuzzy logic system-based aeration control approach for contaminated stream
water [11]. Fuzzy chaos whale optimization and BAT integrated techniques for
limitation evaluation are in sewage management [12]. Wireless rechargeable sensor
network mistake techniques and immovability investigation [13].

This research exposes a variety of techniques tracked by researchers for
facial emotion classification. Exhaustive investigation is carried out in additional
subsections of this research work.
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Fig. 2 System architecture for facial emotion recognition system

3 Proposed Facial Expression Recognition System

Facial language replicates the emotions of person, which disclose expensive infor-
mation of one’s sentiment, feedback, etc. Properly distinguishing these emotions is
a difficult task. This segment describes the facial emotion identification system.

3.1 System Architecture

Overall system architecture of the projected facial expression identification is given
in Fig. 2. Four modules collect the projected system: first phase is preprocessing,
face detection as second phase, facial feature extraction as third phase, and facial
emotional recognition as final phase by using two techniques named as SVM and
tree-based classifier.

3.2 Preprocessing

Preprocessing method is the primary phase by inflowing the frame records into
the face recognition and facial expression identification system. The essential data
required for most facial appearance identification method is face location. In prepro-
cessing component, frames are reformed from 640 × 640 pixel rates to 400 × 400
pixel rates.



Vision-Based Personal Face Emotional Recognition … 565

Fig. 3 Face detection and extraction using cascade classifier

3.3 Face Detection Using Cascade Classifier

In some applications such as human–computer boundary, face detection, video
surveillance, and facial expressions, the very first step used here is localizing and
detecting the human face. Viola–Jones object recognition process supported on
cascade of recognizer is worn to trace the person face within every image of the
sequence of video. More distinctively, we apply 14 feature prototypes [14], which
comprise four corner features, eight line total features, and two corner-surround
features. These samples are balanced separately in horizontal way in order to produce
awealthy and over-complete group of characteristics. These set of characteristics can
be figured out in a regular and small time irrespectively of the location as given in
[15]. Face detection and extraction using cascade classifier are given in Fig. 3.

3.4 Feature Extraction for Emotion Detection

Feature information is an informative area identified froma framesor a large sequence
of video. Visual information exhibits various models of characteristics that could be
used to recognize or represent the relevant information it opens. The gray length
method (GRLM) is a way of extracting higher-order statistical texture features. The
theory and techniques behind the method are presented in [16]. A position of succes-
sive grayscale level, collinear in a given path constitutes a grayscale level run. The
run length is the amount of pixels in the run, and the run length charge is the amount
of times such a run occurs in a face image. The grayscale level run length of matrix
(GRLM) is a four-dimensional matrix in which every factor f (x, y | θ) provides the
entire number of incidences of runs of length ‘y’ at grayscale level ‘x’, in a particular
direction θ.
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4 Facial Emotion Recognition Using SVM and Tree-based
Classifier

Machine learning (ML) contains many processes such as support vector machine
(SVM), artificial neural networks (ANN), genetic algorithms (GA), Bayesian
training, and probabilistic models [17], in that which we required only the accom-
plishment of the very first one machine learning (ML) methods on person fingerprint
classification approach.

4.1 Support Vector Machine (SVM)

SVMmethods is well-accepted practice for recognition in chart prototype classifica-
tion [18]. The SVM is generally demoralized in kernel-based knowledge techniques.
It achieves rational very important pattern classification presentation in optimization
method [19]. Categorization tasks are commonly concerned with the use of testing
and training data. The training data is subdivided into (x1, y1), (x2, y2), … (xm, ym)
into two classes, with xi Rn enclosing an n-dimensional feature vector and yi + 1,1
enclosing class labels. SVM’s goal is to create a copy that predicts the target value
from the testing dataset. The hyperplane w.x + b = 0, where w Rn, b R is used to
separate both classes in any space Z, is used in binary classification [20].M = 2/||w||
gives the maximum scope.

The hyperplane is utilized to categorize the input feature space into the required
target model. However, in order to fit the decision boundary in a hyperplane to make
the most of distance boundary is preferred from feature data points for recognition.
The sample maximum margin is given in Fig. 4.

Fig. 4 Representation of
hyperplane
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SVM can be structured by using a variety of kernel function to improve the accu-
racy: polynomial, Gaussian, and sigmoidal. SVM is well appropriate for mutually
unstructured and structured feature data.

4.2 Tree-Based Classifier

4.2.1 Random Forest

A random forest [RF] is a group of decision trees skilled with random features.
Random forest moves as follows. Given a set of training examples, a set of random
trees H is shaped such that for the kth tree in the forest, a random vector ϕk is
produced autonomously of the past random vectors ϕ1…ϕk − 1. This vector k is then
used to raise the tree resulting in a classifier hk (x, ϕk), where x is a feature vector.
Random forest [21] is the fast and robust categorization performance that can handle
multiclass problem.

4.2.2 Decısıon Tree (J48)

Decision trees are commonly used methods for pattern classification. Chi-squared
automatic integration detection (CHAID) introduced in [22] and classifier 4.5 (C4.5,
J48) in [17]. In this study, J48 algorithm decision tree was applied to traffic personnel
hand features. J48 classifier is a standard model in C4.5 decision tree for supervised
classification. In decision tree, feature collection procedure is done by information
index. The information index for an exacting feature data Z at a node is calculated
as

InformationIndex(X, Z) = Entropy1(X) −
∑

Valueatz

|X |
|Xn|Entropy1(X)

where X is the combination of instance at that exacting node and

|X | : Cordinality1
Entropy1 of X is found as:

Entropy1(X) =
X∑

n−1

−pnlog2 pi
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4.2.3 Naive Bayes (NB)

NB tree concept is a hybrid algorithm that characterizes a cross between Naive Bayes
recognizer and C4.5 decision tree recognizer, and it is most excellent explained as
a decision tree with nodes and branches [23]. The feature space which is classified
in Naive Bayes is always independent to every other. If a is class variable and b is
dependent feature space.

a = avrgmaxa p1(a)
k∏

n=1

p1(
bn
a
)

P1 (a) is called class probability and is provisional probability.

p1
bn
a

Bayesian theorem probability states

Posterior1 = Prior1 ∗ Likelihood

Evidance1

5 Proposed Experimental Results

In this segment, the investigational outputs acquired in facial emotion identification
systems are offered. The experimentations are performed by using SVM Torch and
Weka Tool. LIBSVM [24] technique to expand the mold for every sensation and
the molds are utilized to experiment the presentation, and recognitions are utilized
for performance reason. Weka is a whole group of Java technique methods that are
utilized to bring out several data mining and machine learning algorithms [10]. We
evaluate the presentation of tree methods namely NBTree, REPTree, random forest,
and random tree.

5.1 Database

Theexperimentations are accomplishedwith 25 subjects and theobjects being clicked
by the camera in natural scene at 25 fps with a 640 × 640 declaration. Real-time
dataset includes 1500 objects of six person face emotion including neutral caused by
25 Indian female objects. Every objects has been priced on six emotions modules by
1500 Indian subjects.
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Fig. 5 Real-time database for facial emotion

Figure 5 shows the real-time database images considered for facial expression
recognition. The proposed training set is organized of 900 objects (the every set
organizes 15 persons and every person includes 60 objects). And remaining proce-
dure, the proposed test set includes 600 objects that are evaluated of random choosing
10 objects from each and every emotions.

5.2 Performance Evaluation

This research work provides a methodical investigation of multiclass system. Stan-
dard estimation calculation include precision (P) = True Positive/(True Positive
+ False Positive), recall (R) = True Positive/(True Positive + False Negative),
specificity (S) = True Negative/(True Negative + False Positive), and F-measure
= 2 Precision Recall/(Precision + Recall) that are utilized to estimate the presen-
tation of the projected facial emotion classification system. These types of calcula-
tions provide the excellent perception on the recognition and presentation for facial
emotion system.

5.3 Results Obtained Using SVM and Tree-Based Classifiers

This section presents human facial emotion classification systemusing support vector
machine technique and usingWEKATool [10]. For this reason, human facial emotion
datasets shown in Fig. 4 were used. The presentation result of the decision trees (DT)
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and random forests (RF) classifiers were calculated using tenfold cross-validation
model and support vector machine using multiclass classification problem. The
complete outputs for the average of recall, precision, and specificity examination
for the experimental results are obtained in Fig. 5. Table 1 gives the confusion matrix
for proposed facial emotion recognition using SVM (RBF) multiclass classifica-
tion with proposed feature. Tables 2, 3, and 4 correspondingly tabulate the confusion
matrix of the tree-based classifiers using the proposed facial features on six emotions
by using tenfold cross-validation for emotion recognition.

The accuracy results obtained with proposed feature are by using SVM RBF
kernel and tree-based classifier for each individual human facial emotion recogni-
tion, and they are presented in Table 5. Figure 6 shows the comparison of the preci-
sion, recall, and specificity value of proposed facial features by using support vector

Table 1 Confusion matrix for proposed facial emotion recognition using SVM (RBF)

Happy Fear Anger Surprise Disgust Neutral

Happy 93.64 0.57 1.18 1.26 1.45 1.9

Fear 0.03 96.41 0.96 0.46 1.5 0.64

Anger 1.5 0.07 96.5 0.21 0.75 0.97

Surprise 0.75 0.97 1.4 96.5 0.25 0.13

Disgust 0.65 0.97 1.36 1.09 94.48 1.45

Neutral 1.52 0.86 1.92 0.03 0.26 95.41

Table 2 Confusion matrix for proposed facial emotion recognition using random forest

Happy Fear Anger Surprise Disgust Neutral

Happy 95.76 0.51 1.97 0.62 1.02 0.12

Fear 1.5 93.82 1.18 1.26 1.49 0.75

Anger 1.36 0.65 95.65 1.21 0.8 0.33

Surprise 1.18 0.86 1.5 94.64 0.13 1.69

Disgust 0.03 1.09 0.96 0.26 96.41 1.25

Neutral 1.05 1.02 0.77 1.97 1.55 93.64

Table 3 Confusion matrix for proposed facial emotion recognition using decision tree (J48)

Happy Fear Anger Surprise Disgust Neutral

Happy 94.5 1.19 0.55 1.85 1.4 0.51

Fear 1.5 91.82 1.18 2.26 1.49 1.75

Anger 1.36 0.65 93.65 1.21 1.8 1.33

Surprise 1.18 0.86 1.5 94.64 0.13 1.69

Disgust 1.03 1.09 0.96 0.26 95.41 1.25

Neutral 1.5 0.75 1.18 1.26 1.49 93.82
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Table 4 Confusion matrix for proposed facial emotion recognition using Naive Bayes

Happy Fear Anger Surprise Disgust Neutral

Happy 91.76 1.51 1.97 1.62 2.02 1.12

Fear 1.5 92.82 1.18 1.26 2.49 0.75

Anger 1.36 0.65 94.65 1.21 1.8 0.33

Surprise 1.18 0.86 1.5 93.64 1.13 1.69

Disgust 1.03 2.09 1.96 1.26 91.41 2.25

Neutral 1.05 2.02 0.77 1.97 1.55 92.64

Table 5 Comparison for the accuracy of all facial emotions

Happy Fear Anger Surprise Disgust Neutral

SVM 95.62 97.23 96.48 97.29 92.59 93.72

DT 95.62 97.25 94.24 95.74 93.24 93.78

RF 94.68 93.97 94.58 94.29 93.73 92.54

NB 92.52 92.31 92.58 92.52 94.29 92.73

Fig. 6 Comparison of the precision, recall, and specificity value of SVMwith RBF, random forests,
decision trees, and Naïve Bayes classifier
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machine [SVM] with radial basis function, random forests, decision trees (DT),
and Naïve Bayes techniques. The projected approach provides superior performance
value of proposed feature by using SVM RBF when compared to tree-based clas-
sifiers. Computer-aided detection and diagnosis of techniques is proposed in Balaji
et al. [25].

6 Conclusion and Future Work

The proposed research has shown the accurate performance calculation by using
SVM and tree-based classifier for human facial emotion classification approach.
The research result gives significant attention to four steps, such as preprocessing,
face identification, facial feature identification, and finally human facial emotion
recognition. SVM RBF kernel gives higher accuracy compared to tree-based classi-
fier. In forthcoming research, the suppleness of this proposed research is developed
by using deep learning (DL) to classify facial emotions by using a variety of methods
in a complicated environment.
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Design and Development of Smart
Charger for Automotive Application

K. Vinutha, A. Usha, and Poonthugilan Jayaraman

Abstract Automotive system has the electronic control unit designed to withstand
high-transient pulses and overvoltage conditions. The design and development of
USB smart charger with protection circuit play an important role in charging appli-
cation for mobile phones, tablets, and power banks. In this work, buck converter is
designed for a wide input voltage of 9–16Vwith 5V, 6A output and achieved CISPR
25 class 5 limit compliance for conducted emissions. This circuit is protected from
overvoltage/current, undervoltage, and reverse polarity condition which frequently
occur in automotive systems. This smart charger is designed to compliance with
USB type-A and type-C port which has a separate USB controller for retrieving the
charging profile from portable device. Design is carried out for dedicated battery
charging of 1.2 standard and simulated using TINA software for normal and faulty
conditions. The hardware prototype is developed using AEC-Qualified components
and functional testing is performed.

Keywords Automotive system · USB smart charger · Electromagnetic
compatibility PI filter · Buck converter · Controller · CISPR 25 · Battery charging
1.2

1 Introduction

In recent days, due to rapid development of technologies, the automotive manu-
facturers are working toward enhancing sophisticated designs and technologies that
enable better vehicle–user connectivity by integrating all the control units to one
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infotainment system. Most smart chargers are not capable of withstanding electrical
surges which occurs in automotive system and also non-AECQ standard. In this
work, USB smart charger modules are designed in such a way to fit into limited
space in a front panel of the vehicle and are capable of withstanding positive and
negative surges. The USB smart charger may get affected by sudden surges which
frequently occurs for a short duration time during load dump condition, so surge
protection plays a prominent role [1]. The module which powered from a battery
power requires protection from overvoltage, undervoltage, overcurrent, and reverse
connection caused by miswiring during systemmaintenance or reinstallation. There-
fore, most front-end power systems need protection from dynamic reverse polarity
conditions that can occur during an inductive load disconnect from battery [2]. This
can be avoided by employing protection circuit. In a system, electromagnetic interfer-
ence can result in undesirable effects like noise in system, misfunction of controller
which can lead to accidents [3]. Electronic systems that have no interference with
adjacent systems or with themselves are known as EMC systems. Since EMC yields
different EMI performances, it is important to choose a proper operating frequency
and switching topology. The switching regulator is used to step down the input
voltage to the desired output voltage [4–7]. The switch ringing noise is generated
from buck converter which affects the performance, so noise filter is employed to
avoid the interference [8]. The different controlmethod is used in switching converter
to reduce the noise and increase the efficiency [9]. In charging circuit, each port has
a separate USB controller in order to retrieve the battery profile from connected
portable device [10]. Each port may need to protect from surges which occurs on the
configuration channel of type-C port and also from electrostatic discharge [11]. The
block diagram for the designed USB smart charger is illustrated in Fig. 1.

In automotive system, power supply is accessed from battery by using mini-50
connector which must be protected from sudden surges arise in the circuit by using
surge protection device. By employing the EMC PI filter, the protected power line

Fig. 1 Block diagram of developed USB Smart Charger
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is filtered out from unwanted noise and emission which can be conductive or radi-
ated emission generated by the surrounding electrical environment. This filtered-out
signal is protected from over/undervoltage, overcurrent, and reverse battery connec-
tion before applied to the buck converter. Buck converter is used to step down the
supply voltage that ranges from 9–16 V to 5 V, 6 A output. The current limit switch
used to limit the current flow of 2.4 A to type-A connector and 3 A to type-C
connector. Further, ESD protection is used to avoid any electrostatic discharge near
to connector and controller.

There are separate type-A and type-C controllers to retrieve the battery charging
profile based onD+ andD− data lines. There are three types of charging ports defined
in battery charging such as dedicated charging ports (DCP), standard downstream
ports (SDP), and charging downstream ports (CDP) [12]. The DCP is used only for
charging USB port without data support and CDP is used for charging USB port with
data support. The SDP is a standard USB port which can support up to maximum
900 mA based on the connection speed. Here, the USB smart charger is designed
to operate in dedicated charging port; the USB controller will perform the charging
with integrated short to VBUS protection. When a portable device is connected for
charging purposes, then the host and portable device will start enumeration and host
identifies the battery charging profile of connected device. Here, both the ports are
used for charging purposewhich is used at in-vehicleUSB smart charging application
for mobile phones, power bank, tablets etc.

2 USB Smart Charger

The design specification of buck converter for USB smart charger is illustrated in
Table 1.

Table 1 Buck converter
specifications

Input voltage range 9–16 V

Nominal input voltage 12 V

Output voltage 5 V

Output current 6 A

Switching frequency 400 kHz

Maximum Output power 30 W

Operating temperature range −40 to 125 °C

Maximum input voltage ripple 100 mV

Maximum output voltage ripple 50 mV
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2.1 Surge Protection

The surge protection is mainly used to protect the circuit from unwanted sudden
transient voltage pulses or spikes in the vehicle wiring from damaging systems like
control modules and infotainment equipment. Mainly, these pulses are generated
by electrostatic discharge from load dump for a short duration of time. To ensure
optimal performance, the protection from transients induced by positive and negative
transient pulses and load dump from harsh automotive environment is provided by
using bidirectional TVS diode.

2.2 EMC PI Filter

EMIwill emit noise in systemwhichmay causemalfunction of controller which even
can lead to hazardous accidents. The EMC PI filter is used to remove the unwanted
high-frequency noise and emission in the system as illustrated in Fig. 2.

EMC PI filter is designed using CISPR 25 which is the automotive EMI standard
for conducted and radiated emissions that most OEMs reference for requirements
are considered. The required attenuation for filter is calculated using Eq. (1).

|Att |dB = 20 ∗ log

⎛
⎝

sin(π∗D)

(π2∗ fSW∗CIN)

1µV

⎞
⎠ − Vmax (1)

WhereD is the duty ratio of buck converter, f SW is switching frequency, CIN is input
capacitor, Vmax is the maximum noise level as per CISPR 25. The selected inductor
value is 4.7 µH. The capacitor (Cf) is calculated by using Eqs. (2) and (3).

C f a =
⎛
⎝ CIN(

CIN ∗ L f ∗
(
(
2∗π∗ fSW

10 )
2
))

− 1

⎞
⎠ (2)

Fig. 2 EMC PI filter
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C f b = 1

L f
∗ (

10
|Att |dB

40

(2 ∗ π ∗ fSW )
)

2

(3)

TheobtainedCfa andCfb values are 3.669 and0.4115µF.So, the selected capacitor
value is 4.7µFwhich is greater than3.669µF.Thedamping capacitorCd is calculated
using Eq. (4) and obtained 164.4 µF.

Cd ≥ 4 ∗ CIN (4)

The equivalent series resistance (ESR) value of damping capacitor is calculated
using Eq. (5) and obtained 0.338 �.

ESR ≥
√

L f

CIN
(5)

2.3 Protection Circuit

The electronicmoduleswhich powered fromabattery power requires protection from
overvoltage, undervoltage, overcurrent, and reverse connection caused by miswiring
during system maintenance or reinstallation. It will lead to damage or malfunction
of the system. So here, LM5060 is used as a protection controller which has low
quiescent current, adjustable undervoltage lockout, andovervoltageprotection.When
fault occurs on the power line, then LM5060 will control the transitions of power
NMOS switch and eventually turn OFF the supply.

2.4 Synchronous Buck Converter

In DC–DC converters, buck converters step down the voltage from the input to the
output of the converter. The output voltage of a filter is equal to the average input
voltage. If the inductor current remains positive during switch closure, the filter VX

will have VS as input, while it will have zero upon switch opening as illustrated in
Fig. 3.

As a synchronous buck controller, the LM5117-Q1 is used for step-down appli-
cation from an input supply that ranges from 9 to 16 V to 5 V output. For auto-
motive applications, the LM5117-Q1 is certified according to AEC-Q100 and has
an ambient operating temperature of −40 to 125 °C. An emulated current ramp is
used as a control method for current mode control. It provides cycle-by-cycle current
limiting, automatic line feed forwarding and ease the loop compensation. The noise
sensitive of PWM circuit is reduced by using an emulated control ramp which allows
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Fig. 3 Buck converter circuit

control of small duty ratio in high-input voltage application. It uses adaptive dead
time control to drive both high- and low-side external NMOS power switches. The
design steps for synchronous buck converter as follows: To set the minimum input
operating voltage of the regulator, an external undervoltage lockout voltage divider
is used. The voltage divider resistors RUV1 and RUV2 are calculated using Eqs. (6)
and (7).

RUV2 = VHYS

20 µA
[�] (6)

RUV1 = 1.25V ∗ RUV2

VIN(STARTUP) − 1.25V
[�] (7)

The obtained RUV1 and RUV2 values are 16.129 and 100 k�, respectively. A
single external resistor (RT) is used to program the switching frequency of 400 kHz
to the buck controller. The RT value can be calculated from Eq. (8) and obtained as
12.052 k�.

RT = 5.2 ∗ 109

fSW
− 948[�] (8)

where f SW is the switching frequency. The output inductor LO value is calculated by
considering 30% of full load current as a ripple current using Eq. (9) and obtained
as 4.774 µH.

LO = VOUT

IPP(MAX) ∗ fSW
∗

(
1 − VOUT

VIN(MAX)

)
µH (9)

where IPP(MAX) is maximum ripple current, V IN(MAX) is maximum input voltage.
The performance of the converter will vary depending on the value of K. For this
design, K = 1 was chosen to control sub-harmonic oscillation and to achieve one-
cycle damping. The current sense resistor value can be calculated using Eq. (10) and
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obtained the value 13.33 m�.

RRAMP = LO

K ∗ CRAMP ∗ RS ∗ AS
[�] (10)

The time for the output to reach final regulated value is known as soft-start time
(tSS). It is determined by the capacitor connected at the SS pin. For given tSS, the
capacitor CSS is calculated as 25 nF using Eq. (11).

Css = tSS ∗ 10µA

0.8V
[F] (11)

In order to filter out the input ripple occurring at switching operation, input capac-
itor is used. The minimum input capacitor value is calculated by using Eq. (12) and
obtained 37.5 µF.

CIN = IOUT
4 ∗ fSW ∗ �V IN

[V] (12)

where �V IN is input ripple voltage, IOUT is required output current. The output
capacitor is used to supply charge in transient loading stage and filter the ripple
caused by inductor current. The minimum output capacitor can be calculated as
16.7560 µF using Eq. (13).

�VOUT = IPP ∗
√
RESR

2 +
(

1

8 ∗ fSW ∗ COUT

)2

[V] (13)

where RESR is equivalent series resistance. To regulate the output voltage, a resistor
divider circuit is used. The ratio of resistor RFB1 and RFB2 is calculated by using
Eq. (14).

RFB2

RFB1
= VOUT

0.8V
− 1 (14)

By considering RFB1 as 1 k�, we obtained RFB2 value as 5.25 k�.

2.5 USB Type-C Controller

In this work, TPS25810-Q1 USB type-C downstream-facing port controller with
power switch of 3 A rated current is used. It has two selectable fixed current limits
that align with the type-C current level by 34 m� RDS (ON) power switch. For
detection of whether a USB device is connected, the controller will monitor the
configuration channel of type-C connector. This controller does not consist of data
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Fig. 4 Simulation for protection circuits along with EMC PI filter and surge protection

lines D+ and D−, so however the separate TPS2514A-Q1 is used as a USB dedicated
charging port (DCP) controller used for charging application. By using an auto detect
feature,USBdata lines are automaticallymonitored and retrieved the charging profile
of portable device. When the switch is in over current or over temperature condition,
then the FAULT output signal is generated.

2.6 USB Type-A Controller

The TPS2549-Q1 device is an AEC-Q100 qualified USB charging port controller
and power switch which integrates cable compensation, electrostatic discharge, and
D+ andD− short to VBUS protection. It is suitable for automotive USB charging and
USB port protection applications. It has a current limited power distribution switch
using N-channel MOSFET which has a 47 m� RDS(ON) resistor to encounter the
short circuit, heavy capacitive loads. The device allows the user to set the current
limit threshold through external resistor. Depending on the electrical characteristics
of the data line, the mode is detected. The device may have three different charging
scheme such as shorted, divider 3 and 1.2 V mode but emulates only one state
at a time. The shorted DCP mode supports BC 1.2 and YD/T 1591-2009 Chinese
telecommunication standard.
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3 Simulation Study and Results

The simulation for protection circuits having EMC PI filter and surge protection
using LM5060-Q1 are illustrated in Fig. 4. The simulation is effectively carried out
using TINA software. The transient analysis of each block is carried out for 100 ms.

When the battery power supply is applied to the TVS diode, then it acts as an open
circuit. If the positive and negative transient occurs on power supply line, then it acts
as a short circuit and input voltage is clamped to the respective rating of the selected
TVS diode. The surge-protected supply is connected to the EMC PI filter to filter
out the noise or emission on supply line as per the CISPR 25 automotive transient
standard. The filtered power supply eventually gets protected for over voltage, under-
voltage, over current, and reverse polarity circuit using LM5060 IC. The simulation
results for protection circuits with EMC PI filter and surge protection under normal
conditions are illustrated in Fig. 5.

Figure 6 illustrates the various terminal outputs when the reverse polarity potential
of −12 V is applied. Here, in this waveform, it is observed that output voltage is −
7.70 mV which is approximately equal to zero.

Figure 7 illustrates the various terminal output waveforms when overvoltage of
18 V is applied. When the overvoltage event occurs, then the status terminal voltage
is high, and the capacitor starts discharging through the timer capacitor and in turn
the output voltage is 0 V.

The simulation circuit for the synchronous buck converter using LM5117-Q1 IC
is illustrated in Fig. 8. The nominal input voltage 12 V is stepped down to 5 V using
LM5117-Q1 buck converter. In order to set the switching frequency of 400 kHz, the
RT resistor is set to 12.1 k�. When the MOSFET switch T1 is switched on, then
the current will flow through the inductor, output capacitor, and resistive load. The
starting inrush current is limited by employing a soft-start technique, when the switch

Fig. 5 Various terminal output waveforms under normal condition
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Fig. 6 Various terminal output waveforms for Reverse polarity of −12 V

Fig. 7 Various terminal output waveforms for overvoltage of 18 V

is turned on. Here, the soft-start time of 2 ms is selected to reach the rated/steady-
state current. The inductor current cannot change the path instantaneously, so the
lower-side switch will provide path to flow the current through it.

This method is called synchronous rectification which reduces the voltage drop
across the low-side switch and also losses. Hereby adjusting the feedback resistor and
type 2 compensator value, the output voltage is regulated to constant 5 V. Figure 9
illustrates the input voltage waveform. It is observed from the waveform that the
nominal input voltage of 12 V is applied to the buck converter circuit.
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Fig. 9 Input voltage waveform

Figure 10 illustrates the input current waveform which is flowing through the
battery supply. Here, it is observed that the average input current is 2.58 Amps.

Figure 11 illustrates the inductor current waveform. It is observed from the
waveform that the minimum and maximum inductor current is 5.24 and 6.76 A,
respectively. The average current flowing through the inductor is 6 A.

Figure 12 illustrates the output voltagewaveformwith 10mV ripple. It is observed
that the output voltage ripple of 10 mVwhich is within the specified allowable ripple
limit.

Figure 13 illustrates the output current waveform. It is observed that the average
output current 6 Amps is obtained from synchronous buck converter.

Figure 14 illustrates the output power waveform. The output power of 29.98 W is
obtainedwhich is the designed value based on the specifications of the buck converter.

Fig. 10 Input current waveform
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Fig. 11 Inductor current waveform

Fig. 12 Output voltage waveform with 10 mV ripple

Fig. 13 Output current waveform
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Fig. 14 Output power waveform

The output power of 29.98W is obtained by using LM5117-Q1 for an input power
of 31.15 W and obtained the efficiency of 96.24%. The simulation circuit of USB
type-A controller using TPS2549-Q1 is as illustrated in Fig. 15. This in turn will
monitor the CTL inputs and transitions which is required for DCP charging mode.

The simulation circuit for USB type-C controller using TPS25810-Q1 IC is as
illustrated in Fig. 16.

Figure 17 illustrates the input voltage and output voltage waveforms for USB
controller which is observed for the constant 5 V across VBUS1 pin.

Fig. 15 Simulation circuit for USB type-A controller



Design and Development of Smart Charger … 589

Fig. 16 Simulation circuit for USB type-C controller

Fig. 17 Input and output voltages for USB controller

4 Hardware Setup and Results

A 30W smart charger with USB type-A and type-C port has been implemented, and
the hardware test setup is illustrated in Fig. 18. The AEC-Qualified components are
used to develop the smart charger. The hardware test setup includes smart charger
prototype, DC power supply, electronic load, and digital signal oscilloscope.
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Fig. 18 Hardware setup for USB smart charger

The turn ON waveform of input and output voltage for the smart charger is
illustrated in Fig. 19.

The turn OFF waveform of input and output voltage for the smart charger is
illustrated in Fig. 20.

Table 2 illustrates the input current, output voltage, and efficiency of USB type-A
port by fixing the input voltage at nominal 12 V and varying the output current using
DC (programmable) electronic load.

Table 3 illustrates the input current, output voltage, and efficiency of USB type-A
port by keeping the rated 2.4 A output current constant using DC electronic load and
varying the input voltage from 9 to 16 V.

Fig. 19 Turn ON waveform
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Fig. 20 Turn OFF waveform

Table 2 USB type-A port efficiency at 12 V Input voltage

Input voltage
(V IN)

Input current
(I IN)

Output voltage
(VOUT-A)

Output current
(IOUT-A)

Efficiency

η =
(VOUT−A∗IOUT−A)

(VI N ∗II N )
%

12 0.42 5.082 0.9 90.75

12 0.475 5.074 1.01 89.90

12 0.564 5.053 1.2 89.59

12 0.658 5.038 1.4 89.32

12 0.75 5.012 1.6 89.10

12 0.8431 4.999 1.8 88.93

12 0.935 4.985 2 88.85

12 1.026 4.962 2.2 88.66

12 1.12 4.949 2.4 88.37

The efficiency versus load current curve for USB type-A port is illustrated in
Fig. 21. It is observed from the graph that maximum efficiency is obtained at low
output current.

Table 4 illustrates the input current, output voltage, and efficiency of USB type-C
port by fixing the input voltage at 12.8 V and also by varying the output current using
DC electronic load.

Table 5 illustrates the input current, output voltage, and efficiency for USB type-C
port bymaintaining the rated 3A output current usingDC electronic load and varying
the input voltage from 9 to 16 V.
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Table 3 USB type-A port efficiency at 2.4 A output current

Input voltage
(V IN)

Input current (I IN) Output voltage
(VOUT-A)

Output current
(IOUT-A)

Efficiency

η =
(VOUT−A∗IOUT−A)

(VIN∗IIN)
%

9 1.51 4.959 2.399 87.53

10 1.35 4.957 2.399 88.08

11 1.23 4.953 2.399 87.82

12 1.12 4.949 2.399 88.33

13 1.04 4.945 2.399 87.74

14 0.96 4.942 2.399 88.21

15 0.9 4.94 2.399 87.78

16 0.84 4.938 2.399 88.14

Fig. 21 Efficiency versus load current curve for USB type-A port

Table 4 USB type-C port efficiency at 12.8 V input voltage

Input voltage
(V IN)

Input current
(I IN)

Output voltage
(VOUT-C)

Output current
(IOUT-C)

Efficiency

η =
(VOUT−C∗IOUT−C)

(VIN∗IIN)
%

12.8 1.3025 5.018 3.001 90.32

12.8 1.072 5.032 2.501 91.71

12.8 0.8465 5.045 2 93.12

12.8 0.6275 5.057 1.5 94.44

12.8 0.416 5.068 1.001 95.27

12.8 0.209 5.078 0.5 94.90
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Table 5 USB type-C port efficiency at 3 A output current

Input voltage
(V IN)

Input current
(I IN)

Output voltage
(VOUT-C)

Output current
(IOUT-C)

Efficiency

η =
(VOUT−C∗IOUT−C)

(VIN∗IIN)
%

9 1.8825 5.018 3.001 88.88

12.8 1.3025 5.018 3.001 90.32

13.5 1.2325 5.02 3.001 90.54

16 1.0335 5.022 3.001 91.14

Fig. 22 Efficiency versus load current curve for USB type-C port

The efficiency versus load current curve for USB type-C port is illustrated in
Fig. 22. It is observed from the graph that maximum efficiency is obtained at low
output current.

5 Conclusion

The 30 W USB smart charger is effectively designed, simulated, and tested to fit
into the limited space of front panel of vehicle and also expected to withstand a
harsh automotive environment. Hardware setup for USB smart charger for type-A
and type-C port are successfully implemented and the results are observed. Further,
the hardware module will withstand all positive and negative surges which occur on
the supply line. The input protection circuits for under/over voltage, reverse polarity,
and overcurrent circuits are designed using LM5060-Q1 IC. The USB type-C and
type-A controllers are used to monitor and control the required charging mode as
per BC1.2 specifications. In this work, the designed smart charger is simulated using
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TINA software and obtained the buck converter efficiency of 96.24%. Hardware
prototype is developed, and functional testing is carried out on both the USB type-A
and type-C port and observed the required waveforms and results. The efficiency of
88 and 90% at rated current is achieved for type-A and type-C port, respectively.
The smart charger can be made to charge the laptop and other portable devices up to
100 W by adopting power delivery feature.
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Scalability Challenges and Solutions
in Blockchain Technology

K. Harshini Poojaa and S. Ganesh Kumar

Abstract Bitcoin has come out as a huge cryptocurrency success, thus changing the
digital transaction (Nakamoto in Bitcoin: A Peer-to-Peer Electronic Cash System.
Decentralized Business Review, p. 21260, 2008). In the earlier days, even though
proof-of-work (PoW) consensus had performance-related issues, it was not consid-
ered as a major issue. The transaction processing mechanism is 3.3 to seven transac-
tions per second with smallest 200–250 byte transactions. While this was sufficient
at the beginning, the system has been overloaded over the years resulting in low
transaction speed and outrageous transaction cost. Massive growth in cryptocur-
rency results in scalability issues in the blockchain. With more companies trying
to shift their existing system to blockchain, it would be difficult to tackle with the
existing PoW consensus caused by its scalability issues (Xie et al. in IEEE Network
33:166–173, 2019). The purpose of this research is to fix the scalability issues and
increases the transaction speed by applying techniques such as lightning network,
plasma cash, and hard/soft forks.

Keywords Cryptocurrency · Bitcoin · Proof-of-work · Scalability · Consensus

1 Introduction

Nowadays, the world is moving to computer-based technology because of disadvan-
tages of typical brick-and-mortar banks. Electronic commerce is one of themain uses
of the computer-based technology. The digital transactions are highly secure. Digital
transactions include credit, debit card transactions, digital checks, etc. Security for
these transactions is done using the digital signatures [3]. This sticks a person or
an entity to a digital data. In public key cryptography, each user has a public key
and a secret key. Digital signature is the secret key which is verified by the public
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key. Digital signature is used while sending payments from one party to another
using the financial institution. But double-spending [4] is the risk of this. Bitcoin
is the first technology to solve double-spending problem. Bitcoin is a decentralized
digital currency which works on blockchain platform [1]. Since blockchain helps to
reduce the risks, frauds, and brings transparency, it is a promising technology [4].
Blockchain is one of the revolutionary technologies, since it is decentralized network
[3, 5]. This is one of the reasons why it is called as distributed ledger technology [6].
It distributes the data rather than copying or transferring them. Blocks, nodes, and
miners are the three main concepts of blockchain. Every chain consists of multiple
blocks for storing the data, and this block is created by the miner through a process
called as mining. And nodes are the device which maintains the blockchain [1].
Figure 1 explains the components of a block in the blockchain network. A block
contains the block header, hash value of the current block and the hash value of the
previous block, timestamp, nonce, and the block data. A block is identified with the
help of the block header. Since the blocks are chained to each other, the hash of the
previous block is mentionedwithout which the chronology and the connection would
get affected. The timestamp is used to determine at what time the block has been
mined and added to the blockchain. The nonce is a onetime random 32-bit number
which has been solved by the miners and added to the hashed block.

Gupta [7] Decentralized, peer-to-peer, transparency, and irreversibility of records
are the four most alpha and omega of blockchain.

1. Decentralized: Decentralization makes blockchain to stand out from tradi-
tional technologies. Mostly, decentralization happens in the public domain [8].
Blockchain being a decentralized network stores the data across the network
and ensures it does not get hacked or lost [9].

2. Peer-to-peer: The transactions happening in blockchain are always peer-to-peer
[9, 10] that means at least two parties are involved. With bitcoin and other, since
blockchain is transparent, anyone in the network can view all the information
of that network which has not existed in financial systems.

3. Transparency: Since blockchain is transparent [9], anyone in the network can
view all the information of that network which has not existed in financial
systems.

Fig. 1 Blockchain block (source https://www.nist.gov/blockchain)

https://www.nist.gov/blockchain
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4. Irreversibility of records: Once a transaction is completed and updated to the
blocks, the records cannot be tampered [11]. This ismainly because all the blocks
are linked to the previous block and so does the records [12]. In addition to that,
a block contains the details of the previous block which makes it immutable.

With all the interesting features that blockchain provides, it has attracted a lot
of users. Blockchain is the solution for many problems these days. But when the
number of users has increased broadly, the scalability issues have majorly affected
the blockchain systems. This paper attempts to discuss various scalability challenges
and its solutions.

2 Scalability Issue in Blockchain

Bitcoin and other cryptocurrencies have attracted a lot of users. When bitcoin was
introduced in 2009, the transaction speed of the block has been compromised for
Deroad to centralization and security [8]. This is well explained in the blockchain
trilemma. The number of transactions has grown and will continue to grow over the
years [13]. The number of transactions in ethereum increased from just 3000 in Oct
2015 to over one million at some point in time in Jan 2018 (Fig. 2).

The key metrics for scalability are maximum throughput, latency, and transaction
cost.

2.1 Throughput

It is one of the key metrics for finding the performance of a blockchain network.
Throughput is the rate of processing. In blockchain [1], only seven transactions are
processed in one second which is very low compared to Visa and PayPal. On the
other hand, Visa processes around 4000 transactions per second and PayPal does 200
transactions per second.

2.2 Latency

Latency is also called as the block time is the total time that is required for the
generation of next block or the total time, and a user has to wait to see the result
of their transaction in the blockchain network. In bitcoin, the time taken for the
confirmation of a transaction is around 10 min whereas in ethereum it is relatively
fast, i.e., 15 s [14].
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2.3 Transaction Cost

The transaction fee is the price that is charged for a transaction to get into the one
MB block size that happens every ten minutes. The average fee per transaction is
around $1.63.

As blockchain has attracted a lot of users, the scalability problem has started to
show up and resulted in few drawbacks such as,

1. Increase in the time of confirmation for a transaction,
2. Increase in the transaction fee,
3. Increase in the computational power leading to high energy consumption, and
4. System becomes slower and unsustainable.

3 Solutions for Scalability Issue

3.1 Hard Fork

Forks are the split in the network when the participants in the network does not agree
on a certain solution. Hard fork [15] is not compatible to its backward direction [6,
16]. So it creates a network on its own, and the history is stored in the newly created
node. One of the most important hard forks is the bitcoin cash [17, 18]. Bitcoin cash
remains one of the most successful hard forks of the cryptocurrency as of June 2021.
The network was able to successfully increase the block size to 32 MB.

3.2 Soft Fork

Soft fork is compatible to its backward direction [6, 16, 19]. SegWit is the name used
for the implementation of soft fork in bitcoin. SegWit is one of the most popular
features of the bitcoin side chain. Through SegWit, the block size was increased
up to 4 MB holding 8000 transactions. SegWit allows the data to be stored inside
chain [20]. Once the transaction is completed in the main chain, the details of the
transaction are sent to the side chain freeing up space for upcoming transactions in
the main chain (Fig. 3).

3.3 Lightning Network

Lightning network [21] is an instant transaction channel and layer two technology
applied to bitcoin to scale its blockchain. It allows the confirmation of transaction
without recording them [22]. This is very comfortable way of transactions since it
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Fig. 3 Hard fork and soft fork

will not mess up the network, i.e., any participants can send or receive money from
other participant and confirming the transaction without recording them in the main
node. This helps solving the scalability problem using double-signed transactions.

For double-signed transaction, the parties involved in the transaction should create
a channel for sending and receiving money [6]. The channel is created by creating a
multisig wallet. The wallet can be accessed with their private keys. Once the channel
is created, cryptocurrency should be deposited by both the parties. The parties can
send money to each other multiple time after the deposit [23].

Ownership rights are also sent along with the money. The assets are distributed
once the channel is closed, and data are recorded in the main chain. This ensures low
fees and instant micropayments. The speed of the payment is reduced, since this is
an off-chain micropayment system (Fig. 4).

3.4 Plasma Cash

Plasma cash was introduced by ethereum in 2018 to solve their scalability issues.
Plasma cash required two chains such as ethereum chain and plasma side chain.
Ethereum chain provides the security for the network, whereas faster and cheaper
transactions are achieved by the plasma side chains [24]. Since plasma side chain
is able to follow any consensus mechanism, it can potentially handle thousands of
transactions per second (Fig. 5).
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Fig. 4 Lightning network (source https://www.bitpanda.com/)

Fig. 5 Plasma cash (source https://hackernoon.com/)

3.5 Sharding

Sharding is one of the techniques that is used to solve the scalability issue in
blockchain [25, 26]. In this technique, the network is split into smaller portions
called as shards. Each shard has its own unique data. In other words, it spreads the
data into single nodes throughwhich nodewill be responsible for the data in it. Rather
than having the transaction data in all the nodes of the network, in sharding tech-
nique, it is stored in only one node of the shard [27]. The main concern of sharding
is that one shard can take over another shard resulting in security issue (Fig. 6).

https://www.bitpanda.com/
https://hackernoon.com/
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Fig. 6 1000 nodes can divide into ten shards (100 nodes each) to achieve 10× performance (source
https://genesisblockhk.com)

4 Summary of Existing Blockchain Scalability Mechanisms

Table 1 Existing scalability mechanisms and its advantages and disadvantages

Solution Advantages Disadvantages

Hard fork [15, 16] 1. No transaction fee
2. Has customizable and cheap
transactions

1. Adjustment in network’s
computing complexity

Soft fork [16, 20] 1. Reduce in transaction size
2. Reduced transaction fee

1. Not supported by all
wallets

Lightning network [21–23] 1. Increase in throughput
2. Almost no transaction fee
3. Less waiting time

1. Payment channel only

Plasma cash [24] 1. Increase in throughput
2. Tree structure of parent–child
blockchain

1. Expensive verification

Sharding [26, 27] 1. Quickly apparent 1. Security issue

https://genesisblockhk.com
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5 Analysis of Existing Solutions

From the analysis of Table 1, it is very clear that every solution has its own advan-
tages and disadvantages. Among all the solutions, plasma cash and lightning network
have an increase in the throughput of the blockchain network whereas sharding is
quick in its own ways. In addition to these solutions, a new Byzantine fault toler-
ance called as high performance and scalable Byzantine fault tolerance has been
proposed through which the communication complexity has been reduce making
it more scalable [28]. In spontaneous sharding [29], only a part of the transaction
record through which the throughput is attained. MOCA consensus [30] helps to
achieve the scalability by sending the information required to all the participating
nodes at the start of the consensus. Another consensus called as the parallel proof-of-
work [31] has been implemented through which the scalability has been increased
by 34%. A secure sharding protocol with the Byzantine challenges called as ELAS-
TICO [32] has been uniformly partition the network into smaller systems through
which the scalability has been acheived. A Byzantine fault tolerant protocol called
as the bitcoin-NG [33] scales, the network by performing large-scale experiments
using the unchanged clients. By mixing proof-of-work and Byzantine fault toler-
ance, a new protocol has been formed called as PBFT protocol [34]. But the number
of nodes is very critical when the both protocols get mixed up. Conflux [35] is a
scalable blockchain system which decreased the throughput restriction which in turn
increased the processing capability. Proof-of-property [36] is a consensus in which
the transactions are validated without the complete knowledge of the address in the
system.

6 Proposed Methodology

In this paper, a methodology has been proposed which will be used to reduce the
scalability problem. The size of the block can be increased by using segregated
witness (SegWit) protocol for reducing the size of the transaction data. An efficient
hashing algorithm such as DSAmust be used to generate a short signature by feeding
hash value and the private key to the signature algorithm through which the size of
signature is reduced which in turn decreases the size of the block. Side chain is
created using the sharding technique through which the branches are created. The
branch is used to store the transaction data, whereas themain block is used to store the
metadata of the transaction which reduce the size in themain chain thereby achieving
the scalability (Fig. 7).
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Fig. 7 Proposed methodology

7 Conclusion and Future Work

In this paper, an attempt has been made to discuss the scalability challenges and
solutions for the blockchain network. Since blockchain has attracted many users
over the years, it is very important to solve the scalability issues. As the number of
transaction increases, it eventually increases the confirmation time. Many solutions
have been addressed for solving the scalability problem, but it has its own advantages
and disadvantages. Sharding and hard forks can be used to reduce the scalability issue
in blockchain by reducing the burden of the main chain.

For future work, it has been planned to evaluate the proposed solution and deploys
the same in the bitcoin test environment such as testnet and regression test mode to
find the increase in the transaction speed through which the scalability issue will be
reduced. The main focus would be on the healthcare field [37] since a private and
secured data should be available [38].
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An Open-Source Framework Unifying
Stream and Batch Processing

Kiran Deshpande and Madhuri Rao

Abstract Log monitoring and analysis plays critical role in identifying events and
traces to understand system behaviour at that point in time and to ensure predictive,
corrective actions if required. This research is centered towards modelling open-
source frameworkmeant for real-time and historical log analytics of IT infrastructure
of an educational institute consisting of application servers hosted over Internet and
Intranet, peripheral firewalls and IoTdevices.Modelling such frameworkhas not only
enhanced processing speed of real-time and historical logs through streamprocessing
and batch processing, respectively, but also facilitated system administrators with
critical security incidents monitoring and analysis in near-real time. It also allowed
forensic investigations on indexed historical logs stored after stream processing by
using batch processing. The modelled framework provides open-source, efficient,
user-friendly, enterprise-ready centralized heterogeneous log analysis platform with
fast searching options. Open-source tools like Apache Flume, Apache Kafka, ELK
Stack and Apache Spark are used for log ingestion, stream processing, real-time
search and analytics and batch processing, respectively, in this work. Arriving at a
novel solution to unify big data processing paradigms streamand batch processing for
log analytics,wepropose an approach that can be extrapolated to a generalized system
for log analytics across a large infrastructure generating voluminous heterogeneous
logs.

Keywords Big data · Batch processing · Stream processing · Heterogeneous log
analytic · Apache Spark · ELK Stack · Apache Kafka · Performance evaluation

1 Introduction

Taking into consideration the increase in demand for large-scale data processing,
there is enhancement in researcher’s interest in batch processing, which involves
offline processing of large volumes of data at rest, as well as stream processing,
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which involves online processing of large quantities of data in motion. Since era
of big data is upon us, applications requiring support for both stream and batch
processing are increasing, there is a requirement to develop common framework
which will unify these both big data processing methods and offer support for both.
Significant research has been observed in development of extended functionalities
for batch processing frameworks for offering support for stream processing due to
popularity of batch processing frameworks. But since current era of big data is more
focused towards stream processing, there is requirement of novel framework, where
data in motion is processed through stream processing framework at foundation, and
data at rest will be processed through batch processing framework built on top of
stream processing framework [1, 2].

Recent research in big data has been not only focused towards in-depth analysis
of the data from past to find useful insights so that decision making capability will
become more precise, but also focused towards handling the notion of real-time
big data [3, 4]. Using big data generated smartly to gain valuable decision support
becomes important. Thiswould only happen ifwe analyse all the datawe have and get
important insights and directions. The main bottleneck in the big data analysis is to
process data as soon as it is generated if possible in real time to gain important insight
[4]. Big data analysis solution which will address this bottleneck needs to be very
adaptable because of information technology evolution. Increasing demand for big
data analytics has given rise to development of plethora of data processing systems
in recent years, offering a broad range of features and capabilities [4]. The data
processing systems developed can be categorized into either a batch processingwhich
focuses on processing data at rest or stream processing system that processes data in
motion [5]. However, in current era of big data, applications that can support both
processing paradigms will provide more benefits to organizations [2]. For example,
the detection of abnormal and malicious events through real-time monitoring of
stream-based applications. Classification of the event through offline analysis, its
correlation and taking appropriate actions can be initiated [6, 7]. The framework
offering both batch and stream processing needs to be modelled to provide execution
environment to develop applications using both real-time and offline analysis [2].
Such framework can serve need of next generation big data analysis in huge way.

Every organization’s working is heavily dependent on Internet. It becomes very
important to analyse Internet and Intranet traffic so that abnormal and malicious
events can be identified which may hamper organization’s security and reputation
[6, 7]. Monitoring the logs and system performance of critical applications like Web
server, proxy server, peripheral routers and firewalls which contains crucial events
related to Intranet and Internet activity [8–11]. Log data is often voluminous and is
continuously growing [7, 9]. In order to have forensic analysis of events, real-time
as well as historical data is required to find out in-depth correlation. In such scenario,
for real-time log ingestion, processing, faster storage, retrieval and search of such
big data technologies like Apache Flume, Apache Kafka, ELK Stack, ES-Hadoop,
Hive, Apache Hadoop and Apache Spark can prove efficient.
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Major security disasters consist of a series of steps. So if we can identify pre-
ceding steps to major security disasters, at the first occurrence itself, we may avoid
them from happening [6]. Managing organization information technology infras-
tructure securely is critical. Until and unless respective traffic is monitored, anal-
ysed and correlated, the security flaws present in system, network and application
servers deployed cannot be identified. In any medium-scale organization with IT
infrastructure-dependent services, log generation is voluminous which needs to be
collected and analysed in real-time and to be stored for historical analysis to keep
the security posture of the organization in sync with security policy of the organiza-
tion [7]. Here, stream and batch analytics of logs can play critical role and can help
administrators to keep track of various security events and initiate proactive actions
[6].

Logs generation is continuous process resulting in voluminous log data with dif-
ferent formats and rates and can be used for obtaining meaningful insights through
proper and effective analysis. Introduction of Cloud computing and parallel com-
putation frameworks supporting much required log analysis can help in managing
and analysing data of large size with a high production rate [12, 13]. The distributed
computing paradigm can address need of resources required for on-demand storage
and computing of log mining [8, 9]. Taking into consideration current era of big data
and significance of log analysis, several open-source and commercial solutions were
designed for implementing log collection, storage, search, analysis and visualization.
Taking into consideration advantages and disadvantages of Spark [14, 15], Kafka
[16] and ELK Stack [17, 18] regarding log mining, integrating Spark and Elastic-
search capabilities with open-source tools like Apache Flume, Apache Kafka can be
advantageous for creating an efficient framework for scalable log management and
analysis [16, 19]. Such integration can also prove as milestone for unifying much
required stream processing and batch processing capabilities considering current
need of big data log analytics.

In this paper, we propose a centralized heterogeneous log analysis framework
integrating Apache Flume, Apache Kafka, ELK Stack and Spark. The framework
aims at presenting platform unifying stream and batch processing and providing
real-time search and analytics by ensuring full use of the functionalities offered
by all these platforms listed earlier. It also can serve as a guide for implementing
Elasticsearch-based data analysis after performing stream processing and batch pro-
cessing to cater the current need of log analytics. Thus, the proposed framework will
provide open-source, enterprise-ready platform and solution for heterogeneous real-
time log monitoring, analysis which will provide better insights for faster trouble
shooting and can be widely used across multiple enterprises and domains. To the
best of our knowledge, this is the first effort which integrates capabilities of Apache
Flume, Apache Kafka, ELK Stack and Apache Spark for big data log analytics to
address most of the big data log analytics requirements and challenges listed in
Sects. 1.2 and 1.3, respectively.

The rest of the paper is organized as follows. In addition to Introduction (Sect. 1),
Sect. 2 discusses related work, Sect. 3 includes major objectives of this research.
Section4 introduces the proposed system architecture for log analytics. Section4
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includes details of technological stack used in proposed framework. Section5 delin-
eates implementation architecture through FOSS Tools. Section6 details the exper-
imental environment as well as interprets and evaluate results achieved. The last
section, Sect. 7, summarizes conclusions delivered with a brief discussion of future
work.

1.1 Note on Big Data Processing Paradigms

Big data analytics is the process of using analysis methods running on powerful
supporting platforms to discover potential insights hidden in big data, such as unseen
patterns or unknown correlations. Big data analytics can be categorized into two
varying paradigms as per their processing time requirements [1, 5].

• Streaming Processing: Streaming processing paradigm works on the assumption
that the potential insights of data depends on data freshness [20]. Thus, the stream-
ing processing paradigm ensures analysis of data as soon as possible to derive
insights. In this paradigm, data arrives in a stream with continuous arrival. To find
approximation results, one or few passes over the stream are made. Representative
open-source systems including Storm and Kafka [3] can be used to see impact and
application of streaming processing paradigm in online application which require
data processing at the second, or even millisecond, level [1, 5].

• Batch Processing: Basis for batch processing paradigm is that data is first stored
and then used for analysis [4]. MapReduce has become most popular and dom-
inant batch processing model. MapReduce divides data into small chunks; then
these chunks are processed in parallel and in a distributed manner to generate
intermediate results. All the intermediate results are aggregated to derive final
result. Batch processingMapReducemodel schedules computation resources close
to data location to avoid the communication overhead during data transmission
[1, 5]. Wide adoption of MapReduce model is seen in bioinformatics, Web mining
and machine learning [21].

1.2 Why Log Analysis Is Required

Log analysis is the process of finding meaningful insights from system, network and
application server generated logs refereed as log events. Log analysis helps in pro-
viding useful metrics by which administrators can know events happened across the
infrastructure and can use this information in order to improve or solve performance
issues within an application or infrastructure. To ensure mitigation of risks, comply
with security policies and understand online user behaviour, proactive and reactive
log analysis can help organizations. Log information is much needed in different
security perspective. Log analysis is required for:



An Open-Source Framework Unifying Stream and Batch Processing 611

• Debugging Information: Enabling logging in applications and devices can help
in checking for a specific error message or event occurrence which may help in
debugging.

• Performance Evaluation: Logs information can play very important role in opti-
mizing resource utilization as well as in finding out performance related issues.
To understand system, application, network health and performance over date and
time information written in logs is crucial.

• Security Evaluation: To manage the system, network and application security of
any organization log analysis play crucial role. To detect security breaches, appli-
cation misuse and malicious events it can be helpful.

• Predictive analysis: For futuristic analysis of threats, flaws, traffic patterns, security
policy design, resource optimization information gathered thorough log analysis
can help administrators.

• Internet of Things and Logging: Log analysis is also very important to know the
status and health of the IoT devices for their uninterrupted operation since effective
management of such devices is dependent on logs and alerts generated by them.

1.3 Challenges in Big Data Log Analysis

Even if log analysis is much useful in current era taking into consideration advan-
tages discussed earlier, but it imposes lot of challenges which needs to be resolved.
Searching, analysing, correlating and visualizing system, application and network
log generated by the IT and network infrastructurewill play crucial role to gainmean-
ingful insights. Manual log analysis goes beyond human capabilities. Log analysis
involves following major challenges:

• Heterogeneous log format: Every application and device has different log format.
Understanding different logs formats and searching across different format can be
time consuming.

• Different time format: Every log record has date and time which is crucial for log
analysis. Correlation of log events interpreting incorrect date and time becomes
difficult.

• Decentralized log: Application servers, devices are distributed over the network,
it is difficult to monitor, handle logs of application servers, devices until central-
ization of the logs is done.

• Storage and retrieval: Voluminous nature of logs makes storage, retrieval and
processing difficult. Secure storage of logs generated is also crucial since it contain
lot of security information and details.



612 K. Deshpande and M. Rao

2 Related Work

With the prospective of finding value from big data in hand, research of big data
analysis means and tools is increasingly gaining popularity. The survey paper [1]
is an attempt to analyse the definition, framework and typical big data processing
systems of big data. This especially focuses not only on conceptual illustration and
comparison of batch data processing system and stream data processing system but
also focuses on hybrid processing system. There has been a lot of work on both batch
and streamprocessing over the last decade. The seminal paper [2] presents unification
of stream processing and batch processing through common computing framework.
It discusses development of middle layer between MapReduce applications and the
streaming platform so that benefits of stream processing can be combined with the
ease of programming and familiarity of MapReduce batch processing [2]. In Li et al.
[7] presented a cloud-based log-mining framework using Apache Spark and Elastic-
search to speed up log analysis process of HTTP and FTP access logs. The paper [3]
represents evaluation of distributed stream processing platforms like Apache Storm,
Apache Spark and Apache Flink for IoT applications with their advantages and dis-
advantages. With respect to issues identified in the survey paper [20], streaming
analytics can be considered as an emerging research area focusing on key issues
like scalability, integration, fault tolerance, timeliness, consistency, heterogeneity
and load balancing. In [8] work presented by Deepak Mishra et al. on batch pro-
cessing through popular big data frameworks, Apache Hadoop and Apache Spark,
concludes Spark performs better than Hadoop after comparing Hadoop and Spark’s
performance. The seminal paper [22] discusses Apache Spark-based Analytics of
Squid Proxy Logs for studying traffic behaviour and identifying threats by gener-
ating Internet traffic statistics like top domains accessed and top users. The review
paper [14] discusses use of Apache Spark for big data analytics focusing the key
components, abstractions and features of Apache Spark. The conference paper [23]
presents a HPC log data analytics framework that is based on a distributed NoSQL
database technology and the Apache Spark framework for extracting precise insights
useful for system administrators and end users. Experimental analysis presented by
Haoxiang and Smys in paper [21] outperforms as compared to other data mining
algorithms used for privacy preservation in terms of attack resistance, scalability,
execution speed and accuracy.

Few researchers proposed [24, 25] usage of Elastic Stack for easy and rapid
management of big data problem of stream processing. In Liu et al. [26] presented
cyberattack detection model by making use of ELK Stack for network log analy-
sis and visualization. In this study, network log analysis and management system
is designed for providing functions to filter, analyse and present network log data
for further processing. DevOps teams are using Docker container technology not
only to ensure faster software delivery cycle to boost operational efficiency but also
to ensure application portability. In paper, Chen et al. [27] designed Docker con-
tainer log collection and analysis system by using open source log collection plat-
form ELK, lightweight log collector Filebeat and distributed message queue Kafka.
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The seminal paper [28] demonstrated the use of open-source platforms showcasing
the feasibility of it by comparing the performance of log analysis between com-
mercial solutions and open-source solutions. Platform that collects [29] the variety
of logs using Logstash for identifying the malicious activity in the network pro-
posed by Sanjappa and Ahmed. Author demonstrated use of ELK ecosystem clubbed
together for effective analysis of log files in order to get easily understandable insights
[25, 29]. Wang et al. [30] presented work aiming to develop a monitoring system
using ELK stack to address weakness or unavailable Wi-Fi signal problems.

Wide adoption of log analysis is seen in literature for addressing IT infrastructure
security issues. Debnath et al. [31] have implemented machine learning to discover
patterns in application logs and used these discovered patterns along with the real-
time log parsing for designing advanced log analytic applications. He et al. [32]
have proposed system which ensures wide use of logs for managing systems for
guaranteed reliability by applying data mining methods. Son and Kwon [28] have
emphasized on the reasons because of which the use of open-source tools is preferred
over commercial security log analysis systems with huge pricing, complexities and
resource requirement. Due to big data properties like volume, variety and rate, it is
very difficult to detect the attacks using traditional detection system. More et al. [33]
has represented big data technologies use for threat detection.

Data analysis performance can be enhanced through the parallel computation
frameworks like Apache Spark and Apache MapReduce using data parallelism. A
unified cloud platform with batch analysis and in-memory computing capacity by
combining capabilities of Hadoop and Spark [8, 9] was proposed by Lin et al. Large-
scale log analytics for detecting abnormal traffic from voluminous logs efficiently by
using Hadoop was demonstrated by Therdphapiyanak and Piromsopa.[10]. The ELK
stack, i.e. Elasticsearch, Logstash and Kibana, can play important role in developing
scalable heterogeneous log analytic platform through its capabilities of automatically
collecting, indexing, aggregating and visualizing log data [17, 18]. Efficient geo-
identification of website user traffic through generated logs using ELK stack was
orchestrated by Prakash et al. [34]. Bagnasco et al. had demonstrated effective use of
the Elasticsearch ecosystem for monitoring the infrastructure as a service (IaaS) and
scientific application deployed on the cloud [35]. Metha et al. articulated a streaming
architecture based on ELK, Spark, and Hadoop for anomaly detection from network
connection logs in near-real time [11]. Li et al. introduced a method to speed up log
analysis with Elasticsearch and Spark through independent use of Elasticsearch and
Spark in their framework [36].

3 Objectives

The Work in this paper is intended towards achieving following objectives through
real time and offline log analysis IT Services of an educational Institute. Real-time
logs are analysed by stream processing framework Apache Kafka, analysed in near
real time by ELKStack and processed logswill bemade available to batch processing
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framework Apache Spark for offline analysis as well as forensic investigation of
historical logs. Detailed discussion of the same is done in next section.

• To ensure predictivemaintenance, troubleshooting of Internet- and Intranet-hosted
application servers, peripheral firewall and routers in case of critical security events
identified through real-time log analysis.

• To ensure mitigation of malicious security events.
• To ensure real-time performance monitoring of data sources in consideration.
• To conduct forensic investigation through historical data analysis to crosscheck
compliance with internal security policies.

• To implement IoT-based environment monitoring system that supports continuous
tracking of temperature and humidity levels required to be maintained in central-
ized server room which hosts the log analytics setup proposed through stream
processing of IoT logs of IoT network deployed.

4 Proposed System Architecture

Computing framework is one of the key aspects in improving data analytics and
processing efficacy. Since era of big data is upon us, applications requiring support of
both stream and batch processing are increasing, and there is a requirement to develop
common framework which will unify these both big data processing methods and
offer both [2]. Apache Spark Layer at top for batch processing and Apache Kafka,
Elastic Stack as bottom layer in proposed framework for real-time log processing,
exploration, analytic and search better analysis of security metrics can be done. In
general, big data analysis framework can be represented in terms of layered structure,
as shown in Fig. 1. It can be categorized into three layers, including device layer, data
collection and processing layer and application layer [3–5]. This layered view can
help in providing a conceptual clarity to understand working of proposed model
and understand complexity of a big data system. The proposed framework can be a
part of data collection and processing layer and can be used for data collection and
processing through which online and offline analysis of real-time log data generated
through data sources in consideration can be done.

• Device layer: Device layer includes sources of big data required for analysis,
coming in from all heterogeneous sources like application servers, Web access,
IoT devices and network. This layer serves as the foundation for the entire real-time
big data processing and analysis in consideration.

• Data Collection and Processing: Data collection and processing is responsible for
receiving data from the data sources and ensures its conversion into a format that is
in syncwith data analysis in consideration. Data collection layer is not only needed
because of increase in data sources but also to ensure integration of multi-source,
structured and unstructured data for further analysis. In this layer, streaming data
will be send for processing, and the accumulated historical data will be stored so
that it can be further analysed with analytical tool based on the requirements of the
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Fig. 1 System architecture

application layer. This layer is the core in processing both big data at fly and big
data at rest. Since in current era of big data, sources are extremely heterogeneous
in structure and content, the data processing layer ensures parallel computing, data
cleansing, data integration, data indexing and so on [3, 5].

• Application Layer: Application layer is the highest layer that uses the interface
provided by the data processing layer to perform various data analysis functions
like querying, statistical analysis, clustering and classification [5]. It combines
basic analyticalmethods to develop various real-time dash boards required for real-
time analysis and performancemonitoring of log data in consideration. Alongwith
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the previously discussed layers, application layer can build various applications
like recommendation and alert system which can be useful for end users.

5 Implementation Architecture

Figure2 represents implementation architecture of proposed framework. This section
explains working process sequence in detail for proposed framework.

1. Apache Flume is the data ingester. It collects live logs from Intranet, peripheral
firewall and application servers as a source and creates a memory-based pipeline
to Apache Kafka as a sink.

2. Apache Kafka gets log data from Flume and collects that log data into topics.
Kafka uses java instances to manage these topics (jps). Zookeeper works with
Apache kafka at the backend for replication, recovery and management of these
topics. Here, Apache Kafka uses producer and consumer process (jps). Kafka
producer gets log data from Flume and Kafka consumer transfers that log data to
logstash for parsing.

3. Logstash is responsible for parsing and filtering of raw log data from Apache
Kafka. It reads topics from Kafka consumer and does parsing of that data by
creating attribute names. These attribute names are useful for creation of Elastic-
search index. At the same time, logstash perform filtering of content by applying
filter plugin like grok which matches specific patterns and eliminate data out of
that pattern. This helps making data structured and creation of index in Elastic-
search easy.

Fig. 2 Implementation architecture
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4. Elasticsearch creates index and maps structured data into it. Timestamp-based
index mapping can be done over log data to create visualization in Kibana. Visu-
alizations based on Elasticsearch indices helps in creating interpretation of live
data in form of bar chart, line graph, pie chart, heat map, gauge etc.

5. ES-Hadoop connector is used to transfer indexed data from Elasticsearch to
HDFS. Apache hive is the interface used by Hadoop. Hive provides SQL like
interface for data manipulation.

6. Hadoop architecture uses MapReduce algorithm to perform batch processing
over HFDS. MapReduce has limitations of processing due to file system read–
write operations latency. Here, Apache spark provides 100 times faster solution
toMapReduce latency during batch processing. Apache spark architecture makes
use of RDD (resilient distributed datasets), data frames and perform transitions
on HDFS data by fetching it inside main memory.

7. Processed data is stored back in HDFS by spark-scala user interface. This batch-
processed optimum data is again transferred to Elasticsearch through ES-Hadoop
connector using hive interface. Finally, Elasticsearch can create visualizations
required for deep low latency analytic of batch processed historical data using
Kibana.

8. Packetbeat and Metricbeat are responsible for real-time performance monitoring
of IT resources, services and Intranet by shipping related metrics to ELK Server.

9. MQTT Broker: The Message Queuing Telemetry Transport (MQTT) is a
lightweight, publish–subscribe networkprotocol that transportsmessages between
IoT devices. The protocol usually runs over TCP/IP; however, any network pro-
tocol that provides ordered, lossless and bidirectional connections can support
MQTT. Here, MQTT broker is a server that receives all messages from the IoT
clients and then routes the messages to Apache Kafka for further analysis through
proposed framework.

6 Experimental Environment and Result Analysis

In this section, hardware and software specifications used in proposed framework
as well as experimental environment and result analysis are explained. All server
machines used for creating experimental environment are physical machines. Ubuntu
14.04 and Centos 7 with 64 bit is adopted as our operating system.

6.1 Experimental Environment

IT infrastructure network architecture of an educational organization in considera-
tion providing services like DNS, Internet, Web, Squid, NIDS and Firewall Security
which generates lot of logging and traffic data is represented through Fig. 3. Infras-
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Fig. 3 Block diagram of network architecture setup used for modelling novel framework

tructure also has IoT network deployed throughMQTTBroker andKafka for creating
environmentmonitoring system that supports continuous tracking of temperature and
humidity levels required to be maintained in centralized server room which hosts the
log analytics setup proposed. All these components are distributed over Local Area
Network (LAN). Manually checking logs of each and every server and device on
daily basis is not feasible. Syslog has been configured on critical servers and devices
like peripheral firewall and Web servers to forward logs to central Rsyslog server so
that logs can be made available to Apache Flume for ingesting into framework. Pack-
etbeat and Metricbeat are configured on NIDS, Squid Server to ensure shipping their
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logs to ELK Server for real-time network monitoring of Intranet and performance
monitoring of Squid Server, respectively.

In implementation scenario, Apache Flume, Apache Kafka and ELK stack have
been configured for real-time stream processing, analysis and centralized log man-
agement. ES-Hadoop and Hive installed on ELK Server ensure bidirectional move-
ment of indexed logs between ELK and Apache Spark through HDFS which is used
as storage for in-depth low latency analytics. This subsection also explains hard-
ware configurations of servers, software configurations of FOSS tools and operating
system environments that are used in proposed framework with its purpose.

1. Web Servers: Intel (R) Xeon (R) CPU E5 2603 v3 1.6GHz 48GB Memory with
Centos 7 Server Operating System. This is used as source of real-time logs of
Apache through which Moodle E Learning Platform, ERP Server is made acces-
sible to 3000 users of an educational institute. Log forwarding is done through
rsyslog to server with Apache Flume.

2. Squid Proxy Server with Metricbeat: Intel (R) Xeon (R) CPU X3220 2.4GHz
8GB Memory with centos 7 Server Operating System. Squid Proxy server is
meant for providing secure Internet access in Intranet.

3. Network Intrusion Detection (NIDS) Server with Packetbeat: Intel (R) Xeon (R)
CPUX3220 2.4GHz8GBMemorywith centos 7 ServerOperating System.NIDS
Server is meant for monitoring all network traffic of Intranet including switches
and routers.

4. Rsyslog Server with Apache Flume: Intel (R) Xeon (R) CPU E5 2603 v3 1.6GHz
48GB Memory with Centos 7 Server Operating System. Apache Flume ingests
Apache logs of Web servers, peripheral firewall to ELK Stack. This server can be
used as sink for multiple heterogeneous log sources.

5. Server with ELK Stack, Apache Spark and Hive Instances deployed: Intel (R)
Xeon (R) CPU E5 2603 v3 1.6GHz 48GB Memory with Ubuntu 18 Server
Operating System. ELK Stack is used for real-time log processing, and Spark is
used for offline processing of historical logs.Here, hive usesESHadoop connector
to transfer indexed data to HDFS from Elasticsearch. Similarly, hive gets batch
processed data fromHDFS and inserts back to Elasticsearch for in depth analytics.

6. Sophos XG310 (SFOS 18.0.5 MR-5-Build586) Firewall: It also serves as log
source for Rsyslog Server along with Web server logs through Syslog service
configured.

In implementation architecture for log shipping, stream processing, real-time search
and analytic, batch processing and unifying stream processing framework to batch
processing network following open-source tools are used.

1. Log Ingestion: Apache Flume 1.5.0.1
2. Data Pipeline Tool: Apache Kafka 2.7.0
3. Batch Processing ofHistorical Logs: Apache Spark 3.0.1with Prebuilt forApache

Hadoop 3.1
4. Real-time search and analytic: Elastic Stack 7.7.0
5. Connector of ELK Stack and Apache Spark: ES Hadoop 7.11
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6. Lightweight shipper for network data: Packetbeat 7.13.1
7. Lightweight shipper for performance metrics: Metricbeat 7.13.1.

6.2 Result Analysis

In this section, we will discuss some precise insights through IT Infrastructure log
analysis of an engineering institute through proposed framework. This Engineering
Institute is A. P. Shah Institute of Technology located at Mumbai, Maharashtra,
India. There are 3000 active users including students, faculties and administrative
staff who accesses the IT Infrastructure in consideration resulting in 10million logs
per day, approximately. This voluminous log analysis is intended to ensure security
of critical infrastructure components like routers, firewall, Proxy server, e-learning
server and ERP server of this institute as well as identifying the malicious activities.
Log analysis represented in this section helps institute to keep its security posture in
sync with security policy framed at institute level which will be discussed later in
this section. Big data log analytics of unstructured heterogeneous logs represented
here helps administrators to keep track of various events related to security and take
proactive actions on basis of that. Also, along with real-time log analysis managed
through Kafka and ELK Stack, analysis of historical logs through batch processing
implemented through Apache Spark can form basis to revise, develop future security
policies required for institute. In addition to log analysis, the proposed framework
also ensures real-time monitoring of performance metrics related to IT resources
which helps in shifting from reactive to proactive monitoring.

Result analysis presented in this section focuses on identifying following security
breaches onApacheWebService configured onApplication Servers in consideration.
Following are the Apache Service-related security events in consideration around
which result analysis will revolve.

1. Using blocked request method: Inmost cases, GET and POST are the only request
methods required to operate a dynamic website. Allowing more request methods
than are necessary increases site’s vulnerability. Thus, finding request methods
which are blocked through real-time log analysis can help administrator.

2. Using blocked user agents: Blacklisting user-agents revolves around the idea that
every browser, bot and spider that visits server identifies itself with a specific user-
agent character string. Thus, user-agents associated with malicious, unfriendly or
otherwise unwanted behaviour may be identified and blacklisted in order to pre-
vent against future access. Thus, finding malicious user-agents which are blocked
through real-time log analysis can help administrator.

3. Identifying and tracing access request to Web server with HTTP request result
status code 404: Attempts to access resources not hosted on the Web server are
indication of trying to run malicious code on Web server to gain access of the
server. Identifying and tracing such events through real-time log analysis can help
administrators in redesigning security polices of Web servers.
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4. Identifying and tracing access request to Web server with HTTP request result
status code 403: Attempts to access prohibited documents on the Web server are
indication of trying to run malicious code on Web server to gain unauthorized
access of the server. Identifying and tracing such events through real-time log
analysis can help administrators in redesigning security polices of Web servers.

5. Identifying access requests from poor reputation IPs: Poor reputation IPs are
responsible for sending high level of spam and viruses. To identify and block
accesses from such IPs can help administrators in preventing malicious activities
and enhance security of IT Infrastructure.

6. Identifying Probing on ports of Perimeter Firewall: The perimeter firewall is first
level of defence for organization. Identifying open ports is prior step to perform
DOS attacks. Identifying and tracing attempts to gain access into organization
network through open ports of SSH and telnet through real-time log analysis can
help in enhancing security polices of network.

Result analysis presented through this paper also focuses on real-time performance
monitoring ofApache Service of application servers throughELKStack. Result anal-
ysis also discusses performance monitoring of Squid Proxy Service through Met-
ricbeat which is a lightweight shipper that can be installed on servers to periodically
collect metrics from the operating system and services running on the server. It also
focuses on real-time performance monitoring of network traffic collected through
Packetbeat which is a lightweight network packet analyser that sends network log
data from NIDS Server to ELK Server. Analysis represented through Fig. 4 helps

Fig. 4 Analysis of user agent data through batch processing
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in identifying user-agents associated with malicious, otherwise unwanted behaviour
and blacklisting them such user agents for future access through secure configuration
of Apache Service. Analysis also represents the fact that most of user agents that are
listed are the user agents white-listed for Apache access through its configuration. It
can also help in identifying sources in terms of hosts which are initiating accesses
through malicious user agents and categorizing them for further security analysis.
Through the analysis depicted through Fig. 5, it seems that Apache Status code 200
was seen most of the time which represents normal working of Apache service on
application servers. It also depicts very less percentage of HTTP status codes like
403, 404 which is indication of secure configuration of Web Server. With Apache
monitoring, administrators can ensure whether service is configured to sufficiently
handle the current scale of access requests. In order to prevent slowdowns whichmay
affect end user experience routine, Apache monitoring can play crucial role in solv-
ing performance-related issues in near-real time. Real-time performance monitoring
of Apache service deployed on application servers represented through Fig. 6 helps
in tracking key Apache monitoring metrics to prevent fatal problems in the scenarios
where server load and access requests scale up. With clear and real-time dashboard,
represented through [18] Fig. 6 will help administrators to view real-time changes in
core metrics and provide stable and efficient server work through proactive actions.
Proposed framework also ensures collection, correlation and analysis of squid proxy
service logs responsible for providing Internet service over Intranet. Squid logs serve
as valuable source of information about Squid workloads and performance. Figure7

Fig. 5 Analysis of Apache server status code



An Open-Source Framework Unifying Stream and Batch Processing 623

Fig. 6 Real-time performance monitoring of Apache service

Fig. 7 Real-time performance and analysis of Squid Proxy service

[18]represents not only real-time traffic load on Squid Proxy service but also pre-
cisely visualize top users usage analysis, top domains accessed, HTTP methods and
status code analysis, content types accessed through in-depth analysis of Squid logs.
Application server performance monitoring is really crucial. Using tools like Met-
ricbeat and ELK to monitor, visualise performance metrics makes it convenient to
provide stable and error-free working of application servers. Figure8 [18] represents
real-time analysis of application servers in terms infrastructure specific metrics like
memory usage, CPU usage, disk usage, network bandwidth and system load through
log information shipped through Metricbeat configured on Squid Proxy server.

Packetbeat which is part of the Elastic Stack can be integrated seamlessly with
Logstash, Elasticsearch andKibana in order to transformnetwork datawithLogstash,
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Fig. 8 Real-time system performance monitoring through Metricbeat

real-time search and analytic in Elasticsearch, review data through precise visualiza-
tions in Kibana dashboards [18]. Network performance monitoring can help admin-
istrators in ensuring whether network is designed properly and network devices
are configured to sufficiently handle the current scale of access. In order to prevent
slowdowns in accessing Intranet and Internet contents whichmay affect end user per-
forming critical tasks, routine real-time network performance monitoring can play
crucial role in solving performance related issues in near-real time. Figure9 [18]
depicts real-time Intranet network statistics collected on NIDS server deployed and
its analysis by shipping network data collected through Packetbeat to Elasticsearch in
terms of precise visualizations through Kibana dashboards. Analysis is represented
in terms of connections over time, top Intranet hosts creating and receiving traffic,
network traffic statistics between hosts.

IoT devices generate large amounts of logging and events data, monitoring and
analysing the same can help both for troubleshooting purposes and as part of predic-
tive maintenance as well. Keeping track of every different activity of IoT devices is
impossible without having scalable framework which can address sheer volume of
IoT logs. Although the Internet of things (IoT) is getting more and more attraction
by researchers, integrating devices and machines to process the data in real time and
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Fig. 9 Real-time network performance monitoring through Packetbeat

at scale is a challenge. To reliably operate with IoT setup, a comprehensive view of
the device health in aggregate will prove beneficial.

Graphical analysis represented through Fig. 10 showcases analysis of MQTT
Broker successful connection requests received over IoT network discussed ear-
lier through ELK stack. Such analysis can help in tracing vulnerabilities like Ping

Fig. 10 IoT connection analysis through modelled framework
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Fig. 11 Aggregate temperature and humidity level analysis through modelled framework

flooding and SYN flooding through which DOS attack is possible. Figure11 depicts
aggregate temperature and humidity level analysis on the values published through
IoT network deployed for continuous tracking of temperature and humidity levels
required to be maintained in centralized server room which hosts the log analytic
setup proposed.

6.3 Performance Evaluation of Framework

This section discusses performance evaluation of proposed framework in analysing
voluminous logs generated thorough sources discussed in previous subsection
with respect to the search queries listed below. In order to compare the perfor-
mance 5million Logs (715MB), 10million logs (1.5GB), 15million logs (2.1GB),
20million logs (2.7MB) were used for analysis. Time required to search and analyse
specific log data pattern from tagged and classified logs is noted down in following
table taking into the size of log volumes mentioned earlier. Proposed framework
outperforms for different log volume sizes taking into consideration targeted queries
listed below.

1. Query I: HTTP Status Code Analysis to get distinct HTTP Status Codes.
2. Query II: Analysing Frequent Hosts to identify and list hosts with poorly rated

IPs from access logs.
3. Query III: Analysing the Top ten hosts who have received 404 and 403 HTTP

Response Code over month.
4. Query IV: Analysing time period with maximum 404 and 403 HTTP Response

Codes per day over month.
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Table 1 Visualization time of modelled framework for queries under consideration

Log size Query I Query II Query III Query IV

5million 4.7 s 4.7 s 5.7 s 6.7 s

10million 5.3 s 4.9 s 6.4 s 7.3 s

15million 5.7 s 5.9 s 7.7 s 8.3 s

20million 5.9 s 6.1 s 7.9 s 8.6 s

Fig. 12 Visualization time
of modelled framework for
queries under consideration

5. Query V: Listing probing events on perimeter firewall with respect to ssh port 22
and telnet port 23. Since both these services are configured on nonstandard ports
identifying this probing can give important security related insights.

Table 1 lists time required for graphical visualization of specific log data pattern
from tagged and classified log data through Kibana over different log sizes. Figure10
shows graphical analysis of values listed in Table1. It is observed that Kibana visual-
ization time required forQuery III and IV is significantlymore toQuery I and IIwhich
portrait requirement of implementing scalable cluster for Elasticsearch (Fig. 12).

7 Conclusion

Taking into consideration the speed, nature and volume of logs, real-time monitor-
ing of logs is infeasible to get meaningful insights. The setup collects heterogeneous
logs to a central location by using Rsyslog server that ingests logs to Apache Kafka
and then to ELK Stack for log analysis and correlation. Modelled framework will
be helpful in real-time analysis of heterogeneous logs by combining use of open-
source tools at different stages of log analysis so that identification of events that
might represent threats can be automated. Modelled framework also ensures foren-
sic investigations of historical logs through Apache Spark-based batch processing
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framework implemented. Packetbit andMetricbit are used for ingesting network and
system logs of NIDS server and Squid server through which real-time network and
system performance monitoring can be done. It helps in giving insights of the logged
events through graphical visualizationwhich is easy, quick and efficientway to under-
stand and correlate log events. Modelled framework is a much required attempt to
unify stream processing implemented through Apache Kafka, ELK Stack and batch
processing implemented through Apache Spark. Modelled framework designed and
developed using best open-source tools available will provide cost effective, open-
source, enterprise-ready platform and solution for online and offline big data log
analytics to provide better insights for faster trouble shooting. It can be widely used
acrossmultiple enterprises and domains to identify events that might hamper security
of their IT services.
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Smart Mirror Information System Using
Iot

B. Praveena, K. R. Chairma Lakshmi, S. Vijayalakshmi, and K. Vijay Anand

Abstract Technological advancementsmotivated to develop smartmirrors designed
with Raspberry Pi. This paper focuses on the application of smart mirror in home
automation, notice board for displaying the news, schedule for the day, weather
updates, and room temperature. Home automation includes controlling of electric
appliances by voice control using the microphone fitted with the smart mirror, and
remote access is also possible by means of Adafruit cloud and Blynk app. PIR sensor
is used, and hence, whenever there is nomotion detected near to themirror, the screen
gets turned off and thereby increasing the power saving capability. Screen casting can
be done using which YouTube videos can be casted on the mirror. Gas leakage in the
roomcanbemonitored by the smartmirror inwhich the gas sensor has been integrated
and buzzer gives an alert whenever it is crossing the threshold value. MySQL is used
for storing the sensor data which can be used for future analysis. With the help
of an own server-based management program wireless devices, the communication
between the microcontrollers was done successfully. Big data analytics is integrated
in the proposed methodology, and the Grafana is used for data visualization and
connecting IoT devices. In practice, the benefits of IoT were demonstrated to bring
down the barriers and create a pathway to the mainstream adaptation of IoT smart
devices.

Keywords Raspberry Pi · NodeMCU · Smart mirror · IoT · PIR · Home
automation · Temperature and humidity monitoring · Voice control

1 Introduction

Smart products like television, smart watches, etc., are emerging due to the advance-
ments in the technology. The survey says that on an average amen spends aminimum
of 18 min looking into the mirror. This time can be productively used if it turns out to
be smarter [1]. Smart mirror is a glass made up of 70% reflective and 30% transparent
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and hence used it instead of traditional mirror. It functions through NodeMCUwhich
is integrated with the smart technology. Smart mirror functioning through Raspberry
Pi foreshows features like weather, temperature, calendars, daily news feeds, to do
lists, etc. [2–4]. The proposed technology makes our home or office smarter toward
the future development. Smart mirror can be interfaced with both existing and new
sensors andproducts [5]. PhilipsHomeLab incorporated the interactivemirrorswhich
creates fun in the bathroom by playing cartoons to the children and news to the elders
[6]. Home appliances are controlled by voice recognition [7, 8].

Face recognition can be implemented with deep learning algorithms for making
the device much more smarter [9]. The server used is free as well as secure, and
database is created with SQL. Fog computing proven to be efficient than cloud
computing in terms of latency and total network usage [10]. The smart phones can
get paired with the smart mirror by means of a Bluetooth facility available in the
Raspberry Pi [11]. Akshaya et al. have integrated the two possible ways of accessing
the smart mirror by means of Website and mobile application which creates an user-
friendly environment [12]. Yusri et al. [13] developed a smart mirror specifically
for disabled persons by controlling the home appliances by means of the intelligent
mirror. Jin et al. [14] have developed a secure smart mirror which alerts the user
when other persons try to access the mirror and biometric authentication is also an
added feature. Besserer et al. [15] designed a model which recognizes the user and
their emotions and motivates them to do their exercises and shows their happiness
level after doing exercise. Rahman et al. [16], Nguyen and Liu [17] proposed amodel
which recognizes the face and suggests the type of makeup suitable to that particular
person. Raspberry Pi enables the smart mirror technology more efficiently [18, 19]
and it can be used for edge computing.

2 Materials and Method

2.1 Proposed Methodology

The idea behind our sensible product is to show data like time, date, weather, and an
inventory of tasks to be done on a mirror show. This can be the essential data which
we want to know during the morning hours to plan for the day. Smart mirror is a
technology which will make our lives easier and ease our daily routines. The idea of
this product has been around for many years. The inspiration came from the Internet
of things (IoT) idea, which can be represented as an associate to form everything
sensible. At its core, the Internet of things is regarding connecting devices over the net
during amethod that permits communication between users and applications on such
devices. In the Following, this idea hardware elements that area unit necessary for the
product to be purposeful are noninheritable. These include a Raspberry Pi controller
board, monitor, and two-way mirror. Instead of third-party APIs an open-source
software called Node-RED is used. All the GET and POST methods are managed
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using this software. With the help of this software, a process flow has been created.
Using which all the client devices, i.e., IoT devices are accessible. Figure 1 depicts
the hardware and software integrated with the smart mirror. The home automation
performed remotely is represented in Fig. 2.

In existing a singleWi-Fi router used in the home can hold up to 30 devices.When
an individual products are added, it will go beyond its limit so we need more routers.
Instead themesh networking concept is usedwhere oneNodeMCUwill access all the
client devices. Here, this NodeMCU is alone connected to the router. This NodeMCU
will act asmaster, around ten slave devices can be connected to thismaster. In existing
products, the system cannot be configured. But in the proposed model, the system
can be configured by the clients themselves based on their purpose. For increasing
the security of the proposed product, a random IP address will be generated during
each time of login. This random IP address can be checked from a remote through
an application. This strengthens the privacy of the data of a proposed model. The
size of a database in MySQL server is 524272 terabytes, and file size for data is 16

Fig. 1 Block diagram of proposed method

Fig. 2 Block diagram of home automation
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terabytes and for the log is 2 terabyte. Hence, huge amount of data can be stored
securely.

The main theme of proposed methodology is to create or develop a more sustain-
able technology in this growing world. The product is out of the box co-engineered
with a powerful computer and most advanced IoT devices at a most moderate price.
The target audience is peoplewho are planning to constructmodern homeswith voice
assistant combined with artificial intelligence and in industries and colleges as an
attractive dashboard which displays all the necessary data which will be a replace-
ment of old style notice boards combined with google calendar, drive access for
displaying some pictures, etc. Smart mirror has all necessary ports such as Ethernet
port, Wi-Fi, and Bluetooth for connectivity purposes. In order to connect existing
appliances with the Internet, an ESP8266microcontroller is used. In order to increase
the efficiency, a variety of sensors and transducers is used so that the efficiency of
a technology and home assistant modules is increased. Some of the sensors used in
the proposed method are PIR for motion detection for light intensity and DHT11
for temperature and humidity monitoring. Figure 3 is the photographic image of the
proposed model.

Fig. 3 Photographic image
of the prototype
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2.2 Open-Source Software

In the proposed method, the open-source software [OSS] is used. The tools used here
are Node-RED, Mosquitto, MQTT, InfluxDB, Grafana, and remote framework.

Node-RED is a programming tool that can be connected with hardware devices
through the Internet. It is an open-source tool that was originally developed by IBM
technologies. Later, it was developed by JS Foundation. The platform used in this
tool is Node JS, and the language used is JavaScript. Node-RED cannot be directly
implemented with IoT. It is a generic event processing engine. Without writing any
program, it can collect data fromWebsites likeTwitter andWeb tools likeWebSockets
andHTTP and store it in its database. Node-RED provides aWeb browser-based flow
editor that helps to create JavaScript functions. Instead of low-level coding tasks,
Node-RED allows users to connect Web services along with hardware. This can be
done through a visual drag-drop interface (Fig. 4).

MQTT means message queuing telemetry transport. It is used to exchange data
between the devices and the cloud server. The bandwidth requirements for MQTT
are at the absolute minimum, and it has the capability to handle unreliable networks.
Hence, it can be used for machine-to-machine [M2M] communication. This protocol
usually runs over TCP/IP.

Fig. 4 Node-RED flow
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InfluxDB is an open-source time series database that was originally developed by
Influx Data. It is optimized for quick, excessive storage, and retrieval of time series
data in fields like operations, observations, application metrics, IoT sensing element
information, and period analytics. It also has the support for processing data from
Grafana. InfluxDB is designed to handle high write and load query.

Grafana is multi-platform open-source analytics and shows an interactive visual-
ization for Web applications. It displays charts, graphs, and gives alerts for the Web
when connected to the supported data sources. As a visualization tool, Grafana is a
standard element in observing stacks and is usually employed in combination with
statistic databases like InfluxDB. Using this tool, the data can be monitored with
a customizable dashboard. The main advantage of using Grafana is it will collect
data for each and every millisecond, whereas other tools have time intervals. Using
Grafana, the data can be monitored even after a week or a month.

3 Algorithm

Step 1: Installing OS in Raspberry Pi.
Step 2: Installing Node-RED in local.
Step 3: An IP address will be generated.
Step 4: There is a port number for each OSS.
Step 5: The port number for each portal is entered in the IP format: Port number.
Step 6: After accessing this port number, all portals will be opened at once.
Step 7: In Node-RED, each node has individual functions. Using these functions,
the module can be connected to Google Assistant, UI dashboard, etc.
Step 8: All these nodes are interconnected. During this interconnection, a flow
will be generated. In this flow, using JavaScript, a connection is established.
Step 9: Before establishing a connection, MQTT brokers have to be installed.
In MQTT, for each device, a device ID is generated. This device ID is entered
in Node-RED. For all load devices, an MQTT ID is given. If anyone of the ID
pushes the data, that data will be captured by Node-RED. Based on the condition
given, a flow will be produced using this captured data.
Step 10: From Node-RED, all data are pushed to InfluxDB. This database will
collect each and every data per second. The data present in this InfluxDB will be
used by Grafana.
Step 11: Based on these data, Grafana will produce flowcharts and graphs.
Step 12: All the above steps are done on the local server. To establish all these
procedures in the cloud, we use a framework called remote framework.
Step 13: The static IP address is generated by InfluxDB and Grafana to Raspberry
Pi.
Step 14: This static IP address is merged with the router present in the home.
Step 15: On opening each type of this framework, a dynamic IP is generated.
Step 16: This dynamic IP gets matched to static IP which is connected to the
router present in the home.
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Fig. 5 Temperature and humidity status of living room

Fig. 6 Temperature and humidity status of bed room

4 Result and Analysıs

The status of the temperature and humidity in the living room and bed room is
monitored in the dashboard, and it is given in Figs. 5 and 6. The water tank level
measurement is monitored remotely, and it is shown in Fig. 7.

The weather update and video demonstration for makeup are displayed in smart
mirror, using which a person can do their work in a stage by stage manner and is
shown in Fig. 8. The news updated is given in Fig. 9.

5 Conclusıon

The smart mirror uses artificial intelligence which plays a major role in showing the
user’s notifications and data. A GSM-based automation system is also mannered,
according to this technology users can control and monitor the appliances, sensors
by Blynk app from the mobile phone. The ultimate goal of Jarvis technology is to
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Fig. 7 UI dashboard for tank level measurement

Fig. 8 Smart mirror displaying makeup video

interface all the automated systems into a single interface. This innovation started as
a trail to furnish in bringing smart home environment and working place. Ultimately,
we all are well pleased with our project. As a further development, extra features can
add to this smart mirror, which becomes more customizable and user-friendly.
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Fig. 9 Smart mirror update us the news
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A Hybrid Model for Prediction
and Progression of COVID-19 Using
Clinical Text Data and Chest X-rays

Swetha V. Devan and K. S. Lakshmi

Abstract COVID-19 is an infectious disease caused by a virus known as novel
corona virus or severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2).
Since December 2019, the world is dealing with a pandemic as a result of this
sickness. In addition to the medical field, technologies such as deep learning and
machine learning aid in the fight against COVID-19.With the use of image or textual
data, these technologies can anticipate the existence of disease. The suggestedmethod
is a hybrid model that predicts COVID-19 along with illness development using
both machine learning and deep learning. Patients’ entire medical records (clinical
text data) and chest X-rays are regarded significant data for the suggested method.
Because this disease mostly affects the respiratory system, X-rays of the chest are
utilized to determine how far the sickness has progressed. A logistic regression
model is trained with the clinical text data to classify them as COVID or not. Since
the classification is binary, logistic regression is an efficient and easy to implement
method. Then aVGG-16model, which is considered as one of the best visionmodels,
is trained by using several chest X-Rays. The trainedmodel is then used to predict the
patient’s status and the progression of disease. A GUI is also developed for a user-
friendly experience so that user can directly input the data. The overall output of the
proposed model includes the COVID-19 status, the percentage of progression and
the masked image of chest X-ray. The combined classifications using clinical data
and chest X-Ray improve the effective disease progression detection of COVID-19.
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1 Introduction

In December 2019, the first case of COVID-19 was reported in China. Since then,
the disease has posed numerous hazards and challenges. According to WHO, there
are about 1.63 billion reported cases till May 2021 and about 3.3 million deaths were
reported. This disease affects various persons in different ways. Some peoplemay not
need hospitalization to recover and experience only mild symptoms. Others, on the
other hand, have suffered from serious health problems. COVID-19 is characterized
by a dry cough, fever and lethargy. In addition, the majority of persons have had
mild to moderate respiratory disease [1]. The virus that causes COVID-19 can be
detected using the real-time reverse transcription-polymerase chain reaction (RT-
PCR) test which is the most preferred method of illness detection. But there are
several false negative and false positive results for RT-PCR. It also takes 2–4 h to
get the results. Chest X-rays (CXRs) and computed tomography (CT) scans can
also be used to screen for COVID-19 infection and evaluate disease progression in
hospital admitted cases. Despite the fact that they are not officially suggested [2] as
primary diagnostic procedures, they can be utilized as a secondary test to confirm
the existence of disease and track disease development.

The application of artificial intelligence to medical diagnostics has a number of
benefits for the evolution of the healthcare business. Artificial intelligence-based
software [3] can tell if a patient is sick even before symptoms appear. Software’s like
this can assist doctors in making decisions. These systems work with digital data
like texts or photos to deliver results in seconds. Among the textual information is
clinical text, which covers the patient’s medical data, comprises patient history and
assessments, as well as a wealth of information for clinical decision making. Image
includes CT scans or X-Rays. AlthoughCT has a higher sensitivity [4] for pulmonary
illness, it comes with several drawbacks. It includes the difficulties of sanitizing the
room and equipment after each patient, as well as the time it will take to do so after
each person. On the other hand, X-Rays of the patients can be collected with less
complications since the sanitization of equipment for collecting X-Ray is not a big
deal when compared to CT.

The proposed model is a system which uses both machine learning and deep
learning technologies for predicting COVID-19 and its progression. The system
receives text data aswell as chest X-Rays as input and outputs. The logistic regression
technique is utilized to handle text data, while the VGG-16 architecture is used
to process CXRs. A logistic regression model can effectively handle the binary
classification problems. In this case, the logistic regression model will analyse the
clinical data and will return yes or no based on the findings. The VGG-16 model is
used to detect COVID-19 patients in the case of CXR. The probability value used to
calculate the progression is returned by VGG16. The CXR may contain the whole
thoracic region and our region of interest is just the lung areas. So, to segment out the
lung areas, the lung masks are used. Lung masks are generated by using a pre-trained
UNet model. The developed masks are then merged with the X-rays before they are
introduced into VGG-16 model. The masked X-rays highlight the lung areas. The
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proposed model intents to be a helping hand to medical practitioners to confirm the
COVID-19 case and to show how much it has progressed within the lung.

The rest of the sections are organized as follows. Section 2 will give the brief
idea about past related works. Section 3 describes about the architecture and tech-
niques involved in the proposed methodology. Then, Sect. 4 deals with results and
discussion. Finally, Sect. 5 will conclude the study.

2 Related Works

The literature review reveals more about the previous works in detecting COVID-19
which uses deep learning or machine learning algorithms.

The author of [4] proposed a deep learning model for detecting pulmonary mani-
festations of COVID-19 with chest X-rays. This method includes a convolutional
neural network (CNN) and several pre-trained ImageNet model. Themodel is trained
to learn the features while using each ImageNet with the CNN. The learned knowl-
edge is then used to find the relative performance and the best performing models
are iteratively pruned. Author collected several CXR datasets and segmentation is
performed at the pre-processing stage. Theprocess of segmenting separates the region
of interest from the rest of the picture. In [4] for segmenting the lung regions, the
author used a pre-trained UNet model. The size of the dataset and its inherent uncer-
tainty, as well as the computing resources required for effective implementation and
usage, are two major determinants of this approach’s performance.

In [5], the author explains a neural network architecture that can be trained with
a small amount of data while still producing radiologically interpretable results in
finding COVID-19. The author has used FC-DenseNet103 to segment the lung areas
from the Chest X-Rays. Then a patch-by-patch training approach is used for clas-
sifying the CXR as normal, bacterial pneumonia, tuberculosis (TB) or viral pneu-
moniawhich includes the pneumonia caused byCOVID-19 infection. The segmented
imageswere cropped randomlywith a size of 224× 224 in the classification network,
and the resulting patches were used as network inputs. The centres of patches were
randomly selected within the lung areas to avoid cropping the patch from the empty
area of the segmented image. Several patches were randomly acquired during the
inference, with the number of patches chosen to cover all lung pixels several times,
allowing each image to represent the entire attribute of the entire image. The patches
were then fed into the network to generate the required output. The classification
algorithm’s backbone is ResNet-18 model. When a model is overly complex for
a limited set of data, overfitting may occur. The ResNet architecture would aid in
the prevention of overfitting. The performance of this model slightly affected when
reducing the patch size, and there was also no benefit with increasing the patch size.
So, the patch size must be maintained as 224 × 224.

The author of [6] proposed aweakly supervised deep learning framework to detect
COVID-19 infected regions fully automatically using chest CT data acquired from
multiple centres and multiple scanners. Based on the CT radiological features, the
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disease classifies COVID-19 cases from community-acquired pneumonia (CAP) and
non-pneumonia (NP) scans using the developed deep neural networks. The author
used TCIA dataset for the proposed model. They trained a multi-view UNet model
for the segmentation task. For the classification, they developed a network which
was inspired by VGG-16 architecture. In the architecture, configuration of CNN
depth increased using small convolution filters stacked with non-linearity injected in
between them. All convolution layers consisted of 3× 3 kernels, batch normalization
and rectified linear units. The proposed CNN was fully convolutional, consisting of
five convolutional blocks. Then, amulti-scale learning scheme is adapted to copewith
variations of the size and location of the lesions. To implement this, the intermediate
CNN representations, i.e. feature maps, at third, fourth and fifth convolution layers
were fed into the weakly supervised classification layers. A 1 × 1 convolution was
applied tomapping the featuremaps down to the class scoremaps. Though thismodel
is not discriminative enough when it comes to separate the community-acquired
pneumonia from COVID-19, this model can pinpoint the regions of inflammation or
lesions within the lung effectively.

Babukarthik et al. [7] is about the COVID-19 detection from CT scans and
CXRs. The author of [7] proposed a model which consist of CNN models such as
VGG16, ResNet50, DenseNet121, InceptionResNetV2 and severalmachine learning
methods. The CNNS are used for extracting features from the CXRs and CT scans.
Then, COVID-19 is identified from the extracted features by using various machine
learning algorithms and statistical modelling techniques. In the feature extraction
phase, each model is implemented in a hierarchical fashion so that to ensure obtained
features are finely refined. The classification logic of the proposed model uses
several algorithms such as k-nearest neighbors (kNNs), support vector machine
(SVM), Gaussian process (GP), random forest (RF), multilayer perceptron (NN)
and Adaboost to process the features. Each algorithm is implemented for different
purposes. This method is too complex since it incorporates multiple deep learning
and machine learning algorithms.

Shamsi et al. [3] explains a model which helps in classifying the lungs as
COVID-19 affected and healthy lungs (normal person) using CXR images. This
method proposes an independent and continuous learning algorithm for generating a
DCNN architecture spontaneously. The process includes the operations of parti-
tioning DCNN into numerous weighted fully connected and meta-convolutional
block. Each block possesses the operations like pooling, convolution, batch normal-
ization, dropout, fully connection and activation operation. The genetic operations
such as selection, crossover andmutation process are performed to evolve the popula-
tion for DCNNarchitectures. The fitness valuewill be generated after these processes
which will be the prediction results. The model is trained by using about 5000 CXRs.
Due to storing and evaluating a huge amount of DCNN structure, GDCNN has high
computation and space complexity.
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3 Methodology

The proposed methodology consists of two phases such as text processing and image
processing. The first phase is detecting COVID-19 from clinical text data using
logistic regression model. Second phase is finding COVID-19 from the chest X-Rays
and there by calculating the progression, by using pre-trained ImageNet model. The
backbone of classification architecture is VGG-16 model. The system architecture is
shown in Fig. 1. The proposedmethodology consists of the following stepswithin the
upcoming sections. Section 3.1 describes about the datasets that are used; Sect. 3.2
describes about the procedures involved in text data pre-processing. Section 3.3 is the
machine learning classification; Sect. 3.4 describes about pre-processing of images;
and finally, Sect. 3.5 is the section which deals with the classification of CXRs and
progression detection.

3.1 Data Collection

The proposed system requires two types of data, clinical text and chest X-Rays.
The clinical text data [8] can be collected from Kaggle repository. The available
dataset included 1057 entries of details of patients having symptoms of COVID-
19 or other viral diseases. The dataset consists of several attributes including the
patient’s gender, age, label which specifies the disease, other details of symptoms
and tests of the patients.

For the image processing part, multiple CXR datasets were used which were
also collected from Kaggle repository; this includes COVID-19 chest X-Ray Data
and CoronaHack—Chest X-Ray dataset [9]. These datasets include chest X-Rays
of normal people, COVID-19 patients and people with viral pneumonia. Then, lung
segmentation from chest X-Ray dataset [10] is also used which consist of CXRs of

Fig. 1 Architecture of the proposed methodology
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Fig. 2 Images from CXR dataset a COVID-19 X-Ray. b Normal X-Ray

normal people and CXRs showing pneumonia and non-pneumonic related abnor-
malities [11]. In Fig. 2a is the X-Ray of COVID patient and b is that of a normal
patient.

3.2 Clinical Text Pre-processing

The first step is to prepare the clinical texts to perform machine learning algo-
rithm [3]. The raw data were subjected for several pre-processing methods. Data
cleaning is done to remove unwanted texts which includes special characters, white
spaces, etc. Then, from the pre-processed data the features can be extracted. For
feature extraction, the TF-IDF technique is used. The TF-IDF [12] stands for term
frequency-inverse document frequency. The TF-IDF technique will identify the
relevant features and will convert into the vectorized form. The TF-IDF technique
helps in identifying how important a particular word or phrase is to a given document
in the process of feature extraction. The basic working of this technique is based on
two statistical concepts such as term frequency and inverse term frequency. The term
frequency refers to the number of times a term t appears in the document. Then,
inverse document frequency will measure the importance or relevance of a particular
word in the overall document. TF-IDF value can be simply computed by multiplying
both or can be found out by using Eq. (1).

Wi, j = t fi, j × log
N

d f i
(1)
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where tf i,j referred to the number of occurrence of term i in document j. df i is the
number of documents containing term i and N is the total number of documents.
Here, each record will be considered as different documents. Then, by applying
weight function to the extracted features, the vectorized input will be given into the
logistic regression model.

3.3 Clinical Text Classification

For classifying the clinical data as COVID positive or negative, a classification algo-
rithm is required. Since the data is text data, it can be classified by using a machine
learning algorithm. Here, the classification is a binary classification, so the logistic
regression [13] is one of the best candidates for this job. The supervised machine
learning technique logistic regression can accurately predict the tags for a binary
classification task. The algorithm will return 1 if the test case is of a COVID-19
patient or else it will return 0. The class membership probability can be calculated
by the Eq. (2). In which P stands for probability which can have values from 0 to
1; a and b are independent variables, which will vary according with the extracted
features.

p = ea+bx

1+ ea+bx
(2)

Primarily, our main focus is on the clinical notes section of the data set which
consist of description about the character of patient regarding the symptoms or likely
causes, etc. Basically, the primary observations about the patient is included in the
clinical notes. Then, there is a column named findings which consist of class label.
If the finding is COVID, it will be set as 1 and all other findings such that other viral
diseases are set as 0. Logistic regression is used for classification [14]. In the training
phase, the logistic regression model is set to train with the vectorized tokens and the
findings which will be either 0 or 1 so that the machine can learn what to return when
a text is given. In the testing phase, the pre-processed vectorized clinical texts can
be classified by the trained model.

3.4 Chest X-Ray Pre-processing

The second phase of the proposedmethodology is to identify the CXRswith COVID-
19 and to compute the progression. Before implementing the classification algorithm,
the raw X-Ray images need to be pre-processed [4]. The fully connected layers in
convolutional neural networks, for example, demanded that all images be of the same
size arrays. Image pre-processing can also speed up model inference and reduce
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Fig. 3 The CXR segmentation

model training time. If the input photographs are very huge, shrinking them will
significantly reduce model training time without compromising model performance.

Oneof themost important pre-processing is the image segmentation. This is highly
applicable in case of using deep learning techniques in medical imaging processes.
Separating the foreground from the background, or clustering pixels based on colour
or shape similarity are examples of image segmentation. Here, image segmentation
is performed on the CXR data sets to visualize the required regions of the data. For
this purpose, lung masks will be generated. A pre-trained UNet model is used for
segmenting lung areas. The dataset in [10] is a collection of CXRs along with lung
masks, so this dataset is used to retrain the UNet architecture so that it could return
masks of size 512 × 512 pixels. These masks are then placed on the CXR images
to create a bounding box that contains the lung pixels. Figure 3 shows the mask
generation process.

After segmentation the image, further pre-processing techniques includes pixel
rescaling and edge preservation are done to maintain the picture quality. The masked
images are given into the classification unit for further proceedings.

3.5 CXR Classification

The masked CXR images are fed into the classification network along with the label
and progression. The classification network is a VGG-16 model. The VGG-16 [15]
model is one of the best architectures in classifying images. There are only two
class labels here, Yes and No. Yes, if COVID-19 is identified, else No. A data frame
has been created which consist of the class label and progression for each image in
training set. This data frame is used to train the network. The network takes images
of size 256 × 256. So, the segmented CXR are reshaped into 256 × 256 pixels.
The number of neurons in hidden layers is set in to 512. The classification logic
is based on the two activation functions, rectified linear activation function (ReLU)
and sigmoid function. ReLU activation is applied to the hidden layers, and Softmax
activation is applied to the output layer. The ReLU activation will output the value
if it is positive, and output zero if the value is negative. Whereas sigmoid activation
function will always keep the values between 0 and 1. The sigmoid function can be
calculated by the Eq. 3.
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Fig. 4 Classification using VGG-16

f (x) = 1

1+ e−(x)
(3)

After setting the values and activation function, the model is trained with the
segmented images and the model will be saved. The VGG-6 architecture is shown in
Fig. 4. In the architecture, Maxpool layer of 2 × 2 filter of stride 2 and convolution
layers of 3 × 3 filter with stride 1 and always used identical padding. Throughout
the architecture, the convolution and max pool layers are arranged in the same way.
It has two FC (completely connected layers) in the end, followed by a Softmax for
output. The 16 in VGG16 alludes to the fact that it contains 16 layers with different
weights. In the testing phase, the saved model can be used for classifying the CXR. If
the CXR is identified as of a COVID-19 patient, then the percentage of progression
will be returned.

4 Results and Discussion

As the final step, a graphical user interface has been built with which can join the
two phases as well as a user-friendly approach. In the GUI, we can upload clinical
texts and once the COVID is detected from text, we can upload CXR. By uploading
these data there, we can see the steps by step processes. The output of the model
includes the masked image, the two messages such that findings from both text and
CXR, then the percentage value of progression which shows how severe is the case.
Figures 5 and 6 show the screenshot from the GUI. The first page in the application is
a login window where the user can enter userID and password. The login credentials
will be checked in the background and if it is matched, the home page will appear.
In the home page, there provided three buttons “upload image”, “Start Processing”
and “Cancel”. The user has to upload the X-Ray of the patient and the clinical text
data, which will be a clinical note consisting the details, symptoms etc. When the
processing begins, the systemwill call the past modules and step by step process will
be carried out. The steps will be listed in the window itself. After the processing, the
output will be printed.

The proposed system is developed in a windows system having a 4 GB RAM and
2.20 GHz processor. Several tools and libraries are used throughout the system. The
text processing phase is implemented with the help of the natural language toolkit



650 S. V. Devan and K. S. Lakshmi

Fig. 5 Confirmation from clinical text

Fig. 6 Progression of COVID-19

(NLTK) which consists a group of libraries and packages that can help in processing
natural language. In the second phase, Keras library functions are used which is a
well-known deep learning framework. At the end, a GUI has been developed with
the help of Tkinder toolkit. The required dataset includes both text and image data.
The text data is split into a 70:30 ratio, with 70% of the data being used to train the
model, whereas the remaining 30% being used to test the model. The clinical data for
COVID-19 is less available. There is a probability for improving the performance if
more data is available [16]. The system can be updated according to the availability
of more data. Even though this system can aid support in analysing clinical data. For
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Table 1 Accuracy Phase 1 Phase 2

Accuracy 91 97.7%

X-Ray classification, the text to train ratio is as 80:20, i.e. 80% of data were used for
training and 20% being used for testing.

The accuracy of themodel can be calculated by the Eq. (4). In the proposedmodel,
we use two algorithms such as logistic regression and VGG-16; the accuracy in each
case is given in the Table 1.

Accuracy = TP+ TN

TP+ TN+ FN+ FP
(4)

TP is the number of positive classes predicted as positive. TN is the number of
negative classes predicted as negative. FN is the number of positive classes predicted
as negative. FP is the number of negative classes predicted as positive.

The phase 1 of themodel has been tested in two steps to determine its true accuracy.
It employed 75% of the available data that were taken manually in the first stage,
which results in lower accuracy than the stage where the entire data were used for
experimentation. As a result, it can deduce that if more data is provided to these
algorithms, performance may improve. The graph plotted with the obtained value is
shown in Fig. 7.

Then in phase 2, the epoch value is given as 7 since the data set is images; in
this case, the size of the data set is greater and the time taken for training is more.
The least number of topically relevant images are used though; it is recognized that
the training time and memory limits are required for practical deployment using
computer resources. The model achieved 97.2% precision and F1 score is 97%. The
graph plotted with the obtained value is shown in Fig. 8.
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Table 2 Comparative study Type of data Architectures
used

Accuracy
obtained (%)

Proposed
model

• Clinical text
• CXR

• Logistic
regression

• UNet
• VGG-16

95

[4] • CXR • UNet
• VGG-16
• VGG19
• InceptionV3

90.01

[5] • CXR • FC
DenseNet103

• ResNet-18

91.9

[6] • CT scans • Multiview
UNet

• CNN

89.2

[7] • CXR • CNN 94.84

A comparative study can be done with other similar works Table 2 shows the
comparative analysis of the proposed model with other works.
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5 Conclusion and Future Scope

The COVID-19 disease had a negative impact on almost every industry. Not only the
ones infected, but also all the people had to face a lot difficulties due to lockdown
and all. Many researches are carrying out in defending against this disease. Here,
a system is proposed to identify the disease and progression of COVID-19 disease.
The system uses clinical texts as well as chest X-Rays for finding the disease. A
dataset consists of about 1057 entries of clinical texts and a group of chest X-ray
datasets which contain X-Rays of normal lungs and the lungs showing abnormalities
such as pneumonic related or COVID-19-related abnormalities. These were used to
train the proposed system. While testing the system effectively identifies and return
the image as either normal or as COVID-19 along with the progression. Machine
learning algorithm is applied for classifying clinical text data and deep learning
algorithm in CXR processing. The system resulted in an overall accuracy of 95%.
Increasing the quantity and quality of data can improve the efficiency of the model.
The dataset for clinical text is a growing data repository, so the dataset can be updated
eventually according with the availability of data. For CXRs, more X-Ray images
can be included for training the VGG-16 architecture. In the future, we would like
to add a gradient feature and heat maps so that we can pinpoint and visualize the
disease-affected regions within the X-Ray.
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High-Precision Indoor Tracking Using
Ultra-Wide Band Devices and Open
Standards

K. Deepika and B. Renuka Prasad

Abstract Indoor tracking requires precise localization with the use of short-range
radio technology.Tracking thepositionof humans in an indoor environment is accom-
plished using UltraWide Band communication technology to achieve high accuracy.
UltraWideBand (UWB) assists in positioning a user in an indoor environment. UWB
technology-based devices obtain the position andmonitor themovements of a human
in an indoor environment. Ultra Wide Band (UWB) technology positions a user with
x, y coordinates obtained from timespan and frequency of communication. Position-
ing with UWB technology is implemented with transit time methodology—Time of
Flight (ToF) to measure the running time of light between the tag and anchors. UWB
based positioning of an object requires 3 fixed nodes (anchors) to implement the tri-
lateration algorithm. The direct line-of-sight between the tag and nodes is required to
achieve high accuracy. UWB technology uses the Deccawave DWM1001C module
to identify the location of a user. The system locates the position values of a user in
x, y coordinates using UWB technology with the DWM1001Cmodule inMatplotlib
and draw the actual location with visualizations using Grafana.

Keywords Grafana · InfluxDB ·MQTT · Node-RED · TCP/IP

1 Introduction

Indoor tracking implements location tracking of a user in an indoor environment to
achieve real-time position coordinates and represents the current position of a user
with indoor positioning technologies. Ultra Wide Band (UWB) technology [13] is
IEEE 802.15.4a and IEEE 802.4z compliant suitable for tracking in an indoor envi-
ronment as the signal frequency penetrates through thin walls. UWB technology [6]
positions a user with the Cartesian coordinates system (x, y) obtained from times-
pan and frequency of communication. The technology tracks using Time Distance
of Arrival (TDoA) [20], Time of Flight (ToF) and Two Way Ranging (TWR). The
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security at the Physical layer is achieved with Distance–Time bounded protocol and
latency is less than 1ms to obtain x and y coordinates.

UWB technology uses Deccawave (now Qorva) DWM1001C module to identify
the location of a user. The technology helps to determine the actual position of a
user and plots the location as x and y coordinates. UWB based indoor positioning
system [19] with high precision is achieved with DWM1001Cmodule. DWM1001C
module is configured either as an anchor or as a tag. A tag is also configured with
RPi Zero with DWM1001C module.

The objectives of Real-Time Indoor Positioning Systems (IPS) with UWB are

• Implement a humanpositioning system in an indoor environmentwithDWM1001C
module using UWB technology

• Obtain the position in x, y coordinates and communicated to the time-series
database in a remote system

• Display the position with the x, y coordinates on a scale map and path movements
in an interactive visualization graph.

The DWM1001C module is programmed using Python. The location coordinates
are communicated to InfluxDB to store the sensor data using an optimized time-series
database (TSDB). The coordinates are visualized using an interactive visualization
tool, Grafana to fetch the sensor data from InfluxDB and visualize the location
coordinates in interactive dashboards. The anchors and tag communicate usingUWB
frequency and use Time Division Multiple Access (TDMA) [10]. The anchor is
positioned in Line of Sight (LoS) propagation. The real-time system is implemented
using UWB technology by configuring the DWM1001C module in two methods

• DWM1001C module with RPi Zero configured as tag and DWM1001C modules
as anchors

• DWM1001C module configured as tag and anchors

Indoor Positioning Systems (IPS) is a real-time positioning of a human with Ultra
Wide Band (UWB) technology using the devices programmed with DWM1001C
module. The module DWM1001C combines DW1000 chipset, nRF52832 Micro-
Controller Unit (MCU) and 3-axis accelerometer. The module enables Real-Time
Locating Systems (RTLS) [11] integrated with DWM1001C Integrated Chip (IC),
antenna and power control. The module supports Time of Flight (ToF) and Time Dif-
ference of Arrival (TDoA) location algorithms. The source code editors like Visual
Studio Code and visualization Integrated Development Environments (IDE) plat-
forms like Grafana and Jupyter are licensed under Free Software. The high-precision
indoor tracking using Ultra-Wide Band devices and open standards aims to build a
system using Free Software to provide reliability and privacy to the user [14].

Several research works have been executed in indoor tracking using UWBdevices
to achieve high precision over the last few decades. The literature review is achieved
to overview, outline, analyze and classify the state-of-the-art research in this domain.
The contributions of theworks implemented usingUWBare presented in Sect. 2. The
experimental setup of theDWM1001CmodulewithRPi Zero as tag andDWM1001C
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module configured as anchors andDWM1001Cmodule as tag and anchors is detailed
inSect. 3. Themethodologyof theDWM1001Cmodule configured as tag and anchors
are elaborated in Sect. 4. In Sect. 5, the methodology of the DWM1001C module is
deliberated. Future works and conclusions are given in Sect. 6.

2 Literature Review

The signal technologies for indoor localization means solutions providing the posi-
tion of mobile objects or people in indoor environments (e.g., hospitals, malls, etc.),
is one of the most cutting-edge services with growing demand in smart applications
such as robotics for care and pedestrian navigation. The challenge of indoor tech-
nology is to position a person in a bounded environment surrounded by obstacles
[12]. The experimental analysis of extensively deployed using UWB technology are
discussed in Table1.

The signal technologies for indoor localization means solutions providing the
position of mobile objects or people in indoor environments (e.g., hospitals, malls,
etc.), is one of the most cutting-edge services with growing demand in smart appli-
cations such as robotics for care and pedestrian navigation. The challenge of indoor
technology is to position a person in a bounded environment surrounded by obstacles
[12]. The experimental analysis of extensively deployed using UWB technology are
discussed in Table1.

Ultra Wide Band (UWB) is a long-range radio technology that communicates
using LoS and NLoS propagation. UWB technology supports high bandwidth, mul-
tipath technique [7]. The technology provides an accuracy of 1cm with a frequency
range of 70–300m. Positioning in an indoor location is achieved with Two Way

Table 1 Real-time indoor positioning systems with UWB technology

Name Year Pulse duration Accuracy Principle Application

Nakano et al.
[8]

2018 750ps 2.1mm Distance
resolution
management

3D
positioning

Keefe et al. [9] 2017 200 ps 9.5cm AoA, TDoA Local
positioning
system

Sato et al. [11] 2016 Psuedo noise 1m AoA Indoor flying
robot

Flores et al.
[1]

2016 2ns 10cm ToA, AoA Indoor object
positioning

Writrsal et al.
[16]

2016 Very short 10cm TWR, MIMO,
PDoA

Accurate
indoor
positioning
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Range (TWR) [2], Time Difference of Arrival (TDoA) [3], Phase Difference of
Arrival (PDoA) algorithms. Smart homes, warehouse management applications are
implemented using UWB technology. 3D positioning is achieved by implementing
the distance resolution management principle estimating the accuracy of 2.1mm.
Angle of Arrival (AoA) [20] and Time Difference of Arrival (TDoA) [20] algorithms
obtain the accuracy of 9.5cm in local positioning systems. Indoor flying robots are
implemented with AoA algorithms obtaining an accuracy of 1m. Indoor positioning
is accomplished with ToA [17], AoA, TWR [15], MIMO, PDoA algorithms with the
accuracy of 10cm.

3 Experimental Setup

The setup is configured by installing the anchor devices at the height of 2.5–3m. A
minimum of 3 anchors is required to implement a trilateration algorithm. The devices
operate using a repeating superframe structure of 100ms duration. SuperFrame struc-
ture has 30 slots and is numbered as Beacon Message Numbers (BCN) slots. Each
anchor is assigned with each slot and is called a seat number and varies from 0 to 29.
The first slot is assigned for the initiator. The count of anchors is not limited to 30
and the count can be increased. BCN numbers can be increased accordingly. Each
anchor is assigned with BCN slots and a seat number. The additional anchor after
BCN 30 will reuse the slots but it should not connect the anchor with the same seat
number. In case the same seat number is allotted, the system will disconnect from
the network and reconnect to the same network until no conflicts occurs with the seat
number.

The tag is connected to the processor which reads the location (x, y) serially and
communicates to the time-series database system. Initially, the tag sleeps and period-
ically wakes up to listen to the beacon of the anchor and Almanacs messages. Anchor
listens to the period of 5 SuperFrames before returning to sleep for the specified inter-
val. The anchor will automatically wake up and resume the process again. The sleep
period will initially be 10s and will be extended to 60s. The tag is configured with
two modes of operation—responsive and low-power mode operations. Responsive
mode follows (TwoWay Range) TWR exchange for scheduling the listening period.
TWR exchange schedules the next listening period to listen to the beacons during the
SuperFrame reserved the TWR exchange slot. The DW1000 chipset will remain idle
in this period and nRF52832 will be in sleep mode. The low-power mode operation
puts the DW1000 chipset in the sleep mode until the following TWR exchange.

In low-power mode, TWR exchange the DW1000 will be put to Deep Sleep and
will be sent to a responsive state in the next TWR exchange. The microcontroller will
be put to sleep with other components of the module except the Real-Time Clock
(RTC) and accelerometer. The module is in the lowest power consumption mode and
will not be able to listen to beacons. The module needs to moves out of the area and
initiates communication with the anchors in range, the tag will proceed with TWR
slot reservation. The tag collects the ranging and data slot maps to show the slot
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utilization from the beacon messages of all the anchors in range and combines to
select a free-ranging slot in the SuperFrame to assign the anchor in the range. The
system faces few technical issues as the ranging slots are occupied in the SuperFrame.
Firstly, the system tries to establish communication every 60s to receive the incoming
data and reserve a TWR slot. Every 100ms, the SuperFrame contains 15 ranging slots
which provide sufficient time to the tag to perform TWR with 4 anchors and giving
a maximum location rate capacity 150Hz. Secondly, the system capacity is and new
tags will not be able to start ranging until the existing tags move out of the area or
give up the slots.

Additional tags can be added to the system to high-precision indoor tracking using
UWB devices. The system is designed to have 150Hz system capacity and system
expansion is achieved with the following tag count and location rate.

• 15 tags @ 10Hz (max. location rate)
• 150 tags @ 1Hz
• 300 tags @ 0.5Hz
• 9000 tags @ 0.01667 (min. location rate).

The TWR internal location engine estimates the position of the tag with the
known position of the anchors in range. The location estimate is calculated with
the three or four ranging results. The location estimate manages one or two missing
responses from the anchors and estimates the location of the tag. The position of the
tag is estimated with the static position (x, y). The three-axis accelerometer—STM
LIS2DH12TR detects the orientation of the device. The devices operate at low power
mode and the supply voltage is about 2.8 to 3.6V. The technology communicates
between 3.5 and 10GHz frequency and achieves a precision of 10–30cm. The range
of the devices is 250m2 maximum. The data communications are achieved up to
27Mbps. The system is capable of cluster communication as it communicates 750

Fig. 1 Experimental setup of real-timeDWM1001Cmodule with RPi Zero as tag andDWM1001C
as anchors
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Fig. 2 Experimental setup of real-time DWM1001C module as tag and anchors

tags in 0.2Hz, 150 tags 1Hz and 15 tags 10Hz. The experimental setup to obtain the
location from the DWM1000 chipset configured with RPi Zero is shown in Fig. 1
and DWM1001C module configured as tag and anchors is represented in Fig. 2.

4 Methodology of Real-Time DWM1001C Module with
RPi Zero as Tag and DWM1001C as Anchors

Real time indoor tracking with UWB using DWM1001Cmodule is a human tracking
system implemented for indoor environments. The following assumptions are made
in implementing the system. The identity of the person is already known to the
system. The timestamp information along with the location is communicated to the
system. The location tracking details of a particular user is stored in the database for
a maximum period of two days. The position is obtained in x and y coordinates. It is
assumed that the user carries the device at all times. The user is located in the range
of anchors fixed in the indoor area [18]. The methodology of DWM1001C Module
with RPi Zero is represented in Fig. 3.

4.1 Step 1—Hardware Circuitry

The hardware setup is made as depicted in Sect. 3 in Fig. 1. The system is setup with
DWM1001C enabled with DW1000 chipset, nRF52832MCU and 3-axis accelerom-
eter device. The anchor is fixed in equal distances and height with the Line of Sight
(LoS). The tag is constructed by coupling DWM1001C module with RPi Zero. The
Pin diagram of the Raspberry Pi Zero with DW1001C module is given in Fig. 4.
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Fig. 3 Methodology of DWM1001C module with RPi Zero

4.2 Step 2—Software Environment

The anchor and DWM1001C module with RPi Zero tag are programmed using
Python in Visual Studio Code. The code is divided into three sections—fetch, dump
and plot. The fetch section retrieves the coordinates of the tag by calculating the time
period of the message transfer and response obtained from the anchor. The dump
section obtains the position (x, y)of the tag from the anchor to the remote system.The
plot section plots the graph from the obtained coordinates on two types of graphs—
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Fig. 4 Pin diagram of RPi Zero with DW1001C module

internal and external graphs. The internal graphs are plotted usingmatplotlib, Python
graph library. The external graphs are represented over the cloud using Grafana, a
visualization tool.

4.3 Step 3—Initialization Phase

The anchors have a static position and initialize the communication to the tag. The
anchor and tag devices communicate at 3.3GHz. Each anchor positioned in the
indoor environment communicates to the tag by sending a message. The tag obtains
the message from the nearest anchor faster than the distant anchor. The tag sends a
response to every anchor in the order of message obtained and is called a Two Way
Range (TWR). The fetch section calculates the position (x, y) with time period and
frequency.

4.4 Step 4—Communication Phase

The tag communicates the position coordinates (X,Y ) to the dump section of the
remote system via local network or by Cloud. The system receives x and y val-
ues depicting the position in Universal Asynchronous Receiver Transmitter (UART)
mode.
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4.5 Step 5—Decoding Phase

The system obtains the position coordinates (x, y) values and calculates the position
of the tag with the known static positions of the anchors. The position coordinates
are sent to the plot section with the anchor positions.

4.6 Step 6—Positioning Phase

The plot sections plots the graph internally and externally. Matplotlib tool represents
the graph marking the anchor points and displaying the tag movement. Grafana
visualizes the tag and positions the movement line [16].

5 Methodology of Real-Time DWM1001C Module

DWM1001Cmodule is preloadedwithfirmware to assist systemdevelopers to deploy
RTLS systems for required applications at ease. Themodule is programmed to behave
as an anchor as one of the fixed nodes and tag as mobile located nodes. DWM1001C
module is configured using a UART connection from an external host to imple-
ment indoor tracking. Some assumptions are made for implementing the system to
retrieve the position coordinates of the user in a bounded environment. The system
assumes that the identity of the person is already known. The timestamp information
is retrieved with the position coordinates. The data is stored for a maximum period

Fig. 5 Using matlibplot to plot the position with DWM1001C module and RPi Zero
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Fig. 6 Methodology of DWM1001C module

of two days. The position is obtained in x and y coordinates (Fig. 5). The device—
DWM1001C module is carried by the user at all times and the user is located in
the range of anchors in a bounded environment. The methodology of DWM1001C
module is represented in Fig. 6.
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5.1 Step 1—Hardware Circuitry

The hardware setup of DWM1001C Module programmed as anchors and tags is
shown in Sect. 3 in Fig. 2. DWM1001C configured with DW1000 chipset, nRF52832
MCU and 3-axis accelerometer device serve as anchors and tag. The anchor is fixed
in equal distances and height with the Line of Sight (LoS).

5.2 Step 2—Software Environment

DWM1001Cmodule anchors and tag are programmed using Python in Visual Studio
Code. The code is divided into three sections—fetch, dumpandplot. The fetch section
fetches the position coordinates by estimating the time period of the message sent to
the anchor and the response received. The dump section communicates the position
(x, y) of the tag carried by the user to the remote system. The plot section plots
the graph with the coordinates communicated by the dump section. The graphs are
plotted as internal and external graphs using Matplotlib and Grafana as specified in
Sect. 4.2.

5.3 Step 3—Initialization Phase

The anchors are fixed nodes and initiate the communication to themobile nodes-tags.
DWM1001C devices communicate at 3.3GHz. Anchors initiate the communication
with the tag by sending a message. The mobile node-tag receives the message faster
from the nearest anchor than the message communicated by the distant anchor. TWR
communication is achieved as the tag telecasts a response to every anchor in the
range. The fetch section estimates the position (x, y) with the response duration and
frequency of communication.

5.4 Step 4—Communication Phase

The coordinates sent by the fetch section are communicated to the dump section in
the remote system via a local network or Cloud. The system receives x and y val-
ues depicting the position in Universal Asynchronous Receiver Transmitter (UART)
mode. DWM1001 module initiates UART Generic mode by default. The shell mode
can be switched on by pressing the enter command twice within a second.
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5.5 Step 5—Decoding Phase

The system obtains the position coordinates (x, y) values and calculates the position
of the tag with the known static positions of the anchors. The position coordinates
are sent to the plot section with the anchor positions.

5.6 Step 6—Positioning Phase

The plot sections plots the graph internally and externally. Matplotlib tool represents
the graph marking the anchor points and displaying the tag movement. Matplotlib
visualizes the location of the user and positions the movements line in Fig. 7. The
tag exiting the range of the anchors is shown in Fig. 8. The movement line visualized
using Grafana is represented with Fig. 9.

6 Results and Conclusions

High-precision indoor tracking using Ultra-Wide Band devices and open standards
is a real-time system deployed in a bounded environment. The real-time location of a
human is obtained as Cartesian coordinates with DWM1001C devices. A minimum
of four anchors is suggested to be used to position a single tag carried by the human
to fetch the coordinates. The methodologies stated for real-time indoor tracking
involves minimal infrastructure and achieves high-precision location coordinates.
The implementation of DWM1001C Module with RPi Zero as tag and DWM1001C
as anchors and DWM1001C as tag and anchors achieve precise coordinates of the
user is shown in Figs. 7 and 8.

Fig. 7 Using matlibplot to plot the position with DWM1001C module
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Fig. 8 Signal strength transmitted between the UWB node and anchors

Fig. 9 Visualization graph plotted with the Grafana

DWM1001C Ultra-Wide Band devices are accessed based on accuracy and
data rate. The results prove that the accuracy is up to 30cm and the data rate
is up to 70Mbps in the indoor environment. UWB devices are programmed with
DWM1001Cmodule as 100m distancemapped to 75Kbps distance. The presence of
obstacles and different interfering signals can affect the performance in the bounded
environment. The schemes like Chirp Spread Spectrum (CSS) used by UWB are
energy efficient, less complex and robust to minimize the adverse effects of multi-
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Fig. 10 Accuracy and positioning error of UWB devices

path and noise. The static obstacles such aswalls and ceilings havemodeled the effect
of human presence. Human bodies absorb, reflect, and diffract radio signals, which
could affect the value of radio frequency. The offline mapping is performed with no
or few people and positioning is performed with many people and is observed that
the system could lose reliability. Accuracy and positioning error of UWB is shown
in Fig. 10. Distance and displacement between multiple UWB devices is represented
in Fig. 11. The signal strength transmitted between UWB devices is depicted in Fig.
12.

The results of past studies have shown that, on average, the presence of human
bodies increased the error rate by 11% regardless of the algorithm used [4]. UWB
radio provides high-speed data rate communication over the personal area network
space. UWB devices transmit extremely short pulses and use techniques that cause
a spreading of the radio waves through wide frequency band with very low power,
spectral density [5]. The high bandwidth offers high data throughput for communica-
tion. The low frequency of UWB pulses enables the signal to effectively pass through
obstacles such as walls and objects. In the presence of multipath, given the system
bandwidth limitation of 125kHz, signal paths are often indistinguishable. Only the
average channel delay can be estimated. In some cases, the direct signal path is not
present, introducing a delay offset into the frame timestamps, as only reflection paths
are seen.

UWB devices with DWM1001C module positions using TWR, ToF and TDoA
operating at 500MHz frequency. The accuracy of the position is obtained at 10–
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Fig. 11 Distance and displacement of UWB devices

Fig. 12 Signal strength transmitted between the UWB devices

30cm in the indoor environment, and the range of 20m is achieved with LoS or
NLoS. OFDM spread spectrum is transmitted with BPSK, QPSK modulation. The
channel bandwidth is about 3.5–10GHz.

The inclusion of multiple anchors can be used to improve the performance of the
system for enhanced efficiency andmore accuracy of data. The direction and position
of the human can be facilitated by determining the direction at multiple locations for
positioning or moving closer towards the anchor. The experimental results show that
high-precision indoor tracking using Ultra-Wide Band devices and open standards is
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efficient and robust for indoor environments with multiple tags and specified count
of anchors. Implementation of trilateration algorithm for positioning in an indoor
environment achieves better efficiency.
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Design and Analysis of Single-Phase
Inverter for Avionics System

K. Lavenya and M. Umavathi

Abstract In this paper, a single-phase inverter for avionics application is designed.
Usually, the load in the aircraft works on high frequency and with a specific power
supply. In the proposed work, a single-phase inverter of 115 V, 400 Hz is designed
with an input DC power of 28 V. For the proposed system, DC-DC SEPIC converter
is used to step up the input voltage to achieve high gain and an H-bridge inverter
followed by a filter to get sinusoidal output. To improve power quality, high efficiency
and low total harmonic distortion value closed-loop implementation are validated
through detailed simulation inMATLABSimulink and experimentally verified using
a prototype hardware model to get high frequency.

Keywords SEPIC converter · H-bridge inverter · LC filter · Feedback loop ·
MOSFET · Gate driver · Total harmonic distortion (THD)

1 Introduction

The communication, navigation, and other control systems in the aircraft mainly
depend on the electric power supply. The electric power for the aircraft is supplied
by the generator coupled with an engine or through a battery source for the backup,
as the load in the aircraft must have a constant electric power supply without any
interrupt [1]. The generator coupled with an engine is known as the primary power
source, and the battery source is known as a secondary source. The technology in
the field of power electronics is recently increasing due to its low power loss and
easy to control. The secondary source is designed with an inverter and DC-DC
converter units [2]. Usually, the loads in the aircraft work on high frequency because
of its advantages like less machine weight, smaller, or lighter power supply as the
size of the machine is reduced. Though the resistive losses are increased with high
frequency, while designing the major concern is about the size, and weight therefore
losses are neglected [3]. For an uninterrupted power supply to the load, a power
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supply is designed for 115 V, 400 Hz with 28 V. To achieve more efficiency and low
total harmonic distortion (THD), a transformer-less inverter topology is designed to
get desired output frequency and voltage. Instead of a transformer, a passive filter
is used to reduce the THD and to get desired output wave shape [4]. In the first
stage, to boost the input voltage. A switched-mode power supply boosts the input
DC voltage by turning on and off a controlled switch. SEPIC converter is designed.
It has advantages like non-inverting output, diode work as a reverse blocking mode.
A comparative study is made with different DC-DC converters, and it concluded that
using SEPIC converter isolation for input and output is easy, andmaximumefficiency
is obtained [5, 6]. In the second stage, an inverter is used to convert direct current to
alternating current. Sinusoidal pulse width modulation (SPWM) technique is used
as it has the advantages of using a small filter at the output, reducing the harmonic
distortions [7, 8]. Finally, to obtain sinusoidalwaveformoutput filter is used to convert
square wave to sinusoidal wave [9]. In [10], a study is made between synchronous
pulse-width modulation and output filter-based inverter. It was concluded that for a
load that is sensitive to sinusoidal waveform output filter should be used to reduce
the distortions and to achieve pure sinusoidal waveform [11]. In [12], three-phase
aircraft is designed from AC main. Here, space vector modulation technique is used
to control the inverter switches. Current harmonics of 3% are achieved. All the
loads connected to the system are nonlinear which produce harmonics that distort
the sinusoidal waveform. According to IEEE standard [13], the fundamental current
harmonics should be limited to 5% and the voltage to 8%. In [14], the individual
frequency voltage harmonics is 2.3% and current is 4%. In our proposed system, the
current and voltage harmonics are made less than 1%.

2 Proposed Method

Figure 1 shows the overall circuit diagram of the project. A 28 Vdc is converted to
115 Vac of 400 Hz. There are two stages of conversion required to achieve the output
voltage. The first stage is to boost the input voltage by using a DC-DC converter,

Fig. 1 Block diagram of the proposed method
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Fig. 2 SEPIC converter

and the second stage is to use an inverter to convert the DC voltage to the required
AC voltage.

In the first stage, 28 Vdc is converted into 200 Vdc by using a SEPIC converter.
A PI controller is used to control the duty cycle of the active switch in the converter.
In the second stage, 200 Vdc is converted into AC voltage by using an inverter. The
output of the inverter is a square wave. To convert it into a sinusoidal waveform, an
LC filter is used at the output. PWM technique is used to generate the pulses.

3 Circuit Design and Functions

3.1 SEPIC Converter

The primary step of boosting the input voltage is done by using a SEPIC converter.
28 Vdc input voltage is stepped up to 200 Vdc. SEPIC converter is a buck-boost
converter which gives non-inverting output voltage. As the inductor core is connected
to the same core, the electromagnetic induction noise is reduced in the SEPIC
converter when compared to the boost converter and therefore the input filter can
be reduced [15].

Figure 2 shows the circuit of the SEPIC converter. The SEPIC converter is
designed for 200 Vdc, 250 W from 28 V input. Here, closed-loop implementation is
done using a PI controller [16]. If there is any variation in the output voltage value,
the PI controller adjusts the duty cycle of theMOSFET switch and the output voltage
is controlled and made constant.

3.2 Design Parameters of SEPIC Converter

The duty cycle D of the system is [17]
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D = Vout + VD

Vin + VD + Vout
(1)

where Vout is the output voltage, VD is diode forward voltage, and V in is the input
voltage.

The load resistance R can be expressed as

R = V 3
out

Pout
(2)

where Pout is the output power.
The output current and the inductor current can be calculated as the system are

expressed as

Iout = Vout

R
(3)

IL1 = Ps
Vs

(4)

IL2 = Pout
Vo

(5)

where R is the load resistance.

Iout is the output current.

IL1 is the L1 current.

IL2 is the L2 current.
Therefore, inductor L1, L2 and capacitor C1, C2 can be calculated [18]. The

calculated values are mentioned in Table 1.

Table 1 SEPIC converter
specifications

Input voltage (V in) 28 V

Output voltage (Vout) 200 V

Output power (Pout) 250 W

Inductance L1 and L2 27 µH and 195 µH

Capacitance C1 and C2 435 µF and 435 µF

Ki 10

Kp 50

Load resistance 160 �

Switching frequency 25 kHz
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L1 = Vs ∗ D

fs ∗ �iL1
(6)

L2 = Vs ∗ D

fs ∗ �iL2
(7)

C1 = Vs ∗ D

R ∗ fs ∗ �VC1
(8)

C2 = Vs ∗ D

R ∗ fs ∗ �VC2
(9)

3.3 H-Bridge Inverter

Figure 3 is the H-bridge inverter. In this, both the modes are explained. In mode
one, switch S1 and S2 are on. Therefore, the current flow through V dc+, S1, load, S2,
and back to V dc−. The LC filter is used to smoothen the output waveform that is the
square waveform is converted to a sinusoidal waveform [9].

In the mode two, switches S3 and S4 are turned on. Therefore, the current flows
through V dc+, S3, load, S4, and back to V dc−. In mode one, a positive cycle of the
outputwaveform is obtained. Inmode two, negative cycles of the voltage are obtained.
The unipolar SPWM technique is used to generate the pulses for the MOSFET
switches. The sinusoidal waveform is compared with the triangular waveform to
generate the pulses. From a comparative analysis, it is deduced that the unipolar

Fig. 3 H-bridge inverter
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pulse width modulation technique improves the power quality and decreases the
THD by properly selecting the frequency modulation index [19].

3.4 Design of LC Filter

The inverter output is connected with a full load, themaximum current (Imax) flowing
through it, and the minimum voltage (Vmin) is noted. The filter component L f and
C f are calculated using the following expressions [1].

Rd = Vmin

Imax
= 56 � (10)

L f = Rd

2 ∗ π ∗ f0
= 21 mH (11)

C f = 1

2 ∗ π ∗ Rd ∗ fo
= 7.5 µF (12)

4 Simulation Results and Discussion

The circuit has been simulated in the MATLAB platform, and the results were
analyzed to check the quality of the design.

Figure 4 shows the overall simulation of the aircraft system. There are two stages
of conversion. In the first stage, the input voltage of 28 V is boosted to 200 V using

Fig. 4 Proposed method simulation
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a SEPIC converter and the output of the SEPIC converter is given to the inverter to
convert DC voltage to AC and followed by an LC filter. In the first stage, SEPIC
converter boost 28–200 V. Here, 196 V is achieved. 196 V is given to the inverter to
convert DC voltage to AC. At the output before filter, 189 V of square waveform is
obtained. To convert square to sinusoidal waveform LC filter is designed. From the
simulation, it is observed that the output voltage is 115.5 Vac (RMS) and the current
is 2.18 A (RMS).

Figure 5 is the output voltage of the SEPIC converter which is near to 200 V.
Figures 6 and 7 are the inverter output current and voltage waveform. It is observed
from Fig. 7 that the peak voltage is 163 Vm, and the time required to complete one
cycle is 2.48 ms, therefore, the frequency is 401 Hz.

Fig. 5 SEPIC converter
output voltage

Fig. 6 Inverter output current
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Fig. 7 Inverter output voltage

Fig. 8 THD analysis of inverter output current

Figures 8 and 9 show the total harmonic distortions of the current waveform and
voltage waveform. The THD obtained is 0.78% for the analysis.

The comparative analysis of overall system is done as mentioned in Table 2.

5 Prototype Experimental Model

A prototype model of the aircraft model is designed to obtain 400 Hz frequency at
the output of the inverter. In this model, SEPIC converter is designed for 35 V output
from 12 V in input and an H-bridge inverter is constructed with MOSFET switches
to get AC output with 400 Hz.
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Fig. 9 Inverter output voltage THD analysis

Table 2 Comparison analysis

Existing system Proposed system

Boost converter is used SEPIC converter is used isolation that is
provided for input and output

SG3524N IC is used in hardware to trigger the
pulse in boost converter

XL6009 IC is used in SEPIC converter which
provide closed loop control

THD = 1.17% THD = 0.78%

The main components are the inductor, capacitor, and switching regulator.
XL6009 IC is used as a switching regulator.

Figure 10 shows the XL6009 IC pin diagram. XL6009 IC is used for closed-loop
implementation. The input voltage ranges from 5 to 30 V which makes it possible to
use a smaller inductor. The IC support output is current up to 3 A.

Figure 11 shows the SEPIC converter model for the prototypemodel. The position
of L1 and L2 decides the modes of operation of the converter. The capacitor C1 is
used to remove the transients from the input supply. CapacitorC2 is used for isolating
two inductors. Here, Schottky diode is used as it has a fast recovery time and less
noise.

Fig. 10 PIN configuration
of XL6009 [20]
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Fig. 11 Hardware schematic of SEPIC converter [20]

In boost mode, when the input voltage is less than the output voltage L2 is charged
and the current flows through the load when the switch is turned off. The output
voltage is checked with the voltage divider circuit, and the duty cycle is skipped to
sync the output voltage to the required value.

5.1 Gate Driver

The pulses for H-bridge MOSFET are generated from Arduino Uno. The generated
pulses are given to the gate driver which provides isolation between input and output.
TL250 is used as a gate driver. The signal from the Arduino is given as input to the
driver IC. TLP250 is a high-speed linear optocoupler.

Figure 12 shows the driver circuit, where C1 and C2 are decoupling capacitors
and resistors R2 and R3 are used to amplify the signal to drive the switch. The input
resistance R1 depends on the input voltage to offer a certain driver current. Care must

Fig. 12 Gate driver circuit
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be taken in making a different ground connection for high-voltage and low-voltage
sides. As it cannot be connected to the same core because it will lose isolation [21].

The program flowchart for driving the MOSFET in inverter circuit is shown in
Fig. 13. First, the input ports and serial communication port are initialized. Pin 3 is
set high, and Pin 5 is set low. After a delay of 1250 µs delay, pin 3 is set low and pin
5 is set high.

Figure 14 shows the complete hardware model. In the first stage, 12 V input is
boosted using a SEPIC converter to 35 V. The output of the SEPIC converter is given
as the input to the H-bridge inverter. A step-down transformer is used for the voltage
source for the gate driver. The pulses are generated from Arduino Uno. To trigger
MOSFET switches, four gate driver circuits are used. The output of the inverter is
observed in the oscilloscope.

Figure 15 shows the output voltage waveform of the inverter on the oscilloscope.
The amplitude value is the peak-to-peak voltage that is 65.60 V, and the frequency
is 392.70 Hz. The rise time and fall time are 20 µs, and the width of the waveform
is 1.26 ms. Usually, the output frequency of the inverter is 50/60 Hz, for a particular
application like avionics the circuit is designed to get 400 Hz.

Fig. 13 Flowchart of
Arduino program
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Fig. 14 Complete hardware setup

Fig. 15 Inverter output voltage

6 Conclusions

In this work, the high-frequency system for aircraft application was designed. A
115 V of 400 Hz was designed and simulated using a SEPIC converter and H-bridge
inverter. This work was experimentally analyzed using a prototype hardware model
of 32 V, 2.5 A. The overall efficiency of the proposed system was 88%, and the
total harmonic distortion of 0.78 was analyzed for inverter output current using FFT
analyzes which is less than IEEE standard. The proposed system was simulated in
MATLAB (R2018a).
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IoT-Based Novel Framework for Solid
Waste Management in Smart Cities

Mohd Anjum, M. Sarosh Umar, and Sana Shahab

Abstract With the increasing settlements, advancement in lifestyle and services,
smart cities are experiencing many challenges in solid waste management (SWM)
services. The smart city development framework comprises Internet of things (IoT)
and information and communication technology (ICT) as key technologies to build
an efficient solutions for various services. This research has proposed an IoT-based
innovative novel framework to deal with the various challenges involved in SWM
services. The framework performs real-time monitoring of waste level in the bin and
provides the optimize routes for efficient collection of waste. The overall system
constitutes three major components, namely smart bin, smart truck and work server.
The smart bin design incorporates various sensors such as ultrasonic, temperature,
humidity, load cell, proximity and accelerometer along with radio frequency identifi-
cation (RFID) tag and wireless communication module. The smart truck is equipped
with RFID reader, Global Positioning System (GPS) and wireless communication
modules. The work server comprises web server, database management system
along route optimization and decision-making programs. The implementation of
framework at massive level will reduce the manpower effort and operating cost,
optimize the resources needed, improve the environmental quality and contribute
to decrease in traffic congestion and noise pollution. Additionally, an experiment
was performed using developed prototype which comprised the simplified version
of proposed framework. It incorporated the ultrasonic sensor with communication
devices. The testing was performed to verify the working of the prototype. Addition-
ally, it was checked that the system was able to detect the different levels of waste
in the bin.
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Sensor · RFID

1 Introduction

Increasing volume of the SW has emerged as a critical challenge especially in smart
cities of developing countries due to fast settlement, exceptional socio-economic
development, and unprecedented advancement in lifestyle. The World Bank report
about global SW exhibits that worldwide generation of SW was approximately 2.01
billion tons per year in 2016.At least 33%of above is notmanaged in environmentally
safe manner. It is estimated that global population will generate nearly 2.59 and
3.40 billion tons per annum by the year 2030 and 2050, respectively [1]. In last two
decades, thewaste generation has grown tremendously in urban regions of developing
counties. Nowadays, most of these areas are being incorporated with IoT-enabled
services to develop smart cities. The IoT refers to a system of interconnect physical
devices or objects, called things that are integrated with various sensors, custom
software and ICT to transfer the data with other objects using Internet [2]. IoT
enables to manage these objects from remote location through Internet; it provides
the protocols to implement the wirelessly controlled systems into the real world [3].

A smart city refers to an urban region that utilizes the IoT technologies to exchange
information which is employed to manage resources and administer services effec-
tively [4]. One of such crucial services is SW collection and transportation to recy-
cling and landfill disposal facility [2]. The literature exhibits that many factors play a
critical role in making SWM in smart cities more challenging and directly affect the
SWM services. These key factors comprise massive migration of people from rural
areas to smart cities, growing rate of consumption of goods due to high economic
standards and advanced living style, lack of data to simulate the forecasting models
for waste generation prediction and improper use of IoT technologies to support
the SWM system [3]. Now, it is demanded to develop an IoT-based efficient SWM
system for smart cities to effectively manage the increasing amount of waste in
environmentally safer manner.

The objective of this study is to illustrate the various IoT and ICT technologies
suitable for developing the SWM system and proposes the novel SWM architecture
based on these technologies to efficiently manage all the activities involved in the
SWMprocess. The physical implementation of proposed framework at massive level
will significantly decrease the operating cost of waste collection process through
exchange of information in real time among bins, collection vehicles and central
server. Therefore, smart city administration involved in SWMactivities are diverging
from the conventional approach to highly advanced and technological alternatives
to fabricate more automated and service-oriented system. The proposed conceptual
framework exploits the tremendous power of IoTprotocols that instate the traceability
among heterogeneous physical devices utilizing existing ICT infrastructure.
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The research illustrates the blueprint of an integrated physical SWMsystemwhich
combines the diverse range of technologies and primarily exploits the tremendous
power of sensors and wireless access of network to enhance the smart city SWM
services. The system design comprises of three major components, namely smart
bin, smart truck and work server. The smart bin comprises the IoT-based prototype
fabricated by various sensors to measure the level of waste in bin, weight, humidity,
temperature and lid state. Additionally, it incorporates the RFID for unique identi-
fication of bins and GPS to track the location of bin. It has the capacity to transfer
gathered information to central server through a wireless network. The gathered
data are further employed as an input to statistical forecasting and artificial neural
network models to predict the bin fill level and amount of waste generation in future.
Moreover, real-time bin status can also be directly used to determine the visiting
nodes for collecting vehicle. Smart truck has also the capability to transfer the data
to central sever through wireless network and equipped with RFID reader to read
the bin identity and GPS for tracking the current position of the truck. Work server
comprises the web server to host and manage the web application, database manage-
ment system and algorithms to identify optimize route and schedule for smart trucks
fleet. Additionally, it also incorporates the various decision-making and user services
programs. The major contributions of this paper are given as follows.

• The proposed novel framework will produce a smart SWM system that will
provide the real time and efficient waste collection and monitoring processes
for smart city.

• It will significantly control the pollution caused by the waste and enhance the
environmental quality which will lead to decrease in resident’s health problem
by periodically creating emergency alters for collection. The enhancement in
environmental quality will support in maintaining the smart environment within
the smart city.

• It will substantially decrease the operating cost, optimize the resources needed
and provide the methodology to utilize the resources in efficient way.

• It will remarkably reduce both human resource for running the SWM system and
the manpower effort due to effective utilization of smart bin.

• It will also contribute to decrease the city traffic congestion and noise pollution
due to the scheduled transportation.

• A prototype was built to demonstrate the real-time monitoring of the bin.

2 Literature Survey

Nowadays, IoT technology is more pervasive and usable due to ubiquitous Internet
connectivity and significant enhancement in data transfer speed. Therefore, a lot
of researchers have exploited these advantages to build novel systems and applica-
tions for supporting smart city development [5]. A smart city is described as: “A
Smart City is a city well performing in a forward-looking way in the following
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fundamental components (i.e., Smart Economy, Smart Mobility, Smart Environ-
ment, Smart People, Smart Living, and Smart Governance), built on the ‘smart’
combination of endowments and activities of self-decisive, independent and aware
citizens” [6]. According to above definition, one of the building pillars of smart city
is smart environment which is directly related to environmental pollution. The prin-
cipal measure to limit the environmental pollution in a smart is the IoT-enabled waste
monitoring, collection and disposal system.

A real-time decision support system has been implemented to dynamically opti-
mize the route of the waste collection truck in a smart city. This system has signifi-
cantly reduced the energy consumption and optimized the operational efficiency [2].
The system is integrated with a data sharing model to exchange data in real time
among truck drivers, and incorporates surveillance camera to capture the images
of areas that have waste management related problems [2]. Above implemented
system does not involve the bin status monitoring, so truck drivers can visit empty
or semi-empty bins, which may cause the energy demand and reduce the system
throughput. A multiagent-based waste management architecture has been simulated
to determine the performance of the system in various scenarios. The system has
three agents, namely bin incorporated with ultrasonic sensor and global system for
mobile communication (GSM) module, waste collection trucks and citizens. The bin
status is transferred to the central database and status-full, bin locations are used as
nodes to determine the optimize path [7].Misra et al. and khan et al. have built a smart
bin which comprises the ultrasonic sensor to automatically determine the garbage
level inside the bin and gas sensor to sense the hazardous gases. The sensor data is
transferred to the central web server along with cloud and utilized by the concern
authority to take immediate action related to physical condition of the bin [8, 9].

Additionally, Sankeerth et al. have also developed similar type of smart bin
without gas sensor [10]. A multitiered architecture for smart city development has
been proposed and applied to the SWM services. This architecture has remarkably
involved IoT and ICT technologies to manage various services in smart city [11, 12].
Additionally, it has integrated SWM system with other services such surveillance,
transportation, infrastructure and provided the design protocols of each layer [11,
12]. A novel approach, artificial intelligent of things, has been introduced for real-
time monitoring of the trash bin. This approach implements the fuzzy expert system
to determine the appropriate locations for trash bin installation, and real-time bin
status data is utilized as an input in optimization algorithm to obtain optimal path
for collecting vehicles [13]. Bin status data has also been used to train the machine
learning algorithmwhich predicts the probabilities of different waste levels in bin [5,
14]. Additionally, graph theory andmachine learning algorithm have been applied on
same data to compute the shortest collection paths [5]. Ali et al. and one other have
built hardware of smart bin using sensors used GSM module to transfer data from
bin to web server and GPS module to track the location of waste collecting vehicles
[3, 15]. The location data is utilized to compute the total distance and sensors data
is employed to estimate the forecasting model parameters [3, 16]. Baldo et al. has
proposed the multilayer infrastructure for smart city waste management using long
range wide area network (LoRaWAN). RFID is incorporated to uniquely identify the
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bin along with various sensors. This system exploited the data transferring capabil-
ities of LoRaWAN and integrated with city surveillance which is used to detect fire
and drop of garbage in proximity of bin [17]. Table 1 displays the comparison of
various IoT, and ICT components employed in system development to accomplish
the various tasks.

3 Proposed Innovative Novel SWM Framework

3.1 Smart Bin

Smart bin has two tier architectures, microcontroller at the core and sensors, namely
ultrasonic, proximity, load cell, accelerometer, temperature and humidity, wire-
less communication module, namely GSM module, GPS, RFID tag, powered with
solar energy at the periphery as shown in Fig. 1. A programmable microcontroller
process detective measures of the bin to periodically communicate with central
server enabling remote retrieval of data. An accelerometer is an electromechanical
dynamic sensor capable of measuring force in one-, two- or three-dimensional space.
Generally, it remains in idle mode and only responds with displacement of lid. Core
functioning of the proximity sensor is to detect nearby objects and intimate the lid
status to the microcontroller. Remaining sensors start transmitting status signals to
microcontroller as soon as the lid is opened.

An ultrasonic sensor is a distance detector that record time lag between sending
and bouncing back of an acoustic wave. Its basic function is to detect the level of
waste in the bin and perceive the fullness of the bin. Another aspect to measure the
bin overflow is achieved with a load cell sensor. It efficiently measures the weight by
transforming the output into a voltage signal. The environmental sensor is necessary
to provide ambient condition inside the bin for suitable functioning of other sensory
activities. Along with the above features, bin encompasses GPS for describing its
position and GSM module for interacting with an external network. Self-describing
property of bin is implemented through RFID and microcontroller is programmed
such that bin responds intelligently on any activity of peripherals.

3.2 Smart Truck

Nowadays, waste collecting trucks must be smarter with the incorporation of modern
electronics and communication technologies for collecting and communicating
essential data related to a daily schedule, driver personal information and bins visited
formore productivity and transparency of fleet operations. Additionally, the everyday
list of picking nodes is assigned to each truck related to its specific route. The truck
with onboard microcontroller interfacing with GPS module, RFID reader and GSM
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Table 1 Demonstration of key IoT and ICT components involved in smart waste management

References Objective Prototype IoT and ICT components

[17] Waste management infrastructure
based on multilayer LoRaWAN

Physical Microcontroller, Ultrasonic,
Temperature, Tilt sensor,
LoRaWAN module, RFID and
Video surveillance unit
Edge computing, Image
processing and Web application

[16] Smart bin monitoring and waste
collection

Physical Microcontroller, Ultrasonic
sensor and GSM module
Web application, Bin monitoring
and collection algorithm

[3] Smart bin building, waste
collection, monitoring and
prediction

Physical Microcontroller, GSM module,
Ultrasonic, Flame, Temperature,
Humidity and Weight sensor
MySQL, Web application,
Distance calculation model and
Waste forecasting algorithm

[5] Smart bin building, monitoring
and collection

Physical Microcontroller, Ultrasonic
sensor and LoRa module
Machine learning algorithm for
optimal route

[13] Artificial intelligent of things
based real-time bin monitoring

Physical Microcontroller, Ultrasonic
sensor, GPS and GSM module
Web application, Cloud, Fuzzy
logic and Route optimization
algorithm

[11] Waste collection and management
infrastructure

Physical Microcontroller, Wi-Fi module,
RFID tag and reader
Web application and Cloud
database,

[10] Smart bin construction, and
monitoring

Physical Microcontroller, Ultrasonic
sensor and Wi-Fi module
Web application

[8] Cloud based waste monitoring Physical Microcontroller, Ultrasonic, Gas
sensor and Wi-Fi module
Web application, Route
optimization and cost analysis
algorithm

[7] Multiagent based smart waste
collection and monitoring

Simulated Microcontroller, GSM module
and Ultrasonic sensor
Web interface, Database and
Route optimization algorithm

[2] Intelligent transportation system
for waste collection

Simulated Location: OpenStreetMap,
Routing: GraphHopper and Web
application
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Fig. 1 Solid waste bin internal architecture

module to impart precise performance declaration and real-time communication is
shown in Fig. 2. RFID reader reads the bin unique ID before unloading the waste
and communicates bin unloading information along with bin ID to work server. GPS
module traces the path followed by collecting vehicle and transmit over the network
through GPS module.

3.3 Work Server

Work server hosts the waste management web application, route optimization
program and database management system. It contains continuously running multi-
threaded programs that establish communication to handle the requests from the
vehicles and bins. Real-time data is updated related to the bin’s status, current posi-
tion and volume of waste collected by trucks. Database server program manages
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Fig. 2 Communication link between on board devices of smart truck and bin

the database, which is used as input for the optimization program to generate daily
schedules and routes for each truck.Web server program responses the requests from
clients to access data related to the waste management system. It also maintains the
dynamic web interface visualizing current bin status, route map and citizen commu-
nication with system and complaint facility. Big data analytics tools are applied on
dynamic sensing data to make decision related to waste management and adminis-
trative services. The solid waste optimization and collection problem consider static
input and dynamic input to evaluate and handle these inputs server framework as
presented in Fig. 3.



IoT-Based Novel Framework for Solid Waste … 695

Fig. 3 Architectural overview of solid waste management system

3.4 Working Principle

With the displacement of the lid for loading and unloading, the accelerometer detects
the acceleration to estimate the operating parameters and sends signal to the micro-
controller to awaken the other sensory devices of bin if operating situations are
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achieved, else it remains in idle mode to reduce energy consumption. After awak-
ening, proximity sensor records time lag of lid motion and intimates about the
overloading status and microcontroller directs other sensors to percept their status
parameters, namely ultrasonic and load cell sensor to highlight the level and weight
of garbage. In event of bin unloading, microcontroller develops a frame of sensor
data encapsulated with bin information and transmits it to work server. In process
of unloading, bin affixed with RFID tag receives signal from vehicle mounted with
the reader when within vicinity area of bin and acquire bin detail and location. This
information, along with bin status, is updated on central server through GSMmodule
connected with microcontroller and confirms the unloading operation.

A multithreaded program continuously runs on work server, which responds to
connection request and updates dynamic data of bin and vehicle in the database.
Collected data is managed and manipulated through MySQL to retain consistency
in the transaction. This system assists authority or decision makers to reallocate
the bin and vehicle routes and oversee management problems related to system
performance and waste generation quantity of specified area. Dynamic information
obtained via sensory devices with GSM module enhances transparency in system
and provides dynamic scheduling of each vehicle, enumerate the quantity of assets,
efficient monitoring and verify task accomplishment.

4 Experimental System and Results

The study has proposed an IoT-based ideal SWM framework for smart cities which
comprises various sensors, RFID and GPS along with other devices. But the exper-
imental system design comprises the simplified version of proposed framework
which incorporates the ultrasonic sensor with communication devices. The following
sections illustrates the architecture of experimental system, its working and results.

4.1 Experimental System Design

Figure 4 displays the schematic block diagram of experimental prototype for waste
monitoring alongwith placement of devices in bin. The prototype incorporatesmicro-
controller in its core, and ultrasonic sensor, light emitting diode (LED) indicator and
GSM module at peripheral.

The ultrasonic sensor measures the level of waste inside the bin and sends this
data to microcontroller. The microcontroller generates the warning message if the
waste level is more or equal to the threshold level. The warning message is sent via
short message service (SMS) to the municipal authorities using the GSM module.
Additionally, LED is used to indicate the different status of bin to the residents.
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Fig. 4 Block diagram of experimental system and placement of devices in bin

4.2 System Work Flow

The ultrasonic sensor measures the level of waste in bin and send to the Arduino Uno
for processing. After processing the received information, microcontroller evaluates
the condition whether the waste level has surpassed the threshold level or not. In this
system, two threshold levels are set, namelyTL1 andTL2.TL1 is set approximately at
75% of the bin height from bottomwhile TL2 is at 90%. If the waste level crosses the
threshold TL1, thenmicrocontroller sends the first warningmessage to themunicipal
authority and the green LED will turned on to indicates the status to the residents.
Similarly, if the threshold TL2 crosses, then second warning is sent and red LED is
turned on.

4.3 Testing

The experimental prototype and hardware connection setup are displayed in Fig. 5.
The ultrasonic sensor HC-SR04 is connected to the I/O pin of the Arduino Uno while
the SIM900 GSM/GPRS module is serially connected to the microcontroller board.
In this serial connection, D7 (RX port) and D8 (TX port) pins of the GSM module
are connected to the TX and RX port of the microcontroller. Additionally, both LEDs
are connected to the microcontroller.

The testing was performed to determine the outcomes for different waste levels in
the bin. First test is conducted to the condition when the bin was empty or waste level
was below the threshold TL1. Then, it was observed that neither LED was turned on
nor the SMS was obtained. Then, the bin was filled with more waste until its level
surpassed the threshold TL1. Now, it was obtained that the green LEDwas turned on
and first warning SMS was sent to the municipal authority as shown in Fig. 6. Then,
more waste was added until the bin was completely filled or exceeding the threshold
TL2. Now, as the outcome, the green LED was turned off while the red LED was
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Fig. 5 Connection of components in prototype

Fig. 6 Received messages after surpassing TL1 and TL2

turned on and second warning message was sent to the municipal authority as shown
in Fig. 6.

5 Conclusion

The study has presented a novel framework for smart cities to collect and monitor the
SW in efficient and smart way. The system design comprises the IoT sensing proto-
type to measure the waste bin status such as waste level in bin, waste load, environ-
mental conditions and bin lid states. The sensory information is sent to work server
along with bin location which is utilized for real-time monitoring and extracting the
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optimize path for collection. RFID is utilized to uniquely identify the bin, and the
smart truck sends the information of collected bins to central database. The work
server manages the sensory, integrates optimization program to make the day-to-day
waste collection efficient and decision-making programs to support the municipal
administration.

Additionally, the research also highlights the various IoT and ICT components
that have been potentially used to develop the efficient SWM system for smart cities.
The proposed framework reduces the waste collection time and save energy through
skipping the visit of empty and semi-empty bins. It optimizes the system operating
cost, resources needed and manpower effort. It significantly controls the pollution to
protect the environmental quality and resident’s health. It also contributes to decrease
the city traffic congestion and noise pollution due to the scheduled transportation.
Moreover, the physical implementation of simplified version of proposed design
concludes that complete system can be implemented successfully at massive level in
real world to improve the SWM services.
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6. R. Giffinger, N. Pichler-Milanović, Smart Cities: Ranking of European Medium-Sized Cities.
http://www.smartcities.eu

7. E.D. Likotiko, D. Nyambo, J. Mwangoka, Multı-agent based Iot smart waste monitoring and
collection architecture. Int. J. Comput. Sci. Eng. Inf. Technol. 7, 1–14 (2017)

8. D. Misra, G. Das, T. Chakrabortty, D. Das, An IoT-based waste management systemmonitored
by cloud. J. Mater. Cycles Waste Manag. 20, 1574–1582 (2018). https://doi.org/10.1007/s10
163-018-0720-y

9. A.A. Khan, A.A. Sajib, F. Shetu, S. Bari, M.S.R. Zishan, K. Shikder, Smart waste management
system forBangladesh, in ICREST2021—2nd InternationalConference onRobotics, Electrical
and Signal Processing Techniques (Institute of Electrical and Electronics Engineers Inc., 2021),
pp. 659–663. https://doi.org/10.1109/ICREST51555.2021.9331159

https://doi.org/10.1596/978-1-4648-1329-0
https://doi.org/10.1007/978-3-319-23126-6
https://doi.org/10.1007/s13369-020-04637-w
https://doi.org/10.1007/978-3-319-99007-1_35
https://doi.org/10.1155/2020/6138637
http://www.smartcities.eu
https://doi.org/10.1007/s10163-018-0720-y
https://doi.org/10.1109/ICREST51555.2021.9331159


700 M. Anjum et al.

10. V.P. Sankeerth, V.S. Markandeya, E.S. Ranga, V. Bhavana, Smart waste management system
using IoT, in International Conference on Inventive Computation Technologies (Springer,
2019), pp. 661–668. https://doi.org/10.1007/978-3-030-33846-6_71

11. P. Marques, D. Manfroi, E. Deitos, J. Cegoni, R. Castilhos, J. Rochol, E. Pignaton, R. Kunst,
An IoT-based smart cities infrastructure architecture applied to a waste management scenario.
Ad Hoc Netw. 87, 200–208 (2019). https://doi.org/10.1016/j.adhoc.2018.12.009

12. M.U. Sohag, A.K. Podder, Smart garbage management system for a sustainable urban life:
an IoT based application. Internet of Things. 11, 100255 (2020). https://doi.org/10.1016/j.iot.
2020.100255

13. A. Bano, I. Ud Din, A.A. Al-Huqail, AIoT-based smart bin for real-time monitoring and
management of solid waste. Sci. Program. (2020). https://doi.org/10.1155/2020/6613263

14. S. Varudandi, R. Mehta, J. Mahetalia, H. Parmar, K. Samdani, A smart waste management
and segregation system that uses internet of things, machine learning and android application,
in 2021 6th International Conference for Convergence in Technology, I2CT 2021 (Institute of
Electrical and Electronics Engineers Inc., 2021). https://doi.org/10.1109/I2CT51068.2021.941
8125

15. K. Pardini, J.J.P.C. Rodrigues, O. Diallo, A.K. Das, V.H.C. de Albuquerque, S.A. Kozlov, A
smart waste management solution geared towards citizens. Sensors (Switzerland). 20 (2020).
https://doi.org/10.3390/s20082380

16. R. Roshan, O.P. Rishi, Effective and efficient smart waste management system for the smart
cities using Internet of Things (IoT): an Indian perspective. Rising Threat. Expert Appl. Solut.
473–479 (2021). https://doi.org/10.1007/978-981-15-6014-9_54

17. D.Baldo,A.Mecocci, S. Parrino,G. Peruzzi,A. Pozzebon,Amulti-layer lorawan infrastructure
for smart waste management. Sensors. 21 (2021). https://doi.org/10.3390/s21082600

https://doi.org/10.1007/978-3-030-33846-6_71
https://doi.org/10.1016/j.adhoc.2018.12.009
https://doi.org/10.1016/j.iot.2020.100255
https://doi.org/10.1155/2020/6613263
https://doi.org/10.1109/I2CT51068.2021.9418125
https://doi.org/10.3390/s20082380
https://doi.org/10.1007/978-981-15-6014-9_54
https://doi.org/10.3390/s21082600


A Novel Algorithm to Withstand Attacks
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and Block Publishing Time
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Abstract Blockchain is an emerging technology with many kinds of cryptocurren-
cies like bitcoin, Ethereum etc. where one can earn rewards by creating new blocks
through the process of mining. But how about only few getting all these rewards and
trying to get control over the network? Does it pose a threat to blockchain integrity?
Of course, yes which is leading to attacks such as 51% attack, selfish mining attack
and double spending. Proof of work (PoW) is a protocol used in blockchain to reduce
these problems, but it is not sufficiently secure. So, this paper proposes a technique,
using history of miners and the history of their transactions that helps us to reduce the
chances of these attacks. We have chosen history of transactions in order to find the
genuineness of a miner, thus helping us to reduce double spending. Analysis shows
that the risk of these attacks can be decreased using this technique.

Keywords Blockchain · Sybil attack · Selfish mining attack · Double spending ·
Proof of work · Cryptocurrency
1 Introduction

Today’s generation is overflowing with technologies. Still, the craze over new tech-
nology is rising day by day. Not only there is growth in technology, but also there are
a lot of privacy and security vulnerabilities. Presently, one of the new technologies is
Blockchain [1]. Blockchain technology records information in the transparent digital
ledger such that the information is immutable and cannot be compromised. Blocks
in the blockchain are records of transactions joined by cryptographic hashes. Every
block in the blockchain has a recent block hash value, timestamp and transactions
data in it (Fig. 1).

Blockchain has a distributed ledger [2], i.e. data is used in a decentralized [3]
way and can be managed by multiple participants (miners). A transaction is valid in
blockchain only ifmore than 51%of participants in distributed network of blockchain
approves it. Transactions are added to the block after mining and validation.
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Fig. 1 Blockchain representation

1.1 Attacks on Blockchain

Even though blockchain is immutable, there are many attacks present as of now [4].
Blockchain network is secure and scalable, but if someone collectively in the network
controls over 51% of the network, then there are chances of attacks on blockchain.
The following sub-sections gives an idea of such attacks.

Double Spending It occurs when the attacker (Bob) would make some transaction
between two other people (Lisa and Alice) and claim that he has sent the actual
currency to both the people. But actually, he has sent digital currency to one person
(Lisa) and a copy to other (Alice) or vice versa (Fig. 2).

Fig. 2 Diagram displaying double spending
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Fig. 3 Diagram displaying how 51% of the network attacking blockchain

51% Attack It is an attack on a blockchain by a miner or a group of miners who
control more than 51% of the network’s mining power [5]. Thus, misusing the power
by modifying the transactions of new blocks or including double spending transac-
tions in the upcoming blocks. In the following figure, the red-coloured nodes are
collectively working and has more than 51% hashing power (Fig. 3).

Sybil attack It is a kind of security threat where one person (attacker) tries to take
over the network by creatingmultiple accounts, nodes and pretend as different people.
Thus, trying to outvote the honest miners and rejecting the blocks those are created
by honest miners (Fig. 4).

Selfish mining attack The selfish mining attack [6] or block withholding attack
occurs when a miner decides to keep a valid block, that they have successfully
mined, instead of broadcasting it on to the network, he/she mines the next blocks
making his branch as a long chain and claim rewards by outrunning the existing valid
blockchain [7] (Fig. 5).

In this paper, literature is discussed in the next section, i.e. Sect. 2 and proposed
algorithm along with its advantages is discussed in Sect. 3. Section 4 consists of
conclusions and future directions. References are provided at the end of the paper.

Fig. 4 Diagram showing Sybil attack
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Fig. 5 Diagram of selfish mining attack

2 Literature Review

As there are many attacks that can occur on blockchain, there are many solutions
proposed in the literature. Most of the solutions are specific to a particular kind of
attack. To reduce block withholding or selfish mining attack, Siamak Solat, Maria
Potop-Butucaru proposed ZeroBlock mechanism. In this, they added a timestamp. If
miner creates a block, then he/she has to publish within the specified duration given
by the network. If miners are unable to publish, then a dummy zero block is created
which will be added to the blockchain [8]. This solves the selfish mining attack, but
a greater number of unnecessary zero blocks will be added to the blockchain.

In order to overcome the drawback of ZeroBlock mechanism, a paper entitled
Selfish Mining [9] was proposed. In this algorithm, a block has to be generated and
propagated within maximum acceptance time (MAT). If no block is created within
this MAT interval, then new target hash will be generated. All the blocks which were
created based on old hash will not be accepted after the generation of new target
hash.

To differentiate honest and dishonest branches, there is an algorithm called history
weighted difficulty [10]. In this, they have calculated the frequency of each miner. If
there is a split in the branches, historyweighted difficulty of the branches is calculated
based on frequency of miners and difficulty of the branch. Branch with higher history
weighted difficulty value is selected.

Penalizing equivocation by loss of Bitcoins is proposed in [11]. In this paper, they
proposed a technique to mitigate the behaviour of a double spending attacker. They
are penalizing the one who is trying to double spend. This can be done in two ways;
one way is to deposit some funds, and the other way is to extract the secret key of the
one who has done double spending and use it to force the loss of attacker’s funds.

The concept of transaction creation time was given as a solution for one of the
attacks in [12]. In this paper, they have proposed fork protocol to differentiate honest
and dishonest miners. They have changed the block structure by adding one field to
the block that is transaction created time. Using this, we can calculate the average
transaction time. The miners with less average transaction time were called as honest
miners.
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The paper titled Majority is not enough Bitcoin mining is vulnerable [13]. In
this, they have proved that the existing bitcoin protocol is not incentive-compatible.
It means that the selfish miners are getting more rewards than their computational
power. So, they have modified the bitcoin protocol to encourage the honest miners.
By this protocol, network will consist of 2/3 honest miners.

A backward compatible defence against selfish mining in bitcoin is discussed in
[14]. In this, they have introduced fork-resolving policy weighted FRP and an upper
bound ‘T’ on block propagation time which is known as In-time. A block A1 is
considered to be the uncle of another block A2 if A1 is a competing in time block
of A2’s parent block. Weight of the chain is calculated based on in-time blocks and
in-time uncle hashes. So, when there are competing chain of blocks, weighted FRP is
calculated; if one chain is less than other chain by ‘k’ blocks, the chain with highest
weight is chosen by the miner.

Another paper named Disincentivize large bitcoin mining pool, which they have
proposed two-phase proof of work [15] to control the formation of large mining
pools. Process involves two steps: (1) Double hash of the header. (2) Hash over
header which is signed with private key of the miner, i.e. SHA256 (SIG header,
private key).

Another paper entitledWeird trick to stop selfishmining [16] proposed a technique
to stop selfish mining. In this, for every ‘s’ seconds, it publishes a new random value
‘R’. ‘R’ is unpredictable before the publication, and they both form a tuple (R, T)
and verified by anyone. Where, ‘R’ is the randomness and ‘T’ is the timestamp. If
any block whose ‘R’ is before the timestamp, ‘T’ is considered as honest block and
if it is after the timestamp or if beacon is compromised by an attacker, then it is
considered as dishonest block.

Each of these solutions in the literature gives solutions to some specific attacks
could not be able to withstand other attacks. This motivated us to propose an algo-
rithm, which can withstand against more than one kind of attack. The proposed
algorithm is discussed in the next section.

3 Proposed Algorithm

This section describes about minimizing attacks on blockchain using history of trans-
actions and selfish mining strategy. The main motto of this algorithm is to detect a
selfish miner and to differentiate honest and dishonest branches based on miner’s
frequency in the history and history of their transactions.

Selfish miner can be identified by comparing the time he/she is trying to publish
the block and his/her block creation time. This paper concentrates on setting a time
limit to publish the newly mined block. If the miner has published his block within
this time limit, his/her block will be accepted, else it will be rejected.

Double spending can be reduced using this algorithm as we are disposing a
constraint on the transactions of miner’s and trying to calculate how malicious a
miner is based upon his/her valid and invalid transactions. So, if the miners tend to
make invalid transactions, they are treated as malicious and thus their mining branch
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would be discarded. As we are discarding the malicious branch, attacker cannot have
control over the network and thus withstanding against 51% attack.

3.1 Algorithm

The following algorithm is divided into three steps. The second step is executed only
when the first step is cleared and step 3 is executed only when it clears step 2.

Step 1—Check if the miner is selfish

Time limit for newly mined block to publish = “T”.

If(there is branch split) 
Calculate HWD and HTV for all the nodes present in the
branches(Where, HWT – History Weighted difficulty and HVT
- History Transaction Value) 

HW = 0  
HTV=0  
d = 0  
w = Length (W)   (Where W - array of historic blocks window) 
 l = Length (B)    (Where B - array of branch blocks) 
 Let R[1 ...l] be new arrays  
Let Tr[1...l]=0 -> be transaction history of an individual miner
in the branch 
for i = 1 to l do=>Calculate miner appearance frequency in
historic blocks window  and calculate transaction history of
miner   

R[i]=0  
Tr[i]=Number of invalid transactions of a miner/Total
number of transactions of a miner 
for j = 1 to w do  
if( Miner(W[j]) == Miner(B[i]) then  

R[i]+ = 1  
R[i]/ = w  

for k = 1 to Length(B) do=>Sum Historic Weight 
HW = HW + R[k] 

for k = 1 to Length(B) do =>Sum branch difficulty  
d = d + Diff(B[[k])  

for k = 1 to Length(B) do =>sum transaction history 
HTV=HTV+Tr[k]  

HWD = HW  d 
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Step 2—If newly mined block is accepted

If(there is branch split) 
Calculate HWD and HTV for all the nodes present in the
branches(Where, HWT – History Weighted difficulty and HVT
- History Transaction Value) 

HW = 0  
HTV=0  
d = 0  
w = Length (W)   (Where W - array of historic blocks window) 
 l = Length (B)    (Where B - array of branch blocks) 
 Let R[1 ...l] be new arrays  
Let Tr[1...l]=0 -> be transaction history of an individual miner
in the branch 
for i = 1 to l do=>Calculate miner appearance frequency in
historic blocks window  and calculate transaction history of
miner   

R[i]=0  
Tr[i]=Number of invalid transactions of a miner/Total
number of transactions of a miner 
for j = 1 to w do  
if( Miner(W[j]) == Miner(B[i]) then  

R[i]+ = 1  
R[i]/ = w  

for k = 1 to Length(B) do=>Sum Historic Weight 
HW = HW + R[k] 

for k = 1 to Length(B) do =>Sum branch difficulty  
d = d + Diff(B[[k])  

for k = 1 to Length(B) do =>sum transaction history 
HTV=HTV+Tr[k]  

HWD = HW  d 
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Step 3—Compare the HWD and HTV values of the branches

If(HTV is high and HWD is high) 
Do not accept this branch

else if(HTV is high and HWD is low)
Do not accept this branch

else if(HTV is low and HWD is high)
Continue mining from this branch

else if(HTV is low and HWD is high)
Continue mining from this branch

3.2 Flow Chart Representation:

Following is the flow chart representation of the algorithm (Fig. 6).

Fig. 6 Flow chart representation of algorithm
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If any block is mined recently, it should be checked whether it is selfishly mined
or not. And then honest and malicious branches should be differentiated, if there’s
more than one branch. History weighted difficulty (HWD), transaction history value
(HTV) should be calculated for all the branches. Based on those values, branch
should be either accepted or discarded, and newly mined block will be added to
honest blockchain branch.

3.3 Advantages of Proposed Algorithm

All the existing algorithms of selfish mining have efficacy to some extent and
possesses drawbacks. But in the proposed algorithm, we can reduce selfish mining
to greater extent as we are making miner to publish block soon after its creation
and also restricting the miners based on their transaction history. Moreover, we can
successfully differentiate honest and dishonest branches which canwithstand against
attacks like 51% attack, selfish mining attack and also double spending attack.

4 Conclusion and Future Directions

This paper proposes an approach to reduce the chance of 51% attack and selfish
mining attack on proof of work-based blockchain protocols. This approach makes
use of frequency ofminers and history of their transactions and determines if a branch
switch is needed or not. It also detects selfishminer based upon their block publishing
time. Thus, making it withstand against dangerous attacks on blockchain. In future,
the same solution could be extended to withstand other attacks.
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Mental Health Prediction Using Data
Mining

I. G. Hemanandhini and C. Padmavathy

Abstract Mental illness is a condition that affects the behaviour, attitude and
mannerisms of a person. They are highly common in these days of isolation due
to the on-going pandemic. Almost 450 million people worldwide suffer from some
kind of mental illness. Mental health problems do not only affect adults, but also
it has significant impact on kids and teenagers. It is totally normal and understand-
able to experience fear during the time of COVID-19 pandemic. Loneliness, isola-
tion, unhealthy alcohol and substance usage, self-harm or suicidal behaviour are all
projected to escalate as newpolicies and impacts are implemented, especially quaran-
tine and its effects on many people’s usual habits, schedules or livelihoods. Further-
more, psychiatric disorders have become one of the most severe and widespread
public health issues. Early diagnosis of mental health issues is critical for further
understanding mental health disorders and providing better medical care. Unlike
the diagnosis of most health diseases, which is dependent on laboratory testing and
measures, psychiatric disorders are usually classified based on a person’s self-report
of detailedquestionnaires intended to identify specificpatterns. Theprojectwoulduse
a person’s tweets, a few customized questions and answers, and a few personal data
tomeasure a person’s mental well-being ranking. This initiative would be immensely
helpful to anyone who uses social media sites on a regular basis in order to live a
stress-free life and diagnose mental health problems before they get too serious.

Keywords Mental illness · Psychiatric disorders ·Mental well-being · COVID-19
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1 Introduction

COVID-19 has resulted in quarantining or isolating as a new trend that has a very
passive effect on individuals. Individuals may develop thoughts such as depression,
anxiety and suicidal ideation as a result of this. Workplaces and educational institu-
tions are doing their best to address the situation, but it is insufficient. The challenge
is to develop a model that can accurately predict an individual’s mental health state
and assist in monitoring and curing it at an earlier stage.

The primary goal of this paper is to anticipate a person’s mental well-being using
social media platforms, specifically Twitter. Based on the individual’s tweets, this
paper will predict a mental health score. It will be extremely beneficial to those who
use social media platforms on a daily basis and will assist them in monitoring their
mental health in order to live a stress-free life.

2 Related Work

This section briefs about the relatedworks carried out for predicting a person’smental
well-being via social platforms.

S. E. Jordan et al. conducted a survey dictating the use ofTwitter data for predicting
public health. Here, various methods were used for mining the Twitter data for public
health monitoring. Research papers where Twitter data is classified as users or tweets
are considered for the survey for monitoring the health of persons in a better way.
Also, papers published from 2010 to 2017 were taken for conducting survey. The
approaches used to categorize the Twitter content in many ways are distinguished.
While it is difficult to compare research, since there are so many various ways for
using Twitter and interpreting data, this state-of-the-art review highlights the huge
potential of using Twitter for public health surveillance.

Heiervang et al. conducted a structured psychiatric interview for the parents for
predicting the child mental state. Parents were interviewed face to face in 2003, and
they finished the interview online in 2006. Interviews were preceded by printed ques-
tionnaires covering child and family variables in both surveys.Web-based surveys can
be completed more quickly and at a lesser cost than traditional methods including
personal interviews. Point estimates of psychopathology appear to be particularly
vulnerable to selective participation although patterns of connections appear to be
more durable.
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3 Proposed System

Coronavirus has crossed the globe, isolating or disengaging numerous people,
bringing about antagonistic psychological well-being impacts for some like uneasi-
ness, melancholy, self-destruction and self-hurt. Working environments/educational
establishments that encourage mental prosperity and help individuals with mental
incapacities are bound to limit non-attendance, improve profitability and receive the
expert and individual rewards that accompany it. The test is to make a model that
will foresee the emotional wellness of people and accordingly help psychological
well-being suppliers to convey forward with the treatment in this period of scarcity.

These days, most of the mental health problems are identified and treated at later
stage. We propose a unique technique to mental health detection using user tweets as
an early discovery system to actively identify probable mental health situations. A
machine learning framework has been developed for finding a person’s mental well-
being. We analyse a person’s tweets, along with a few of their personal details and
predict whether or not the person should see a therapist based on a series of quizzes.
The proposed approach employs naïve Bayes and linear regression techniques to find
a person’s mental health by means of their tweets. To improve efficiency, we perform
a quiz analysis with a decision tree algorithm and predict the scores.

4 Algorithm Description

4.1 Naïve Bayes Algorithm

It is a method based on Bayes’ theorem and the assumption that indicators are
autonomous. A naïve Bayes classifier, in simple terms, assumes that the presence of
one variable in a class has no influence on the presence of another. For example, if
a natural product is red, oval and around 3 creeps across, it is considered an apple.
Regardless of whether these characteristics rely on one another or on the existence of
other characteristics, they all contribute to the probability that this natural commodity
is an apple, which is why it is regarded as ‘Credulous’. The Bayes model is simple to
construct and is particularly useful for extremely large informative indexes. Along
with its simplicity, naïve Bayes is considered to outperform even the most sophisti-
cated order techniques. From P(c), P(x) and P(x|c), the Bayes hypothesis provides a
method for determining back probability P(c|x).

4.2 Linear Regression Algorithm

Linear regression is an AI calculation that is based on learned data. It performs a
relapse simulation. A regression model is used to model an objective expectation
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esteem that is contingent on free variables. It is primarily used for evaluating and
exploring the relationship between variables. Different relapsemodels differ in terms
of the type of relationship; they consider between reliant and autonomous factors as
well as the number of free factors they employ.

Linear regression enacts the task of predicting the value of a dependent variable
(y) in light of a given autonomous variable (x). In this way, this relapse protocol
discovers a direct link between x (input) and y (output). Linear regression is the
name given to it as a result.

4.3 Decision Tree

The decision tree algorithm is part of the supervised learning algorithms family. The
decision tree algorithm, unlike other supervised learning algorithms, can also be used
to solve regression and classification problems.

The global variables we have determines the different sorts of decision trees we
have. There are two forms of it:

Categorical Variable Decision Tree: A categorical variable decision tree is a decision
tree with a categorical target variable.

Continuous Variable Decision Tree: A continuous variable decision tree is one that
has a continuous focus variable (Fig. 1).

Fig. 1 Decision tree
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5 Implementation

Today, psychological wellness is anticipated at a later stage. To effectively distin-
guish expected psychological well-being bymining information logs of onlinemedia
clients as an early discovery framework, we present a novel way for recognizing
emotional well-being. We foster an AI structure to distinguish emotional wellness.
The proposed approach can be communicated to provide early notification of antic-
ipated patients. We analyse the client’s tweets and apply naïve Bayes and linear
regression calculations to get the clients OCEAN examination, i.e. openness, consci-
entiousness, extraversion, agreeableness and neuroticism. We utilize a test investi-
gation to become familiar with the client and a choice tree calculation to figure their
emotional wellness score. Alongside these two qualities, we get some close to home
data, and the emotional wellness score is anticipated, alongside a message showing
whether the individual should see a therapist.

5.1 Module Description

1. OCEAN Analysis: In this module, we take the tweets of the users as the
datasets and process the datasets to get the OCEAN (openness, conscientious-
ness, extraversion, agreeableness, neuroticism) analysis of the user. The tweets
are hence cleaned and algorithms such as naïve Bayes and linear regression are
performed to calculate the emotion of the tweets.

2. Quiz Analysis: The proposed quiz analysis consists of 20 different customized
questions that will help us to give a clearer analysis of the mental state. We
apply a decision tree algorithm to the answers and predict the score.

3. Prediction of Mental Health: Here, we predict the final score using both the
scores obtained from ocean analysis and quiz analysis. We suggest depending
on the score whether a person needs to consult the therapist or not.

5.2 System Architecture

See Fig. 2.

6 Result and Discussions

In this paper, we used different algorithms to try to determine the mental health
of people who use social media sites, mostly Twitter. We successfully predicted the
user’smental health score and recommendedwhether or not the individual should see
a therapist. Using naïve Bayes, linear regression and decision tree on their tweets, we
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Fig. 2 System architecture
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performed OCEAN analysis and got an output with greater accuracy. Another such
output was predicted using a survey with several questions based on the candidate’s
behaviour. Personal details like work scenarios and family history were taken into
account as well. These outputs were then added and taken average of. The following
result is more accurate than the previous works based on various parameters (Figs. 3,
4, 5, 6, 7, and 8).

Fig. 3 Data pre-processing

Fig. 4 Calculating emotions
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Fig. 5 Quiz analysis

Fig. 6 Quiz analysis score
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Fig. 7 Personal details

Fig. 8 Mental health prediction
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Decision Rules Generation Using
Decision Tree Classifier and Their
Optimization for Anemia Classification

Rajan Vohra, Anil Kumar Dudyala, Jankisharan Pahareeya,
and Abir Hussain

Abstract Anemia disease is one of the prevalent diseases observed across women
and children in most of the developing countries. This is caused due to the iron
deficiency in human body. Detecting this disease at the early stage can help the
medical fraternity to prescribe propermedicines and come upwith alternate solutions
that can prolong the patient’s initial stage before it enters into critical stage. Due to
the non-availability of historical data of the Anemia patients, there is very sparse
literature that addresses the problem of detection of this disease. In this paper, a
real-time Anemia dataset pertaining to Indian context is considered and due to the
imbalance nature of the dataset, SMOTE is employed for balancing. With the help of
decision tree rule-based learning method, rules for detecting the Anemia are derived
using two datasets original and SMOTE. The efficacy of the rules is evaluated, and
reduced rules are selected based on their individual classifying accuracy. In a quest
to give a simple human understandable and optimal rule which can be used by any
medical fraternity for detecting the presence of Anemia at different stages, we tried
to propose the reduced rules-based method which may come handy. The efficacy of
the rules is promising and helps in identifying the presence of Anemia at early stage.
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1 Introduction

Human body is composed of several proteins and amino acids. The sustenance of this
body is carried out with the help of minerals and vitamins. Deficiency of any of these
essential minerals or vitamins will cause either malfunction of the human body or
will lead to disease. One such deficiency of iron in human body will lead to a disease
called Anemia. Anemia can be termed as deficiency of hemoglobin caused due to
shortage of iron. Anemia is found to be prevalent among the developing countries
and most popularly among women and children compared to men of these countries.
Globally it is observed as one of the critical health problems.

Identifying the Anemia at the early stage so that it can be prolonged from further
deteriorating into advanced stages is one of the most challenging issues. This is due
to the non-availability of the data in real-time scenario. It is observed in the literature
very fewworks that have explored this issue of detecting the anemia [1–5]. Hence, we
have considered the Indian dataset which had been collected from Eureka diagnostic
center, Lucknow, India [6] for the experimental purpose andwith the help ofDecision
Tree model a set of rules has been generated that helps in detecting the anemia at the
early stages.

The remaining sections are arranged as follows, Sect. 2 describes related work.
Proposed method is discussed in Sect. 3. Section 4 deals with the data description
and algorithm used. Results and discussion are elaborated in Sect. 5, while Sect. 6
concludes the work.

2 Related Work

Anemia that is caused by the deficiency of Iron is one of the most critical health prob-
lems globally and is a serious public health issue [7]. According to the World Health
Organization (WHO), Anemia prevalence of over 40% in a community makes it a
public health issue of critical importance [8]. While Anemia prevalence in children
can be caused due to genetic reasons or due to deficiencies in nutrition like defi-
ciencies in iron or folate or vitamins A/B12 and copper, iron deficiency is the most
important determinant of anemia [9]. Socio demographic characteristics of mothers,
households such as region, wealth index, water sources, working status and anemia
status along with child features like age, nutritional status, child size at birth are
the most critical features influencing anemia in the age group of 6–59 months in
children [1]. According toWHO, Anemia prevalence occurs in most of the countries
in Africa and South Asia and some countries in East Asia and the Pacific. While
the highest prevalence of anemia is found in Africa, the largest numbers of children
affected by anemia are found in Asia [2]. Manymachine learningmodels are increas-
ingly used in the analysis and prediction of diseases in the healthcare [10]. Most of
studies indicated that machine learning techniques such as support vector machines
(SVM), Random Forest and artificial neural networks (ANN) have been applied for
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the classification of different diseases such as Diabetes [11–13], Appendicitis [14],
and multiple sclerosis [15]. Machine learning techniques to classify anemia in chil-
dren are still evolving. Along with traditional clinical practices, machine learning
techniques can be utilized to predict the risk of anemia prevalence in children. Some
key research in this direction has been undertaken as demonstrated in [3, 16], which
have constructed prediction models for anemia status in children. The prevalence
of anemia among adults was studied by taking complete blood count (CBC) at a
referral hospital in southern Ethiopia. Prevalence and severity were related with age
and gender and were analyzed [17]. Social factors such as income, wealth, educa-
tion can affect health markers in people such as blood pressure, body mass index
(BMI), and waist size, etc. [18]. Sow et al. used support vector machines (SVM) and
demographic health survey data from Senegal to classify malaria and anemia status
accurately [4, 19]. Using feature selection, the number of features of both anemia and
malaria datasets were reduced. Using variable importance in projection (VIP) scores,
the relative importance of social determinants for both anemia andmalaria prevalence
were computed. Finally, machine learning algorithms were utilized for the classifica-
tion of both anemia and malaria–Artificial neural networks (ANN), K nearest neigh-
bors (KNN), Random Forests, Naïve Bayes and support vector machines (SVM)
were used [20]. Lisboa has demonstrated the utility and potential of Artificial Neural
Networks (ANN) in health care interventions [5]. Using CBC samples, a study to
classify anemia using Random Forests, C4.5 (Decision tree), and Naïve Bayes (NB)
was undertaken. Comparison of the classifying algorithms using mean absolute error
(MAE) and classifier accuracy were computed and tabulated in [21]. Some of the
research also applied theNaïveBayes Classifier and entropy classifier for the purpose
of classification [6].

Almugren et al. in 2018 conducted a study using the anemia dataset and inves-
tigated how Artificial neural networks (ANN), Naïve Bayes (NB), C4.5 and Jrip
data mining algorithms can be used to classify instances in the given dataset as
being anemic or normal—that is a binary classification problem. In this study, the
performance of these algorithms was benchmarked for a comparative analysis, and
it was found that ANN and Jrip algorithms were the best performing algorithms
in this regard [22]. In a study, Jatoi et al. used data mining methods on complete
blood count (CBC) dataset of 400 patients for detecting the presence of anemia. It
was found that Naïve Bayes (NB) algorithm had 98% accuracy in predicting the
presence of the disease correctly [23]. In the study conducted in 2019, Meena et al.
have used Decision tree algorithms to perform classification on an input dataset
representing children for the diagnosis of anemia in the given dataset. They also
identified the significant features driving the prevalence of anemia in reference to the
feeding practices adopted for infant feeding [24]. Ching Chin Chern et al. have used
Decision Tree Classifier models to acquire decision rules for classifying eligibility
of Taiwanese citizens to be suitable recipients of tele health services. Involvement
of a physician, social worker and health care managers was done to ensure a thor-
ough process and J48 algorithm and logistic regression techniques were used to
generate the decision trees representing the decision rules generated [25]. A study
done by Lakhsmi K.S et al. has used Association rule mining on medical records to
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extract decision rules of the type symptom disease. In this computation well-known
Association rule mining algorithms like A Priori and FP Growth have been used to
derive the decision rules [26]. Song Yan et al. have studied how decision trees can
be used to generate decision rules for various medical conditions. In this paper, they
have constructed a Decision tree model representing decision rules for the classifi-
cation and diagnosis of Major Depressive disorder (MDD) [27]. In a study done by
Yildiz et al. on a health care dataset obtained from a hospital in Turkey, the authors
have used four classification algorithms–artificial neural networks (ANN), support
vector machines (SVM), Naïve Bayes (NB) and Ensemble Decision trees to perform
classification for various types of anemia and the performance of the algorithms is
benchmarked in which Bagged Decision Trees was the best performing algorithm
[28]. Heru Mardiansyah et al. have studied the problem of imbalanced datasets and
how this can be resolved by using SMOTE techniques to balance the original dataset.
In their study, they have selected four datasets from the UCI machine learning repos-
itory–German credit cards, Winconsi, Glass and Ecoli to show the application of
SMOTE techniques on the given datasets and the resulting datasets arising from this
computation [29].

Kilicarslan et al. have constructed two hybridmodels using genetic algorithms and
Deep learning algorithms of stacked autoencoder (SAE) and convolutional neural
networks (CNN) for the prediction and classification of iron deficiency anemia
and benchmarked the performance of these two hybrid models in the classification
computation for iron deficiency anemia [30].

Although several clinical different machine learning algorithms have been
proposed that incorporate several data mining techniques for Anemia prediction,
none of them had come up with a set of rules, which come handy in identifying the
Anemia existing at different stage. Our proposed methodology is attempting to cover
this gap by proposing optimal number of rules.

3 Proposed Method

This work provides an understandable set of rules which can be used for detecting
Anemia at early stages using optimized rules extracted from Decision Tree Model
using Anemia dataset. As there is unequal ratio of samples of each class, we adopted
Synthetic Minority Oversampling Technique (SMOTE) for balancing the minority
class. The balanced (SMOTE) dataset is also used with the Decision Tree Classifier
for extracting rules. Thus, obtained rules are further optimized and evaluated for their
efficacy and strength in classifying the Anemia dataset.

The complete description of the data is given in Sect. 4 and the complete features
of the dataset are shown in Table 1.

The block diagram of the proposed model can be seen below in Fig. 1. The
original dataset is partitioned into training and testing parts using stratified sampling
with the ratio of seventy for training and thirty for testing. The SMOTE is applied
only on training dataset to obtain the balanced (SMOTE) dataset. Thus, Decision tree
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Table 1 Anemia dataset description

S. No. Attributes names Type of attribute Abbreviation

1 Age Numerical Age

2 Gender Character Gender

3 Hemoglobin Numerical HGB

4 Mean cell volume Numerical MCV

5 Mean cell hemoglobin Numerical MCH

6 Mean cell hemoglobin concentration Numerical MCHC

7 Red cell distribution width Numerical RDW

8 Red blood cell count Numerical RBC

9 White blood cell count Numerical WBC

10 Platelet count Numerical PLT

11 Packed cell volume Numerical PCV

is trained on these two different training datasets (i.e., Actual and Balanced dataset)
separately. The complete description of the proposed model can be seen in the next
sub-section.

3.1 Description of the Proposed Model

The Decision Tree Classifier is trained using Actual Training dataset and Balanced
(SMOTE) dataset separately. The model obtained after training, is tested with the
testing data and the results obtained are noted as testing results. The rules from
the Decision Tree model are also extracted separately for each model. It has been
observed that 232 rules were generated by the Decision Tree Classifier when it has
been trained using Actual Training dataset. On the other hand, it has given only 26
rules when Decision Tree Classifier is trained using SMOTE dataset.

Since 26 rules obtained from SMOTE dataset were giving significantly good
results compared to results using Actual dataset we have considered these rules to
take further for evaluating their efficacy and strengths and also to reduce the rules
further.

These rules were coded individually and evaluated using the Anemia dataset for
their relevancy and efficacy in terms of detecting the Anemia and they are sorted
in descending order of their accuracies for each class. Next, two top yielding rules
for each class are selected as reduced rules. These rules are again coded and are
evaluated using the Testing dataset and the final results are obtained in the form of
performance metrics defined.

The description of the proposed model can be defined using the following
algorithm.
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Balanced Dataset (SMOTE)

Balancing

Actual Training Dataset

Decision Tree Model is trained 

Testing Data Trained Model

Testing Results

Rules are segregated based on the 
testing result of the models

Rules are 
extracted

Selected model’s Rules are taken 
for evaluating their efficacy

High accuracy yielding model

Rules are coded and evaluated 
using the Anemia actual dataset

Rules yielding top two accuracies 
for each class are selected 

Reduced rules are evaluated Testing Data Final Results

Rules are sorted in descending order of their accuracies

Fig. 1 Block diagram of the proposed model
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Input: Train data, Test data
Output: decision rules
Pre-processing steps:
1. Data pre-processing is done (cleaning, removing of redundancy, etc.,)
2. Data is partitioned into training and testing sets with 70:30 ratio
3. Training data is balanced using SMOTE technique.
Algorithm steps:

1) Start
2) For each training dataset
3) Apply Decision Tree classifier 
4) Perform hyper parameter tuning, check accuracy
5) If accuracy is high enough (saturated)
6) Extract rules from the model

break.
7) Else repeat step 3
8) End for
9) Test the trained model
10) Obtain the performance metrics (Recall, Precision and Accuracy)
11) Select the model with the best results
12) Code the extracted rules of the selected model
13) Evaluate the efficacy of the rules
14) Select the top two performing rules(reduced rules) for each class
15) Code the reduced rules
16) Evaluate the rules using Actual data
17) Obtain the performance metrics (Recall, Precision and Accuracy)
18) Stop

4 Dataset Description

The data used for the experiment was collected for the period of September 2020 to
December 2020in the form of CBC test reports from the Eureka diagnostic center,
Lucknow, India [31]. Data was collected with ethical clearance from the diagnostic
center and patient consent was obtained.

The Anemia can be classified into three different types based on their severity
level. They are

• Mild,
• Moderate,
• Severe.

The Data consists of eleven attributes as illustrated in Table 1 with the size of
the dataset being 364 records. The class variable is named as Hemoglobin (HGB)
which has three classes, namely Mild, Moderate and Severe. These three classes
have been defined using the range of values, where the Mild range lies between 11.0
and 12.0, Moderate range lies between 8.0 and 11.0 and Severe values lies less than
8.0. The distribution of the three classes in the dataset is 70.32% of Mild, 25.28% of
Moderate and 4.40% of Severe.
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Fig. 2 Snapshot of the original dataset

As the ratio of the three classeswere not balanced,we adopted aSMOTEbalancing
technique for ensuring proper balancing among all the classes of the dataset, so that
the machine learning technique used for training would not get biased.

The snapshot of the dataset can be seen below in Fig. 2.

4.1 Algorithm Used (Decision Tree Classifier)

Decision TreeClassifier is a rule-based classifierwhichworks on the basis of entropy.
It uses different criterion functions like Gini Index and Information Gain for splitting
the given data into one of the classes [32]. It can be clearly represented using a
hierarchical tree-based diagram, where the classes are represented at the leaf level
and the splitting features are represented at the interior nodes. This algorithm is
mostly suitable for the decision-making problemswhere it mostly classifies the given
problem into different classes more accurately. A snapshot of the Decision tree can
be seen in Fig. 3.

The implementation of the Decision Tree Classifier was done in python using the
sklearn library. Gini Index was taken as the criterion function.

5 Results and Discussion

All the experiments were conducted using hold-out method. The training data was
taken a 70%, and testing data was taken as 30%. The splitting was done using
stratified random sampling. Results of three models, two Decision Trees with Actual
and SMOTED dataset and one proposed reduced rule-based method are evaluated
and are presented in Table 2.
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Fig. 3 Example of a decision tree

Table 2 Results of the decision tree using different datasets and reduced rules-based method

Metric Actual dataset (decision
tree)

SMOTED dataset
(decision tree)

Coded reduced
rules-based method

Accuracy 84.72 93.1 92.03

Recall

Mild class 90.2 94.0 96.48

Moderate class 72.2 88.0 78.26

Severe class 66.7 95.0 100

Precision

Mild class 97.9 95.0 95.54

Moderate class 72.2 88.0 78.26

Severe class 28.6 95.0 100
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Table 3 Efficacy of the
reduced rules

S. No Rule number Class Efficacy

1 Rule 3 Severe 100

2 Rule 4 Severe 87.5

3 Rule 10 Moderate 68.47

4 Rule 15 Moderate 47.82

5 Rule 17 Mild 74.60

6 Rule 19 Mild 92.96

Accuracy, Recall and Precision have been used as performance metrics for
measuring the efficacy of the results. These three can be defined as follows

• Accuracy can be defined as the ratio of total number of patients correctly classified
irrespective of class to the total number of patients.

Accuracy = Total number of correctly predicted samples(TP+ FN)

Total number of samples(TP+ TN+ FN+ TF)

• Recall can be defined as the ratio of the number of patients correctly classified as
Anemia class to the total number of Anemia class patients present in the dataset

Recall = number of correctly predicted samples of a class(TP)

Total number of samples in that class(TP+ FN)

• Precision can be defined as the ratio of the number of patients correctly classified
as Anemia class to the total number of patients classified as Anemia class.

Precision = number of correctly predicted samples of a class(TP)

Total number of samples classified as class(TP+ FP)

The rules extracted using Actual dataset were 232 which is actually a huge
number, and it would be difficult for the end user to interpret or use these many
rules. Moreover, the results using these rules were not so significant. This is
due to the imbalance nature of the dataset. Hence, SMOTE technique has been
employed to balance the dataset. Using the balanced dataset with the Decision
Tree Classifier, we obtained 26 rules whichweremore concise than earlier method
and were also giving improving results. The rules using the balanced dataset are
shown in Appendix A. Though the rules were concise, their efficacy was not so
promising, and they were containing some not so important rules. Due to this, it
would be difficult for the end user to use these set of rules handy.

So, in order to evaluate the efficacy of the rules, the 26 rules were coded and
their efficacy in detecting the Anemia were computed by applying these rules
on the Actual dataset. Then, the rules were sorted in descending order of their
efficacy of their respective classes. Top two rules from each class are extracted as
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Fig. 4 Recall values for the three classes using decision tree and reduced rules-based method

reduced rules whose efficacies are shown below in Table 3. The reduced rules are
presented in Appendix B.

Efficacy is computed using the following formula,

Efficacy =
number of correctly classified patients of a given

class by a specific rule

Total number of patients in that class

Next, these reduced rules were also coded and their performance metrics like
Recall, Precision and Accuracy were also computed on the Actual dataset which are
shown in Figs. 4, 5 and 6.

It can be observed from Table 2 that the Decision Tree Classifier using the Actual
dataset has given the Accuracy, Recall and Precision values which are very low. This
is due to the imbalance nature of the dataset. Whereas, in the case of Decision Tree
Classifier using the SMOTED dataset, it can be observed that all the three metrics
have improved compared to the results of the Actual dataset. While in the case of
proposed Reduced rules-based method, it is evident that due to the elimination of not
so important rules the recall value for the Anemia dataset has improved significantly
in the case of Mild class and Severe class. Though there is slight reduction of 1% in
the accuracy of Reduced rules-based method compared to Decision Tree Classifier
using SMOTE dataset, it might be noted that the rules were reduced upto 77%which
is a promising and significant contribution of thiswork.Havingminimum ruleswhich
can be used for detection of Anemia would be an important tool for the end user to
use.

Notations used in the following figures are,
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• DT (Actual dataset): Decision Tree using the Actual dataset
• DT (Actual dataset): Decision Tree using the SMOTE dataset
• Reduced rules method: Reduced rule-based method on Actual dataset

Figure 4 shows the recall values of the three classes using the three different
methods, twoDecisionTreewithActual andSMOTEDdataset andonewith proposed
Reduced rules-based method. It can be seen that the Reduced rules-based method
has given good recall values of 96.48 and 100% compared to other methods in the
case of Mild and Severe class. Whereas in the case of Moderate class, the Decision
Tree Classifier with reduced (SMOTED) dataset has given good recall value of 88%.
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Figure 5 shows the results of the precision values of the three different methods. It
can be observed that in the case of Decision Tree Classifier using the Actual dataset,
the precision values have been decreasing across different classes. While in the case
of the Decision Tree Classifier using the SMOTED dataset and coded Reduced rules
method the precision values have been slightly differing across all the classes. The
precision value in case ofMild is topped by the Actual dataset, whereas in the case of
Severe class the proposed Reduced rules-based method has given high result. While
in case of Moderate class the Decision Tree Classifier using SMOTED dataset has
topped.

As far as Accuracy is concerned, Fig. 6 shows that the accuracy has been improved
in case of the Decision Tree Classifier using SMOTE dataset compared to Actual
dataset and reduced rule dataset. The Reduced rules-basedmethod has ranked second
compared to the Decision Tree Classifier using SMOTE dataset. This may be due to
the loss of information due to the reduction in the rules.

This significant improvement in Accuracy, Recall and Precision of the Decision
Tree Classifier using SMOTE data and Reduced rules method can be attributed to
the unbalanced nature of the dataset.

Since recall is an important parameter which helps in identifying the target class,
it is significant to get a high recall which can classify any given test sample more
confidently. Hence, as the Reduced rules-based method has given highest Recall for
the Mild and Severe class, it helps in detecting the presence of Anemia at the early
stages there by helping the medical fraternity. The use of reduced decision rules
would come handy for the medical practitioners in detecting the Mild class Anemia
and thereby giving suitable medication for delaying from further deterioration. This
is the novel contribution of this work.

6 Conclusion and Direction for Future Work

Anemia detection is one of the challenging issues in current scenario. To address this
issue, we have taken Anemia dataset from India. Due to the unbalanced nature of
the dataset, we have used SMOTE technique to balance the classes. Decision Tree
Classifier and Reduced rule-based method has been used to detect the presence of
Anemia from a given dataset. The Reduced rule-based method was able to achieve
significant results, especially in the case of Mild class compared to the Decision
Tree Classifier using Actual dataset and SMOTE dataset. Due to the smaller number
of rules given by reduced rule-based method, it can also be used as handy tool for
detection of Anemia. As a future work deep learning algorithm can be used to anemia
classifying and optimization-based methods may be used for rules reduction.
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Appendix A

Rules Obtained Using Decision Tree on Balanced (SMOTE) Dataset

S. No. Antecedent Consequent

1. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) Moderate

2. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) else
if(MCHC <= 38.43) and if(PCV <= 24.88) and if(Age <= 24.53) and
if(PLT/mm3 <= 214.05)

Moderate

3. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) else
if(MCHC <= 38.43) and if(PCV <= 24.88) and if(Age <= 24.53) and
if(PLT/mm3 <= 214.05) else

Severe

4. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) else
if(MCHC <= 38.43) and if(PCV <= 24.88) and if(Age <= 24.53)
else

Severe

5. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) else
if(MCHC <= 38.43) and if(PCV <= 24.88) else if(MCHC <= 31.89) and
if(RDW <= 15.54)

Moderate

6. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) else
if(MCHC <= 38.43) and if(PCV <= 24.88) else if(MCHC <= 31.89) and
if(RDW <= 15.54) else

Severe

7. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) else
if(MCHC <= 38.43) and if(PCV <= 24.88) else if(MCHC <= 31.89)
else

Moderate

8. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) else
if(MCHC <= 38.43) else if(RBC <= 2.14)

Severe

9. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) else
if(MCHC <= 38.43) else if(RBC <= 2.14) else

Moderate

10. if(PCV <= 29.22) and if(PCV <= 26.13) else if(RDW <= 17.42) and
if(MCHC <= 38.66)

Moderate

11. if(PCV <= 29.22) and if(PCV <= 26.13) else if(RDW <= 17.42) and
if(MCHC <= 38.66) else if(Age <= 64.0)

Moderate

12. if(PCV <= 29.22) and if(PCV <= 26.13) else if(RDW <= 17.42) and
if(MCHC <= 38.66) else if(Age <= 64.0) else

Mild

13. if(PCV <= 29.22) and if(PCV <= 26.13) else if(RDW <= 17.42)
else if(Age <= 24.23)

Moderate

14. if(PCV <= 29.22) and if(PCV <= 26.13) else if(RDW <= 17.42)
else if(Age <= 24.23) else

Severe

15. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) and
if(RBC <= 4.71) and if(PCV <= 35.27)

Moderate

16. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) and
if(RBC <= 4.71) and if(PCV <= 35.27) else if(MCHC <= 30.58)

Moderate

17. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) and
if(RBC <= 4.71) and if(PCV <= 35.27) else if(MCHC <= 30.58) else

Mild

(continued)
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(continued)

S. No. Antecedent Consequent

18. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) and
if(RBC <= 4.71) else if(MCH <= 20.92)

Moderate

19. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) and
if(RBC <= 4.71) else if(MCH <= 20.92) else

Mild

20. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) else
if(RBC <= 3.46)

Moderate

21. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) else
if(RBC <= 3.46) else if(MCH <= 27.66) and if(MCV <= 81.63)

Mild

22. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) else
if(RBC <= 3.46) else if(MCH <= 27.66) and if(MCV <= 81.63) else

Moderate

23. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) else
if(RBC <= 3.46) else if(MCH <= 27.66) else

Mild

24. if(PCV <= 29.22) else if(PCV <= 36.48) else if(MCHC <= 29.08) and
if(PCV <= 37.64)

Moderate

25. if(PCV <= 29.22) else if(PCV <= 36.48) else if(MCHC <= 29.08) and
if(PCV <= 37.64) else

Mild

26. if(PCV <= 29.22) else if(PCV <= 36.48) else if(MCHC <= 29.08) else Mild

Appendix B

Reduced Rules

S. No. Antecedent Consequent

1. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) else
if(MCHC <= 38.43) and if(PCV <= 24.88) and if(Age <= 24.53) and
if(PLT/mm3 <= 214.05) else

Severe

2. if(PCV <= 29.22) and if(PCV <= 26.13) and if(TLC <= 4.548) else
if(MCHC <= 38.43) and if(PCV <= 24.88) and if(Age <= 24.53)
else

Severe

3. if(PCV <= 29.22) and if(PCV <= 26.13) else if(RDW <= 17.42) and
if(MCHC <= 38.66)

Moderate

4. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) and
if(RBC <= 4.71) and if(PCV <= 35.27)

Moderate

5. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) and
if(RBC <= 4.71) and if(PCV <= 35.27) else if(MCHC <= 30.58) else

Mild

6. if(PCV <= 29.22) else if(PCV <= 36.48) and if(MCHC <= 32.64) and
if(RBC <= 4.71) else if(MCH <= 20.92) else

Mild
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Design of Low Power Sequential Circuits
Using GDI Cells

Sujatha Hiremath and Deepali Koppad

Abstract This paper describes the development of a 180 nm standard cell library
designed for building power efficient digital circuits. Creating an Integrated Circuit
(IC) can be very time consuming if high flexibility or low power is demanded. This
paper will try to solve this problem by creating own standard cell libraries, which in
turn gives less power. Having these libraries makes it possible to map Verilog code
to these libraries, using them instead of predefined cell libraries. The modified full
swingGateDiffusion Input (GDI) design style is used for designing the schematics of
basic cells in the standard cell library. The benefits of using this low power technique
at circuit level helps to reduce the static power dissipation as compare to CMOS logic
for the digital circuits. The static power reduction for sequential designs reduces up
to 20% as compared to CMOS logic for the different ISCAS sequential circuits.

Keywords Standard cell library · Gate diffusion input · Low power design ·
Cadence

1 Introduction

The large Integrated Circuit (IC) consists of major blocks such as logic, memory,
controller and standard cell library, etc. The overall power consumption of the chip is
depends upon the design of all the blocks within it. Among these blocks, the standard
cell library contributes more to the overall power consumption of the chip. Hence,
developing a low power standard library for power efficient designs is very much
important. Designing our own standard cell library for the low power applications
results better than the existing library. In this paper using low power standard cells,
some of the ISCAS sequential circuits are synthesized and power is compared with
the CMOS standard cell library. The standard cells are developed by using the Gate
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Diffusion Input (GDI) technique which is one of the low power technique. All the
basic gates such as AND, OR, NOT, XOR gates are designed using this technique.
The limitation of the GDI technique is the reduced swing at the output. The basic
GDI gates are modified to achieve full swing at the output using additional transistor
as a restoring logic. After the schematic, layout of the same schematics are created
and verified by performing the Design Rule Check (DRC), Layout Vs Schematic
(LVS). The back annotation is performed to extract the parasitic from the layout, i.e.,
av_extracted view. Using the Liberate tool characterization of the cells are carried out
with typical-typical process corner, voltage of 1.8V and at room temperature. Verilog
code for sequential designs are synthesis using low power standard cell library.

2 Design Methodology

2.1 Design of Proposed Gates

The proposed library has been designed using a cadence 180 nm technology, which
consists of basic gates, adder, and D-Flip flop cells. The standard cells are designed
using CMOS logic. For low power cell design, Gate Diffusion Input technique alter-
nate to CMOS logic is used. The Gate Diffusion Input technique is one of the low
power technique used to design basic gates and other digital circuits. The basic GDI
cells are having the limitations of reduced swing. Hence, these cells are modified
to achieve the full swing at the output [1]. The existing GDI basic gates as shown
in Fig. 1a–c are having the limitation of producing the full swing voltage at the
output for few combination of the input. Those combination of inputs are modified
to achieve the full voltage swing. Using basic GDI technique, the number of tran-
sistors required to implement AND, OR, NOT is only 2 as compared to 6 transistor
using CMOS logic. The XOR gate is designed using only 4 transistor.

The simulated output of GDI AND gate and OR gate is shown in Fig. 2a, b,
respectively.

Figure 2a shows the output of GDI AND gate with weak logic 0 and 1 for few
combination of inputs. This is because of the NMOS/PMOS transistor behavior. The

Fig. 1 a–c GDI AND, OR and XOR gate



Design of Low Power Sequential Circuits Using GDI Cells 741

Fig. 2 a AND gate output, b OR gate output

Fig. 3 a–c Full swing GDI AND, OR and XOR gate

NMOS transistor produces good logic 0 andweak logic 1. Similarly, PMOS transistor
produces good logic 1 and weak logic 0.

The proposed design uses the additional transistor to improve the voltage swing,
and hence, number of transistors are increased but the average power is still lesser
than the CMOS logic gates. The proposed GDI gates are as shown in Fig. 3a–c. The
average power of proposed basic gates are still lesser than the basic GDI cells.

The simulated output of proposed cells for an example of AND and OR gates are
shown in Fig. 4a, b, respectively.

The average power of modified GDI cells are compared with CMOS logic. The
modified GDI cells are more power efficient than the CMOS logic. The average
power of both cells are shown in Table 1.

The next step is to develop a layout of each schematic and verify the layouts by
Design Rule Check and Layout Vs Schematic.

2.2 Standard Cell Library

To create standard cell library, first step is to decide the height of the cell based on
the largest circuit in the library. In the proposed library, the D-Flip Flop is the largest
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Fig. 4 a, b Modified GDI AND and OR gate output

Table 1 Average power of
cells

Cell Average power (uW)

CMOS logic Proposed logic

AND 1.72 5.71

OR 1.92 5.37

XOR 2.8 10.3

cell, and hence, the height of the standard cell library is chosen as 15 um. All the cells
in the library is having the same height. The pitch is calculated for this technology
as Pitch size = minimum spacing + width of the metal. There are 3 different ways
in which pitch size can be measured [2, 3]. The line to line pitch calculation is used
for layout and it is 0.6 um for the 180 nm technology. This provides high routing
density. The width of the cell varies according to the schematic. Both height and
width parameters should be a multiple of pitch size. The N-well drawn for PMOS
transistor is 10 um, i.e., 2/3rd of the total height. To avoid the shorts and opens
in the layout proper dimensions are measure and inverter layout is shown with the
dimensions. Similarly, all the cells required in the library are developed with the
proper measurements. The layout of NOT, AND, OR gates of proposed designs are
shownFig. 5a–c, respectively. TheXORgate andDFF layout is as shown in Fig. 6a, b.

3 Characterization

Using the Liberate tool from Cadence, the characterization of each logic cells is
carried out. The characterization involves evaluating Input/Output Delay, Timing
constraints (Setup/Holdtime, Recovery/Removal time), Input capacitance, logical
expression and power dissipation. Before performing the characterization, verifica-
tion of the layout and generating the av_extracted view from the layout is performed.
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Fig. 5 a–c Layout of inverter, proposed AND and OR gate

Fig. 6 a, b Layout of proposed XOR and DFF

The next step is generating the .lib file. There two files need to be generated for
building the cell library. The first one is Liberty Timing file (LIB) and second
is Liberty Exchange format (LEF) file [4, 5]. The LIB file is used during logical
synthesis process, and LEF file is used during the Placement and Routing process.
Additional files such as char.tcl, dut.scs, gpdk.scs files are needed. The dut.scs file
generates the netlist from all the cells which are used in the library, which includes
the information about the parasitics of each cells. The char.tcl file includes the infor-
mation about the PVT, each cell format. Next step involves the synthesis of the digital
design written in Verilog code using the standard cell library.
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Fig. 7 Power report of S713 ISCAS sequential circuit

4 Synthesis

In electronics, logic synthesis is a process by which an abstract form of desired
circuit behavior, typically at register transfer level (RTL), is turned into a design
implementation in terms of logic gates, typically by a computer program called
a synthesis tool. ISCAS sequential bench mark circuits such as S27, S713, etc.,
are synthesized using both proposed and CMOS standard cell library. The ISCAS
benchmark circuit have been used by many researchers as a basis for comparing
results in the area of test generation. The sequential bench marks circuits such as
S27, S641 are considered for the analysis of power with respect to the proposed
standard cell library.

5 Results

The proposed standard cell library is efficient for reducing the static power dissipation
of the digital designs as compared to the CMOS logic. The power report of S713
ISCAS sequential is shown in Fig. 7.

The dynamic and static power of ISCAS bench mark circuits are reported as
shown in Table 2.

6 Conclusion

Design of low power standard cell library is important for low power applications.
Hence, developing own standard cells according to the requirement helps the designer
to obtain the power efficient digital circuits. The low power standard cell has been
created and used for the synthesis of ISCAS sequential circuits. The static power
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Table 2 Dynamic and static power of ISCAS circuits

Circuits Dynamic power (nW) Leakage power
(nW)

% of improvement in the leakage
power

CMOS Proposed CMOS Proposed

S27 5219.10 4974.48 0.495 0.378 23.4

S713 279,694.00 278,211.56 9.115 8.040 11.7

S641 282,901.17 279,991.29 9.035 8.029 11.1

S1488 275,048.71 275,469.83 27.085 21.687 20

S420 151,896.58 154,907.77 7.222 6.218 14

dissipation of these sequential circuits are less as compared to the CMOS standard
cells. Upto 23% of static power reduction from the above listed ISCAS sequential
circuits.

Future Scope: The cells in the library can be increasedwith different driving strength
and can be used for synthesis of complex digital circuits.
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Automatic Drainage Monitoring
and Alert System Using IoT

K. R. Chairma Lakshmi, B. Praveena, K. Vijayanand, and S. Vijayalakshmi

Abstract The implementation of smart technology is used to improve the safety and
efficiency in the drainagemonitoring system, which decreases the need ofman power
and transport costs. The proposed system which accentuates on “SMART CITIES”
is used to implement a smarter way of sewage management using smart sensors
connected through IoT. The objective of this scheme is to develop a smarter way
of conventional drainage monitoring system using smart sensors and IoT. Another
key intention is to prevent gas poisoning in sewage maintenance work which can be
deadly. An alert system is to be established which constantly monitors the flow, level
and toxic gas amount of the sewage pipeline. The status of the particular drainage
route is constantly monitored and displayed on the webpage. If any possibility of
overflow is detected, the sewage is pumped to the alternate drain automatically until
manual maintenance can be performed.

Keywords Sanitized workers safety · Flow sensor · IoT · Level sensor · Toxic gas
sensor

1 Introduction

Drainage system plays a vital role in the metropolitan cities. One of the most crit-
ical issues of the recent times is the absence of proper sewage monitoring system.
Monitoring of drainage status like overflowing of waste water in drainage, toxic gas
present in drainage, etc., is not possible manually. Regardless of how well built a
city’s architecture is the sewage system still proves to be poorlymaintained. Themost
important priorities are to ensure a clean and healthy globe and to protect the urban
environment. Drainage monitoring is a crucial task and a tedious one since the loca-
tion of the leakage cannot be identified easily. The problem arising in such drainage
lines like blockage due to waste solid and liquid, rapid rise in the water level as well
as various harmful gases will be unavoidable if the appropriate cleaning actions are

K. R. Chairma Lakshmi (B) · B. Praveena · K. Vijayanand · S. Vijayalakshmi
Department of Electronics and Instrumentation Engineering, R.M.K. Engineering College,
Gummidipoondi, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Smys et al. (eds.), Inventive Computation and Information Technologies, Lecture Notes
in Networks and Systems 336, https://doi.org/10.1007/978-981-16-6723-7_55

747

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6723-7_55&domain=pdf
https://doi.org/10.1007/978-981-16-6723-7_55


748 K. R. Chairma Lakshmi et al.

not taken from time to time can root serious problems to the everyday routing of
the city. The absence of efficient drainage management has caused serious environ-
mental problems and cost issues. In the existing methods, IoT is used for various
applications or fields like healthmonitoring, industrial automation, agriculture, trans-
ference, military, logistics, environmental and security purpose [1–5]. A long-term
drain monitoring system designed using a variety of sensors, including water level
sensor, blockage, and gas sensor. The flood can be classified as low, medium, or high
depending on the water level sensor. This can help with flood detection in the early
stages [6–10]. The gas sensors are designed to detect a variety of harmful gases so
that drain workers may take measures when entering manholes [11–18]. Similarly,
wireless sensor networks with flow and level sensor unit also used for monitoring the
drainage. The drawback of the existing systems is even through drainage level and
gas monitoring by system but it not providing intimation to works about location of
the drainage, Cost of WSN is too high [19–21].

The aim of this proposed method is to present a smart drainage management
system with help of Internet of Things and intelligent sensors to constantly monitor
the drains in urban areas. Ultrasonic sensor is used to detect the level of the drainage.
Similarly, a Hall Effect type flow metre is used to constantly measure the flow of
drainage. Gas sensor is used to detect the presents of harmful gases like hydrogen
sulphide,methane in the drainage. These sensors are connected to the internet through
aWi-Fi module and their status can bemonitored using the webpage. The webpage is
developed using PHP and HTML 5. The collected data are stored inMySql database.

2 Materials and Method

2.1 Proposed Methodology

The Photographic image and block diagram of proposed model are shown in Figs. 1
and 2, respectively. This arrangement provides an automaticmechanism to constantly
monitor the drainage lines for various parameters such as drain level, flow rate of
the sewage and the presence of various kinds of toxic gases. These sensors are
intelligently connected to Internet of things through a sensor network. The various
values of the sensors are constantly updated in everymoment of time in an exclusively
created IoT webpage. This webpage has a unique login page in which the respective
municipality departments can login and view the status. New users can also create a
login membership.
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Fig. 1 Photographic image
of the prototype

Fig. 2 Block diagram of the hardware section
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2.2 Flow Chart of Proposed Methodology

Figure 3 shows the flow chart of proposed system. In case, the level of the drainage
increases beyond the threshold limit an alert is immediately displayedonLCDdisplay
screen. Simultaneously, the sewage water is pumped to the next drain to prevent
overflowing for a brief period of time until manual assistance can be deployed. In
the webpage, each drain has the previous history of the particular route for future
references. Along with that location of every particular drain is also prefixed, which
enables the sanitation workers to identify the blockage easily.

3 Result and Analysis

The status of the drainage is constantly monitored using an IoT webpage. The
webpage consists of an initial signup page in which the first-time users are required

Fig. 3 Flow chart of the proposed system
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Fig. 4 User authentication

to create an account as shown in Fig. 4. Once the login credentials are generated, the
concerned urban municipality departments can check the status. Once in, a series of
drain routed are collectively visible in the following webpage, all of which status
are constantly monitored as shown in Fig. 5. Each drainage monitoring webpage
has various attributes which displays flow rate, total volume in litre, toxic gas levels
and level status along with time stamp as shown in Fig. 6. By the use of MySQL
RDBMS, the previous history of each drainage is also stored for future reference
unless reset. The location of each drain is also visible in the Google map which helps
in easy identification of blockage. In case any overflow occurs, an alert is shown in
the LCD Screen as shown in Fig. 11.
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Fig. 5 Drainage selection webpage

Fig. 6 Output indication in IoT page for case 1
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Fig. 7 Output indication in IoT page for case 2

3.1 Case 1: Drainage Status 1

If the drainage Level filled 75–100%, then it is indicated as level status = 1 in IoT
page as well as the total litres of water present in the drainage along with the toxic
gases is updated in the IoT webpage which is shown in Fig. 6.

3.2 Case 2: Drainage Status 2

In case 2, drainage water Level 50–75% filled which is indicated as level status= 2,
toxic gas along with the flow rate is updated in the webpage as shown in Fig. 7.

3.3 Case 3: Drainage Status 3

In case 3, drainage water Level 25–50% filled which is indicated as level status =
3, the flow rate differs based on the litres present in the drainage and the toxic gas is
detected and updated in the webpage as shown in Fig. 8.
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Fig. 8 Output indication in IoT page for case 3

3.4 Case 4: Drainage Status 4

In case 4, water Level 0–25% filled which is indicated as level status= 4 in IoT page
which is shown in Fig. 9 and this case tested only for toxic gas and the water level
condition and it’s updated in the IoT webpage (Figs. 10 and 11).

When an overflow is detected, the connected pump starts to pump the sewagewater
to the next drain for a pre-mentioned brief period of time, until manual assistance can
be deployed. This prevents any unwanted leakage that may cause public nuisance
and accidents. The toxic gas detection is intimated in the LCD display as shown in
Fig. 12.

If overflow or toxic gas detected, then the location of particular drainage is
informed to the sanitation worker through message as well as the shortest path also
shared with them using the map icon in IoT webpage. If the icon is selected, it will
direct sanitation workers to the Google maps which provide optimal path to reach
the affected area quickly.
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Fig. 9 Output indication in IoT page for case 4

4 Conclusion

The goal of our proposed system is to develop a safe and healthy environment by
modernizing a smart drainage monitoring system with help of IoT applications for
metropolitan cities. The real-time situation of the drainage system is monitored by
using various sensors like gas sensor, ultrasonic sensor and flow sensor. With the
support of smart and people friendly proposed drainage monitoring system, problem
in the drainage can be detected early and the alert message or information will be
update in IoTpage formonitoringpurposes.Aswell as, optimal path between location
of blocked drainage and sanitation worker location is indicated using Google map
to reach the affected area quickly.
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Fig. 10 Previous history of a drainage route

Fig. 11 Overflow alert on
LCD
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Fig. 12 Toxic gas alert
shown on LCD
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Earliest Deadline First (EDF) Algorithm
Based Vaccination Management System

M. Karthigha, R. Pavithra, and C. Padmavathy

Abstract The primary goal of this research work is to develop a smartphone appli-
cation that allows parents to learn about their children’s vaccination information and
keep track of their immunization schedule. Parents can log in with their credentials
and upload information about their children. Appointments with paediatricians may
be scheduled using the mobile application’s real-time scheduling algorithm to get
back the confirmation from the doctor. Further, a mobile a vaccination alert will be
sent to the parents via the mobile application notification. Doctors can also know
the child details and appointment details in their portal and Parents will be informed
about their children’s vaccination details from their portal. The developed mobile
application is simple and user friendly.

Keywords Mobile application · Vaccination · Earliest deadline first · Scheduling

1 Introduction

A vaccination boosts our immune system without making us sick. Many deadly
illnesses can be averted in this simple and efficient way. From birth, we are continu-
ally exposed to a broad variety of viruses, bacteria, and other microorganisms. Most
of them are not harmful and beneficial but some can cause disease. The immune
system of our body helps us to protect ourselves from many diseases. When we have
a disease, we often develop lifelong immunity. Themain aimof vaccination is to build
the necessary immunity without any kind of risk to human life. For some diseases,
vaccination provides lifelong protection, while for others the effect is reduced after a
period of time. Then, the person must again take the second dosage of the particular
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vaccine. In olden days, people were not aware of the importance of vaccination. Due
to which many children were affected by various diseases like polio attack, measles,
etc. Young children are more vulnerable to infectious illnesses because their immune
systems have not yet acquired the essential defence to combat major infections and
disorders. As a result, the illnesses like whooping cough and pneumococcal disease
are highly hazardous, if not deadly, to infants and young children. Vaccinations start
early in life to protect children before they are exposed to these diseases. Vaccines
are provided for infants and children under the age of adolescence in a variety of
ways, including attending school manually or at hospitals, and there is a chance that
some children and infants will miss out on getting vaccinated due to some manda-
tory reasons that result in death or are affected by various diseases such as polio,
etc. Vaccination usually begins at six weeks of age. The occurrence of infections
in early life can lead to poor growth and stunting, which in turn adversely affect
adult health, cognitive capacity, etc. [3, 4]. Malnutrition, infection, pregnancy and
birth complications, and under-stimulation during the first 1000 days of life can
have long-term consequences for health, cognitive, and economic outcomes well
into old age. In addition to proper nutrition and nurturing, health interventions such
as routine vaccinations could reduce the burden of infectious diseases in early child-
hood, thereby breaking the intergenerational cycle of poverty, poor health, and so on
[5–7]. To overcome the above mentioned problems, the proposed application will
be an optimal solution to track the vaccination schedule of the children and to get
effortless appointment with the doctor.

2 Literature Review

Vidhya et al. [2] have utilized the infant’s biometric traits (fingerprint) to store
vaccination schedule details, thereby automating the infant’s vaccination schedule.
Biometrics traits are used since infant fingerprints have a high potential for accu-
rately recording immunization and aid in the efficient search of data. Based on the
vaccination schedule information that has been saved, the proposed method aims to
create an application that sends out regular alerts to parents and Accredited Social
Health Activist (ASHA) workers.

Negandhi et al. [1] have employed a novel implementation process. Methods:
In 2015, quantitative data on vaccine supply chain management indicators were
collected by using factsheets and dashboards, which represented the state of the
vaccine supply and cold chain management system at regular intervals since its
inception. In-depth interviews were conducted with programme specialists to learn
about the initiative’s origin, challenges, and strengths.

Penney et al. [14] demonstrated how the technology behind these Bluetooth
exposure notification applications may be used to efficiently prioritize vaccination
allocation. It has been demonstrated that a “hot-spotting” technique can produce
herd immunity with less than half the number of vaccinations used as compared to
dispersing doses equally throughout the population. Hasan et al. [10] emphasize the
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significance of implementing a smarter mechanism to improve the situation. This
paper has developed an Android application to address this issue. This software
provides a means for sharing information, keeping track of records, and assisting
parents in scheduling immunization visits for their children.

Abusair et al. [11] improved the client’s experience when seeking for non-critical
services. The report utilizes a queue management system to schedule appointments.
Customers in line are split into numerous priority classifications, which are consid-
ered while calculating the projected wait time. We used healthcare vaccination to
demonstrate the efficacy of the suggested technique.

Numnark et al. [12] created as a web application and have the following notable
features. For starters, it includes graphical user interfaces that visualize different
perspectives on vaccine-related data from social media. Second, it has a set of criteria
that allow users to narrow their search to diseases, vaccinations, countries, and/or
firms that they are interested in. Finally, it includes the assistance.

Odoom et al. [13] have proposed a solution based on blockchain and smart
contracts that allows authorized entities to change the status of the system. They
utilized Inter-Planetary File System (IPFS) distributed storage technology to store
user encrypted records and retrieve them for verification requirements.

2.1 Existing System

Vaccination is an essential component of human life. Child vaccination administra-
tion is a time-consuming process. To protect a child from various diseases, he or she
will require a large number of vaccinations. Vaccines are provided for infants and
children under the age of ten in various ways, such as by attending school manually
(or) at hospitals and there is a chance that some of the children and infants will miss
out on getting vaccinated due to some mandatory reasons [8–13].

2.2 Proposed System

In order to make the child vaccination, management easy for a parent in the proposed
system the parent can register in the application by giving the required details and
apply for vaccination when required. Before applying for vaccination, the user must
first log into the application. It is not necessary to give all details during every login.
The user can login by entering the registered mobile number and password, which
was specified at the time of registration. Users can apply for vaccinations and general
consultations after logging in. While applying for vaccination, the user must specify
which vaccination he wants or if he is applying for general consultation he/she must
specify the reason for consultation. Application sent by the user will be saved in
the portal and the confirmation of appointment will be sent as a message to the user
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Fig. 1 Block diagram of vaccination management system

in real-time scheduling algorithm. The proposed application has following phases
(Fig. 1).

2.3 Parent Registration

In this module, the user can register/sign up in the application by giving his/her
details like name, e-mail id, contact number, password, etc. The user will be able
to apply for vaccinations or general consultations after completing the registration
process. After the user has entered his/her details, the doctor or any technical staff in
hospital or nursing home can view the details entered by the user. It is not necessary
of the user to enter all the details during every login. He/she can sign in into the
application by entering the registered mobile number and the password, which was
specified during registration.
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2.4 Application for Consultation/Vaccine

The user sign into the app and request for a vaccine or general consultation. While
fixing an appointment, the user must specify the name of the child, age, name of the
parent and the reason for appointment. The request for appointment of the user will
be saved in the database immediately. When making an appointment, the parent/user
should specify the name of the vaccine that is required by his or her child. Adults
can also apply vaccines for various infections such as malaria, dengue, etc. Not only
may the user make appointments for vaccinations but he or she can also schedule
appointments for general consultation.

2.5 Vaccination Details

The vaccination details will be uploaded, and later, it will be saved in the application.
The vaccination chart for the babies will be uploaded. The chart consists of the
list of vaccines to be given to the baby right from the first week upto 15 years. It
also consists of the details regarding the number of vaccine doses. Uploading the
vaccination chart into the application may help the parent when applying for the
vaccine. Before submitting an application for vaccination, the user should review the
vaccination chart. Along with the newborn immunization chart, the application will
provide a list of infectious diseases and their vaccinations, which may be valuable
for adults as well. For example, vaccinations can be used to prevent diseases such as
malaria and dengue fever.

2.6 Appointment Using EDF

The appointments are based ondynamic priority scheduling algorithmand the earliest
deadline first (EDF) algorithm. Priorities are assigned to jobs by EDF. It prioritizes
the tasks based on the absolute deadline. The assignment with the shortest dead-
line receives the highest priority. Priorities are assigned and updated on a regular
basis. When compared to other scheduling algorithms in real-time systems, EDF
is extremely efficient. It may increase CPU utilization to nearly 100% while still
ensuring security. When the user applies for an appointment, they are automatically
notified with a message. If two or more applications come at the same time, the
message will be sent on the EDF basis. The EDF schedulability requirement can be
written as follows for a set of periodic real-time tasks T1, T2, …, Tn:

n∑

i=1

ei/pi =
n∑

i=1

ui ≤ 1 (1)
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EDF is explained in Fig. 2. In this, the request from parent for child vaccination
are considered as tasks. Based on the parent request, the previous vaccination details
and the date of vaccination will be collected. Appointment with the doctor will be
allocated based on priority for the available slots. The priority is given to the child,
who is immediately supposed to take the vaccine as they are nearing their due date.
For example, the second dose of Rotavirus vaccine will be administered in the fourth
month. As a result, if more requests are submitted on a specific day, the child who is
nearing the due date will be granted an appointment.

Fig. 2 Flow diagram of
EDF algorithm

No Yes

Start scheduling

Input the tasks 

Arrange the tasks in 
ascending order based on 

deadline 

Fetch the tasks from queue

Assign resources to tasks

If task queue is 
empty? 

End the process



Earliest Deadline First (EDF) Algorithm Based Vaccination … 765

2.7 General Alert

On successful completion of this module, the user will get a notification message
with confirmation along with date and time for the appointment. Here, the messaging
system will work on the basis of the queue method.

3 Results

See Figs. 3, 4, 5, 6, 7, 8 and 9.

Fig. 3 Doctor login
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Fig. 4 Appointment details page

Fig. 5 Appointment details
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Fig. 6 Sign up page

Fig. 7 Parent login
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Fig. 8 Vaccination details

Fig. 9 SMS alert
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4 Conclusion and Future Enhancement

Improper vaccination coverage remains the underlying cause of rising vaccine-
preventable illnesses and, as a result, an increase in infant mortality rates (IMR).
To maintain a track of infant vaccination schedules, an effective immunization
programme is required. The suggested approach monitors infant vaccinations. The
parents can apply and keep their children protected from various diseases. The
proposed automatic messaging system has been successfully utilized to notify the
user/parent of the date and time of the doctor’s appointment via message. This
approachwill take less time than the traditional method, and the rate of immunization
dropout will be lowered as well. With the further enhancement of this project, the
rate of children taking vaccination can be increased. Further, it can be developed into
a chatbot and even payments can be priorly executed. In today’s fast moving world,
people don’t find time to register in an application and fix a manual appointment.
The proposed application can be further enhanced to incorporating a chatbot.
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Using Computer Vision to Detect
Violation of Social Distancing in Queues

Muhammed Ismail, T. Najeeb, N. S. Anzar, A. Aditya, and B. R. Poorna

Abstract OnMarch of 2020, World Health Organization (WHO) declared COVID-
19 as a global pandemic after months of infecting and claiming many victims. There
are some ways by which we can safeguard ourselves against the virus and thereby
controlling the spread of the virus. They are following proper sanitization bywashing
hands with soap regularly, wearing masks and following social distancing, while
being present in public places. Social distancing refers to maintaining at least 6 feet
of distance between other people. But the main problem is that most of the people
ignore these rules and hence the spread of the virus can not be controlled. The project
uses computer vision in order to ensure that social distancing is being followed
properly, thus helping to reduce the number of victims that the virus may claim.
Computer vision is a field of computer science that deals with how computers can
gather knowledge and learn from images and videos. It is a rapidly growing field
of science thanks to the many advancements in technology over the past few years
such as increase in processing power of computers and the exponential increase in
data being available nowadays. The system works by taking input from CCTV or
other similar image source and then processing the input to find out if any people
violate the rules of social distancing and if any violations are detected, the system
will consist of an alert module which will alert the respective authorities regarding
the violation so that they can do the needful.

Keywords Social distancing · Computer vision · YOLOv4
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1 Introduction

The first few cases of COVID-19 [1] started appearing in November 2019 in Wuhan
province of China and by March 2020, the World Health Organization (WHO)
declared COVID-19 as a pandemic, which refers to an outbreak or a disease that
has crossed international borders and have affected many number of people. The
virus spreads by means of contact which may be either direct or indirect, or by being
in same breathing space as another infected individual.

Figure1 shows the number of cases reported in India over the past month, and
Fig. 2 shows the all time number of cases reported. From both the graphs, it is clearly
visible that the daily cases being reported have still not gone down significantly after
the second wave, while the death rate or the number of people who have died due to

Fig. 1 Graphical representation of reported cases of COVID-19 in India during past month

Fig. 2 Graphical representation of reported cases of COVID-19 in India of all time
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COVID-19 has increased as the days passed by. There has been prediction of a Third
Wave coming soon and if we take a closer look at the graph we can see that the peak
has slowly started to rise again.

The Health department have issued many guidelines to follow so that the spread
of virus can be controlled. Some of them are: Following proper sanitation bywashing
hands with soap regularly, only leave your homes in case of emergency and wear
masks and follow social distancing, while being present in public places such as
shops, railway stations, bus stands, banks, etc. But the main problem is that majority
do not follow these guidelines properly, thus increasing the likelihood of spreading
the virus.

The project aims to help the authorities reduce the spread of the virus by helping
them find out if people are following the protocols or not and if any violation is
detected, the systemwill alert the concerned personnel so that they can do the needful.
We focus mainly on detecting violation of social distancing. Social distancing is a
practice that requires an individual to maintain a minimum safe distance of atleast
6 feet from others while being present in public places so as to reduce the risk of
transmitting virus from one person to another.

This is done by using Computer Vision [2], which is a field of Computer Science
that deals with processing images and videos and extracting data from these input
so that it can be applied for solving real world problems. There has been many
advancements in the field of Computer Vision mainly due to two reasons. One is the
advancements happening in computational hardware that led to increase in processing
power which further led to increase in processing speed and decrease in processing
time. Another reason is the availability of huge amount of data which is way more
compared to data availablewhen computer vision started out as a concept thanks to the
wide accessibility of both hardware and a medium to share data such as the Internet.

The project works by taking input from a source such as CCTV and processing
the input to see if any pedestrians present in the input stream have violated the rules
of social distancing by not maintaining the minimum safe distance of 6 feet and if
any such violation is detected, the alert module present in the system will alert those
concerned of the violation so that they can do the needful.

2 Literature Review

From the timewhenCOVID-19was declared as a global pandemic, there has been lot
of research and study regarding the ways by which we the spread of COVID-19 virus
could be controlled. Some researchers focused on a way to help develop the vaccine
to the virus sooner by using deep learning and computational power, while some
others focused on the socio-economic impacts due to the virus and on finding a way
to bring back the society to the order and prosperity it enjoyed before the virus. Out
of the many curious individuals, some of them also focused on social distancing and
its effectiveness on reducing the spread of COVID-19 virus and developed certain
systems for the same.
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Ghodgaonkar et al. [3] focus on analysing how social distancing was carried
out in different parts of the world and studying about how the various restrictions
made by different governments affected the people’s behavior in following social
distancing. Rezaei and Azarmi [4] created a system which used YOLOv4 to develop
a monitoring tool for social distancing and achieved an average precision score or
AP score of 99.8 processing input feed. Yang et al. [5] is by far the system that
shares most similarity with current proposal in the manner that their project detects
breach in social distancing by using different object detectors such as Faster R-CNN,
YOLOv3 [6], etc., and provides an audio/visual based alert system which gives out
a general alert when the number of violations becomes moderate and a more severe
alert when the number exceeds a threshold value.

The system’s difference when compared to the already existing techniques mainly
lies in the fact that it is intended to be deployed in public places where people gather
such as shops, schools, railway stations, etc.„ and the project focuses on a particular
type of scenario. The situation which we are trying to focus is that of a queue system
such as ticket queue where people need to stand in a line for some time such as when
visiting banks, waiting for checkout at shops, etc., and during this time, special care
needs to be taken so as to avoid coming in close contact with others. This scenario
needs to be addressed especially since in many states movie theaters have started
functioning again which is one of the most common places where people usually
stand in a queue. Thus, the proposed system aims to add additional functionalities to
the already existing systems so that it could perform more tasks when deployed and
do so with maximum efficiency.

3 Implementation

The system works by first taking input from an image/video source such as CCTV
system or other similar alternatives. The output coming from the source will be either
in .mp4 or .avi format. The input will be fed into the program using opencv which
provides built-in functions for doing the same.The only problem is that the processing
will be done in BGR color space, which also can be remedied by converting the color
space of the video at a later stage. The video stream obtained will be processed for
removing any noise or unwanted artifacts if present. This can be done using filters
such as median filters. This processed input will be fed as input to an object detector
for detecting pedestrians present in the input. The detector we chose for the system is
YOLOv4 [7] since it runs extremely fast compared to other detectors such as FasterR-
CNN [8] and Histogram of Oriented Gradients (HOG) [9], while not compromising
on accuracy, hence a perfect candidate for applying to real world scenarios. After
detecting the number of people present in the given input frame, distance will be
calculated between each pair of pedestrian using a distance measure, which for the
system we have decided to use Euclidean Distance measure. Then, we will check if
any pair violate the minimum safety distance of 6 feet and for every violation present
a timer variable will be maintained unique to that particular violation. If any timer
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variable exceeds a threshold value, then that violationwill be alerted to the concerned
authorities so that they can take necessary action like warn them and remind them
to follow COVID-19 protocols. A threshold value is set so that those contacts which
may happen only for few seconds can be avoided and the system can focus on more
severe violations.

3.1 Violation Detection Module

This is the main crux of the system. Firstly, we load the input video stream onto the
program and then run it through YOLOv4 object detector. YOLOv4 is pre-trained
to detect almost 83 classes of objects, but we are only looking for the pedestrians
detected within the given input frame at any given time. So in the next step we filter
out the detection to only those which fall under the label "person." We proceed to the
next stage only if the number of detections is not nill. From the output of detection
done by the system, we get the x and y coordinates for the midpoint of the bounding
box drawn around the person detected as well it’s width and height. From these
points, we obtain the coordinates of the corner points of the bounding box, since
they are needed later for drawing bounding box around the detected people in color,
which will be green for those who are safe and red for those who are not 2 feet apart.
After finding out the desired coordinates, they are added onto a dictionary with key
being an integer initialized with 1 and incremented on addition of a new person onto
the dictionary.

In the next stage, we find out all possible combinations of pedestrians present in
a given input frame, with the number of pedestrians considered at a time set as 2,
so as to find the distance between them using the combinations function provided
in itertools package. From the dictionary that we created earlier, we calculate the
difference between the x and y coordinates of the midpoint of the bounding boxes
of the pedestrians currently in consideration and using this compute the distance
between the said pedestrians using Euclidean Distancemeasure which was discussed
in the previous section. Following step deals with checking if the distance is less than
theminimumsafe distance to be followed.Here, theminimumsafe distance threshold
is not a universal value and will vary according to the situation where the system is
to used. This variance occurs due to the fact that when we use Euclidean Distance to
calculate the distance measure between the pedestrians, we are actually calculating
the number of pixels between them, which will vary according to the resolution in
which the video is displayed, the location of the camera, while taking the video,
etc. Once the system has been setup and the distance threshold has been identified
manually, further detection of violations will happen automatically. If the pedestrians
are not maintaining the minimum safe distance, they will be added to a separate list
which indicates that they are in danger.

After creating the list which contains the key value and other neccessary details
of pedestrians from the original dictionary, the next step is to draw bounding box
around them and display them in an output window. For this, we have already found
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out the neccessary coordinates for drawing the rectangular box and we input these
coordinates into a function provided by OpenCV library along with other parameters
such as thickness of the line, color of the lines, whether it be green for those who are
safe or red for those who are in danger, etc. The total number of violations detected
at any given time will also be displayed in the output window.

3.2 Alert Module

For the alert module, wemake use of anArduinoUnoMicrocontroller Board because
of its functionality, support network and easiness to work with. The board consists
of both analog and digital pins, although for this system we only require the use of
digital pins. Normally, the boards manufactured by Arduino are used in conjecture
with the IDE that they provide. But the IDE supports only C and C++ and the project
is written entirely in python. So inorder to interface the Arduino Board with the
program, we used the PySerial package which helps programs to access the serial
port. By specifying the port to which the Board is connected in the system, we
can create a channel for communicating with the Board. Due to the COVID-19 and
subsequent Lockdown restrictions, the initial plan of using an LCD display along
with a buzzer system failed because of the lack of resources available. Instead we
repurposed the alert module with the help of basic LEDs. The module will now blink
the LED’s connected to it when the number of violations have exceeded a predefined
threshold value.

4 Results and Discussion

Before discussing about the results, there are certain factors that should be considered.
The measure that we used to evaluate the system is the Average Frames per Second
or FPS, which refers to the number of frames being processed in one second. This is
because in real world situations, We gave frame rate more importance compared to
other measures because depending upon the frame rate by which the input video is
being processed, the output can be either fast enough to keep up with actual use case
situations or be slow enough that it is not possible to use it for getting real time output.
Another factor to consider is the system which is being used for running the project.
Depending upon the processor of the system, the availability of accelerators such as
GPU’s and the type of GPU’s used, the rate of processing videos differs rapidly with
more powerful ones being the better option. The configuration of system we used
for testing is shown in Table1.

Using a system having the above specifications, we were able to achieve an Aver-
age Frame Rate of 25 FPS, which is considered an above acceptable standard com-
pared to the 30 Frames per Second normally used for real time processing.
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Table 1 Specification of
system used for testing and
evaluation

Processor AMD Ryzen 7 3700x

Number of Processing Cores 8

RAM 32 GB DDR4 3200MHz

GPU NVIDIA RTX 2070 Super

Number of CUDA Cores 2560

Fig. 3 Activity Diagram

Fig. 4 Output when minimum safe distance is maintained by the people
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Fig. 5 Output when a violation is detected by the system

Figure2 shows an example of a situation where everyone present in the given
frame is maintaining the minimum safe distance to be kept. Hence, they are covered
by green colored bounding boxes. In Fig. 3, 2 out of the 3 people present in the given
frame are not maintaining the safety threshold distance between them and are thus
in violation of social distancing. Hence they will be covered in red bounding box to
indicate that they are in violation and danger (Figs. 4 and 5).

5 Conclusion

The expected output of the system is that it will be able to identify most if not all
the people present in the given input and it is able to do so with a minimum required
accuracy. It will also be able to calculate the distance between each pair of pedestrians
detected, while accounting for real world parameters such as the angle and position
at which the CCTV or input source is situated and the calculated distance value must
be approximately equal to the real-world distance between them, provided within an
error range of 0.5–1.5 feet. The system would also keep track of each violation and
alert the authorities if any violation has exceeded the pre-set threshold value which
normally would be set to 10s.

The expectation of developing the system is that the authorities such as health
officers, police officers and the concerned people such as shop owners can use the
system in order to control the virus from spreading and claiming a greater number of
people than it already has. If we take the case of Chinawhere the virus first originated,
they were able to contain the virus within 9–10months because the government
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enforced COVID-19 protocols strictly and the citizens also abided by the same. The
expected outcome from using the system is that it helps the society to also do the
same and break out form the grasp of COVID-19 virus or at the least reduce the
rate at which the virus spreads until a proper vaccine has been developed, tested and
made available to the public.
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An Efficient Approach Toward Security
of Web Application Using SQL Attack
Detection and Prevention Technique

Vishal Bharati and Arun Kumar

Abstract SQL injection attacks are widely used by the imposters due to its less
complexity and high flexibility. The proposed methodology is intended to perform
detection and prevention of such malware scripted SQL queries using SVM. The
model first trainedwith variousmalware strings and then testedwith unknown scripts.
It also performs prevention of web application from the SQL malware string using
string analyzer and dynamic candidate evaluation. The string analyzer is a grammar-
based algorithm that locates the context on the string using regular grammar.Dynamic
candidate solution is used to dynamically identifies the malware script using review
policy network in which it first generate the parse tree of the input query and then it
analyze each node of the tree. It also finds the variation of detection time with respect
to accuracy. For the prevention system, simplicity calculates ratio of prevented attack
queries out of total number of input queries. The accuracy of the model is good and
also the fault rate is minimal.

Keywords SQL injection attacks · Support vector machine · String analyzer ·
Dynamic candidate evaluation · Blind SQL query · Union query · Piggy-backed
query · Cookie injection · Boolean injection

1 Introduction

Malware detection is now becoming very sophisticated task that require digital
advancement formaking the systemprotected. The nature of themalware is becoming
versatile and is able to change its nature in the data stream. Proxy filters and firewalls
are found to be obsolete framework to locate the modified malware. SQL injection
malware is found to be very simple and logical malware that may resemble with
benign query. It has very versatile nature and is able to join with any other benign
query. Most of the SQL injection malware is universally true and provide logical
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Table 1 Types of vulnerabilities

Type Description

Type I There is no proper distinction between benign and attacked query

Type II This type of error will occur when there is a delay in analyzing the attacked query in
the runtime phase in which variables are considered only

Type III This type of error will occur when the vulnerability type has not been described.
There is a lack to describe the specification of vulnerability

Type IV This type of vulnerability occurs when the model is not able to validate the input SQL
string

nature to procure data from database. The database storage is remain stationary and
is located in cloud server. The exchange of the data via IOT devices uses some
web application. SQL injection attacks can cause potential damage by exploiting the
vulnerabilities of the web application. The SQL injection attack is used to search
data from the database through the web application. The database manipulated can
easily be done by SQL commands. But the concern rises when the SQL commands
perform malicious activity in the back-end database. An example SQL malicious
query has been given below:

SELECT * FROM employee WHERE category = ’salary’ OR 1=1- -’ AND
transferred= 1

The above SQL query seems logical and benign but it says to retrieve all the
data from the category ‘salary’ of the ‘employee’ table. Since the query says 1 =
1, this logic is universally true and so system will also interpret it as true and grant
the access. So the query will always return the data from the employee table. Here,
‘transferred = 1’ means that the query will display the salary that is transferred
only. It provides the restriction to the un-transferred salary data. Table 1 contain the
types of vulnerabilities that may exist in a web application or a system. Chapter
scheme of the rest of the paper has been described as follows: Sect. 2 illustrates the
proposed methodology. Section 3 accommodates the experimental results. Section 4
will summarize the conclusion/proposal. The final module is reserved for references.

2 Related Work

The process to keep the detection of strings of SQL query has been proposed by [1].
Themodel estimated the genuine andmanipulated taints of the SQL string. Filters are
made by the defensive programmer [2, 3] to prevent malicious input queries from the
system. The API security has inbuilt features to monitor malware script through SQL
injection. Patterns in the vulnerability have been identified by [4, 5] in which static
analysis framework has been applied to locate SQL injection strings. It manually
decrypts each string and discovers its meaning. This process is slow and has not been
recommended for an advanced security framework. This system is also not able to
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identify the pattern of SQL injection attack. References [1, 6] had discovered SQL
injection preventive tool called AMNESIA that is able to locate the malware string at
run time. The usage of this tool is expensive and its accuracy depends on the data-size.
One another SQL injection detection framework named SAFELI has been introduced
by [7]. This framework is able to locate all the fundamental SIA vulnerabilities before
the run time. This framework is used to gather the information from the source code.
This framework is used to locate very delicate vulnerability information from theSQL
script that is not even caught by anyother scanner. Its effect can be seen before sending
the data for the execution. Various proxy filters [8] have been proven very effective
against SQL injection attack. The filter uses proxy web application or server where it
locates the malware script before the actual web application. These filters has certain
rules and protocols based on which it applies searching into the SQL stream. Alenezi
et al. [9] was coined by [10] that construct analogy of SQL statement with parse tree
before the execution. The introduced framework is time consuming as it performs
localization before the run time. Another methodology has been introduced by [11]
who gave a procedure to detect SQL injection attacks using syntactical SQL query
structure that are generated by web application. A framework named as ‘Instruction
set randomization’ granted developers to generate SQL queries using randomized
keywords. A tool named ‘Swaddler,’ proposed by Boyd et al. [12], perform the
analysis of various states of web application and analyze the relationship states and
the execution. Aliero et al. [13] introduced an approach inwhich strings are converted
into tokens. These tokens are then classified into original query and the malware
query. If both the generated tokens are found to be same then it is considered that
the SQL injection attack has not been performed. Some machine learning techniques
are also proven relevant to identify patterns in trained SQL strings. Kernel of tree
data-structure has been proposed by [13] that perform analysis of SQL stream to
generalize vectorization of feature space for input data. In a methodology proposed
by [14], it has been seen that the SVMclassifier has been trained feature vectorization
in order to draw out the patterns to preserved the accuracy. Halfond and Orso [15]
introduced a method based on token for which graphs are drawn by using nodes of
the trained SVM. This approach uses encoding of training data of patterns in SQL
injection stream. A methodology based on the combination of parse tree and the
proxy has been introduced by [16] in which alignment of sequence of SQL syntax
has been localized to identify the SQL injection attacked streams. Gould et al. [17]
introduces the relationship among integrity, authenticity and the confidentiality that
is affected by SQL injection attack. In today’s era, the SQL injection attacks become
revolutionized such that its detection becomes more challenging by the existing
system. The advanced form of script becomes more prone to damage system security
and hard to locate by filters.

By observing the concern and research gaps associatedwith SQL injection attacks,
the proposed model put an effort to bring machine learning technology for the detec-
tion of SQL injection attacks. The machine learning and artificial intelligence are
some buzz words that are mostly applied in advanced security system. The proposed
model uses support vector machine (SVM) for the classification of benign and mali-
cious query. The proposed model uses standard dataset [18]. First in order to get
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trained with all the SQL malicious streams. The dataset contain all types of SQL
malware streams. The model is then tested under unknown query for which the
model classifies the benign and attacked query. The proposedmodel also uses Candid
method for the prevention of SQL injection attacks [19]. This method is also called
dynamic candidate evaluation method in which each stream of SQL query has been
transformed into parse tree and each node of the tree has been analyzed to locate the
malicious query [20]. The prevention system is dynamic and allows the prevention
at run time. This technique replaces the malicious nodes with the dummy variable so
that it may look un-recognized to the system. One of the models is proposed which is
based on the concept of deep learning. It can find irregularities in the data collected on
the Fog network. The proposedmodel based on performance indicators such as detec-
tion rate and accuracy; prove the capabilities and scalability [21]. In order to optimize
the impact on social media, an interest-based algorithm with parallel social behavior
was developed. In the beginning, a novel parallel architecture was built to exclude the
least influential nodes and choose possible candidate nodes. The proposed technique
is very fast, uses less memory, is time efficient, and eliminates the trade-offs that
occur in existing algorithms [22]. The given method solves the problems of delayed
training and over-fitting. In addition, it also improves the efficiency and accuracy of
the classification model. Least squares minimization is used to solve basic regression
problems, thereby providing a more effective output weight vector for layer-to-layer
comparison. In the improved version of ELM, input weights and biases are randomly
selected [23]. The given research uses a hybrid method to generate domain ontology
in the field of citizenship issuance. The model is inspired by the lack of domain
ontology in the citizen domain. The citizen domain ontology will be a useful supple-
ment to the ontology library and can be used to achieve interoperability between
different systems by using a common representation of data [24].

3 Proposed Methodology

Figure 1 showing the flow chart of the proposed methodology. The flow chart clearly
depicts that the proposed scheme applied SVMon the pre-processed SQL input query
and classify it into type of SQL threats are shown in Table 2.

As shown in the flow chart, the proposed scheme first takes the input SQL string
from web client. Then, the model performs its type checking where the type of
the variables in the query has been checked. Then the query has been normalized
in which unwanted string, spaces, comments, etc., are removed. The aim of the
normalization is to extract the require SQL command from the stream of string.
Then, the model eliminates the unwanted parameter from the extracted query. The
model then applied SVM for the detection and the classification of the SQL query
type. After the classification, the proposed model applies candid method for the
prevention of the attacks. The candid method replaces the attacked strings with the
other variable that becomes unrecognizable to the system. Figure 2 showing the parse
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Fig. 1 Flow chart of the proposed model

tree of sample SQL attack. The candid method applied that screens out each string
then replaces the malicious query.

4 Experimental Results

SVMefficiently performdetection of SQL injection attacks. Figure 2 shows the graph
between true positive rate (TPR) and the data-size. The graph shows the change in
the recognition of the number of SQL injected strings with respect to data-size. As
we increase the data-size, the variation can be seen in TPR for the SQL strings are
captured by the model. The average true positive rate for the recognition of SQL
malware string is found to be more than 97%.

Figure 3 shows the graph between true negative rate (TNR) and the data-size.
The graph shows the change in the rejection rate of benign queries with respect to
data-size. As we increase the data-size, the variation can be seen in TNR. TNR shows
that the model does not accept the benign query as malicious query. The average true
negative rate for the rejection in the recognition of benign query is found to lie in the
range of 94–95%.
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Table 2 Different types of SQL injection attacks

Attack types Description

Vulnerability based on tautologies SQL queries contain some logical conditions that
remain universally true

Logically incorrect SQL queries Injecting SQL malware query using the error
message thrown by system repeatedly

Union SQL query SQL injected malware query has been joined with
other genuine SQL query using the UNION
operator to find out the data from the database table

Stored procedure Many databases have built-in stored procedures.
The attacker executes these built-in functions
using malicious SQL injection codes

Piggy-backed SQL queries SQL malware has been inserted with the benign
SQL query to obtain illegal database access

Blind SQL query Blind SQL injection is a type of SQLI attack that
asks the database true or false questions and
determines the answer based on the application’s
response

SQL injection based on alternate encodings SQL injection attack query has been encoded and
then inserted into the fields of web application to
obtain unauthorized database access

Fig. 2 Graph between TPR and the data-size
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Fig. 3 Graph between TNR and data-size

Figure 4 shows the graph between false positive rate (FPR) and the data-size. The
graph shows the change in the acceptance of benign query as malicious query with
respect to the data-size. As we increase the data-size, the variation can be seen in
FPR. The rate shows the undesired error in the model. The average false positive rate
for the acceptance of benign query as malicious query is found to lie in the range of
1.2–1.6%.

Figure 5 shows the graph between false negative rate (FNR) and the data-size. The
graph shows the change in the rejection of recognition of malicious SQL query as
malicious with respect to the data-size. Aswe increase the data-size, the variation can
be seen in FNR. The rate shows that the model is unable to recognize the malicious
SQL query as malicious. This rate shows the error present in the model to recognize
the malicious query. The average false negative rate for the recognition of malicious
query as malicious is found to lie in the range of 0–8%.

Figure 6 shows the detection time utilized by the SVMwith respect to the accuracy
of the model. The average accuracy of the detection of SQL injection attack is found
in the range of 95–96%. The detection time also lies in the range of 0.006–0.024 s.

Figure 7 shows the graph between detection time and the training time of the
proposed model. As seen in the graph, the proposed model shows the detection time
in the range of 0.006–0.024 s. Graph also shows that the model takes training time
in the range of 0–3.5 s.

From Table 3, it is clear that the proposed model is efficient as compared to some
recent models. The proposed system can be utilized for real-time in cyber forensics,
filtering, etc., applications.
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Fig. 4 Graph between FPR and data-size

Fig. 5 Graph between FNR and data-size
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Fig. 6 Graph between detection time and the model accuracy

Fig. 7 Graph between detection time and the training time

5 Conclusion

This paper investigated the efficient and robust algorithms for the detection of SQL
injection attack input SQL stream. The model applies SVM model to perform
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Table 3 Comparison table presenting comparison with other recent publications

Techniques Classifier Average accuracy (%) Dataset

Ladole and Phalke
[25]

SVM 94.25 SQL queries

Joshi and Geetha [20] Back proportion
neural network

94.6 Over 13,000 URL
address

Hasan et al. [26] ANN 93.45 Over 25,000 URL
address

YawAsabere and
Kwawu Torgby [27]

SVM and decision
tree

92.87 Used 1800 malicious
query

Appelt [28] Decision tree 93.65 NSL-KDD

Proposed
methodology

SVN (detection
and prevention)

95.25 Standard dataset

the detection of SQL malicious strings. The proposed model also utilized candid
approach for the prevention from SQL malicious stings. The candid method simply
generates the parse tree of the input string and performs the analysis of each node of
the tree. The model tries to replace the malicious stream of SQL query with some
dummy variable that are unable to recognize as SQL command and hence the system
will be prevented from the script. The average detection accuracy of the malicious
SQL script is found to be 95.25%.
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String Matching Algorithm Based Filter
for Preventing SQL Injection and XSS
Attacks

Abhishek Kumar Yadav and Arun Kumar

Abstract Injection attacks are most often experienced computer security breaches.
Among them, SQL injections with Boolean type of queries and cross-site scripts are
mostly done. Probabilistic models fail to adapt to most of the new kind of attacks,
due to the changing nature of these attacks. This paper proposes a novel technique
for filtering SQL Boolean queries, and these queries are capable of bypassing the
existing models but were trapped in this new model. The model uses Rabin-Karp
algorithm which is based on the concept of string matching. An SQL query passed
as user input is evaluated by the proposed query filter, which is designed to separate
malicious queries from the normal queries and flag them as malicious. The proposed
model of filteringwas experimented on a JavaScript-basedweb application, designed
to test the model with a number of Boolean queries. The results were promising
with a maximum accuracy of 96%. Moreover, the model has proved to be effective
against the Boolean SQL queries which shows that the SQL injection attacks could
be prevented using this model.

Keywords SQL injection · Cross-site scripting · Query filter · Rabin-Karp
algorithm · String matching algorithm · Rolling hash function · Data-driven web
applications · Attacks

1 Introduction

The year 2020 marked by the deadly pandemic also marked a surge in cyber-crimes,
and statistics explains the methods used were 7% SQL injections and 25% as cross-
sites scripts [1]. There is a constant need for a new method to defend the web appli-
cations against such attacks. Our model proves to be a better one at giving results
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and might shape the future of web security in the near future. We have used a mech-
anism that filters out all the Boolean SQL injection-based malicious requests. These
requests could be as damaging as any database crash. This mechanism uses a module
called query filter to separate all the SQL requests which are of malicious in nature
and consist some specific pattern of Boolean SQL queries.

The World Wide Web or the WWW has emerged as a multi-service network
involving a wide variety of components and technologies including the client-side
technologies and the server-side technologies. These technologies are full proof in
terms of the guarantee they provide with the services. But, there exist flaws in the
system aswell as new discrepancies which create a void. These voids pose the biggest
challenges in terms of security of the web-based systems. There are many vulnerabil-
ities in the client-side technologies as well as the server-side technologies. There are
elite group of hackers who are expert in exploiting these vulnerabilities. Client-side
attacks discussed here are SQL injection attacks and the cross-site scripting (XSS).

The code injection allows attackers to execute malicious scripts on the web
browsers of victims, whereas the SQL injections inject malicious query in the
database of the web applications. The SQLi is termed as plague for databases, in the
modern web-based applications. In worst cases, data that can be compromised via
SQLi or XSS include stealing of passwords, cookies, debit-credit card details [2].
Also, securing Web sites of domains like banking, health care, financial services,
defense are tough challenges. This paper presents a novel technique to prevent the
SQL injection attacks and the cross-site scripting attacks using the Rabin-Karp string
matching algorithm-based query filter.

The primary research goal for us was to solve the SQL vulnerabilities in the
present web-based systems by using a query filter model. The performance of such
a unique method is verified through a series of experiments performed on the web
application, and the results are recorded on the browser with the help of a TTFB
graph. The effectiveness of the query filter in preventing the vulnerabilities is proved
by this graph which records the request to response time. After a particular query
is detected, there is an output return value, which is summarized into a thorough
analysis report and then it is stored in the database to keep all the records. Later
on, it is used for verification. For validating the results, here, JavaScript and Apache
Tomcat server are used in a web application for implementing the query filter-based
detection system. The research presents a method that would in the future be the
pioneer of more simple designs for detector tools in the computer, database, and
network security. Web servers are one of the important components of the web
technology, and all the flow of data is regulated via the servers. Our query filter is
embedded or bridged with the web server, and the malicious Boolean SQL requests
can be filtered and separated from the genuine queries, and the web security can be
ensured. Many researches solve the problems of web security vulnerabilities with
the help of the machine learning algorithms, but these models are probabilistic. The
design of models like the one presented in this research could be an important factor
for the future of web security.



String Matching Algorithm Based Filter for Preventing SQL … 795

2 Background

2.1 SQL Injection Attacks

Attackers try to manipulate the queries that an application makes to its database;
this is called an SQL injection attack. This manipulation is a key for the attackers to
access data which is generally not available. These data are the sensitive and private
information of users or any data which the application would need to access [3].
Attackers use such a technique to gain the data and try to modify it permanently or
temporarily as per the need. In crucial cases, they get the full control in their hands
by modifying the original form of data, behavior, and contents [4]. In many case
studies, there were incidents recorded in which attackers escalated SQL injection
attacks to get through the server and compromise the back-end architecture, which
leads to a DOS attack [5]. Jemal classifies the injection string of SQL according to
their source of injection. According to his research, the malicious string is injected,
through the user input forms, through browser cookies, through intermediary server
variables, via stored injections [6].

The blind or Boolean SQL injection is the type of SQL injection studied in this
research. It tries to manipulate the system based upon the application’s response.

2.2 Cross-Site Scripting Attacks

Cross-site scripting attacks are basically malicious codes that are executed on the
client side of theweb applications like theweb browser. XSS attacks are of persistent,
non-persistent, and DOM-based XSS attacks. A persistent XSS attack is also known
as stored attack. It can be found in those web applications where users are permitted
to enter a HTML or JavaScript code, e.g., the web browser’s search box, forms
to be filled. A non-persistent XSS attack is also known as reflected XSS attack.
Here, no code or script needs to be stored in the web application. DOM-based XSS
attack is an alternative of both the reflected and the stored XSS attacks. Complete
analysis of domains was presented by Gupta and Gupta in a 2017 paper mentioning
the defense mechanism of cross-site scripting [7]. They prepared a score card of
the domains on the parameters such as always vulnerable, frequently vulnerable,
regularly vulnerable, occasionally vulnerable, rarely vulnerable.

2.3 Rabin-Karp Algorithm

It has been quite a time since the computer science industry is using the Rabin-Karp
algorithm for many purposes. The algorithm has been used for comparing patterns
based on the hash values. There were researches, in which image was recognized
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using the algorithms. Using the k-gram component and the relationship of adjacent
pixels in each image, patterns were identified [8]. The algorithm is identified as one
of the proficient methods to identify the similarity index in the documents. It seeks
for the substring patterns in texts with the help of hashing. The algorithm has been
consistently used in the various plagiarism check software. It was invented by Rabin
and Karp and named after them too. The hash values of texts are compared in order to
match the level of similarity in the document. It works very well in case of multiple
pattern search. Concept is simple which means if two strings are equal, then their
hash values must also be equal. If the hash values are not equal, then the algorithm
must seek for other characters and their associated hash values.

3 Related Work

Acunetix 2020 web application vulnerability report identifies a total of 26% of the
Web sites are severely vulnerable, while 63% ofWeb sites havemedium-type vulner-
abilities present in them. It reports that 25% of the total web applications on the
Internet are vulnerable to XSS. Whereas, nearly 8% of them are vulnerable to SQL
injection attacks. It has named the SQL injection and XSS attacks among the high-
severity vulnerabilities and also defines high severity as a level where an attacker
is capable of fully compromising the confidentiality, integrity, and availability of a

Fig. 1 Percentages of type vulnerabilities in sites
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system without using any special access grant mechanism. Figure 1 shows the graph
with reference to above report from acunetix [9].

Abikoye in [10] used amethod similar to that of stringmatching, but the algorithm
used was Knuth-Morris-Pratt string matching algorithm. This research brought a
technique for preventing SQLi and XSS attacks using string matching. They used
to match the input string with stored patterns of injection strings to detect malicious
code.

Tariq et al. [11] used amethod of genetic algorithm in combinationwith reinforce-
ment learning. The research used real datasets. Claims were made that the method
had better performance when compared to other existing methods. Also, the method
was flexible to the increment in XSS payloads. Which means, it can survive even if
the scale of attack becomes large and the amount of injection is increased rapidly
without any knowledge of the same.

Aliero et al. [12] presents his work as focused on minimizing the false positives
and false negatives in a machine learning-based method to detect and prevent SQLi.
Use of object-oriented approach was emphasized, and the method was called black
box testing-based method. Web applications were developed to test the accuracy and
validate results.

Jemal in [6] showed the overview of all the machine learning-based methods to
prevent SQLi attacks. It describes methods to classify SQLis also the mitigation
methods based on concept of ontology and machine learning. Interestingly, it high-
lighted the performance of all possible solutions based on accuracy, recognition rate,
and precision. The methods were all good though, but the false positives were major
concern among all of them. It also states that statistics-based methods like machine
learning-based need a clearly refined dataset also that statistics show trends only, and
100% accuracy is still awaited.

Gu et al. [13] used a traffic-based framework for SQLi detection, named DIAVA.
It claims to accurately identify malicious SQLi among the suspected ones. It used a
GPU-based dictionary attack along with its DIAVA framework. The research earns
a badge of state-of-the-art method and better than other firewalls. It is capable of
managing leaked data as soon as it is out in public domain. Again, this method
does not use machine learning algorithms and techniques, yet it outperforms all the
trending methods. Network traffic-based SQLi monitoring was the other aspect of
this research which gives a boost of morale to other researches out and ready to
deviate from common trends right now.

Authors of [14] presented a technique of classifying the SQL queries on the
features of all the initial query string. A gap weighted string and a subsequence
function are used in order to classify all the similar types of queries into groups.
This function was the core of the authors’ research as this function computes the
similarity of queries that are unknown to preselect query string used for training. It
also uses an SVM classifier for similarity measurements to identify a normal and a
malicious query. But since, SVM is a probabilistic classifier, so even if queries are
not malicious but have a slight similarity with the trained query set, so unnecessary
flaw is identified here.
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IEEE Transactions on Vehicular Technology volume 68 published an article by Qi
Li which brought a totally new aspect of need of detecting SQLis [15]. He devised a
machine learning-based method for detection of SQL injection attacks in intelligent
transport system. However, this paper also clearly mentions that collection and selec-
tion of data for training are a huge problem in artificial intelligence-based detection
methods. So, the training part becomes tough, in order to get guaranteed accurate
results; the topmost refined SQLi datasets must be used which again becomes a
hectic task. Hundred percentage protection of SQLi is not possible even with the
best machine learning algorithms.

Avancini in [16] used a model of combining genetic algorithm with symbolic
execution for automatic generation of security test cases. These test cases were those
which exposed a vulnerability by making an application control flow as a satisfying
vulnerability condition. This method earned huge attention.

In another article by Batista et al. [17] published in 2018, fuzzy neural network
was used to create an expert and full proof system of detection of SQLi. Fuzzy neural
networks are one of the most advanced and complex neural networks usually used
where high computing power is needed. This system proposes hybrid models, which
via fuzzy rules allow formation of full proof systems in cybernetic data attacks,
specially focused on the SQL injection attack. This model claims to be 94% close
to results as of fuzzy sets. Since, it uses cup dataset from the version 1999. So, the
results cannot be thought of being very accurate as it just reaches 94% near to older
fuzzy neural network based system. The overall selection mechanism was good, but
the dataset used was old, and hence, it is understood that neural networks are good
choice for fuzzy logic-based SQL injection classification.

4 Methodology and Working

We have introduced a “query filter” in this model. The problems discussed in case
of SQL injections are solved using the query filter, and the results are better. The
query filter accepts requests which are made to the server, then it is checked with all
the possible malicious queries and their combination through the Rabin-Karp string
matching algorithm. The scale of the project is adjusted according to the Kaggle
SQL injection dataset.

Figure 2 shows the overview of the system enhanced with the proposed filter.
The overview demonstrates a normal web system bridged with the proposed query
filter module. If a Boolean combination is found to exist in the requested query, then
the filter understands that these requests are malicious and action should be taken.
Binding the server with the query filter actually serves the purpose of:

• Filtering the requests: Separate queries which are malicious combination of
patterns and in the future such requests would be blocked right away.
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Fig. 2 Overview of proposed system with query filter

• Keeping and maintaining record of all malicious patterns, after the requested
query is verified to be malicious or manipulated from the pre-existing repository
of queries and their combination.

• Verifying queries which are genuine so that malicious queries are recorded, and
all possible combination of the queries and pattern of queries is kept for verifying;
if it is a genuine request or an attacker’s request.

4.1 Hash Function()

The hash value of a pattern is defined by the hash function chosen for the algo-
rithm. The hash function called the rolling hash function is used in this method. The
advantages of this hash function are:

• It gives a large output which makes it difficult for two different strings to have
same hash value, i.e., less chance of spurious hits.

• It is fast and easy to implement.
• Calculation is based on the ASCII value and base 10 exponent of the character’s

place value.

4.2 Hash Value Evaluation

To compare to this hash value, the algorithm searches for the same hash-valued
SQL injection string window of size 7. This is the current window of the string for
comparison with the pattern. The Rabin-Karp algorithm saves time by comparing
only the hash values. H(P) = hash value of pattern and H(W) = hash value of
window. If for now the slide window is onW= PQ’OR’1, the hash value of current
window is calculated as: H(W) = 80 * 106 + 81 * 105 + 39 * 104 + 79 * 103 +
82 * 102 + 39 * 101 + 49 * 100. Table 1 shows the ASCII values of corresponding
characters.
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Table 1 ASCII values of
characters in a window

Character ASCII value

P 80

Q 81

’ 39

O 79

R
’
1

82
39
49

4.3 Working of the Query Filter

In an event of SQL injection attack, the attacks are performed using an SQL injection
query likePQ’OR’1’= ’1’#. In this research, for the purpose of storingSQL injection
string, a repository is created, which stores all the SQL injection queries. There is a
whole bunch of queries, and a wide variety of them are from Kaggle’s popular SQL
injection dataset [18]. There is a separate repository for XSS injection strings. This
repository is the base of test and experimentation in this research for Boolean SQL
queries. These are tried to be injected as user inputs. The pattern which is visible
here is 1 = 1 which means it is a “Boolean-based” SQL injection string. It always
gives a true value for the user input. As the filter designed for this research is based
on the Rabin-Karp algorithm, so the role of this algorithm in the filter is discussed
in Fig. 3. The algorithm finds whether this pattern is present in the injected query or
not.

Figure 3 shows the work flow diagram of the query filter as it receives the SQL
injection string PQ’OR’1’ = ’1’# as user input. It starts the process of finding the
pattern, length of the pattern L and calculates the hash value H(P) of the pattern. The
hash value is calculated using the rolling hash function H().

SQL injection string: PQ’OR’1’ = ’1’#; pattern = ’1’ = ’1’.
Length of pattern = 6.
Hash value of pattern is H(P) = 39 * 106 + 49 * 105 + 39 * 104 + 61 * 103 +

39 * 102 + 49 * 101 + 39 * 100 = 44,355,429.
Next, according to the algorithm, the size of the window is declared as length of

pattern + 1. Hence, size of window = Length of pattern + 1 = 6 + 1 = 7.
The current window is onW=PQ’OR’1H(W)= 80 * 106 + 81 * 105 + 39 * 104

+ 79 * 103 + 82 * 102 + 39 * 101 + 49 * 100 H(W)= 88,577,639. H(W) !=H(P).
Comparison of hash values is done because this makes the process faster without
getting involved in comparing the character by character, and here, the two hash
values are not equal, so slide to the next window.

The next window is W = Q’OR’1’ H(W) = 81 * 106 + 39 * 105 + 79 * 104 +
82 * 103 + 39 * 102 + 49 * 101 + 39 * 100 H(W) = 85,776,429. H(W) ! = H(P).
Sliding to the next window, since the hash did not match here too, which means the
characters would definitely not match.
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Fig. 3 Working of the query
filter

The next window is W = ’OR’1’ = H(W) = 39 * 106 + 79 * 105 + 82 * 104

+ 39 * 103 + 49 * 102 + 39 * 101 + 61 * 100 H(W) = 47,764,351. H(W) ! =
H(P), hash values are not equal, so slide to the next window, and repeat the steps of
comparing the hash values of window and pattern.

The next window isW= ’OR’1’ = ’H(W)= 79 * 106 + 82 * 105 + 39 * 104 +
49 * 103 + 39 * 102 + 61 * 101 + 39 * 100 H(W) = 87,643,549. H(W) ! = H(P),
so slide to the next window.

The next window is W = R’1’ = ’1 H(W) = 82 * 106 + 39 * 105 + 49 * 104 +
39 * 103 + 61 * 102 + 39 * 101 + 49 * 100 H(W) = 86,435,539. H(W) ! = H(P).
Since, the hash values of the window and pattern are not equal and so the loop of
again going to next window continues.

Now, the next window isW= ’1’= ’1’ H(W)= 39 * 106 + 49 * 105 + 39 * 104

+ 61 * 103 + 39 * 102 + 49 * 101 + 39 * 100 H(W) = 44,355,429. Here, H(W) =
H(P), the hash value of string in the window equals the hash value of string in the
pattern. So, now to confirm the availability of the malicious SQL Boolean query, the
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Fig. 4 Matching the
characters of pattern one by
one

Table 2 SQL injection
strings from Kaggle datasets

SQLi query Boolean value

a’ or 1 = 1; – 1

? or 1 = 1 – 1

anything’ or ’x’ = ’x’ 1

PQ’OR’1’ = ’1’#
1’ or ’1’ = ’1
" or "a" = "a

1
1
1

filter matches every character of pattern with every character of current window one
by one; Fig. 4 shows the matching.

All characters in the window match with the characters in pattern; Fig. 4 shows,
hence, query PQ’OR’1’= ’1’# is a malicious query and the filter flags it as malicious
Boolean query and takes further actions of resetting http connection. The Rabin-Karp
algorithmwas used to verify the pattern in the user’s input string with all the Boolean
SQL injection queries that were combined and used. Table 2 shows ample list of SQL
queries from Kaggle SQLi dataset.

Actions taken after matching patterns:

I =
n∑

x=0

F

Filter(I) {
info= dehash(convert ASCII to String)
if(info<>” ”) {
X1= checkBoolSQLi(info); //Check for Boolean SQLi
X2= checkXSSi(info); //Check for XSS script
if( true(X1 || X2 ||) ) { //if any condition is true
blockUser();markMalicious(); //Mark as Malicious
resetHTTP(); warningMessage(); } //Take required action reset HTTP etc.
else { AccessGrant(); } } } //if both X1 X2 conditions fail, query is genuine
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5 Result and Discussion

The query filter mechanism uses the rolling hash function. The detection tools were
used to validate the results. The techniquewas tested on a Java-basedweb application,
developed for this purpose with Apache Tomcat server, and MySQL database was
used. The total number of queries taken for the experiments was nearly 250. These
Boolean strings were taken from the Kaggle SQL injection dataset; Table 2 shows us
the same and then added to the local repository created in the eclipse IDE. The results
showed that the method performed great if the detection rate is concerned. An inbuilt
simulation graph in Fig. 5 drawn from the web browser for demonstrating the output
requests and the TTFB (time to first byte) measurement is used for the indication of
the responses of the web server and the other resources from the network and server.
The number of successful query detection is 240, when the experiments were run
several times.

The time to first byte (TTFB) graph in Fig. 5 shows the waiting time gap between
the user’s request and the first byte issued back as a response from the web server to
the user’s web browser. In this case, TTFB waiting time was recorded as 7.12 ms.
Since the queries were blocked by the query filter, hence, the graph shows zero
requests sent back as responses, and this assures us of the working of the filter. It can
be inferred from Fig. 5 that after requests were made and these were not immediately
started, so the malicious input was being evaluated for about 3.06 s and then after
confirming the malicious nature of the above SQL injection string. The http reset
request was sent with a warning message. The resources that were requested were
rescheduled after 4.74 ms of the http reset. The connection took almost 0.16 ms of
time to be established again after confirmation of the maliciousness of the injection
string. The number of responses sent back to the user is marked 0 because after the
confirmation and reset, no request was granted.

Table 3 shows the comparison and analysis of this method with the previous
methods. The accuracy of our model was 96%, which in case of encryption-based
methods was 86–96% as they use probabilistic models. Efficiency was 95% which

Fig. 5 TTFB graph for time between request and response
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Table 3 Comparative
analysis with existing
encryption-based methods
(Boolean queries)

S. No. Parameter of
comparison

Proposed
method

Existing
methods

1. Accuracy 96% 86–94%

2. Efficiency 95% 95%

3. Execution time 7.12–12 ms 11–20 ms

4. Percentage
improvement

10% lower
limit
2% upper limit

5. CPU utilization 39% >60%

is equal to that of encryption-based methods. Execution time of the model was
between 7.12 and 12 ms which is better as compared to other models. Percentage
improvements as compared with the previous models is 10% in lower limits and 2%
in the upper limits. These limits refer to the minimum and maximum accuracy. The
CPU utilization in our model is 39%; better than other models, it is due to the model
being less complex and its efficient utilization of resources.

Figure 6 shows http request is reset leading to unavailability of requests and
restricts unauthorized login in the Web site “etalenthunt” developed for testing the
query filter. The http request was reset and the query filter stopped any further request
grant.

Figure 7 shows how the connections were reset and the requests were halted.
Apache version 9 offered these services via CATALINA, and these services can be
stopped via the above query filter mechanism. The request was initiated in the same
session, and the resources were made unavailable as it was a malicious query after
the filter understood its malicious nature. Apache took the usual time to start and
establish the connection with the port. The dedicated port was 8080, and the http
request from the port 8080 was reset. This explains how the server was stopped from

Fig. 6 Browser output after the filter was applied



String Matching Algorithm Based Filter for Preventing SQL … 805

Fig. 7 Console result; Apache server did not grant any request from port 8080

granting the requests against the malicious queries. Apache took usual time but did
not grant any request.

6 Conclusion and Future Scope

This model of query filters is effective in preventing against the Boolean SQL injec-
tion attacks. In this paper, we showed the effectiveness of the model and results
which are better than the probabilistic models. Probably, this is the most user-
friendlymethod of defending against SQL injection attacks and the cross-site scripts.
Although cross-site scripts were not implemented in this paper, but the samemethod-
ology is to be followed against them too. The outputs and the functioning of the filter
are a great as it showed results where only a certain level of advanced method-
ology has reached. The idea here was to bring a less complex method into light
which could solve a bigger problem easily and without burdening the system. The
problem of Boolean SQL injections was identified and then a repository of these
strings was made. Next, the proposed query filter model was designed which filters
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various types of Boolean-based queries and identifies the patterns present in them.
Later on, when the maliciousness of the query was proved, the query filter marks
these queries as suspicious and harmful. The full working of the systemwas ensured,
and the results were recorded via graphs and performance of the system. Overall,
this method showed better results than the existing models.
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Modelling the Inhibitors of Online
Learning Over 4G Networks:
ISM-MICMAC and FMICMAC Analysis

L. Kala, T. A. Shahul Hameed, and V. R. Pramod

Abstract Online learning is a well-proven application in all walks of the teaching–
learning process that depends on wireless mobile technology and Internet connec-
tivity. It is accomplished through mobile handheld devices and wireless networks.
It has proved its importance in this COVID pandemic era for distant learning to
facilitate online classes for all university students. The first evolution of remote
Internet-based learning was termed electronic learning (e-learning) with wired net-
connected desktop computers. Mobile learning or m-learning is accomplished with
wireless Internet connectivity-enabled laptops or mobile handheld devices. Now,
this technology of the teaching–learning process is widely accepted as the education
system of pandemic-affected world and is termed online learning. Online learning is
a subset of mobile learning over wireless networks using portable electronic devices.
Inhibitors caused due to the existing 4Gwireless networks, mobile handheld devices,
and the outlook of end users are the main factors selected for this particular study.
Inhibitors of online learning over 4G networks were identified through an intensive
study conducted by discussions with experts, end users, designers and learners. The
methodology adopted for this research work is the fuzzy matrix of cross-impact
multiplications applied to classification (MICMAC). The fuzzy-MICMAC method
is used to analyse the selected inhibitors of online learning over wireless networks.
A digraph with all possible interconnections, correlation study and the compara-
tive analysis of fuzzy logic approach to the binary logic ISM-MICMAC method
were implemented. More outlined results were achieved with the fuzzy analysis.
The driving power-dependence abilities of these inhibitors were recorded, which
will resolve many undue variables in the future implementation of the system.
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power · Directional graph

1 Introduction

Online learning is an ICT-enabled wireless teaching–learning process that overrules
the disadvantages of time, learningmaterials and distance. It is a 4-A learning system,
where 4 A’s are any time, anything, anywhere and anybody. It is possible to access
this system at any time, or it is a 24 × 7 learning system. For a user, it is possible
to connect to anywhere over the world from his present location if he has a mobile
handheld device with Internet connectivity.

Further, it is possible to avail any idea, whether new or old, at his fingertip.
Anybody indicates, irrespective of age, gender and profession, any person can use
this technology. This system provides any formal and informal information around
the world to its end users. A person interested in a particular field has abundant
opportunities to understand and study his field of interest. Wireless networks used
in nearly 70% of the world are 4G, and 3G is still in use in very few countries. It has
many applications in information and communication technology-enabled education
systems. The world witnessed a new mode of education technology with significant
changes in the existing course delivery for online education. The never observed
COVID-19 pandemic further accelerated this trend to combat the disruption caused in
the classroom teaching–learning process. These days, many people use smartphones
as handheld devices for their earnings through hobbies as bloggers, whether travel or
beauty, with millions of subscribers. It is currently possible to share any multimedia
information over theWeb instantaneously; extensive use of mobile handheld devices
and laptops enhanced the feasibility of online learning and the entertainment industry.
All these parameters lift the need to adopt m-learning as an advanced technology,
for the online teaching–learning process.

Most of the educational institutions and universities approved online classes on
various platforms. Google Classroom, Google Meet, Webinar, MOOC, Moodle,
NPTEL/MIT lectures, ZOOM, WebEx, Microsoft classroom, etc. Most software
companies allowed work from home, and this platform is extensively helpful in
conducting official meetings. In this work, the authors analysed the inhibitors of
the most used 4G wireless networks in enabling online learning. Here, analysis
was performed on all inhibitors of online learning, caused due to the influences of
wireless mobile networks, trepidations with Internet access, and influences of 4G
technology, user ability, issue’s with mobile handheld devices and network connec-
tivity. Fuzzy-based interpretive structural modelling (ISM) was used to analyse, as
it is an appropriate tool to solve highly interrelated problems in complex situations.
Fuzzy-ISM (FISM) can be effectively utilised to analyse the inhibitors while mobile
handheld devices are used over the Internet. This analysis was executed to find out
the interrelationships and associations among inhibitors of online learning [1].
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Warfield [2] first put forward this method of ISM as a widely accepted and well-
recognised analytical tool to model a selected system and analyse the influential
variables and the interrelationships among them. It is a well-accepted technique
for establishing interconnections of influencing elements. McQuiggan et al. [3], in
Chapter 1 of their book, narrated howmobile devices such as smartphones and tablets
have transformed human lives in many different ways and revolutionised educa-
tion by using this promising technology in the classroom. The chapter also covers
the concepts, challenges, benefits and associated inventiveness of mobile learning.
Chapter 7 clarifies howdevelopers canmakemobile learning unique, occupy students
and induce learning to a new-fangled format. It also dictates the hardware facilities
like camera,GPS, video,Wi-Fi 3Gconnectivity, gyroscope, etc. and software features
like accessibility, content, integrationwith other apps, security, etc. of mobile devices
over former technologies. Its capability to augment functionality through the usage
of accoutrements, iBeacons, Apple TV, wearable devices etc. are other exhilarating
structures of mobile technology. Yang and Park [4] studied how various customer
characteristics affect airline mobile application services’ ease of use and usefulness.
Customer demand for services is conducted with a survey of passengers using airline
mobile applications by applying structural equation modelling and a maximum like-
lihood estimator. It is observed that a user’s mental model has maximum effect on
the study of the selected applications and concluded that it has a significant statis-
tical impact on customer reception and resistance. Hwang and Fu [5] conducted an
extensive review of the ‘mobile technology-assisted language learning studies’ in
print from 2007 to 2016 in selecting SSCI journals. They included many research
issues, methods, learning types, outcomes and language for this study.

Moreover, in terms of vocabulary, pronunciation and speaking in selected
languages, the effectiveness of mobile learning was conducted. The authors reported
that further studies are required to authorise its impressions on reading, listening and
language learning as awhole. In this paper, big data collected from social media sites,
and surveys are analysed to identify factors influencing customers’ purchasing deci-
sions [6]. It is employed using ISM and Fuzzy-MICMAC analysis. Authors gave
recommendations to support retailers to plan strategies on the consumer-oriented
supply chain. Traxler and Kukulska-Hulme [7], in their textbook Mobile Learning,
explicated various fields related to context-aware mobile learning, with mobile and
pervasive personal technologies and cell phones in 12 different chapters. The book
covers topics on ‘approaches to the integration of mobile contextual learning in
diverse contexts; challenges, barriers, issues of sustainability; like as conceptions of
context; technologies and applications’. Sushil [8] modified the comparatively inter-
pretation of ISM using a method of total interpretive structural modelling (TISM).
Firstly, the author first implemented an ISM model, and then it is integrated into
TISM. It is displayed in a step-by-step style, and specific tests for authenticating total
interpretive structural models are also recommended. An illustration in the perspec-
tive of organisational research is also executed. Pramod andBanwet [9] accomplished
the modelling of the customer receptivity aspects of telecom service providers with
the fuzzy-ISM method. Authors observed that qualitative benchmarks are time and
again conveyed by obscurities and imprecision, and the outcomes are reinforced
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with administrative repercussions. Wairiya et al. [10] described the importance of
mobile handheld devices in teaching and learning processes and analysed the social
and cultural implications of adopting m-learning in India. A survey was conducted
with 57 instructors and 390 students across government and private educational
institutions in India.

The authors observed that both of them have constructive perceptions in the direc-
tion of m-learning and then acknowledged that m-learning supports and enhances
teaching–learning practice. Moreover, they identified several obstacles in the execu-
tion of m-Learning. Cai and Xia [11] explained the security and privacy concerns
associatedwith the 5G network. This paper also deliberated significant developments
of security issues of 5G and beyond and encounters for upcoming research. Swati
and Abhishek [12] explored both public and private management education in India
using interpretive structural model (ISM) and validated using TISM. Variables that
affect the dynamics of college rankings were considered for this study and proposed.
A study was completed on green supply chain management (GSCM) to isolate its
barriers.

Further, a fuzzy matrix of cross-impact multiplications applied to classification
(MICMAC) was used to reveal and identify the effect on direct and indirect factors
by Dube and Gawande [13, 14]. A distinct work identified different key enablers of
GSCMEs and developed an integrated interpretive model using the fuzzy-MICMAC
approach.Authors coined that this studymaintains substantial practical consequences
for academicians, managers and practitioners to emphasise recognised GSCMEs
for strategy formulation and implementation. A study on innovation enablers was
implemented to analyse its influence to boost the effectiveness and perform a qual-
itative analysis. Using fuzzy-MICMAC (Matrice d’Impacts Croise’s Multiplication
Appliquée a UNClassement) analysis, Dewangan et al. [15] identified the prominent
IEs to raise the competitiveness of 100 manufacturing sections across India.

Many papers on mobile learning were reviewed to collect ideas about the param-
eters to be selected for this study. Matzavela and Alepis [16] discussed the use of
digital tools, the experience of teachers and learners and the challenges faced during
online learning. Shrestha et al. studied involvement in online classes with the help
of handheld digital devices such as smartphones and laptops through online plat-
forms such Google Meet, telegram and WhatsApp [17]. Mohammadi et al. [18]
evaluated the acceptance of mobile learning which was evaluated among a group
of faculty members both qualitatively and statistically in their paper. Even though
many such recent studies are noted in the literature, the technological aspects of
handheld devices, wireless networks, and Internet connectivity that support such
an online teaching–learning process were not evaluated. So the authors decided to
think in that direction and proposed a further study with the technological param-
eters of mobile handheld devices. Bashar [19] conducted a comparative analysis
of various networks with the essential parameters and tabulated the outcome with
special mention to specific applications of 4G technology like mobile web broad-
casting, video conferencing, IP telephony, cloud computing and gaming. Duraipan-
dian [20] discovered the reasons behind the sudden call terminations in configuring
the self-organising 4G-LTE and the methods to minimise the related factors and
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improve voice communication quality. A study from a customer point of view was
performed, emphasising the reliability study of the energy-efficient data transmis-
sion methods, with high security over an IoT, endowed wireless mobile network,
with enhanced throughput [21]. Xixiang et al. [22] conducted and represented a
detailed analysis of various representations and parameters of a triangular fuzzy
model. Few most effective approaches, methods learner ability, learner behaviour
and high order thinking learning skills. Also, suggestions for further research in the
field were proposed by Chu-Lin [23]. Criollo-C et al. [24] well addressed the use
of mobile learning in education, technology, behavioural use of mobile devices, and
development of practical educational applications. It also covered the possibility of
reducing complications in implementing it in education.

2 Research Methodology

The primary objective of this research is to analyse inhibitors of online learning,
using mobile handheld devices over 4G wireless networks.

Subsequent objectives are

• To identify prominent inhibitors of online learning over 4G wireless networks.
• To establish interrelationships amongst inhibitors of online learning
• To apply fuzzy-MICMAC analysis for classification of inhibitors of online

learning
• To evaluate driving and dependence power rules of online learning parameters.
• To discuss the repercussions of driving power and dependence.
• To propose guidelines for upcoming research work.

Fuzzy logic is beheld as a tool for addressing uncertainty related to a system, espe-
cially in the field of engineering and technology. It accounts for a third level apart
from logic YES or NO opinions, which is termed a membership function (MF).
This logic answers to the intricacies with which human thoughts are processed with
so many conditional statements. Some sort of approximation is preferred over the
exact reasoning approaches. One-to-one mapping of such rules are acquainted with
fuzzy logic, which allow space for tolerance levels too. MF takes on real values
between 0 and 1, indicating how much the variable associate to that fuzzy set. Most
commonly used membership functions are triangular, trapezoidal and Gaussian. For
this particular work, a triangular membership function is selected. MICMAC anal-
ysis was proposed with fuzzy data to establish complex interrelationships among a
selected set of inhibitors of online learning over 4G networks. It is also expected
to meet the objectives of this work to classify the selected factors based on the
rules of driving and dependence powers. ISM is a Boolean algebra-based matrix
theory under discrete mathematics. It models the relations between a selected set of
elements under study. This methodology is proposed byWarfield to identify relations
between various parameter sets [2]. Multiple factors are generally associated with
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such complex problems. Intended to perform a comparison study of ISM-MICMAC
with fuzzy-MICMAC analysis.

2.1 Implementation

The authors identified twelve inhibitors of online learning after an intensive literature
review and after accumulating opinions from experts in the fields. They are indicated
as inhibitors of online learning (IOL) and labelled as IOL1 to IOL 12 and recorded
in Table 1.

The procedure for implementing the analysis of inhibitors of m-learning is carried
out in various steps. A structural self-interaction matrix (SSIM) is developed with
alphabet entriesV,A,X andO and logic rules used are illustrated below. It is employed
by bearing in mind the pair-wise correlation between the designated elements. Anec-
dotal relationships among a couple of elements were examined. To establish this
circumstantial relationship, a law of ‘leads to’ is applied. Hence, four different
conditions were examined

• V: parameter i leads j;
• A: parameter j leads i;
• X: parameter i and j leads to each other; and
• O: parameters i and j are unrelated.

The following statements explain the use of symbols V, A, X and O in SSIM.
Here, variable 1 leads to 12, 10, 08, 07, 06, 05, 04 and 03; hence, (V ) is allotted
against those pairs in the table. Some other examples are variable 3 and 12 leads
to each other, hence allotted (X); and since variables 09 and 11 are unrelated, (O)
is assigned. Likewise, in this study, the relationship between each pair, n(n−1)/2

Table 1 Inhibitors of online
learning

CODE Inhibitors of online learning

IOL1 Rapid technological advancements

IOL2 Learning pattern

IOL3 Connectivity issues

IOL4 Acceptance time

IOL5 Attitude of learners

IOL6 Need for training

IOL7 Screen Size of handheld devices

IOL8 Cost of equipment

IOL9 Undue dependence hardware devices

IOL10 Security aspects

IOL11 Imprecise curriculum

IOL12 Lack of remote area coverage
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pairs (132 sets), was checked with n × n question sets. An n × n square matrix with
binary values 0 and 1 entries was formed using the logic. For any (i, j) pair, (1, 1)
is assigned if ‘X’ is there in SSIM. (0, 0) is assigned for ‘O’ and (1, 0) for ‘V ’ and
(0, 1) for ‘A’ for (i. j) and (j, i) positions respectively. This binary adjacent matrix is
termed as reachability matrix. After checking the transitivity over all pairs of this 12
× 12 matrix, the final reachability matrix was formed, and the transitivity links were
identified. Transitivity matrix was created with binary 1 for transitivity links and
zero elsewhere. The final reachability matrix (FRM) was created by doing a binary
EX-OR operation for each cell.

2.2 Micmac Analysis

MICMAC is a matrix operational method, where multiple power matrices were
created. In ISM-MICMAC, it was performed over binary FRM, and for each power
of it, the row sum and column sum of all 12 rows and 12 columns were calcu-
lated and tabulated in Table 2 [1]. At a particular stage, the row sum and column
sum levels, start repeating and then the matrix is stated to be at its stagnation state.
The above step is repeated till stagnation is reached, and the matrix thus obtained is
termed the stagnationmatrix (Table 3). From the stagnationmatrix, the driving power
and dependence were calculated and the parameters with high driving-dependence
powers were identified as the prominent elements of the system.

Table 2 IOL—final reachability matrix (FRM)

Binary FRM matrix

1 0 1 1 1 1 1 1 1 1 0 1

0 1 0 1 1 0 0 0 0 0 0 0

0 0 1 1 1 0 0 0 0 0 0 1

0 0 1 1 0 0 0 0 0 1 0 1

0 1 1 1 1 0 1 0 1 1 1 1

0 1 0 1 1 1 0 1 1 1 0 1

0 1 0 1 1 0 1 0 1 0 0 0

0 1 1 1 1 1 1 1 1 0 0 0

1 0 0 1 1 1 1 1 1 0 0 1

0 0 0 1 1 1 0 1 1 1 0 0

0 1 0 1 1 1 0 0 1 0 1 0

0 0 1 0 0 1 0 0 0 0 0 1
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Table 3 IOL—ISM-MICMAC stagnation matrix

R1 C1 R2 C2 R3 C3 R4 C4 R5 C5 R6 C6

10 2 65 10 390 54 2278 304 13,204 1740 76,374 57,862

3 6 16 35 81 196 457 1124 2614 6474 15,083 216,053

4 6 20 41 100 252 560 1482 3193 8617 18,402 288,528

4 11 17 67 95 393 540 2277 3115 13,165 17,989 439,844

9 10 48 56 281 326 1617 1884 9354 10,888 57,076 363,748

8 7 49 36 292 215 1704 1248 9874 7244 54,111 242,488

5 5 29 30 165 167 949 949 5480 5448 31,668 181,432

8 5 49 27 283 152 1624 875 9368 5055 54,103 168,960

8 8 55 44 327 250 1917 1436 11,105 8282 54,240 276,470

6 5 43 35 261 204 1539 1192 8941 6905 43,596 230,921

6 2 38 12 223 68 1299 394 7534 2278 43,596 76,097

3 7 15 51 84 305 476 1795 2740 10,426 15,807 349,072

2.3 Fuzzy-MICMAC Analysis

The objective of fuzzy-MICMAC analysis is to categorise the selected variables as
per the driving power and dependence. This research work was proposed by incorpo-
rating the fuzziness of interrelationships among the inhibitors of online learning. The
initial analysiswith binary stateswas already performed. Inhibitors of online learning
were classified into four clusters based on their driving power and dependence. Inter
dependent levels in the fuzzy ranges were also considered in this work, where only
two logic levels of 1’s and 0’s were considered for the former ISM-MICMAC anal-
ysis. Fuzzy levels between 0 and 1 were considered, which removed the ambiguities
faced in the previous case. The triangular fuzzy levels were selected in progression
steps of size 0.2 starting from 0.1. The normal values of a fuzzy system are incre-
mented in steps in the order of 0.1, 0.3, 0.5, 0.7 and 0.9, with boundary values 0 and
1.

2.3.1 Triangular Fuzzy Number

The triangular fuzzy number (TFN) is represented by μM̃(x) and are defined by
the Eqs. (1) and (2), where μM̃(x) is the membership values of the triangular fuzzy
function corresponding to an element x [22]. Here, l and u represents the extreme
points of the triangle andm the midpoint corresponds to the peak or maximum value
of the MF function.

M̃ =
n∑

i

μM̃(xi )

xi
OR M̃ = {(

x, μM̃(x)
)}
xεX
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M̃ is a regular fuzzy convex set in the real domain follow the conditions:

(i) μM̃(x0) = 1, for only one element x0
(ii) µM̃(x) is continuous

then M̃ is a fuzzy number, which means ‘a real number that is approximated to
x0’.

M̃ can be expressed as follows:

μM̃(x) =
{
L(x), l ≤ x ≤ m,

R(x), m ≤ x ≤ r
(1)

where L(x) is a continuous and increasing function to the right and R(x) is also a
continuous but decreasing function to the left. With the following conditions

0 ≤ L(x), L(x) is expressed as (x−l)/(m−l)

R(x) ≤ 1. R(x) is represented as (x−r)/(m−r)
μM̃(x) can also be represented by left, middle and right threshold values. Here,

the left threshold value al, the midpoint am, and the right threshold value au are used
to represent a triangular fuzzy number M̃,

M̃ = (al, am, au), and its membership function is as follows:

μM̃(x) =

⎧
⎪⎨

⎪⎩

x−al

am−au , al ≤ x ≤ am,
x−au

am−au , am ≤ x ≤ au,
0, otherwise.

(2)

For this particular work, the membership functions are selected as per Table 4,
and the TFM is plotted in Fig. 1.

‘If Rule’ was assigned for fuzzification. If the condition satisfies for this linguistic
statement range, then decision of fuzzified values corresponding to the entries in
the binary FRM matrix is entered in Table 5. Fuzzy levels between 0 and 1 were
considered, which removed the ambiguities faced in the previous case. The triangular
fuzzy levels were selected in progression steps of size 0.2 starting from 0.1. Since the

Table 4 Assigned fuzzy
layers for the model

Sl. No. Linguistic statement
(influence of inhibitor)

If rule
(range of x)

FTMF

1 Extremely low x ≤ 0.05 0

2 Low If 0.05 ≤ x ≤ 0.2 0.1

3 Very low If 0.15 ≤ x ≤ 0.45 0.3

4 Medium If 0.35 ≤ x ≤ 0.65 0.5

5 High If 0.55 ≤ x ≤ 0.85 0.7

6 Very high If 0.75 ≤ x ≤ 0.95 0.9

7 Extremely high x ≥ 0.95 1.0
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1

TFN

Fig. 1 TFN plot

Table 5 IOL—fuzzy-FRM

No. 1 2 3 4 5 6 7 8 9 10 11 12

1 1 0.1 0.7 1 0.9 0.9 0.7 0.5 0.9 0.3 0.3 0.9

2 0.3 1 0 0.7 0.7 0 0.3 0.5 0 0.7 0.5 0.1

3 0.5 0.4 1 0 0.9 0 0 0 0 0 0 1

4 0.8 0.9 0 1 0 0.5 0 0.1 0 0 0.3 0.1

5 0.7 1 0.3 1 1 0 1 0 1 1 1 1

6 0.9 0.7 0 1 1 1 0 0 0 1 0.1 0

7 1 0.1 0 0.2 0.3 0 1 0.5 0 0 0 0

8 0.5 0 0 0.1 0.2 0 0.1 1 0 0 0 0

9 0.3 0.1 0 0.5 0.9 0.7 1 0.7 1 0.2 0 0.5

10 0.1 0 0 0.3 0.4 0.2 0 0.1 1 1 0 0

11 0 1 0 0 0.5 0.9 0 0 0 0 1 0

12 0.3 0.7 1 0.1 0 0 0 0.1 0 0 0 1

data is collected through an extensive survey and from expert’s opinions, the mean
value sometimes happens to be in even terms and values like 0.2, 0.4, 0.6, 0.8, but
limited to very few.

Thefirst step in the fuzzy-MICMACanalysiswas to formulate a stagnationmatrix.
It was attained by taking the powers of FRM and calculated its row sum and column
sum for every power. Row–column sums of this 12 × 12 FRM matrix’s powers at
each stage were calculated as columns of a matrix and was denoted as Ri and Ci. The
matrix thus obtained was termed the fuzzy-stagnation matrix. Values thus obtained
are tabulated in Table 6. The first column of R1 corresponds to the row sum of all
rows of the first power matrix of the final reachability matrix. R2, R3, R4, R5 and R6
corresponds to the row sums of second to the sixth power of FRM. Similarly, C1–C6
corresponds to first to sixth column sums of the powers of FRM. In this work, at the
sixth power, stagnation was observed.
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Table 6 IOL—fuzzy-MICMAC stagnation matrix

R1 C1 R2 C2 R3 C3 R4
(103)

C4 R5
(103)

C5
(103)

R6
(104)

C6
(104)

8.2 6.4 41.53 31.78 209.785 158.638 1.0481 792.6225 5.2288 3.9571 2.6084 1.9744

4.8 6 22.22 30.11 108.553 151.603 0.5401 757.0496 2.696 3.7773 1.3457 1.8846

3.8 3 21.12 14.12 102.925 69.38 0.5076 343.3241 2.5212 1.7075 1.2556 0.8509

3.7 5.9 18.96 32.34 96.007 162.108 0.4821 810.4131 2.4092 4.0478 1.2028 2.0203

9 6.8 43.08 32.38 212.337 159.735 1.0585 797.3182 5.2797 3.9774 2.6341 1.9843

5.7 4.2 32.58 19.36 165.194 98.413 0.8271 493.7225 4.1333 2.4655 2.0634 1.2308

3.1 4.1 16.17 21.43 80.878 107.344 0.4051 535.3331 2.0244 2.6694 1.0104 1.3316

1.9 3.5 8.48 15.95 41.374 79.846 0.2064 399.8247 1.0309 1.9949 0.5145 0.9952

5.9 3.9 29.43 20.66 147.137 103.742 0.7341 514.8342 3.665 2.5667 1.8292 1.2808

3.1 4.2 15.86 22.1 79.727 108.583 0.3988 541.1929 1.9918 2.7029 0.9944 1.349

3.4 3.2 17.83 17.11 90.912 85.717 0.4543 427.3186 2.2681 2.1334 1.1324 1.0648

3.2 4.6 13.38 23.3 65.257 114.977 0.3208 570.1083 1.5898 2.8383 0.7911 1.415

3 Results and Discussion

Interrelations among the selected 12 inhibitors of online learning are shown in the
directional graph (Digraph) in Fig. 2. Here, 88× 2 edges are shown, which indicates
all possible inter-linkage among the nodes. All incoming and outgoing links indicate
the directivity and driving factors of the selected parameters. Here, the number of
links are different for various nodes. It marks the depth by which each one influences

Fig. 2 IOL—directional graph
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Fig. 3 IOL—fuzzy correlation plot

the other taken in pairs. Incoming arrows to say node 6 indicate 1, 4, 9, 10, 11 and
self. Likewise, outward links indicate that node 6 influences 1, 2, 4, 5, 10 and 11.
The bidirectional arrowheads show the bidirectional influence among specific pairs.
In the case of node 6, they are 1, 10 and 11. Likewise, all possible transitions from
all 12 nodes are depicted.

Further, analysiswas done to study the correlation property of this system.Acorre-
lation matrix is created, and the corresponding correlation plot is made. It indicates
that the elements are highly correlated. This analysis was performed withMATLAB,
and the results were plotted with graphic functions. A 3D fuzzy-MATLAB plot is
given in Fig. 3. Diagonal values show covariance, and the rest of the values represents
the pair-wise correlation between the fuzzy values of the selected components. In the
plot, the diagonal values are identical since it indicates a one-to-one relation, while
others are of the comparison taken in (i, j) and (j, i) pairs along with the inhibitors.
Values vary from 0 to 1, in steps of 0.1 for data points other than the extreme ones.

Level assignments performed from the stagnation matrix, corresponding to the
stagnation level, and the ranking of elements from 1 to 12 row-wise and column-
wise was taken and assigned across the corresponding inhibitor of online learning
and is shown in Table 7. The bar plot, in Fig. 4, is termed as the driving power-
dependence (DD) plot. Also, inhibitors 3, 8, 11 and 6 are the dependent elements
of the system having maximum respective top-level values. It means that the four
parameters, connectivity problems, equipment cost, ambiguity about curriculum,
training requirements, are those highly dependent on other parameters.

Further, a comparative study was performed between the results obtained from
ISM-MICMACmethodology [1] and this fuzzy-MICMACmethod. In fuzzy, as said
earlier, intermittent values were also included. Plots of the driving power of both
the methods are separately shown in Fig. 5a, b. Driving power (DP) of 2, 3 and
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Table 7 IOL—fuzzy-MICMAC DD levels

No. Inhibitors of online learning Driving
power

Dependence

IOL1 Rapid technological advancements 2 3

IOL2 Learning pattern 5 4

IOL3 Connectivity issues 6 12

IOL4 Acceptance time 7 1

IOL5 Attitude of learners 1 2

IOL6 Need for training 3 9

IOL7 Screen size of handheld devices 9 7

IOL8 Cost of equipment 12 11

IOL9 Undue dependence hardware devices 4 8

IOL10 Security aspects 10 6

IOL11 Imprecise curriculum 8 10

IOL12 Lack of remote area coverage 11 5

Fig. 4 IOL—DD plot

4 reduced and DP increased for 8 and 10 and remains unaltered for other factors.
Dependence values are also plotted and shown in Fig. 5c, d. It is inverted for the
first three parameters and observed plus or minus 1 to 2 variations for elements 6 to
12, while 4 and 5 remain unaltered. So with the fuzzy-MICMAC method, due to the
effect of more levels of judgments included at the input, relative reflections or more
condensed variations observed in the output.

At the next step, the clustering of elements into four different quadrants was
accomplished. The driving power vs dependency plot showing autonomous, depen-
dent, linkage and independent clusters, respectively, beginning from I to IV quad-
rants, taken in the anticlockwise direction and is displayed in Fig. 6. Consider
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Fig. 5 IOL comparison plot a ISM-MICMAC driving power. b Fuzzy-MICMAC driving power,
c ISM-MICMAC dependence, d fuzzy-MICMAC dependence

inhibitor 10 in this graph. Its point corresponds to driving power 10 and dependence
6. It indicates that IOL10 is with high driving power and moderate dependence. So it
is allocated the point at (10, 6). Likewise, all other inhibitors are positioned at their
own corresponding points. It is inferred that IOL1, IOL2, IOL5 are the autonomous
elements of the system, with the lowest driving power and dependence. So all these
parameters of cluster I become detached from the system. Cluster II elements are
IOL3, IOL6 and IOL9, which were observed with low driving power and high depen-
dence. Cluster III elements, IOL7, IOL8, and IOL11 are the linkage elements that
exhibited high dependence and high driving powers, and hence the most critical
parameters under consideration. Cluster IV with IOL4, IOL10 and IOL12 is termed
independent cluster, with the independent elements of the system. Any variations in
those parameters will drastically affect the system. Hence, they are listed as the most
influential parameters of the system. So a design engineer should take care while
making further changes in those parameters for optimum design. Those parameters
having the maximum driving power influence other parameters of the system. A
shaded portion of the transition region is indicated, where the fuzziness overlapping
occurs over the system elements. Fuzzy-MICMAC analysis further substantiated
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Fig. 6 IOL DD diagram—fuzzy-MICMAC

the results of ISM-MICMAC performed earlier. With this analysis, it is proved that
certain IOLs in and near the transition ranges are still in the well-regulated and
manageable positions.

Rapid technological advancements, learning patterns and learners’ attitudes are
the autonomous parameters with the lowermost dependence on other parameters.
High-dependence parameters are connectivity issues, need for training and undue
dependence on hardware devices. Screen size of handheld devices, cost of equipment,
imprecise curriculum are the linkage parameters with high driving power and high-
dependence values. Acceptance time, security aspects and remote area coverage
are the driving parameters factors of the system. In this case, the most prominent
parameter is the lack of remote area coverage. Network design engineers, mobile
device manufacturers, software developers, service providers etc. should consider
these facts while designing this system that enables the online teaching–learning
process over the wireless networks with mobile handheld devices. An end user using
the system setup should also be aware of the inhibitors of the system.

3.1 Limitations

The variables for this study were collected from literature and expert opinion. After
further deliberations and many discussions, 18 variables were identified, and some
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were omitted and finalised to 12. The experts’ opinion was not statistically evaluated
for this work. It can be incorporated with appropriate tools. Also, as per the advances
in technology, the importance and influence of the variables may get affected. All of
a sudden, the number of people accessing the network increased, and the bandwidth
deficiency or connectivity problem is reported by many users. In most places where
4G networks are in use, live streaming with many participants is not possible. Even
some service providers limit the number of persons who access the system at a
particular time for single use. Google Meet can be given as a specified example. So,
more points can be added or deleted as per the technological changes. Even with all
these listed limitations, the authors hope that this study will direct to further research
in this area.

3.2 Future Scope

Nowadays, the existing technology limits the number of persons who can log in to
an online class due to bandwidth problems. When 5G technology is implemented
worldwide, it will revolutionise the way we do things, not only the teaching–learning
process but also any real-time application. With abundant bandwidth, high data rate
and low latency of less than onemillisecond, the next-generation 5G network expects
to address and revolutionise how we are using this system for any selected real-time
application like online learning. 5G technology is already implemented in 30% of
world counties, and the rest of the countries will switch over to the new technology
shortly. Further research in this field is anticipated with the advent of 5G technology
in all real-time application fields such as IoT and vehicle-to-vehicle communication,
as a way out to many such solicitation human beings stumble across.

4 Conclusion

4G technologies are the recent day wireless technology used in most of the countries
over the world. COVID-19 pandemic constrained people to bind to the four walls
of their residence for all repercussions in their life, including the teaching–learning
process. The advancements in Internet technology, wireless networks and mobile
devices made things possible in this extraordinary juncture of human life. This work
aimed to bring out the inhibitors of adopting online learning in this pandemic era,
using the fuzzy-MICMAC method. This form of technological advancements may
lead to adopting the teaching–learning process fully in an onlinemode for knowledge
delivery. This will open up ample scope for any students attending the top-rated
academicians at the same time from anywhere over theworld. A comparative study of
ISM-MICMAC and fuzzy-MICMACmethods was executed. The results were given
to experts for validation as themodelling of this online learningwith this selected tool
is a novel approach. Hence, there was no other way to compare with any existing
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results. In this context, the proposed method will help the stakeholders recognise
and consider the main inhibitors of any system as a crucial point of consideration.
The authors hope these results will help the designers and service providers think in
that direction to eliminate the most prominent inhibitors in the future networks and
enhance this application to benefit end users.
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Abstract The article formulates an improved mathematical model for clarification
of imagery for an area of the earth’s surface. An improved mathematical model for
clarification of geospatial information has been formulated in general form, which
can be presented as a result of the action of an operator that transforms coordi-
nates, operators that conduct image clustering, and operators that carry out zoning
according to some criterion. The co-ordinates transformation operator, clustering
operators, zoning operators, and their explicit form are presented. This model, based
on themodel of forming imagery, performs the inverse transformation of the imagery
coordinates into spatial coordinates and clustering imagery into particular classes
according to their texture and color. This takes into account geographic zoning. A
model for clarification of geospatial information in operator form is obtained.
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1 Introduction

Today, Earth remote sensing data are geospatial information presented in digital form
in the form of raster images [1]. This geospatial information is now freely available
to a large number of users and is used not only in scientific research, but also in other
spheres of human activity [2–6]. Such data are also the main source of up-to-date
and operational data for geographic information systems. A geographic information
system contains data about spatial objects in the form of their digital representations.
A geographic information system is also a large class of information system that
allows you to work with spatial data. In modern geographic information systems,
complex processing of such information is carried out—from collection to storage,
presentation, and updating [1].

Solving the problem of thematic processing of imagery is an analysis stage, that
is, image clarification after preliminary digital processing. The end result of solving
such a problem is the implementation of the process of identifying and recognizing
objects. In practice, this process is called image decryption [4].

The result of the decryption is a thematicmap of the territory, whichwas presented
in the imagery with the interpreted recognized objects applied. Interpretation can be
carried out using visual and automated models of clarification of imagery. Inter-
pretation of information usually comes down to transforming coordinates, clus-
tering images, and highlighting objects of interest. Examples of interpreting various
information are discussed in many articles.

Paper [7] discusses the complaints registration system. The main focus of the
project is about the pothole-related complaints. The application [7] will give easy
access to people to put their complaints toward the government. But the results [7]
cannot be applied to the interpretation of information in views.

In order to maximize the influence in social networks, an interest-based algorithm
with parallel social action has been proposed in the paper [8]. This algorithm enables
identifying influential users in social network. But the results [8] cannot be applied
to the interpretation of information in views.

Extreme learning machine is one of the latest trends in learning algorithm, which
can provide a good recognition rate within less computation time [9]. In [9], the
extreme learning machine method has been designed with the presence of sigmoidal
function of biases in the hidden nodes to perform the classification task. Themodified
version of extreme learning machine has been developed to obtain better accuracy
and minimize the classification error. Paper [9] includes the mathematical proof of
sigmoidal activation functionwith biases of the hidden nodes present in the networks.
But the results [9] cannot be applied to the interpretation of information in views.

Paper [10] is mainly focused on development of domain ontology for issuing Citi-
zenship of Nepal as e-government is widely considered as a good example of hetero-
geneous system. Protégé is used as ontology editor, and Web Ontology Language is
used for representationof the concepts.AhybridmethodologywithUnifiedModeling
Language is used to get in-depth concept of the domain. The domain ontology is
verified using built-in reasoner of Protégé and validated with answering competency
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questions of the domain using SPARQL query. But the results [10] cannot be applied
to the interpretation of information in views.

2 Problem and Presentation Materials Researching

2.1 General Form a Mathematical Model for Formation
of Imagery

In general form, a mathematical model for formation of imagery I for a plot of the
earth’s surface g can be presented as a result of the action of two operators:

• the operator
�

T that performs coordinate transformation:

(
x
y

)
= �

T

⎛
⎝ϕ

θ

h

⎞
⎠, (1)

where

⎛
⎝ϕ

θ

h

⎞
⎠—vector of geographic coordinates (longitude, latitude, and alti-

tude);(
x
y

)
—vector of coordinates on the image.

• the operator
�

� that determines the brightness of the corresponding image element
for a given element of the earth’s surface g in the spectral channel c:

Ic = �

�c(g). (2)

A mathematical model of thematic clarification of imagery (constructing a set
of binary masksM for geosigns from imagery I) in general form can be presented
as a result of the actions of the following operators:

• the operator
�

T
−1

(inverse to the operator
�

T ) that performs the transformation of
coordinates:

�

T
−1( x

y

)
=

⎛
⎝ϕ

θ

h

⎞
⎠, (3)

• operators
�

Ck that cluster the image according to some criterion k:
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Mk = �

Ck(I ), (4)

• operators
�

Zl that zoning to some criterion l:

Mk = �

Ck(I ), (5)

Let us consider in more detail the introduced operators and their explicit form.

2.2 The Coordinates Transformation Operator

This operator
�

T
−1

is the inverse of the operator
�

T . The explicit form of this operator
is given by expression (6):

⎛
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y
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px tan χ cx
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py cy
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)

×
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⎝ 0
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h
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⎝ X0
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⎞
⎠

⎤
⎦

⎞
⎠, (6)

where px, py—pixel dimensions of the scanner matrix;

χ—the tilt angle of pixel;

(cx, cy)—coordinates of the main point;

f—the focal length of the scanner;

REarth—the radius of the Earth.
In (6),RT—the transposed 3× 3 matrix of the scanner plane rotation is relative to

the Earth’s surface (the angle between the corresponding normals); t—the 3-vector
of the displacement of the scanner center relative to its projection onto the Earth’s
surface, 0T—the transposed zero 3-column vector (i.e., the zero three-row vector).

To reflect the fact that the matrix

(
RT −RT t
0T 1

)
is formed by complex objects,

they are highlighted in bold (as opposed to the usual number one in the lower right
corner of the matrix).

Note that finding the inverse function by expression (6) is impossible for one
separate point (due to the loss of information). Therefore, it requires a set of points.
The solution is then found as a solution to the optimization problem. Finding an



An Improved Model for Clarification of Geospatial Information 831

operator
�

T
−1

that allows identifying image points with the corresponding points on
the Earth’s surface is called the georeferencing task [11–13].

The task of georeferencing to a certain extent is inverse to the calibration task:
having sets of corresponding points (7):

(
x
y

)
i

=
⎛
⎝ X
Y
Z

⎞
⎠

i

, (7)

since the earth’s surface is not flat, we compensate for nonlinear distortions (8)–(11)
[14]:

⎛
⎝ x

y
1
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i

=
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Y
Z
1
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, (8)

X ′
i = (

Xi − Xi
)(
1 + k1r

2
i + k2r

4
i

) + Xi , (9)

Y ′
i = (

Xi − Y i
)(
1 + k1r

2
i + k2r

4
i

) + Y i , (10)

r2i = (
Xi − Xi

)2 + (
Xi − Y i

)2
, (11)

where X ′
i , Y

′
i—coordinates with compensated nonlinearity;

Xi , Y i—average values for Xi, Yi, respectively;

k1, k2—parameters of radial distortions.
And, we find a matrix P−1 such that it minimizes the square of the norm. (Note

that we do not invert the matrix. This designation simply emphasizes the connection
with the previously introduced matrix P):

min
P

∑
i
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. (12)

So,
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⎛
⎜⎜⎝

X ′

Y ′

Z
1

⎞
⎟⎟⎠ = P−1

⎛
⎝ x

y
1

⎞
⎠. (13)

and since the parameters of radial distortions k1, k2 are known,

X = X ′ − X

1 + k1r2i + k2r4i
+ X , (14)

Y = Y ′ − Y

1 + k1r2i + k2r4i
+ Y , (15)

where r2i is found by expression (11).

Let us move from coordinates

⎛
⎝ X
Y
Z

⎞
⎠ to coordinates

⎛
⎝ϕ

θ

h

⎞
⎠:

ϕ = a tan
Y

X
,

θ = a sin

√
X2 + Y 2

REarth
, (16)

h = Z − REarth cos a sin

√
X2 + Y 2

REarth
.

Thus, taking into account all of the above, it is proposed to set the explicit detailed

form of the coordinate transformation operator
�

T
−1

in the form (17):

⎛
⎜⎜⎝

X ′

Y ′

Z
1

⎞
⎟⎟⎠ = P−1

⎛
⎝ x

y
1

⎞
⎠,

X = X ′ − X

1 + k1r2i + k2r4i
+ X ,

Y = Y ′ − Y

1 + k1r2i + k2r4i
+ Y , (17)
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⎛
⎝ϕ

θ

h

⎞
⎠ =

⎛
⎜⎝

a tan Y
X

a sin
√
X2+Y 2

REarth

h = Z − REarth cos a sin
√
X2+Y 2

REarth

⎞
⎟⎠,

where the matrix P−1 is found as a solution to the georeferencing task.

2.3 Clustering Operators

Consider the explicit detailed form of the operator
�

� introduced above. It determines
the brightness of the corresponding image element for a given element of the Earth’s
surface (18):

I (X,Y, c) = S

⎛
⎝αc + βc

∑
k ′

ρk,cδk,k ′ · 1

4π

¨

�

⎛
⎝ 1 + �x

∂h
∂X + �y

∂h
∂X√

1 + (
∂h
∂X

)2 + (
∂h
∂X

)2
⎞
⎠d�

⎞
⎠,

(18)

where c—the spectral channel;

S(i)—the function of the sensitivity of the scanner;

ρ—the coefficient of reflection of light from the surface. It depends on which class
k the object belongs to and on the spectral channel c, that is ρ = ρ(k, c).

At first, consider the multiplier

w = 1

4π

¨

�

⎛
⎝ 1 + �x

∂h
∂X + �y

∂h
∂X√

1 + (
∂h
∂X

)2 + (
∂h
∂X

)2
⎞
⎠d�.

This multiplier obviously depends only on the surface geometry and does not
depend on the reflection coefficient. In this case, in the model for clarification, it
will be responsible for the texture of the imagery. If each surface object has its own
geometry, then w will depend on the class of the object k, that is, w = wk . And in
this case (18) can be rewritten as:

I (X,Y, c) = S

(
αc + βc

∑
k ′

ρk,cwkδk,k ′

)
. (19)

So, operators
�

Ck that cluster an image should return binary masks of an object’s
class k depending on the color of the image and texture. This is done for all spectral
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channels and is implemented using multispectral image segmentation techniques. It
should be noted that these methods require a preliminary training stage. This stage
is needed in order to identify each class of image segmentation (the corresponding
binary mask) with a specific geo-sign.

Most often, the k-means segmentationmethod is used for this purpose, the essence
of which is the division of n observations into k clusters. The division is performed in
such a way that each observation belongs to the cluster with the closest mean value
[15–18].

Let us consider this method in more detail.
Suppose we have a set of observations x = (x1, x2,…, xn) where each observation

is a d-dimensional real vector. The goal of clustering is to divide n observations into k
sets (moreover k ≤ n) in such a way as to minimize the sum of the squared distances
within the cluster (i.e., variance). Formally, the goal is to find such a decomposition
into sets S:

S = argmin
S

k∑
i=1

∑
x∈Si

‖x − μi‖2 = argmin
S

k∑
i=1

|Si |varSi , (20)

where μi—average over set Si. |Si | denotes the number of elements in a set of Si.
This is equivalent to minimizing the pairwise standard deviations for each cluster

(expression (21)):

S = argmin
S

k∑
i=1

1

2|Si |
∑
x,y∈Si

‖x − y‖2. (21)

This expression follows from the fact that

∑
x∈Si

‖x − μi‖2 =
∑

x �=y∈Si
(x − μi )

T (μi − y). (22)

Since the total variance is a constant that does not depend on the order of summa-
tion, expression (21) is equivalent to maximizing the sum of square deviations
between points in different clusters (micro-cluster sum of squares, BCSS [19]).

The simplest version of the algorithm (i.e., naive k-means) uses an iterative refine-
ment method [15–17]. At the initial moment of the algorithm operation, the centers
of the clusters are randomly selected. Then, for each element of the set, the distance
from the centers is iteratively calculated with the attachment of each element to the
cluster with the nearest center. The following two steps are performed sequentially
at each iteration t:

(1) step matching—matching each point with a cluster, the distance to the center
of which is the minimum:
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S(t)
i =

{
xp :

∥∥∥xp − μ
(t)
i

∥∥∥2 ≤
∥∥∥xp − μ

(t)
j

∥∥∥2∀ j, 1 ≤ j ≤ k

}
. (23)

where each xp maps to exactly one cluster S(t)
i , even if it could have been

assigned to two or more
(2) update step—recalculation of mean values for observations, compared with

each cluster:

μ
(t+1)
i = 1

|Si |
∑
x j∈Si

x j . (24)

This method has such obvious advantages as simplicity and speed of execution.
But there are also significant disadvantages, namely:

• the classification result strongly depends on the random initial positions of the
cluster centers;

• the algorithm is sensitive to outliers that can distort the average;
• the number of clusters must be predetermined by the researcher.

An additional disadvantage of the simple method is the violation of the connec-
tivity condition for the elements of one cluster. Therefore, various modifications
of the method are being developed, as well as its fuzzy counterparts (fuzzy k-
means methods). In such analogs of the method, at the first stage of the algorithm,
one element of the set may belong to several clusters (with different degrees of
membership) [20].

2.4 Zoning Operators

These operators
�

Zl simply define the appropriate sets of binary masks in geographic

coordinates

⎛
⎝ϕ

θ

h

⎞
⎠. These operators are used to define areas of interest, highlight

administrative areas, and more.
So, considering all of the above, the improvedmodel for clarification of geospatial

information in operator form is given as:

M(ϕ, θ, h) =
{⋃

k

�

Ck

{
I

(
�

T
−1

{x, y}
)}⋃

i

�

Zl{ϕ, θ, h}
}

, (25)
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Fig. 1 Example of clarification of the original multispectral imagery using an improved model

where the operator
�

T
−1

is specified by expressions (25), operators
�

Ck are proposed

to be implemented in the form of a semantic segmentation method, and operators
�

Zl

specify geographic zoning.
An example of clarification of the original multispectral imagery using the

improved model is shown in Fig. 1. The images in Fig. 1 are the images from
WordView-3 [21].

Based on the results of clarification of the original multispectral imagery, the
percentage of vegetation cover in the region was calculated (Fig. 1).

Thus, the article formulates in a general form a mathematical model of the forma-
tion of imagery for a section of the earth’s surface. A mathematical model of the
formation of imagery is a result of an operator that transforms coordinates and oper-
ators that determine the brightness of the corresponding image element for a given
element of the earth’s surface in the spectral channel.

Amathematical model for clarification of imagery has been formulated in general
form, which can be presented as a result of the action of an operator that transforms
coordinates, operators that conduct image clustering, and operators that carry out
zoning according to some criterion. The coordinate transformation operator, clus-
tering operators, zoning operators, and their explicit form are considered. A model
for clarification of imagery in operator form is obtained.
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Face Recognition in Different Light
Conditions

Waseem Rana, Ravikant Pandey, and Jaspreet Kaur

Abstract Facial biometrics continues to be the preferred biometric bench-mark even
though other human body signatures are also used. But there are many problems with
face recognition. A slight change in the image, which may be due to illumination,
or to the environment, can drastically affect the results and accuracy. These changes
may not even be noticeable to the human eye, but can affect the face recognition
process. There are some advantages, such as contactless, easy to use and, keeping in
mind the current situation, reduces the risk of getting infected by touching buttons
or by simply waiting in the queue for a long time. In this paper, an effort is made
to review different kinds of face recognition methods comprehensively. PCA, LDA,
SVM, and various hybrid techniques are used for the face recognition approach. This
review examines all of the aforementioned techniques as well as various parameters
that pose challenges to face recognition, such as illumination, pose variations, and
facial expression.

Keywords Face recognition · LDA · SVM · PCA · Iris scan · SOM

1 Introduction

Face recognition has become the most popular biometric authentication technique in
past the few years, and today most devices come with face recognition implemented
in them by themanufacturer. Face recognition is not only reliable but also requires no
extra effort from the user by simply looking at the screen and the device recognizing
the face [1].

Face recognition can be divided into two parts: detection and identification. Face
detection means to detect faces in the image or frame [2]. There can be more than
one face in the frame, so the first step is to detect all the faces in the frame [2]. For
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detecting faces, a system uses a Haar cascade classifier, it is machine learning-based
approach were lot of negative and positive images as shown in Fig. 1 are fed in
to the system. Negative images, as shown in Fig. 2 are those images that do not
have a face in them and positive images are those which have faces in them. There
are basically three steps to face recognition: acquisition in which faces are detected
and descriptions of those face from different sites; normalization is segmentation,
arrangement, and consistency of official descriptions; recognition of faces which
were acquired will be compared with the facial descriptions of faces in the database
that are already present.

Fig. 1 Negative image
(without face)

Fig. 2 Positive images (with
faces)
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Face recognition is a very successful application for image understanding and
analysis, and it has received widespread acclaim, particularly since it was imple-
mented on smart phones in recent years. There may be two reasons for this gradient:
The first is the wide scope of business and law authorization applications, and the
second is the accessibility of doable advancements following 30 years of examination
[3]. There are a variety of biometric features that can and are used for recognition
purposes, such as iris, fingerprints, and speech, but all of the other methods require
human intervention, and active operations will necessitate additional hardware for
scanning iris [4]. Despite the fact that current machine acknowledgment frameworks
have arrived at a significant degree of maturity, their accuracy is bounded by the
conditions imposed by other real conditions [5]. Let’s take an example of recogni-
tion of face images captured in a lightning or open environment which changes the
illumination or pose, which remains a great, baffling challenge. All in all, current
systems are still a long way from the capability of human perception.

2 Literature Survey

In paper [6], face recognition is performed on still images or when an image is
captured from a frame in a video, which is a 2D image, so we should use 2D image
matching and recognition; distinct images may not be available in most commercial
and law enforcement applications. To tackle the problems caused by 2D face recog-
nition, the hyperspectral method was introduced by Di and Lei [7], face recognition
can also be based on other perception modalities such as infrared and sketching
images studied by Buddharaju et al. [1] is also possible. Despite the fact that this is
a misrepresentation of the real acknowledgment issue of 3D [8] items dependent on
2D pictures, we have more focus on this problem caused by 2D, and there are some
issues that may be caused because of this 3D to 2D transformation, and we will look
into them in other sections.

In paper [2], the author presents a reviewof face recognition.Newcalculations that
must be developed utilizing half-breed strategies for delicate figuring apparatuses,
for example, ANN, SVM, and so on, yield better execution. An attempt is made to
audit a wide range of techniques utilized for face acknowledgment exhaustively. This
includes PCA, the Institute of Computer Accountants, LDA, Gabor wavelet delicate
processing instruments like the artificial neural network for recognition, and various
strategy cross-breeds [7]. This audit investigates all of the techniqueswith boundaries
that cause problems with face recognition, such as enlightenment, presenting variety,
and facial expressions.

In paper [9], the author describes how the new emerging technologies like VR
and AR can be used for retail business. The user, instead of buying physical goods
can generate a virtual version of that product and the person can even get the virtual
experience of the product. But the problem with the technology is that it does not
provide security from the exploiters, and the initial cost of implementing VR and
AR technology is significantly high that is not bearable for a small shop owner.
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To increase the accuracy of the recognition process, we can take multiple biomet-
rics of the user, like iris, fingerprint, palm print, and face [10]. These can be processed
with the help ofCNNanddeep learning and the accuracy of the systemwill drastically
increase up to 94%.

The improvement in recognition and detection technology can also be used by
satellite images for viewing SAR images [8]. Even a small change in the image can
easily be detected with the help of machine learning and deep learning. This will
help people from disasters and nature changes. This will give people more time to
prepare in case of any disaster.

After more than 30 years of innovative work, essential 2D face recognition has
reached the development level in [11], and numerous business frameworks are avail-
able for various applications. Early research into face recognition was fundamentally
focused on the practical question of whether machine detection of faces was feasible.
Tests were generally done utilizing datasets comprising of as many as pictures.
Huge improvements were seen throughout the mid-1990s, with numerous strategies
proposed and tried on datasets comprising upwards of 100 people.

In paper [5], the author presents a structured, coordinated approach to dealing
with the posture issue in face confirmation, in which neither one orchestrates the
face picture nor creates a framework for the face picture. Layout coordination is
carried out by utilizing a restless-formed portrayal of face pictures. The restlessness-
based portrayal of face pictures is figured out utilizing (1D) [8] preparing pictures.
It checks the personality of an individual by utilizing a score acquired from pattern
matching.

3 Basic of Face Recognition

The whole process consists of face detection and face recognition. In face detec-
tion, a face image is provided as input which is then converted into a machine-
understandable form and outputs a binary value of yes or no [6], indicating whether
there are any faces present within the image. If the face is present, then it returns
a bounding box around it. With the acquired image, facial feature detection—eyes,
nose, lips, ears, etc., is performed [10]. It is a difficult task because of variations in
age, skin color, and facial expressions. Faces have variable, complex structures that
can change as a result of factors such as exercise, airflow, and atmospheric pressure
[4]. Face detection should work under any lighting conditions, background objects,
noise, pose presence, even if the structural components are absent, facial appearance,
obstruction, and image orientation [1].

In face recognition process, the image is taken as input as shown in Fig. 3 and
compared with the dataset. Face recognition techniques that are well-known include
geometric face (feature based) and photometric (perspective based).
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Fig. 3 Face recognition approach

3.1 Geometric (Feature Based)

In the feature-based approach, we take local features like eyes and noses, as shown
in Fig. 4 that are segmented based on the geometrical relationship between facial
features [8] which are used as input data to ease the function of face recognition. Lin
et al. [7] described another method for face recognition by considering individuals
and taking 10 images that are stored in the dataset.

The problem with geometric-based features is that they tend to change with time,
specifically when talking about young people and children, whose facial geometry
may change with time as they grow up. This issue may also arise if two people
collide in an accident [11]. With all these problems, the geometric-based approach
is considered as all these problems can be overcome by adding a few more checks.
If the scan for face recognition is not sufficient, then other specifications of the face
may be used.

Fig. 4 Facial regions
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Fig. 5 Facial regions
(high-level template)

3.2 Photometric (View Based)

In the photometric-based approach, we use the entire face as input, as shown in Fig. 5
to the face detection system, which performs face recognition. It is used to regenerate
the form of a face (object) from a variety of pictures that were taken under different
lighting conditions.

4 Different Techniques for Face Recognition

Popular recognition algorithms include:

4.1 Principal Component Analysis Using Eigenfaces (PCA)

Eigenface is one of the most thoroughly researched approaches to recognizing faces.
It was proposed by Cutler [12] by establishing the Eigen method, which was directly
developedbyPentland [3].A face image is approximately reconstructed byprojecting
the face sample picture onto the Eigen picture, resulting in a minute assembly of
weights for each and every face with a typical face image (Eigen picture) [4]. The
measures that describe each face are acquired. Eigenface appears to be a fast, very
straightforward, and very feasible method. It does not, however, produce a uniform
for minor changes in scale or lighting conditions [4]. Using the principal component
analysis approach as shown in Fig. 6, it has been demonstrated that the performance
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Fig. 6 Face image as weighted sum of eigenfaces

is equivalent to using ear pictures, face matching, or multiple modal recognition,
resulting in a statistically significant performance.

4.2 Graph Matching

Graph matching is one of the approaches to face recognition that can be presented
using a dynamic link structure and is useful for distortion invariant visual perception
because it employs elastic graph matching and searches for the closest stored graph
[5]. Different frequency values are assigned to different sub bands [7]. Memorized
faces are represented by sparse graphs. The matching process is inefficient, which
takes about 25 s to match them with 89 stored images on a parallel machine.

The face bunch graph (FGB) is designed to cover all of the variations in the face.
It gathers data from a number of face graphs and combines them. Nodes are labeled
and labeled with a set of jets.

The dataset is being used is created by the user as shown in Fig. 7, and images
in that dataset are also captured by the user. It is preferred that the user captures the
images from the same camera as being used for recognition.

4.3 Support Vector Machine (SVM)

A support vector machine (SVM) determines the hyperplane that is capable of sepa-
rating the biggest possible section of points of a similar class on an equivalent side,
while escalating the gap between classes in the hyper plane [6]. A feature graph is
built that maps face images to feature space points [3]. Face images of the same
person are mapped in close proximity to each other, with results. As a result, VMS
learns the boundaries between different people’s face images.
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Fig. 7 Training dataset used in the recognition process

4.4 Artificial Neural Network (ANN)

For face recognition, multiple layer perceptions and convolution neural networks
have been applied as shown in Fig. 8. A hybrid neural network is also proposed

Fig. 8 Graph laid on a face
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Fig. 9 Image data mapped
onto feature space

which has the capability to combine local image sampling, a self-organizing map
(SOM), which is a form of neural network, and a convolution neural network [2].
The SOM gives dimensionality depleting and uniform to compact changes in the
pictures identified by quantization of the picture samples into a topological space
where inputs that were taken from the original space and where nearby inputs are
also nearby in the output space [2]. The convolution network is capable of extracting
consecutively sizeable features in a pecking order set of layers and provides partial
invariance to translation, rotation, scale, and deformation. It gives an accuracy of
about 96.2% correct recognition on ORL database, where there are 400 images of
40 different people. This classification is efficient and take about 0.5 s or less, but
training them takes a lot of time, as long as 4 h as shown in Fig. 9.

5 Conclusion

The paper has attempted to check an extensive variety of papers to cover the recent
improvements in the area of face recognition. The task of distinguishing a previously
recognized face from a known or obscure face is known as face detection. Face
detection entails categorizing image windows into two types of ratings. Students are
programmed to recognize it. It has beenmore than 30 years of analysis and evolution.
Basic 2D face recognition has reached a mature level in many industrial systems, as
shown in Fig. 10, but it can still be improved by using hybrid methods or more than
one method to recognize the image, which will also lead to better performance.

The recognition system for identifying people still has a lot of issues. These issues
may arise as a result of system flaws in face recognition as shown in Figs. 11 and 12,
such as background, camera distortion, storage, inappropriate methods, and so on,
as well as network issues caused by environmental conditions.
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Fig. 10 Showing edges of the image

Fig. 11 Detect face using Haar cascade
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Fig. 12 Face
detection—display bounding
box
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Music Genre Transfer Using TransGAN

Sandeep Kumar, Jerin Verghese, and Ritesh Dutta

Abstract There is currently no cutting-edge methodology for genre transfer of
music as creating music is challenging. CNN-based GANs are used to generate
pictures, whereas transformers are used to generate text. Since music does not fall
into both categories, none can produce the greatest effects on its own. To address this
issue, this research work employs TransGAN, a paradigm that employs transformers
(rather than CNN) in the design of GANs. We believe that the proposed approach
may be used to provide cutting-edge performance in music generation. A dataset of
64 × 64 and 128 × 128 pixel mel spectrogram images was used, and the model was
able to transfer genre and detect musical patterns.

Keywords Transformer · GAN · TransGAN · Genre transfer · Mel spectrogram

1 Introduction

Traditionally, GANs or generative adversarial networks have 2 CNN models called
generator and discriminator. The generator tries to generate an image similar to the
input image, and the discriminator identifies which image is the real image andwhich
image is made by the generator. The output from the discriminator is then used
by the generator to generate a more accurate image which the discriminator then
compares with the original image. This adversarial architecture is used to generate
photorealistic photographs of objects, scenes, and people that even humans cannot
tell are fake.

Transformers were originally made for NLP tasks where their multi-head self-
attention mechanism enables words in a sentence to be processed parallelly and
find long-term correlation between them, which is more suited to modern GPUs.
But with the introduction of vision transformer (ViT) images can also be processed
by splitting an image into 16 × 16 “words” that can be processed parallelly by a
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traditional transformer. Based on this ability of transformers, we have recreated the
TransGANmodel and fine-tuned it to be able to understand and differentiate different
types of music by their spectrograms and to transfer one genre of music to another.

2 Related Work

1. Perone et al. [1]: This paper deals with word embeddings. It shows how a
method that uses bag-of-words with embedding from language models (ELM0)
for deep entailment word embeddings proved to get better results in linguistic
probing and downstream tasks when compared with sentence encoders trained
on natural language relation datasets.

2. Goodfellow et al. [2]: In this paper, they proposed a framework for estimating
generativemodels via an adversarial process,where twoCNNmodels are trained
simultaneously: a generative model G that tries to replicate the data and a
discriminative model D that tries to distinguish between the actual data and
the data generated by G. G that tries to “fool” D while D that tries to identify
data generated by G.

3. Chang et al. [3]: The paper proposes a simple GAN architecture that consists of
a memory-efficient generator based on transformers that increases feature reso-
lution while decreasing embedding dimension. The model achieves promising
performance when compared to modern convolution-based GANs architecture.

4. Vaswani et al. [4]: This paper introduces a simple architecture called trans-
former, based completely on attention mechanisms, without using convolutions
or recurrent model architecture. They show that the transformer also acts as
a universal model architecture when trained on both small and large English
entailment data.

5. Lu et al. [5]: In this paper, they use a model called FPT or frozen pretrained
transformer that uses a pretrained transformer (on natural language) which can
be used for various sequence classification tasks with negligible fine-tuning—
in particular not fine-tuning its self-attention layer. They study fine-tuning on a
variety of tasks like computer vision, statistical computation, and protein fold
prediction.

6. Wang et al. [6]: In this paper, they use GAN-based models employing several
generators and some form of cycle consistency loss as they were state of the art
for image generation and transfer at that time. They use a similar cyclic model
for symbolic music and display the practicality of such a model for music genre
transfer.

7. Jakob et al. [7]: The paper proposes a method which uses a single 2D convo-
lutional neural network in both sequences. Every layer in the network re-codes
input tokens with respect to the output sequence produced. This results in
the network having properties similar to transformer. The model has fewer
parameters and gives better results than the encoder–decoder format.



Music Genre Transfer Using TransGAN 853

8. Mogren [8]: Generative adversarial networks are a way of training deep gener-
ative neural networks efficiently. The paper proposes a generative adversarial
model which uses continuous sequential data, trained on a collection of clas-
sical music. They find that it generates music that sounds better as the model is
trained. They also report statistics about the generated music.

9. Chou et al. [9]: This paper proposes using CNNs for generating melody one bar
at a time. Other than using a generator, they also use a discriminator for learning
the distributions of melodies, thus making it a Generative Adversarial Network
(GAN). Moreover, they investigate a novel conditional mechanism to make use
of the available prior knowledge

3 TransGAN

TransGAN is a model proposed by Yifan Jiang, Shiyu Chang, and ZhangyangWang.
TransGAN uses a pure transformer network-based architecture to train a GAN for
image synthesis. Adding a self-supervised co-training task to a GAN has been found
to stabilize theGAN training.Co-training tasks can be rotation prediction or anything.
Similarly, in TransGAN training, an auxiliary co-training task of super-resolution is
coupled with the GAN loss. The generator loss is added with an auxiliary term λ ∗ L
(super-resolution), where L (super-resolution) is the MSE of super-resolution image
obtained at the end stage and low-resolution image at any of the middle stage and
λ is set to 50 empirically. One of the strong motivations of the researchers is to join
task pipelines and make them comprehensible, so one general suite of models could
be extensively reused by many applications (Fig. 1).

TheTransGANmodel basically uses sets of transformer encoder blocks as compu-
tational engines for both the generator and discriminator. The generator usually takes
noise as input so upscales the output to match the discriminator input shape. At the
end of the generator, there is a convolution layer to unflatten the output so the output
has the desired image shape. The discriminator has a classification head at the end
to be able to critique the input into two or more classes. Both the generator and
discriminator have an embedding layer as their first layers.

4 Proposed Work

4.1 Data

We used the GTZAN music genre classification dataset from Kaggle, which has
directories of dataset of 100 music files each of different genres. The data was then
fed into a script which converted it into a mel spectrograms which then were saved
as .tiff files. We chose to use the.tiff format because when compared to .png and
.jpeg, .tiff files are relatively lossless and also support storing of two-dimensional
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Fig. 1 TransGAN model architecture

data. While creating spectrograms, we chose to divide a music file into several equal
samples, and this helped increase the size of data for training (Fig. 2).

Fig. 2 Numpy array of mel
spectrogram in .tiff format
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4.2 Model

We have built the TransGAN model using PyTorch based on the implementation
provided in the TransGAN paper. For both generator and discriminator, we have
used the encoder part of the transformer in layers as multiple blocks. We have tried
to make the model class as loosely coupled as possible by making a separate class for
providing arguments to the model. This has allowed us to experiment with different
arguments without making major changes to the model itself.

Our model had a depth of seven encoder layers in the discriminator and eight
encoder layers in the generator. In the model, we used the following hyperparameters
after experimenting with different values,

• bottom_width = 32 (Bottom width of the linear layers)
• gf_dim = 64 (Dimensions of the generator embedding layers)
• df_dim = 128 (Dimensions of the generator embedding layers)
• patch_size= 3 (This was the dimension of a patch convolutional embedding layer

used in the discriminator)
• g_lr = 0.00001 (Learning rate for generator)
• d_lr = 0.00001 (Learning rate for discriminator)
• alpha = 0.7 (Initial value of alpha, used as gradient penalty)
• wd = 1e − 3 (Value of weight decay, a form of regularization)
• n_critic = 5 (The number of times discriminator trained for every time generator

is trained)
• fade_in = 0.025 (The value of alpha increases by fade_in till it becomes equal to

1)

4.3 Training and Loss

For training themodel,we have used theAdamWoptimizer alongwithLR scheduling
and weight decay. We also adopted the approach of training the discriminator more
than the generator. We trained the model on two sets of data, one with 64 × 64
dimensional spectrograms and 128 × 128 dimensional spectrograms to study the
importance of frequency and time data in genre recognition and generation. After
this, we plotted the training verbose as a graph to interpret the results.We also plotted
the resultant output as a spectrogram which allowed us to understand the extent of
accuracy.

We used the Wasserstein loss function used in WGANs as the loss function. The
Wasserstein loss function for loss is given by the following formulas.

Discriminator Loss = d(x1) (1)

Generator Loss = d(g(x2)) (2)
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Here, d(x) represents the forward pass output of the discriminator, g(x) represents
the forward pass output of the generator, x1 is the desired output genre data, and x2
is the input genre data.

We choseWasserstein loss because models withWasserstein tend to get stuck less
and also they are more resistant to vanishing and exploding gradients. The whole
training was done on a Collab runtime with CUDA-based NVIDIA GPUs for faster
computation.

5 Results

We trained our TransGANmodel on the generated music spectrograms, first on 64×
64 spectrograms and then on 128 × 128 spectrograms. With 64 × 64, we got around
1800 data points to train on, and with 128 × 128, we got around 990 data points. We
were successfully able to train the model, and we got an output for both the cases.
We obtained the following results.

5.1 Output

From the above outputs, we can make out that the output of 128 × 128 dimension
spectrograms is much more defined and has much more intricate patterns when
compared to 64× 64 dimension spectrograms. This is because 128× 128 dimension
spectrograms have 128 mels to train on which means it has more frequency points
to distinguish a song (Figs. 3 and 4).

Fig. 3 Output for 64 × 64 spectrogram
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Fig. 4 Output for 128 × 128 spectrogram

5.2 Deviation

Even thoughwewere able to train amodel whichwas able to detect and filter patterns
froma spectrogram, the resultswe got did not produce a humandistinguishable result.
The reason for this is even a spectrogram with 128 × 128 dimension does not have
enough frequency and time data to differentiate a music’s genre.

The following training graph helps to understand this (Fig. 5).
From the above training verbose and the graph, we can see that after an initial

performance gain of both the generator and discriminator, both of them stopped

Fig. 5 Training loss (Wasserstein), blue = generator, red = discriminator
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showing any trend. This is because the learning at this point has become saturated
as the discriminator cannot make out any more difference between the rock and jazz
images.

6 Conclusion

From the results obtained, we have come to the conclusion that a genre transfer of
music is possible using its spectrograms, but for any human distinguishable results,
we need lossless music with high frequency range and high dimension spectrograms.
A higher processing power is also needed for a better result. Some optimizations can
also be made to the transformer architecture by reducing its time complexity and
efficiency by using some models like Linformer and Longformer. This will reduce
the hardware required to train the model, and a higher resolution spectrogram can
be used.
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Diskless Booting: A Hybrid Computing
Technology

S. Suriya Prasath, Shwetha Ravikumar, and Anindita Khade

Abstract Any IT organization needs an infrastructure consisting mainly of
computers with different capacities of hard drives and other components. The oper-
ation and maintenance costs of such decentralized networks are high; hence, trou-
bleshooting and security can be difficult. Educational institutions are also forced
to cut budgets and provide better solutions for student’s learning and development.
The main purpose of this paper is to analyze and develop a system based on the
concept of diskless booting a hybrid computing, in which the diskless client PC is
devoid of the secondary storage device responsible for storing the necessary boot-
oriented and operating system files. This paper also provides critical analysis of how
inexpensive, energy-efficient, and fully managed diskless clients have proven to be a
better approach which enhances speed and reduces cost, keeping in mind the existing
infrastructure.

Keywords Dynamic host configuration protocol · Trivial file transfer protocol ·
Network file system · Firewall · Fail2ban · Open-source antivirus · Network
booting · Install OS to the base machine bypassing traditional method · Cockpit ·
Netdata

1 Introduction

Diskless client server technology plays a critical role in streamlining the admin-
istrative operations, guaranteeing a high level of security and simplifying the
data administration. This efficient approach is widely embraced by mass educa-
tional institutes such as schools and colleges, and other IT organizations including
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government offices, businesses, and many other places where multiple computer
systems/workstations are connected through a network, due to added benefits such
as cheaper cost, simplicity of maintenance, and higher productivity.

The typical method of constructing a PC cluster involves manually configuring
each node for the better performance, but this approach is fraught with issues, such
as huge number of machine maintenance and installation. Furthermore, these PC
clusters consume more energy compared to the energy-efficient systems (diskless
technology/hybrid technology), escalating their operational costs. Additionally, the
PC models at educational institutes and other IT organizations have a high overall
cost of ownership [1]. Software licensing, expenditures for virus protection, support,
and upgrades for PC’s are pricy; a license must be purchased for each machine, and
the application or upgrades must be installed by the IT admin/staff one at a time on
each unit.

In contrast to the foregoing, the expenses associated with the hybrid computing
technology is relatively cheap. Diskless clients utilize the operating system and the
software application by accessing from a nearby server rather than storing on each
computer’s secondary storage device or a hard drive. Applications stored on the
server can be updated for use by all connected computers at once at this central
point of control rather than at every computer station. Many of these applications
have the added bonus of being open source, which means they are free to use.
Further, because the information originates directly from the local storage and are
screened by the host, hybrid computing architecture is safer from viruses and bugs
than a cloud-based cluster computer network. The data is distributed via a switch
employing unshielded twisted pair (UTP) CAT 6 cables as a transmission medium
from the host/server workstation [2].

The use of LINUX OS to implement diskless client server technology is greatly
recognized. The reason for this is that Linux operating systems are extremely stable
and may be used for a variety of high-availability tasks, such as Web and database
servers. Linux clusters can also be used to provide high-performance computing
resources. While implementing this concept in the college premises, Ubuntu 20.04.2
LTS (Latest LTS release of 2020) was used among several Linux distributions.

One or more server workstations not just provide the bootstrap service but also
related network services in a hybrid computing model, and many clients with no
secondary storage device or hard disk drive request booting over the network. Thus,
before booting, each diskless node can use a floppy disk or a NIC’s boot ROMwith a
simple bootstrap application, or even a NIC’s PXE, which sends a broadcast packet
to the DHCP server and is then granted with an IP address. After each node has
been assigned a valid IP address, it uses the TCP/IP protocol to send a request to
the TFTP server for the appropriate boot image and kernel image (with arguments
supplied) and commences the booting process [3]. The supplied arguments help the
kernel self-configure and mount the supplied directory path through the configured
NFS. All of the remaining necessary system files are delivered over the network
during the booting procedure. The client workstation is available to use, once the
remote file system has been mounted as the root file system and the system start-up
has been completed [3]. Each time the client boots, it mounts most of the OS from
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the NFS server as read-only and other directory as read–write. Each client has its
own read–write directory so that one client cannot affect the other. Also, because the
server station will be running on top of highly effective hardware, there will be no
performance drop from the server side.

In this paper, LTS version of Ubuntu (Version-20.04.2) is used to develop and test
the hybrid computing concept. Proper firewall rules and open-source antivirus were
configured appropriately to provide comprehensive security from the external threats.
GUI-based clientmonitoring toolswere incorporated tomake the administrative tasks
easier and to track the resource usage by the client machines. Alongside, supporting
the hybrid computing concept, the proposed architecture was capable of installing a
fresh OS via the network bypassing the traditional installation method.

2 Terminologies/Backgrounds

2.1 Shell

It is a crucial component of a Linux system that allows users to run commands, then
sends signals to the kernel to initiate the system calls, and finally accepts the output
from the kernel and passes it on to the user [4]. Shells come in a variety of kinds,
and they can be allotted to the users by default, by defining a default shell of login in
the /etc./passwd file of the system, which is the Linux system’s local user database.
There are many shells, but /bin/bash is the one which mostly gets used.

2.2 File Attributes and Permissions

These are special permissions given to the files and the directories that control what
can be done with them. The most common file permissions are read, write, and
execute [4]. Permissions can be assigned to the file or the directory owner, the group,
and others, which covers everyone except the assigned owner and group.

2.3 Open-Source Software

Open-source software shares similarities with free software and is part of the broader
term free and open-source software. Open-source software (OSS) is computer
software that is released under a license inwhich the copyright holder grants users the
rights to use, study, change, and distribute the software and its source code to anyone
and for any purpose. Open-source software may be developed in a collaborative
publicmanner.When it comes to free software,RichardStallmanwrote the definition,
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which is still in use today. It states that any software is free, if the people who obtain
a copy of the software have the four freedoms listed below:

• Freedom 0: The freedom to run the program for any purpose.
• Freedom 1: The freedom to study how the program works and change it to make

it do what you wish.
• Freedom 2: The freedom to redistribute and make copies so you can help your

neighbor.
• Freedom3:The freedom to improve the program, and release your improvements

(and modified versions in general) to the public, so that the whole community
benefits.

2.4 PXE Protocol

PXE is a network booting protocol that allows network cards to load boot code via the
network. This is done using TFTP, so the appropriate files are needed to be included
in the tftp directory [5]. The binary file pxelinux.0 from the Pxelinux distribution
enables the computers to boot Linux.

2.5 DHCP

When a client node’s Netboot process initiates, it is devoid of any information. An
IP address and a host name are the initial pieces of information a node needs, which
is fulfilled by the dynamic host configuration protocol (DHCP) by acknowledging
the nodes with a fixed IP address. This technique eliminates the need to manually
configure the network devices on a per-device basis. Furthermore, theDHCP services
are available for both IPv4 and IPv6 networks.

2.6 TFTP

Trivial file transfer protocol (TFTP) is a simple file transfer protocol that allows a
client to receive or upload files to a remote host. One of its most common use is
during the initial stages of node booting from a local area network. Because TFTP
is so simple to use, it was chosen for this application. It is a basic file transfer
protocol built on top of the UDP/IP protocols and uses the well-known port number
69. Furthermore, this file transfer protocol solely reads and writes files from or to a
remote server.
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2.7 NFS

Network file system (NFS) is a distributed file system protocol that allows users on
client workstations to access files via a computer network in the sameway they access
local storage. Using the /etc./exports configuration file and the exportfs command,
the server administrator selects what to make available by exporting the names and
parameters of the folders. Within the limits allowed, users on the client machine can
view and interact with mounted filesystems on the server.

3 Objective/Motivation

The following bullets list the significant factors that influenced the development of
this system:

• Considerable cost reductions in the initial capital and implementation.
• The benefits of both thin and fat client technologies are combined in this hybrid

computing paradigm.
• Simplifies the troubleshooting process while also fine-tuning administrative

chores without jeopardizing security or productivity.
• Because the client machines lack a secondary storage device, scalability is simple

to achieve.
• This technology has a high level of user reliance, software uniformity, and one-

click program installation.
• Minimizes the power consumption and cooling requirements.

4 Literature Survey

Server-based computing models have been existed since the first mainframe
computers were developed. Moreover ‘Dumb’ or ‘Text Based Terminals’ were
integrated with these, facilitating the display and the data entry. Gradually, most
mainframe computers were replaced with mini-servers, connected to the PC with
secondary storage devices, hosting their own operating systems and providing a
graphical user interface.

In the early 90’s, Windows 3.x operating system was the first OS to support the
network boot (also referred to as NetBoot). This enabled the computer to boot via the
network rather that a secondary storage device or a local drive. This booting method
was used by centrally managed computers (thin computing machines). Moreover, in
the late 1980s/early 1990s, network boot technology was utilized to cut-down the
expenses of a disk drive.
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In addition to the above, with the development of Linux, the network boot
protocol was adopted for the open-source platform and boot manager program such
as Pxelinux became available in the mid-90s.

In the late 1990s, the fat client merged with the first terminal computer. Due to its
huge dependence on the server and limited computing power, it was also called a thin
client. As the demand for graphics applications continued to grow, traditional thin
clients were facing huge challenges due to low processing power, lack of graphics
support, and complete reliance on the network [2]. The below table indicates the
work done by different researchers. By referring to these works, we have identified
few research gaps. These observations have led us to our problem definition.

S. No. Techniques Author and year of
publication

Observation

1 Compatibility of Linux
architecture for diskless
technology system

Aryanti Aryanti, Ade Silvia
Handayani, Ibnu ziad,
Ikhthison Mekongga, Farid
Jatri Abiyyu. February 2021

WINE is used as an
alternative compatibility
layer which can support
cross-platforms. Gives good
quality of service

2 User control on diskless
client server platform

B. S. Sonawane, R. R.
Deshmukh, S. D Waghmare
and Pushpendra Chavan.
April 2018

For good fault tolerance and
read–write operations
diskless client with the
RAID 1 mirroring works
well

3 Performance of virtual
machines using diskfull and
diskless compute nodes

Michael Galloway∗, Gabriel
Loewen, Jeffrey Robinson
and Susan Vrbsky.
September 2018

Diskless compute nodes
using PXE were
benchmarked as compared
to traditional diskfull
compute nodes. Networking
performance suffered most
on diskless compute nodes
hosting stationary and
migrating virtual machines

4 Linux-based diskless
system using RSYNC
algorithm

August Anthony N. Balute,
Dennis B. Gonzales, Mateo
D. Macalaguing, Caroline J.
Aga-ab. December 2016

Utilized LTSP to give cost
effective solution for
virtualization technology.
Features like good interface,
fast image syncing, and full
restoration has been added

5 Performance comparison of
the diskless technology

Kulthida Phanpikhor,
Suchart Khummanee,
Panida Songram, Chatklaw
Jareanpon. May 2013

The structure with link
aggression shows good load
balance, but when number
of clients are increased from
9 to 22, the average time
rises with heavy traffic

(continued)
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(continued)

S. No. Techniques Author and year of
publication

Observation

6 Desktop energy
consumption. A
comparison of thin clients
and PCs

Steve Greenberg, Christa
Anderson, Wyse
Technology Inc.

Study showed that
compared to personal
computers or thick clients,
thin clients are more energy
efficient

7 Diskless HPC cluster for
parallel and grid computing
on fedora

Toro. Victoria, and A. V.
Nestor Waldyd. September
2009

Diskless computing clusters
were created to run
high-performance
application using fedora
core 7. Parallel computing
and grid computing was
used to increase power and
efficiency

8 A jobs allocation strategy
for multiple DRBL diskless
linux clusters with condor
schedulers

Chao-Tung Yang, Ping-I
Chen, Sung-Yi Chen,
Hao-Yu Tung. October 2006

This paper is attempted to
find out the best cluster
environment in computer
classroom at school where
HPC is used to demonstrate
Cluster performance

9 Remote boot of a diskless
Linux client for operating
system integrity

Allen, Bruce. July 2002 It provides instructions and
steps on how to build a
Linux-based diskless client
with dedicated system
storage

10 A measurement study of
diskless workstation traffic
on an ethernet

Riccardo Gusella.
September 1990

The paper shows a way to
provide control of client in
the network and manage the
resources from server end.
System having control
calling provision over the
network and put the call
through RPC and complete
the call lock mechanism
which help to provide
control to the specified
system

In the past few decades, various methods have been researched and developed
to solve problems with thin clients. Therefore, the introduction of Linux-based
diskless workstations emerged which may not be new, but the implementation and
deployment are new, and it provides a cost-effective, sustainable, energy-efficient,
GUI-compatible, and easy-to-maintain hybrid solution [1].
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5 Proposed System

5.1 Architecture

The goal of this study is to develop a system that can replace the old system of
totally independent individual workstations. The technology is based on the notion
of hybrid computing technology, which allows the client stations to operate without
the need for secondary storage device (refer Fig. 1). The system so generated will
be indistinguishable from a standard setup, and the fact that diskless booting is
used will be hidden from the end-user as well. To complete the booting procedure,
server workstations are used. Authentication of users, file storage and access, user
quota management, security and backup procedures, and so on are all handled by
distinct server modules. Depending on the organization’s available resources, the
server modules can be on the same station or on distinct stations.

The system administrator will have access to a GUI-based Web application
(Cockpit and Netdata), as stated in further section, to make the process of admin-
istering the infrastructure easier. This will enable the administrator to accomplish

Fig. 1 Architecture
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activities with little to no command line experience. Additionally, the system does
not put the users under any additional financial strain. Rather, by selectively elimi-
nating the storage medium, infrastructure costs can be substantially decreased while
management, security, and disaster recovery can all be improved. In addition, the
following measures are applied on the server workstation to protect the entire system
from external threats:

• LTS Version of the Ubuntu OS is used, i.e., Ubuntu 20.04.2-LTS.
• Firewall configured with relevant rules. This can differ from one organization to

another.
• To protect the system from external attacks, open-source antivirus is utilized.
• Fail2Ban service is used to prevent the brute force attack.
• Sudo access is granted only to specific users.

5.2 Activity Dıagram

The flow of the process from initializing the boot to make the diskless systems
available for the user’s work is depicted in Fig. 2. To identify the type of boot
to attempt, the BIOS first analyses the priority of the boot choices. This must be
configured so that the network boot is at top of the priority list. When the diskless
client PCboots over the network, it asks for an IP address,which is issueddynamically
by the DHCP server on the server side. Once the IP address has been confirmed, the
diskless boot menu screen appears with the following options:

• Boot the OS via the Network
• Install a fresh Ubuntu OS to the Base Machine (Workstation with secondary

storage device) via the network.

If the user chooses the first option, the required boot-oriented files will be supplied
via the server’s TFTP module. As a result, the actual splash screen appears, and the
OS is eventually started. The particular user will now be prompted to input their
login credentials. The home screen looks identical to the standard booting process
after successful authentication. In the background, all essential folders that the user
is authorized to access will be mounted. The NFS server manages this process.
Eventually, the diskless client PCs will be ready to use.

However, if the user chooses the second option, the relevant OS installation files
will be transferred via the TFTP module, resulting in a successful installation of the
freshOSon the basemachine (workstationwith secondary storage device), bypassing
the time consuming and inefficient traditional method (refer Figs. 3 and 4).
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Fig. 2 Activity diagram

Fig. 3 Traditional installation process
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Fig. 4 Bypassing the traditional installation process

6 Implementation

6.1 Operating System Used

Ubuntu OS (20.04.2-LTS) has been utilized, which is the most recent LTS release.
Ubuntu is built on Debian’s architecture and infrastructure, and comprises Linux
Server and Desktop operating system versions. Ubuntu releases new versions every
six months, and each one comes with nine months of free support, including security
updates, high-impact bug patches, and conservative, significantly helpful low-risk
bug fixes. The LTS releases have a five-year support period and are delivered every
two years. Long-term support includes updates for new hardware, security patches,
and updates to the operating system. The built-in Ubuntu Software, as well as any
other APT-based package management tools, provides access to a large number of
extra software packages.

By default, Ubuntu OS aspires to be secure. User applications have limited priv-
ileges and are unable to harm the operating system or other user-specific files.
Moreover, most of the network ports are closed by default to prevent hacking.

6.2 Implemented Diskless Technology Property Devices

This notion of diskless client technology was put into practice in our campus lab,
which consisted a total of 48 PCs, one of which functioned as the server and the
remaining 47 as clients. The following are the details for the server, client and
background network:

(a) Server: For server, Ubuntu 20.04.2-LTS operating system was selected to use
since it serves the following:

• It is open source and free.
• Completely customizable and secure.
• Better suited for developmental environment.
• Utilizes less storage space compared to other operating systems.
• Expert and Naïve users can get conveniently adapted to this OS.
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• Can be conveniently updated without restarting, most of the times.
The server system uses Toshiba DT01ACA100 hard disk drive (HDD),

having a storage capacity of 1TB and a low-profile form-factor of 3.5-in. In
addition to the aforementioned, this HDD features a third-generation SATA
interface (SATA-III), that runs at 6.0 Gb/s, engineered with a spin rate of
7200 RPM (revolution per minute). Moreover, this system consisted of 8
GB DDR4 RAM having a clock rate of 800–1600 MHz, with Intel i5-7th
Generation Processor and Mesa Intel HD Graphics 630 GPU.

(b) Client: The remaining 47 PCs were used as diskless client PC consisting of
Intel i5-7th Generation CPU, 8 GB DDR4 RAM and Mesa Intel HD Graphics
630 GPU along with sound and the network card.

(c) Backbone Network: All the 48 PCs were connected via two 24 port gigabit
switches, with a CAT 6RJ45 LANCable, having a network speed of 100Mbps.

6.3 Admin Monitoring Tools

The diskless client systems were linked with the following open-source tools to
enhance admin convenience while performing monitoring activities remotely on any
client machines:

(a) Cockpit: It is an open-source framework with a user-friendly Web interface
that allows for remotemanagement of the diskless client workstations. Because
it is a Web console, it is also simple to use on mobile devices. For system
administration, the cockpit package includes a sophisticated and extendable
Web console. The cockpit framework can be used to perform the following
subset of tasks:

• Browse and search system logs
• Upgrade software
• Manage user accounts
• Use a terminal on a remote server
• Configuring firewall as per the needs
• Writing your own custom modules

(b) Netdata: It is an open-source application that gathers real-time metrics like
CPU utilization, disk activity, bandwidth usage, and so on, and then displays
them in real-time easy-to-understandgraphs. This application ismeant to depict
any action in the most detailed way possible, allowing the administrator to get
a complete picture of what is going on at each client station. In addition to the
foregoing, Netdata is a lightweight tool which consumes minimal resources;
i.e. about 2% on a single CPU system.
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6.4 Results

See Figs. 5, 6, 7, 8 and 9.

Fig. 5 Tftpboot directory

Fig. 6 Default file configuration
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Fig. 7 Diskless boot menu screen

Fig. 8 Cockpit interface

7 Comparative Study of Different Computing Models

Following are three types of computational models which come under network
booting:

(a) ThickClients: A thick client is essentially a networked computer that has most
of the resources, including the operating system and many locally installed
applications. Generally, they have sufficient RAM, powerful processors, GPU
graphics resources, audio functions, hard drives, CD-ROMor DVD drives, and
network card [6]. The main disadvantages of thick clients are higher energy
costs, higher support and services, and increased total cost of ownership.
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Fig. 9 Netdata interface

(b) Thin Clients: A thin client in a narrow sense is an inexpensive computing
device in a client/server architecturewhose only function is to process keyboard
commands and provide output on the screen. Thin clients often lack processing
power, persistent storage, or I/O support [1, 6]. Although thin clients have
proven their value in improving software performance, surfing the Internet, and
other less-dependent applications with poor graphics performance, frustrations
result when attempting to use thin client technology for multimedia, gaming
and other graphic intense applications.

(c) Diskless Clients: A diskless workstation or PC on a local area network (LAN)
is a computer system that does not have its own disk. Instead, it stores files on
a network file server. Diskless client is in fact a hybrid model, which can offer
an acceptable alternative between thin client and fat client [7]. Table 1 shows
the functional difference between three types of computing models included
in centralized network booting:

Table 1 Comparative analysis of computing models

Parameters/metrics Thin client Diskless client Fat client

Local HDD No No Yes

Local processing No Yes Yes

RAM capacity Low Moderate High

Accelerated graphics No Yes Yes

Terminal services Yes Optional No

Energy consumption Low Low High

Support costs Low (centralized) Low (centralized) High (PC-based)
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The unit cost and support cost offered by diskless clients are low and also give
accelerated graphics for users who use high-end applications and ease administra-
tion tasks. The previous comparison of computing models begs the question: What
can diskless clients offer to the organization which neither thick nor thin clients can
provide? Diskless clients provide the best compromises for large computing environ-
ments where the total cost of ownership, energy saving, flexibility, and functionality
are necessary. Thin clients cannot subvert the popularity and functionality of thick
clients, and without a significant increase in funding and support, thick clients cannot
be supported because there is no model that provides a framework technology that
meets all the goals, and hence, requirements provided by diskless clients give an
opportunity to support current and future educational needs [8].

8 Experimental Analysis

The main purpose of the Linux diskless client technology is: the user’s PC becomes
the secondary of the actual business process and allows the user to perform the
required tasks without worrying about viruses, failures, access, and support. This
creates an educational environment with a lower total cost of ownership, lower main-
tenance and support costs, while drastically reducing power consumption. While
experimenting, Linux-based diskless clients were used for computing which can
provide teachers and students with a safe, stable, and inexpensive computer informa-
tion system. The following analysis is done based on the practical implementation
conducted in the collage lab and the observed results.

(a) Boot Speed Analysis: In order to improve the boot speed of the client work-
station, all the start-up services were analyzed which were started during the
boot point. After analysis, all unnecessary services were removed, disabled,
and blocked leading to the improvement in the boot speed of the diskless client
PCs. Table 2 shows the time required for 1 PC and 47 PCs to fully boot over
the network:

The average boot time a single Linux-based diskless client takes is around
10–15 s, and for 47 PCs, it takes approximately 4 min and 30 s at 100 Mbps
network speed, which is fairly good. As the number of diskless clients to be
booted increases to 100 or more, the time required to boot increases, depending
on the speed of the network. In addition to the boot process, many other
improvements are made to the diskless client image. When starting up to 300
clients from the Ubuntu server, it is assumed that the boot time will be fast

Table 2 Boot speed analysis No. of PC Boot time (in s)

1 10–15 s

47 4 min 30 s
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Table 3 Storage analysis OS used Storage consumed
by OS (GB)

Storage after new
user creation (MB)

Windows 10 17.1 736

Ubuntu 20.04.2
LTS

7.1 393.2

or slow, depending on the number of active clients and the network back-
bone. For a large number of diskless clients, there are many factors that affect
system optimization. This includes ensuring optimized network infrastructure,
diskless client functions, etc. Since the diskless client is a hybrid model that
combines the advantages of the thin client and the thick client, it can integrate
functions to make the performance of the diskless client much better than the
real thin client.

(b) Storage Analysis: The diskless client does not have any disk, and all its
software and storage requirements depend on the server. The diskless client
remotely mounts its root (/), /usr, and /home file systems from the server. The
main server having 1 TB storage space was used as the centralized storage for
all the 47 clients.

Table 3 shows the storage difference between different OS, i.e., Windows
10 and Ubuntu 20.04.2 LTS. After the fresh install of both OS in the server PC,
the storage consumed byWindows 10 is more compared to Ubuntu. In addition
to the foregoing, for creation of new users, Windows takes more storage space.
In both cases, Ubuntu saves a total space of 10–13 GB approximately, and this
saved storage space can be used for other purposes like creating more users,
backup, and other applications.

(c) Cost Analysis: The total cost of ownership of the PC classroommodel is high.
Software licensing, support, and updates on PCs are expensive; licenses must
be purchased for each computer, and IT personnel must install applications and
updates separately on each device. It also requires high costs for virus protec-
tion, service packs, and patches, as well as the hardware and support personnel
required to maintain each device. Hardware used in schools or colleges is typi-
cally only 1–4 years old and expensive to replace when it dies and creates
e-waste. Outside of normal working hours, any computers that have not been
turned off by users or service personnel at the end of each day will continue
to use electricity at night and on weekends [8]. The costs related to the clients
utilized in a diskless clientmodel are comparatively low.Diskless clients utilize
operational systems and software system applications that may be accessed
from a close-by server.

Figure 10 shows the comparison of cost of ownership between thick PCs and
diskless client PCs per unit. Our campus consists a total of approximately 700 PCs.
The cost of these 700 PCs is approximately Rs. 38,500,000, including hardware,
software, licensing, virus protection, installation, and other costs. Hence, if the cost
for single unit is calculated, it comes around Rs. 50,000–Rs. 60,000. Whereas, if
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Fig. 10 Cost analysis graph

these 700 PCs use diskless computing model, then the total cost would eliminate
the cost of HDD, software license (since Ubuntu is open-source), and antivirus cost.
Now, these 700 Linux-based diskless workstations will cost around Rs, 18,412,100
and per unit it will cost approximately Rs. 26,303. Hence, implementing diskless
clients will reduce the overall budget.

9 Conclusion and Future-Scope

Diskless client technology is not a new technology; however, the way it is deployed is
newand allows for accelerated video and audio transmission that greatly improves the
user experience. Because they can scale very cheaply, diskless clients do not focus on
the user’s PC but on the use of the software and applications. The diskless clients that
have been implemented and continue to implement enable GUI support, ubiquitous
access not only over the network but also securely using software such as Cockpit
and Netdata. In addition, extraordinarily little and significant support, maintenance,
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and energy consumption can be seen. This system can be further enhanced with
following possible additions:

• Adding more module support to the cockpit framework to deliver any necessary
functionality.

• An easy-to-install script can be developed, allowing the system to be setup from
the ground up.

Compared with desktop solutions with centralized support, it provides software
standardization, better development, and ubiquitous accessibility, and also costs less
than half of desktop solutions.

Limitations

• If the computer server fails, all of the computer clients are rendered ineffective.
Clients are unable to boot.

• If the centralized LAN (Ethernet) cable is broken, all computer clients will fail.
• It is necessary to learn some technical aspects of utilizing diskless boot software,

as well as a plethora of troubleshooting guides for software- and hardware-related
issues in a diskless setup.
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Analysis of Deep Learning Models
for Early Action Prediction Using LSTM

D. Manju, M. Seetha, and P. Sammulal

Abstract Video surveillance is being increasingly adopted for ensuring safety and
security both in public and private places. Automated prediction of abnormal events
like theft, robbery, murder etc., from continuous observation of surveillance videos is
amultidisciplinary study involving computer vision, deep learning and artificial intel-
ligence. Deep learning-based video analysis and categorization is a most researched
topic. Many deep learning models based on long short-term memory (LSTM) are
proposed for automated prediction of abnormal events. This work does a comparative
analysis of sixLSTM-based deep learningmodels for abnormal event prediction from
surveillance videos. Deep learning models of ResNet, VGG16, VGG19, 3DCNN,
Inception V2 and Inception-ResNet-V2 are combined with LSTM for prediction of
abnormal event from past observation of events in the video stream. These sixmodels
are run against different benchmarked abnormal event detection datasets and perfor-
mance is compared in terms of accuracy, loss and execution time. It is observed that
Inception-ResNet with LSTM provides training accuracy of 80% and test accuracy
of 80% compared to other models.

Keywords 3DCNN · Inception · Inception-ResNet · VGG16 · VGG19 · ResNet

1 Introduction

In video surveillance, systems are being increasingly deployed in many places like
roads, stations, airport, mall etc., for public safety. Detecting abnormal events from
video surveillance systems is very important for security applications. Detecting
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abnormal activities can provide better security to the individuals. People and their
interactions must be constantly monitored for longer duration and any abnormal
activity must be predicted. It is difficult for trained personnel to reliably monitor
videos for longer duration and predict abnormal events. With the need to auto-
mate this activity with high accuracy, many autonomous abnormal activity detection
systems are proposed. The goal of any autonomous anomaly recognition system is to
detect/predict any offensive or disruptive activities in the surveillance video in real
time. The conventional systems extract various features of appearance, dynamic rela-
tionship and interactions between the entities in the video and classify them to detect
any abnormal activity. The accuracy is limited in this approach due to insufficiency of
handcrafted features to detect the abnormal activity. As abnormality is context depen-
dent, identification of features which represent the activity in the relevant context is
challenging. Recently, deep learning algorithms are being used for many computer
vision problems. Deep learning algorithms learn features automatically and provide
better accuracy. Deep learning uses discriminative feature representations of both
appearance and motion patterns to model the event patterns.

In this work, a comparative analysis of six deep learning LSTM-based models
for abnormal event prediction is presented. With capability of learning long-term
dependencies and ability to extrapolate temporarily sequential data, long short-term
memory (LSTM) is best suited for abnormal event prediction. LSTM combined with
deep learning event classification can provide a better accuracy of abnormal event
prediction. This work explores six different deep learning models of ResNet [1],
VGG16 [2], VGG19 [2], 3DCNN (3D deep convolutional neural network) [3], Incep-
tion [4] and Inception-ResNet [5] in combination with LSTM for abnormal event
prediction. The performance of these four models is compared against benchmarking
datasets in terms of accuracy, loss and execution time.

2 Deep Learning-Based LSTMModels

The six deep learning-based LSTMmodels used for abnormal activity prediction are
detailed in this section. LSTM is combined with ResNet, VGG16, VGG19, 3DCNN,
Inception V2 and Inception-ResNet-V2. LSTM is an adapted version of recurrent
neural networks to solve the problemof vanishing gradient. LSTMhas amemoryunit.
This memory unit encodes the knowledge learnt. It learns when to forget and update
hidden states when new information is provided as input. Memory unit functionality
is controlled by three gates: input gate (i), forget gate (f ) and output gate (o). The
update and output functions are defined as below

it = σ(Wix xt + Wimmt−1 + bi ) (1)

ft = σ(W f x xt + W fmmt−1 + b f ) (2)



Analysis of Deep Learning … 881

Fig. 1 Deep learning LSTM model

gt = σ(Wcx xt + WCmmt−1 + bc) (3)

ct = ft � ct−1 + it � gt ht = ot � ct (4)

σ(x) = (1 + e−x )−1 (5)

where σ(x) is input mapping sigmoid,� is the matrix representing the parameters of
the gates.W represents product operationwith values of gate. LSTMcontrol multiple
gates tomitigate vanishing gradient problem and capture temporal dependencies. The
overall architecture of the proposed comparison model is given in Fig. 1.

A deep learning models extract features and provide to LSTM for prediction of
abnormality. Four different deep learning models of ResNet, VGG16, VGG19 and
3DCNN are used for extracting features.

2.1 ResNet with LSTM

ResNet or residual network was proposed by Microsoft researchers in 2015 as a
solution to the problem of vanishing/exploding gradient with the increase in number
of layers in deep convolutional neural network. Skip connection strategy is adopted
in the ResNet network to enable feature learning ability. Due to this, the depth of
the network is expanded, leading to improved learning ability. Gradient vanishing
problem is solved effectively in ResNet due to passage of useful information to next
layer with skin connection model.
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ResNet with LSTM abnormality prediction model uses ResNet-50 for spatial
feature extraction and LSTM for prediction using temporal feature extraction. The
ResNet-50 model used for spatial feature extraction is of following configuration.

The ResNet-50 is trained using transfer learning strategy to boost the training
performance. The advantage of transfer learning it that it is able to reduce the number
of parameters to be trained and achieved convergence faster.

2.2 VGG16 with LSTM

VGG16 is a simple deep convolutional neural network. It is formed by stacking
deep CNN followed by two fully connected layers. The filly connected layers have
4096 neurons on each of them. In VGG16 with LSTM model, VGG16 network [6]
prepares the input feature vector for LSTM which predicts abnormality.

Input frames from the video are sized to 224 * 224. The features are extracted
using VGG16 and provided to LSTM in a time sequence to provide abnormal or
normal class as output.

The dimension of the extracted features are (7, 70, 512). The feature vector is
sliced into a set of ten samples with each of size {7, 7 * 512}. This feature vector is
given as input to LSTM with ten time steps. The output of the last cell in LSTM is a
binary output which gives as 1 for abnormal and 0 for normal.

2.3 VGG19 with LSTM

VGG19 is similar to VGG16, but it is deeper than VGG16. Due to this depth, VGG19
is able to extract more low-level features from a frame than VGG16. VGG19 has
16 layers for convolution, 3 layers fully connected, 5 Max pool layer and 1 Softmax
layer.

Feature extraction part in this architecture is from input layer to the last max
pooling layer (7 × 7 × 512). The feature extracted from VGG19 model is passed
to LSTM to learn the long-term dependencies between the video frames and predict
abnormal activity. The pipelining of VGG19 with LSTM is same as that used for
VGG16.

2.4 3DCNN with LSTM

The architecture of 3DCNN with LSTM is preferred in video processing as it takes
care of spatio temporal feature extraction from raw input video. There are 20 layers
in this network. Convolutional layers are 12, followed by 5 pooling layers and one
layer for FC, LSTM and output. The convolution block with paired with two or three
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2D CNN and a pooling layer. It is followed by a dropout layer. The dropout layer
has a dropout rate of 25%. Features are extracted using convolutional layer with 3
* 3 kernel. ReLU activation function is used in the convolutional layer. The input
dimension of image is reduced using max pooling layer with 2 × 2 kernels.

LSTM is at last to extract time information. The output shape after convolution
is (none, 7, 7, 512). The input size of LSTM layer becomes (49, 512) due to reshape
method.

After analyzing the time characteristics, the video frames are passed through fully
connected layer to predict the category of output: Normal/Abnormal.

2.5 Inception

The Inception V1 also called GoogLeNet produced lowest error for ImageNet clas-
sification dataset. But use of 5 * 5 convolutions because decrease of input dimension
and resulted in reduced accuracy. To improve it, Inception V2 architecture replaced
5 * 5 convolution with two 3 * 3 convolution. In addition to increased accuracy, this
change also reduced the computation time by 2.78 times compared to Inception V1.

The feature extracted from Inception model is passed to LSTM to learn the long-
term dependencies between the video frames and predict abnormal activity. The
pipelining of Inception V2 with LSTM is same as that used for VGG16.

2.6 Inception-ResNet

Inception-ResNet-v2 is a convolutional neural architecture that builds on the
Inception family of architectures but incorporates residual connections (replacing
the filter concatenation stage of the Inception architecture). The architecture of
Inception-ResNet-v2 is a combination of two blocks (inception block and residual
network).

The Softmax layer is removed, and the features are passed to LSTM to predict
the abnormal activity.

Summary of all models

See Table 1.

3 Results

The performance comparison of the six deep learning-based LSTMmodels was done
using following setup (Table 2).
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To start the work, we used front end as keras and back end as TensorFlow. Keras
is an open-source library which provides artificial neural networks with a Python
interface. Keras serves as a TensorFlow library GUI. Keras uses TensorFlow 2.0’s
high-level API, an open, highly efficient framework to solve machine learning issues
with a focus on modern deep learning. For learning the environment, LSTM model
is used, which in turn helps for predicting the next frames.

Table 1 Comparison of all models in terms of number of layers, parameters it supports, advantages
and disadvantages by using the model

Model Advantages Disadvantages No. of layers No. of
parameters

VGG16-Visual
Geometry Group
16

1. It can be
trained up to
22,000 categories
2. The filter size
is uniform
throughout all the
layers

1. It is slow to
train
2. The network
architecture
weights are quite
large

13 convolutional
layers and 3 fully
connected layers

138 million
parameters

VGG19-Visual
Geometry Group
19

1. The pretrained
network can
classify images
into 1000 object
categories
2. The filter size
is uniform
throughout all the
layers

1. It can take
large amount of
resources like
computational
time

16 convolutional
layers and 3 fully
connected layers

140 million
parameters

ResNet called
Residual Network

1. ResNet takes
less memory
2. Faster
Inference Time
3. Allows deeper
networks to be
trained
4. Supports skip
connections
which help to
increase
performance

1. Increased
complexity of
architecture
2.
Implementation
of Batch
Normalization is
needed
3. Adding skip
connections for
which you have
taken into
account the
dimensionality
between the
different layers
which can
become a
headache to
manage

50 layers 23 million
trainable
parameters

(continued)
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Table 1 (continued)

Model Advantages Disadvantages No. of layers No. of
parameters

Inception 1. It has 22 layers
2. It has less
parameters than
VGG16
3. Inception Net
learns more
complex features
Computationally
efficient
4. Auxiliary
classifier is used

Number of 5 × 5
convolutions can
be prohibitively
expensive on top
of a
convolutional
layer with a large
number of filters.
This problem
becomes even
more
pronounced once
pooling units are
added to the mix:
their number of
output filters
equals to the
number of filters
in the previous
stage

22 layers 26
million trainable
parameters

Inception-ResNet Training the
network is much
is faster and has
better final
accuracy

Increased
network to
manage

164 layers 56 million
trainable
parameters

Table 2 Performance
configuration

PC configuration Intel i7, 8 GB RAM, Nvidia
MX350

Software tools Python 3.7, Keras, tensor flow

Dataset UCSD anomaly detection
dataset

Number of training samples 34 videos

Number of test samples 26 videos

After the feature extraction is done, the objects in each frame are classified into
respective classes like cat, dog, car, fire etc. The frames are also classified into
anomalous and non-anomalous frames. So, in a video streaming, if there is any
occurrence of unusual activity or any anomaly, it immediately reports because of the
classification.

The ResNet with LSTM and VGG16 with LSTM model are able to achieve an
accuracy of 80% at epoch of 4 s. VGG19with LSTM is able to achieve 80% accuracy
only at epoch of 8 s. Inception with LSTM is able to achieve the highest accuracy
of 80% at epoch of 7 s. Out of all methods, Inception-ResNet with LSTM is able
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to achieve 80% accuracy from start. There is not much difference in accuracy in
terms of value as almost all the models are able to achieve 80%, but Inception-
ResNet with LSTM is able to achieve it from it compared to more epochs taken in
other solution. Use of residual layer and better protection against local gradient has
helped Inception-ResNet with LSTM to achieve the highest accuracy in less epochs
compared to others.

The loss achieves is minimal value of 56% at epoch of 4 s in ResNet with LSTM.
VGG16 with LSTM is able achieve loss of 44% at 9 s. VGG19 with LSTM is able to
achieve loss of 56% at 9 s. Loss is only 6% in Inception with LSTM at epoch of 6 s.
Inception-ResNet with LSTM is able to achieve a loss of 10% at epoch of 1 s. The
loss is lowest in inception with LSTM due to use of convolutions of different sizes
to capture details at varied scales. But combining inception with ResNet increased
the error rate.

The comparison of training and test accuracy and loss across the six models are
given Table 3.

The result shows that two models of ResNet, VGG16 with LSTM are able to
achieve same accuracy of 70%. The accuracy of 3DCNN is 76% which is lower
compared to VGG19 model, but the loss is lower in 3DCNN. The loss is very low
in Inception-ResNet with LSTM at 22%.

The average execution time is compared against all the six different models and
the result is given Table 4.

The execution time is lower in Inception-ResNet with LSTM compared to other
models due to residual connections. 3DCNN feature extraction takes almost same

Table 3 Comparison of loss and accuracy

Model Training Test

Loss Accuracy Loss Accuracy

ResNet with LSTM 0.49 0.80 0.60 0.73

VGG16 with LSTM 0.64 0.70 0.60 0.70

VGG19 with LSTM 0.64 0.60 0.68 0.72

3DCNN with LSTM 0.60 0.68 0.54 0.66

Inception with LSTM 0.66 0.80 0.58 0.75

Inception-ResNet with LSTM 0.22 0.80 0.17 0.80

Table 4 Comparison of
execution

Model Average execution time (s)

ResNet with LSTM 75

VGG16 with LSTM 50

VGG19 with LSTM 60

3DCNN with LSTM 72

Inception with LSTM 70

Inception-ResNet with LSTM 21
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Table 5 Precision across
models

Model Precision

ResNet with LSTM 70.4

VGG16 with LSTM 71.2

VGG19 with LSTM 72.4

3DCNN with LSTM 61.4

Inception with LSTM 73.1

Inception-ResNet with LSTM 74.1

Table 6 Recall across
models

Model Recall

ResNet with LSTM 68.4

VGG16 with LSTM 62.12

VGG19 with LSTM 66.55

3DCNN with LSTM 60.12

Inception with LSTM 69.45

Inception-ResNet with LSTM 70.51

execution time as that of ResNet with LSTM even though layers are less due to 3D
feature complexity.

Precision

The precision for detection of abnormal events in each of themodels is shownTable 5.

Recall

The recall for detection of abnormal events in each of the models is given Table 6.

4 Conclusion

A comparative analysis of six deep learning-based LSTM models for abnormal
activity prediction is presented in this work. ResNet, VGG16 and Inception when
combinedwith LSTM are able to provide an accuracy of 70%. Inception ResNet with
LSTM is able to provide training accuracy of 80%, a lowest loss of 22%with a lower
execution time of 24.66 s compared to other deep learning with LSTM models. It is
observed that there is no much difference in test accuracy between the ResNet and
Inception model. The work can be extended further to more classes of anomalies.
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Identification of Masked Face Using Deep
Learning Techniques

M. Sheshikala, P. Praveen, and B. Swathi

Abstract Face detection is an artificial intelligence [AI]-based methodology, where
a cascade function is prepared with a bunch of information and input data. It is
prepared from a great deal of positive and negative pictures. It is then used to iden-
tify objects in different pictures. The proposedmodel’s classifier essentially increases
the precision and strength of robustness search on faces with demeanor variation
and vague forms. In the element extraction stage, this research work leverages a
philosophy for increasing efficiency through the connection of two strategies: math-
ematical (geometrical) element-based approach and independent component analysis
strategy. To implement face coordination step, this research work proposes a model
that combines several neural networks to coordinatewith themathematical highlights
of the human face. Since the proposed model connects several neural networks, it is
termed as multi-artificial neural network. MIT + CMU information base is utilized
for assessing the proposed strategies for face identification and arrangement. At last,
the experimented results on Caltech dataset show the possibility of implementing
the proposed model.

Keywords Face · CNN · Neural networks · ANN

1 Introduction

Acknowledgements is the process of identifying a person, object, or individual from
information. Furthermore, wemay understand that face recognition is a deep learning
computation that is used to detect individuals from images, videos, or webcams.
Profound learning and artificial intelligence [AI] techniques are the recent advance-
ments that aremaking their particular imprints in individual fields such as self-driving
vehicles, item suggestions, security [1], promoting [2]. We are relying upon these
advances since they diminish the manual human work and builds the productivity.
This paper is about the task that perceives the human faces and gives the precision
of human parts like ears, nose, decorations, garments, and so on as the yield.
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1.1 Neural Network

The combination of many neural networks is used for checking similarity in the
geometric features of human face. Deep learning techniques are classified asmachine
learning and artificial intelligence approaches because they learn data representation
and abstraction. The data might take the form of a picture, a sound, or text. Deep
learning algorithms produce outcomes that mimic people, including how humans
think and proceed. Deep learning is commonly associated with the multi-layered
structure of algorithms known as neural networks. This multi-layered structure
mimics the human intelligence in analyzing the data.Neural network is represented as
a collection of connected nodes. The above nodes are represented as neurons. These
artificial neurons slightly represent the neurons of brain. The connection between
nodes is considered as the axon in the human brain. The role of an axon is to transmit
information to different neurons in the brain [3].

By training the data, numerical values of these connected neurons get changed.

Input layer

Input is given to the very first layer, which is called as an input layer. Here, the input
is an image. Input has elements same as the number of neurons in the input layer.
Here, the input layer has three neurons so that the input should also contain three
elements.

Hidden Layer

Here, mathematical computation is done by using the dot product. Input layer takes
the input. Weights are represented in the form of a matrix. Dot product is performed
on inputs and weight matrix.

The output of this dot product is called as an activation function. This output is
given as input to the next hidden layer and similarly, it can be calculated by using the
weight matrix of hidden layer 2; this process is repeated until we reach the output
layer.

Output layer

The final output is obtained from the hidden layer.

1.2 Face Detectıon

Face detection is an AI-based innovation that can distinguish and find the presence
of human appearances in advanced photographs and recordings. It may be viewed
as an exceptional instance of item class identification, where the assignment aims to
discover the areas and determine the spans of the relative multitude of articles that
have a place with a given class—for this situation, faces—inside a particular picture
or pictures.
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Due to the recent advancements in face recognition technologies, it is now feasible
to recognize faces in an image or video, paying less attention to the presence, lighting
conditions, and skin tone. Face recognizable proof applications use computations
that choose if pictures are positive pictures (for instance pictures with a face) or
negative pictures (for instance pictures without a face). To have the alternative to
do this correctly, the estimations ought to be set up on gigantic datasets containing
incalculable face pictures and non-face pictures. At the point when arranged, the
computations can react to two requests due to commitment to the kind of an image.

• Are there any countenances in this picture?
• If indeed, where right?

If a face or faces are accessible in an image, the computations will react to these
requests by setting a skipping box around the perceived face. Beforehand, these
computations were AI based, and were seriously affected by parts. For instance,
incredible head presents (where the head is turned far aside or moved far up or
far down, for example) and fluctuating lighting conditions [4, 5]. Today, regardless,
significant learning procedures can be used to finish exact face area in a wide extent
of circumstances.

2 Literature Review

A. S. Tolba, A. H. El-Baz, and A. A. El-Harby, this paper provides an up-to-
date review of literature review them recent face recognition techniques present
is. Description major human face recognition research. We first present another re
perspective on face acknowledgment and its applications. Then, at that point, restric-
tions of face information bases which are utilized to test the exhibition of these face
acknowledgment calculations have given the presentation of these face acknowledg-
ment calculations. A short outline of the face acknowledgment seller test (FRVT)
2002, a huge scope assessment of programmed face acknowledgment innovation,
and ends are likewise given. At last, we give a synopsis of their indexed lists.

To make a start to finish face cooperation of the board structure, in the year 2013
Chintalapati et al. [6] proposed a procedure to do the cooperation structure using
the Viola Johns technique [7] for face revelation, followed by histogram balance for
feature extraction, and afterwardSVMclassifier has beenutilized for face affirmation.
Later in 2017, Rathod et al. [8] proposed a beginning to end face support structure by
using same technique for face recognizable proof and request for the face affirmation.
In any case, these procedures relied upon customary AI-based computation. In 2017,
Arsenovic et al. [9] proposed the top-tier methodology called FaceTime using CNN
course for face revelation and CNN for making face embeddings and afterward they
are used for face affirmation.
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3 Exıstıng System

Different algorithms are developed bymanydevelopers to dealwith the face detection
and give accurate results. Some of them claim that their algorithm is the best, but
many algorithms fail at a point where they cannot handle face recognition task. Some
of the algorithms or methods were used in many cases and applications. Years pass
by and people are still developing various methods and algorithms to deal with the
face recognition and create a better algorithm, which give more accurate result than
the existing algorithms.

3.1 Skin Color-Based Algorithm

Human skin tone is likewise an exceptionally simple one to separate one from other;
once in a while, we can even recognize an individual’s country just by his/her skin
tone. This research work utilizes the facial element technique by including the skin
tone, which is additionally a basic calculation used for recognizing the skin pixels,
which is utilized for skin shading calculation. In this, every single pixel is charac-
terized into two kinds, skin tone and non-skin tone. The grouping depends on the
shading segment. For some random information present in the picture, the technique
has used the shading space for the skin locale as the classifier. Then, at that point, it
is applied to the face as cover and afterward bound box is attracted to separate the
face from the given information picture [10, 11].

There are three more popular color spaces they are:

a. RGB.
b. YCbCr (Luminance chrominance).
c. HIS (Hue Saturation Intensity).

3.2 Wavelet-Based Algorithm

In this calculation for a given face picture, it will be depicted by a subset of a band
separated pictures containing wavelet coefficient. It offers a probability of giving a
vigorous multi-scale path examination of the given picture. This strategy is entirely
adaptable as there exist different bases and we need to pick the appropriate reason
for an application. Gabor wavelet technique is the most utilized strategy and for the
most part utilized in picture surface investigation.



Identification of Masked Face Using Deep Learning Techniques 893

3.3 Gabor Wavelet

TheGabor technique utilizes spatial recurrence design and direction connection. This
methodology works by recognizing short lines like end lines, arches, and so on. The
bends are relating admirable with conspicuous highlights of human countenances as
eyes, mouth, eyebrows, and so on.

3.4 Artificial Neural Networks-Based Algorithm

The ANN calculation is the most realized strategy in different applications. This
calculation is mostly used for acknowledgement purposes. Once a face is differen-
tiated for distinguishing and perceiving, the cycle begins. The ANN collects face
data to determine the individual’s identity. The ANN is like a human cerebrum; it
comprises of a neuron network and different layers. İnitially, a picture is given as an
information, then the primary layer will attempt to dissect it, and then it will duplicate
into a huge number and send it to the following layer, and at the last layer, all the
weight esteems will be added. The ANN is isolated into different types, they are feed
forward neural organization, backpropagation neural organization, and outspread
premise work. These are the three ordinarily utilized types in ANN [10].

4 Implementation

This is predominantly carried out in three stages, such as making the dataset and
afterward train them, work on perceiving the human appearances lastly create the
exactness in the recognition of human facial parts and different trimmings. The
dataset is made by gathering the photographs of the understudies for almost 15 to 30
for every understudy and make the different organizers for individual understudies
with the separate move quantities of the understudies. We can make the live enlight-
ening assortment of understudies by taking 5–10 s video by pressing “s” to save
the photos of the understudies while taking the video and press “q” to exit and save
them in the specific manner, which is referred by the customer. Then, the video is
stacked when it is required and subsequently the video ought to be segmented into
the housings. At the point, when this division association is finished, treatment of
the edges will start.

Edge preparation includesworkouts such as padding on each sidewith the dull and
RGB tone, and it is then enlarged with appropriate estimates. In the following stage,
the dimensionally reduced image is sent via the MTCNN, which transmits the face
with the skipping boxes. Then, the restricted pictures with the bearings are used for
managing the faces from housings, and it will be subsequently sent for the increment;
this joins the factors like darkening, level moving, adding Gaussian disturbance,
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flipping, salt and pepper ruckus, vertical moving, developing and decreasing the
wonder. The increased faces are thendiminished to 160×160 and subsequently saved
in the display envelope. The entire cycle is reiterated for various housings present
in the picture. Then, the dataset creation is finished. Following the completion of
the dataset, the subsequent phase is to put them up. The prepared programming then
authorizes the client to take the particular rate for planning, and the leftover rate is
typically utilized for testing the already organized classifier. Resulting to preparing, it
is saved moreover, later utilized for the assertion task. So as in the current structures,
there is no description of precision and it do not show the results of human facial
parts, so our system helps with portraying the accuracy, and it shows the level of
precision of human facial parts and enhancement.

4.1 Algorithm

Recognition of a person’s face can be done by using Eigen’s faces, eyes, mouth,
nose, mask and the relative distance between them are detected by using Eigensface.
Eigen faces are collection of Eigenvectors used for face recognition.

Principal component analysis (PCA) is a mathematical tool that is used to extract
the facial features from the given image. PCA is a dimension reduction method that
reduces the dimension of large data sets.

Eigenvectors and Eigen values.
For a square matrix A, the Eigenvector and Eigenvalues are such that

AX = λX (1)

Here,

A is the vector function which is a square matrix.
X is the Eigenvector which is non-zero.
λ is a scalar called as Eigenvalue.

Linear transformation will scale the Eigenvector
Only the magnitude changes when the Eigenvector is multiplied by a matrix; only

its magnitude changes, but not the direction.
Now,

AX = λI X (2)

This is equal to multiplying things by 1 and does not change the value of anything.

AX − λI X = 0(A − λI ) = 0 (3)

where I is n × n matrix.
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For a system to have non-trivial solutions, det(A − λI) = 0.
Where det() denotes determinant. When it is calculated, we get a polynomial of

order n, with n number of roots which are the eigenvalues.
Steps involved in face recognition: Initialization of process [3]

i. Group the initial set of images called as training set.
ii. Calculate Eigenfaces from training set. These M images define face space.
iii. Calculate corresponding distribution in M-dimensional weight space.

The next steps after initialization are.

(a) The weights of the given input image are calculated.
(b) Evaluate M Eigenfaces by projecting the image which is an input, onto each

of the Eigenfaces
(c) Check the image in a face to verify whether the picture is close to a “free

space.”
(d) If it is distinguished as the face, then at that point, arrange the weight design

as a referred to individual or as an obscure individual.
(e) Known face or unknown is loaded. On the off chance that the non-

indistinguishable individual’s face is seen a few times, ascertain the trademark
weight design and join it into known countenances.

The last advance is needed by couple of frameworks and the other few do not
need it is a discretionary prerequisite.

5 Results

The proposed project displays the accuracy details of the facial parts and ornaments
of human as shown in Figs. 1, 2 and 3. Our project supports both group images and
single images facial recognition.

This paper identifies each and every part of human facial parts and other ornaments
that are placed on human face.

Fig. 1 Identification of human face which is masked
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Fig. 2 Analysis of face detection versus different algorithms

Fig. 3 Analysis of face parts detection versus different algorithms

6 Conclusion

This paper has successfully recommended the Eigenface facial recognition strategy.
Also, an improved strategy has been proposed for face discovery for identifying
different difficulties, for example, unique face points, different look, complex foun-
dation, light, and so on. This research work has worked and executed an improved
philosophy for face location based on various difficulties like distinctive face points,
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different face appearance, troublesome foundation, light, and so on.We have utilized
Eigenface algorithm for calculation and precision of this improved calculation of
all the standard image database that is superior to the previously appeared in the
outcomes segment. A pre-preparing step counting picture improvement and clamor
evacuation has been proposed. Finally, we recognize the human face accurately. It is
not yet reasonable for face acknowledgment in video reconnaissance; it is hard to be
sure. Given the reality how helpful and practical this innovation is, this forecast is not
fantastic. On the off chance that this expectation turns into a reality, any organization
that executed the innovation today may acquire a serious advantage later on. We feel
that recognizing associated faces was the hardest piece of the project. A significant
amount of time was invested to come up with a format coordinated with data that
adapts effectively to related faces, particularly those that are only partially visible.
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An Intrusion Detection Approach for
Small-Sized Networks

Phong Cao Nguyen, Van The Ho, Dong Hai Duong, Thinh Truong Nguyen,
Luan Anh Luong, Huong Hoang Luong, and Hai Thanh Nguyen

Abstract In any network system, the intrusion is undesirable, and organizations are
constantly searching for solutions that could effectively detect intrusion and, con-
sequently, help them to react appropriately. However, packaged enterprise solutions
provided by industry-leading companies usually leave little room for optimization
and control in the hands of the users and sometimes incur costs that small- and
medium-sized organizations want to curtail, especially if the solutions are smart.
This work demonstrates how such organizations may build their home-grown Deep
Learning-based IntrusionDetection Systems (DL-IDSs) and integrate them into their
existing network.We have implemented an IntrusionDetection System for Small net-
works using deep learning architectures. The proposed system evaluated on UNSW-
NB15 dataset including more than 250,000 network packets and has obtained an
accuracy of 89% in discriminating between abnormal and normal packets and 74%
for various nine network attack types classification.

Keywords Intrusion detection systems · Small systems · Deep learning · Network
attack types

1 Introduction

Network intrusion can be defined as any unauthorized access to a system. By gaining
such access, attackers can proceed to later plans, causing direct damage to the organi-
zation. For instance, theymay performprivilege escalation (e.g., having system rights
that they should not have) and retrieve sensitive data from system databases or leave
a backdoor for later exploitation. For example, IBM’s cost of a Data Breach Report
[1] pointed out that the average cost per lost or stolen record in 2021 is US$ 161. This
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cost, multiplied by the number of records an organization usually holds, plus the loss
of reputation, is simply unbearable to small organizations. Alternatively, large-scale
unauthorized access may consume much of the bandwidth and resources, depriving
legitimate users of the system, resulting in a Denial-of-Service (DoS) attack. In all
of these cases, early intrusion detection is crucial to successfully protect a system by
enabling preventative or remedial actions to be taken promptly—directing malicious
traffic to a honeynet, for example.

Unfortunately, small organizations are particularly vulnerable to such attacks
because of their limited budget for cybersecurity. Traditional firewalls or IDSs may
be effective against common types of attack but do not have the ability to learn,
hence having a tough time detecting unconventional forms of attacks. “Smart” IDSs,
with an element of AI, are the solutions to this. However, most proposed models
are mainly concerned with theoretical results and lack of implementation details in
practical circumstances. This fact hinders small organizations from actively joining
the game by developing, customizing, and deploying their solution.

These observations are the motivation for this paper. We propose a lightweight
model that is suitable to the real-timeliness nature of the task and develops a practical
implementation scenario. In Sect. 2, we review some previous works in the field of
DL-IDS. Section3 contains details of the system design and implementation. The
results are found in Sect. 4, and the paper ends with a brief conclusion. By carrying
out this research, we aim to make the following contributions:

• A not-too-complex model, trained on the UNSW-NB15 dataset with feature selec-
tion applied to make computation time shorter

• An implementation of the algorithms in [2] that extracts the additional features in
the dataset (those that cannot be collected)

• We propose a system with different easy-to-use free tools utilized to help the
system work smoothly from start to end, thus proposing a promising method of
solving the stated problem. The research is expected to bewhatmakes this research
stand out from other works in the field—putting a model into actual use.

2 Overview Related Works

Only a few datasets are used across most of the studies in the field, indicating a
lack of open-source, authentic, expert-validated datasets pertinent to the problem of
general network intrusion. Some of them are DARPA (1998, 1999), KDD99 (and
its refined version NSL-KDD), ISCX-IDS 2012, UNSW_NB15, and CSE-CIC-IDS
(with annual updates).

KDD99 is one of the most widely used datasets in the field. Studies with remark-
able results include [3] (97.85% accuracy using Stacked Non-symmetric Deep Auto-
encoder) or [4] (99.91% accuracy using Restricted Boltzmann Machine Procedure).
Although KDD99 is very popular among IDS studies, it is hard to assert whether
these models work well in the real world. The experiment showed how the dataset
was generated: mainly in an experimental environment [13].
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Because of the significant amount of redundant records in KDD99, thus affecting
the real accuracy of models, M. Tavallaee et al. improved the dataset and came up
with NSL-KDD [5]. Regarding this dataset, Chiba et al. [6] achieved an impressive
99.86% accuracy on this dataset with their DNN-based ML-IDS. They also trained
this model on CSE-CIC-IDS 2017 and obtained similarly good results. The focus of
this study is on cloud environments. However, although there were improvements
compared to KDD99, it is worth noting that the data is still largely outdated as its
core is still from KDD99 and does not reflect current trends in network attacks.

Other algorithms have also been proposed in [7] (genetic algorithm), [8] (gradient
boosting tree), or [9] (decision tree), just to name a few. However, one of the first
works to advocate the use of CNN in developing an IDS is that of Liu et al. [10]. In
a later work, Wang et al. developed HAST-IDS and IDS with an automatic feature
learning capability using CNN and LSTM [11]. Although these works were not
tested against state-of-the-art datasets (for [10], KDD99 and for [11], DARPA1998
and ISCX-IDS 2012), they laid some of the most important grounds of implementing
the seemingly irrelevant CNNs into building DL-IDS.

In contrast to these studies, which focus on datasets extracted from metadata and
packet flow, a whole new approach has also been proposed. Instead of looking only
at extracted features in metadata, these IDSs instead also navigate the raw contents
of the packets. This type of IDS is capable of detecting types of attack in which
the main component of the attack is the payload; for example, SQL injection (in
which attackers utilize the SQL language to execute unauthorized commands on
the database) or XSS (in which attackers cleverly use Javascript instead of legal
input). For example, M. Soltani et al. employed RNN and LSTM for their so-called
deep intrusion detection (DID) [12] and reached a 0.992 precision against the quite-
comprehensive dataset ISCX IDS 2017, which also included the content-based attack
Heartbleed. In another research, A. Kim et al. built a CNN-LSTM model utilizing
real-timeweb traffic and obtained encouraging results against three datasets (91.54%
accuracy against CSIC-2010, 93% CSE-CIC-IDS 2017 HTTP 98.07% against their
generated web traffic dataset) [13]. Although the research only achieved initial good
results (the authors claimed that the IDS needs to be re-validated due to its high
false-positive rates [13]—partly because benign and malicious packets have quite
similar raw contents), these works have successfully introduced researchers to an
alternative path.

3 Methodology

3.1 Background

3.1.1 CNN

Although most usually used to process two- and three-dimensional inputs like image
or video, ConvolutionalNeuralNetworks (CNNs) are also suitable for any datawhere
a spatial ordering exists. Time is one such ordering, and network traffic data, which,
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Fig. 1 The components of a convolutional neural network

of course, includes timestamps, is one type of one-dimensional data on which CNNs
can be applied. Figure1 illustrates the components of a CNN, using the type of data
it is most widely applied on—2D data. It contains an input layer, a hidden layer
(which comprises other layers), and an output layer. First, a filter (of the same size
as the small square in the input layer) slides through the input matrix, left to right,
top to bottom, and is dot-multiplied with the equal-sized part of the input matrix to
discover features within the input. Then, the pooling layer is applied to reduce the
size of the feature map but still retains its most important features. Our model uses
a max-pooling layer (see Sect. 3.4), which means we keep the highest value out of
a group of cells in the feature map. Then, the pooled feature map is flattened into a
vector used to compute the final output.

3.1.2 LSTM

First proposed by S. Hochreiter and J. Schmidhuber in 1997 [14], Long Short-term
Memory (LSTM) has since become one of the most widely used recurrent neural
network architecture for time series data, where the processing of single data points is
not sufficient and making predictions require looking at sequences of data. Figure2
illustrates the principle of LSTM cells. There is a solid connection between the
previous cell and the current cell in an LSTM layer (two values from the last cell
are fed to the current cell) with four gates (functions in rectangular boxes, sigma
denoting the sigmoid function) in each cell. It determines what part of memory to
keep and discard, allowing it to use that memory to compute the output (with addition
and dot multiplication) effectively.

Because of the nature of the problem and of the characteristics discussed above,
the authors have decided to use CNN and LSTM layers for the model. The approach
is far from the novel; previousworks have published similarmodels with near-perfect
accuracy in experiments. However, many such works are concerned with theoretical
accuracy and lack validation against another dataset obtained from a network.
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Fig. 2 Diagram of LSTM cells

3.1.3 Feature Selection

To make the dataset lighter and at the same time eliminate features that have
the same effect on the final result, feature selection using Pearson correlation
coefficients is usually applied. In this approach, after the correlation matrix has
been calculated (with the coefficient between two features x and y computed as
r =

∑
(xi−x̄)(yi−ȳ)√∑
(xi−x̄)2

∑
(yi−ȳ)2

), one feature from a pair with a high correlation coefficient

(above a predetermined threshold) is eliminated (because they supposedly have the
same effect on the final prediction). In this study, the threshold is set to 0.8.

3.2 Network Design

In this research, a network was set up to simulate the Windows domain-based
systems that target organizations typically use (see Fig. 3).A server acts as the domain
controller for the whole domain, which also includes user machines. A soft firewall,
which is an Ubuntu computer, stands between this intranet and the Internet. The IDS
built in this research resides on this firewall, together with the open-source tools
Zeek [15] and Argus [16], whose main capabilities are network monitoring, packet
capturing and data gathering. On the other side of the firewall, a honeynet is set up
using T-Pot [17] so that once a potential attack has been detected, all future traffic
from that source will be directed to this subnetwork.

3.3 Workflow

In this section, we describe one iteration in the workflow of the system. More details
are provided in Sect. 3.4.
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Fig. 3 Diagram of the network

1. On the firewall, Zeek and Argus monitor the traffic and collect data about the
packets. Every 3 s, a script we have additionally written will take the output files
of these tools, parse the data and upload it to a MySQL database. We chose the
3-second interval not to overload the processing capabilities of the IDS and not
to affect the alerts’ real-timeliness negatively.

2. The script will export the data table from MySQL as a .csv file and process it so
that the file format matches the format used during training. The script then sends
this file to the prediction script.

3. The prediction script accepts the input processes the data just as done with the
training dataset, and makes predictions. There are two modes of prediction—
binary and multi-class (default). Based on the predictions, the script will decide
on whether to raise alerts. To compensate for the less-than-impressive accuracy of
the model, we do not raise an alert right after the model detects a possible attack.
Instead, we will wait for three packets from the same IP address within 1 s to be
flagged before deciding.

4. If it is decided that an alert is raised, the script will print the alert to the terminal,
store it in a log file, take note of the IP address of the packet that raised the alert,
and use iptables on theUbuntu-based firewall to forward all incoming packets
from that IP address to the honeynet.
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Fig. 4 Workflow for the
model training module

3.4 Model Training for the IDS

Figure4 describes the overall model training process with the steps as follow.

3.4.1 Dataset and Data Pre-processing

The dataset used for training the IDS is the UNSW-NB15.1 The training and testing
datasets contain 175,341 and 82,332 rows, respectively. For each row (corresponding
to one packet), there are 45 features, two of which are the labels to be predicted—one
being a Yes/No answer to the question “Is this packet from an attack?,” the other
indicating the specific type of attack among nine common categories: Fuzzers, Anal-
ysis, Backdoors, DoS, Exploits, Generic, Reconnaissance, Shellcode, and Worms
(plus the “Normal” category). The remaining 42 features are mainly packet-, traffic-

1 https://research.unsw.edu.au/projects/unsw-nb15-dataset, accessed on 01 July 2021.

https://research.unsw.edu.au/projects/unsw-nb15-dataset
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and connection-related. However, the dataset does not include source IP addresses,
whichmakes forwarding usingiptables impossible. Therefore, during our imple-
mentation in the system, we add one column to the end to store source IP addresses.
This column is not used during training, testing, or making predictions. For more
details about the dataset, readers are referred to [18–22].

However, we also performed some pre-processing to the data to increase accu-
racy and reduce training and prediction time. First, we ordinal-encoded nominal
columns proto, service and state to make them all numerical. Because there
is no natural ordering among the different values in each column, we made obser-
vations based on the popularity of the protocols/services/states in real-world and in
the datasets (and thus the likelihood of them being utilized for attacks) and encoded
them accordingly (see Table1). Features are then normalized into the [0, 1] range
to avoid biases toward any of them, especially those with inherently large values.
Then, we carried out feature selection with several techniques and found the best
results with Pearson correlation when we eliminated one feature in any pair with a
correlation coefficient exceeding 0.8, leaving us with 27 features.

Table 1 Encoded values for proto, service and state columns

Raw value % of Attacks in
training

Encoded value % of attacks in testing

proto

udp 41.36 5 47.03

tcp 34.21 4 33.63

unas 10.13 3 7.75

ospf 2.12 2 1.41

sctp 0.96 1 0.71

Others ≤ 0.252 Each 0 ≤ 0.212 Each

service

- 48.31 5 43.63

dns 33.35 4 40.37

http 11.21 3 9.43

smtp 2.92 2 2.68

ftp 1.85 2 1.75

ftp-data 1.21 1 0.99

pop3 0.92 1 0.93

Others ≤ 0.079 Each 0 ≤ 0.067 Each

state

INT 64.15 5 65.47

FIN 34.06 5 33.46

REQ 0.89 2 0.30

CON 0.88 2 0.77

RST 0.01 1 0

Others 0 0 ≤ 0.005 Each
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Fig. 5 The proposed model
used for training the IDS

3.4.2 Model Selection

As discussed in Sect. 2, multiplemodels, most complex, can achieve very high results
against this dataset. However, when such a model is used to make real-time predic-
tions in a network, several considerations must be made. The most notable among
them is the trade-off between accuracy and performance. Generally, more complex
networks with more layers are likely to produce a better result but slower than a
simpler one. Therefore, as we were going through the trial-and-error process, we
decided on a moderately simple model (see Fig. 5) with reasonable accuracy (see
Sect. 4). However, because of this lower accuracy than typically seen in other mod-
els, we also had to keep certain reservations upon receiving prediction results from
the model (see Sect. 3.3).

4 Results

Figure6 is the Pearson correlation matrix among the original 47 features. Again,
we can see some areas with bold blue cells–these features statistically have the
same effect on the final prediction, so one from each pair is eliminated to sim-
plify the computations. The correlation matrix among the remaining 27 features
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Fig. 6 Correlation matrix among original 47 features

is shown in Fig. 7. Here is the list of the 27 extracted features: dur, proto,
service, state, spkts, dbytes, rate, sttl, dttl, sload, dloss,
sinpkt,dinpkt,sjit,djit,swin,stcpb,dwin,ackdat,smean,dmean,
trans_depth, response_body_len, ct_srv_src, ct_dst_src_ltm,
ct_ftp_cmd, is_sm_ips_ports.

Our best accuracies for binary (Fig. 8) and multi-class (Fig. 10), given the specific
requirements of this problem, are shown below. The blue lines are accurate against
the training dataset, while the orange ones are against the testing dataset. We observe
that the accuracy against the testing set becomes stable or fluctuates within a small
range approximately after 120–150 epochs. For binary classification, the accuracy
against the training set easily exceeded 0.96, while the figure for the testing set is
around 0.89. For circumstances where the correct type of attack is not of primary
importance (our case is one example; the first course of action when a possible attack
is detected is to forward traffic coming from the source IP address to the honeynet
regardless of the attack type), this along with our measures discussed in Sect. 3.3,
should be enough for the IDS to be reliable most of the time (Fig. 9).

The confusion matrix for binary classification also looks good, with 0.97 and 0.86
true negative and true positive, respectively (see Fig. 9). The accuracy for multi-class
classification is also acceptable: 0.87 against the training set and 0.74 against the



An Intrusion Detection Approach for Small-Sized Networks 909

Fig. 7 Correlation matrix among remaining 27 features

Fig. 8 Accuracy for binary
classification
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Fig. 9 Confusion matrix for binary classification

Fig. 10 Accuracy for
multi-class classification
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Fig. 11 Accuracy for multi-class classification on full feature set, same model

Fig. 12 Alerts on the terminal

testing set, given that packet header and flow statistics are not so clear an indicator of
the possible type of attack. These results are comparable with the DNN approach on
the same dataset performed by R. Vinayakumar et al. (0.65–0.75) [23]. We also find
these figures compare with those obtained, while using the complete set of features
(without feature selection) (see Fig. 11), which means our feature selection method
is successful in reducing the computational cost, while maintaining the same level
of accuracy.

When an alert is raised, the administrator will see things like Fig. 12 in the terminal
(this sample is obtained after we conducted multiple attacks at the machine), after
all, actions listed in Sect. 3.3 have been performed.

5 Conclusions and Future Works

For a DL-IDS to work in a production environment, we must perform processing
to the data to make it lighter, select a model that strikes the right balance between
accuracy and performance, and compensate for the compromises. Although this
research has successfully demonstrated a working solution to this problem, there
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are still some limitations: The dataset, which dates back to 2015, is not among the
newest. Therefore, it may miss out on some current attack types or contain features
that later researchers found necessary. Because of limited computing resources, the
authors have not set up a more extensive network or perform more complex types of
attacks from outside the network for testing purposes. Finally, the system sometimes
raises a false positive alert because of the accuracy level, although not too often.

In future works, we would hope to try other deep learning algorithms to improve
the model’s accuracy, while still allowing it to run fast enough. In addition, the
authors would train new models with more current datasets, particularly CSE-CIC-
IDS, to see if the model proposed is ready for use in production. Should conditions
permit, a more extensive system will be set up to simulate systems of medium-sized
organizations, and more varied and complicated tests should also be performed on
themodel and the system. Finally, wewould also incorporate the novel content-based
approach to our IDS module to detect more sophisticated types of attacks.
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