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Foreword: Professor Yasuhiro Sakai and His
Personality

Professor Yasuhiro Sakai, after graduating from Kobe University, earned Ph.D. from
the University of Rochester and then taught economics at the University of Pitts-
burgh in the USA, Hiroshima, Tsukuba, and Shiga Universities, and finally at
Ryukoku University in Japan.

He had taught mainly microeconomics especially focused on the economics of
risk and uncertainty. All the students liked his style of lectures and personality as his
classes were full of academic atmosphere and humor. For instance, when he talked
about “risk,” he always wore two watches, each on his right and left wrist. He said, “I
am always using two watches as a behavior towards risk.”

He also advised graduate students as well as doctoral students eagerly and
friendly. The students loved him because they enjoyed the fellowship with him
after class at a coffee shop near his office. They also enjoyed listening to interesting
stories about the academic life which he experienced in the USA and in which he
explained the importance of academic life. He had encouraged the students when
they failed a presentation at an academic conference, saying that “Don’t worry. If
you do the same one-hundred times, you will surely be an expert.”

At Shiga University, he had promoted establishing students’ journal of graduate
school, Biwako Journal of Economics, in which he artistically wrote the title letter by
calligraphy, which is still on the cover of the journal.

He is stirring and benevolent; we his students are very thankful.

Kwansei Gakuin University, Sanda, Masamichi Kawano
Hyogo, Japan
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This book is a tribute by the students and colleagues of Yasuhiro Sakai in order to
celebrate the life and works of the outstanding and distinctive scholar ranging in
scope in the fields of risk and uncertainty with applications to regional science;
information transmission and distribution channels; the role of merchants in the
market economy; insurance and culture; microeconomics with applications; and
history of risk and economic thought. As his distinguished achievements and
activities cover a widespread area, contributors to this book include not only his
former Ph.D. students but also scholars of multiple talents in international regional
science communities such as Regional Science Association International (RSAI),
Pacific-Regional Science Conference Organization of RSAI and, of course, Japan
Section of RSAIL

Having had graduated from Kobe University, Department of Economics, in 1963,
he had gone on to Graduate School of Economics, Kobe University, and earned his
M.A. degree in 1965. His first career in the academic field had started in the
Department of Economics, Kobe University, as Instructor in 1965. To my limited
knowledge, Kobe University was a Mecca of Modern Economics which had a
unifying power equal to Osaka University in the western part of Japan during the
several decades just after the last Second World War. He has chosen to study
Modern Economics although most scholars specialized in Economics chose to
study Marxian Economics, which had reflected academic freedom after experiencing
the dark moment of history during and before the War. While he was affected by
Marshallian economics, he participated in classes offered in the Department of
Mathematics and had studied Galois (group) theory, Lebesgue integral,
topology, etc.

He had left for the USA in 1968 when student movement activists raged on at
universities in Japan. Having stayed at Economics Institute, University of Colorado,
as Special Researcher, he enrolled in Graduate School of Economics, University of
Rochester. The university was one of famous universities, in which famous mathe-
matical economists served. Completing his M.A. and Ph.D. courses in Economics at
the University of Rochester from 1968 to 1972, he had advanced his career by

vii
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working in the Department of Economics at the University of Rochester as Research
Assistant from 1968 to 1970 and at the University of Pittsburgh as Assistant
Professor from 1971 to 1975, being recommended by his supervisor, Professor
Lionel W. McKenzie, who was one of gurus in the field of Mathematical Economics,
especially General Equilibrium Theory.

Yasuhiro Sakai’s research interest in Rochester was put on fundamental theorems
of microeconomics with axiomatic approach. The title of his Ph.D. thesis is “Axi-
omatic foundations of consumption and production theories,” and he had completed
his Ph.D. Degree in 1972. Academic achievements were represented by Sakai (1973,
1974, 1975, 1977a). Sakai (1974) was a gem in that it clarifies substantial meaning of
“integrability (or continuity) condition of demand function” in the content of
Samuelson’s weak axiom vs. Houthakker’s strong axiom of revealed preference.
More specifically, he had successfully specified a brand-new and weak regularity
condition under which it is proved that weak and strong axioms of revealed
preference are equivalent.

He had experienced big turning point in his life in Pittsburgh. Before he left for
USA in 1968, he became skeptical about utopian socialism or its variants. While he
studied and completed his Ph.D. thesis by gurus in the fields of mathematical
economics at the University of Rochester, he had sometimes felt weird about
beauteousness that is the right essence of the equilibrium theory. He might have
become skeptical about a kind of utopian capitalism found in the beauty. In remi-
niscence of life, Sakai (2015c¢), he later on mentioned about a prescience given by
Kitaro Shimizu, a famous Japanese sociologist, “... economic thought tends to
develop through clash and feud between two schools of thought. One can be
splendent because of such clash and feud. Sooner or later, one is eclipsed by loss
in the other’s luster ....”

Yasuhiro Sakai’s skepticism was strengthened by experience during his lecture in
Pittsburgh. A student from Turkey gave a naive question to him, which was a very
pointed question whether and to what extent is the general equilibrium theory
applicable to the betterment of developing countries such as Turkey. He was
shocked as it was a thunder out of the blue. He barely replied to her and all students
in the class. ““.. .Now, [ would like to say. Let us study together to carefully examine
the applicability of pure theory to more complicated economies as they really are

He had a chance to talk to Dr. Oskar Morgenstern, who had visited the university
to give a special lecture and was given an advice to study economics of risk and
uncertainty, an emerging new field of economics. Since then, he devoted all energies
to research of economics of risk and uncertainty while he gave lectures on subjects in
mathematical economics to undergraduate and graduate students in Pittsburgh.

He returned to Japan in 1975 and restarted his academic career in Japan in the
Department of Economics at Hiroshima University as Associate Professor. His early
works in the field of economics of risk and uncertainty are represented by Sakai
(1977b, 1978, 1981, 1982a, b, 1985a). Sakai (1978) is an excellent work in that he
has proved failure of the Rybczynski and Stolper-Samuelson theorems—
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fundamental in trade theories—when firms in the uncertain sector exhibit decreasing
absolute risk aversion behavior.

He had moved to the University of Tsukuba in 1977, working at the Institute of
Social Sciences as Associate Professor till 1990, and worked at the same institute as
Professor till 2002 when he has retired from the university. While he worked at the
University of Tsukuba, he stayed at the Department of Economics, University of
Pittsburgh, as Visiting Professor and served as Research Associate at New York
University from 1990 to 1998. During Tsukuba, he has deepened his works in the
field of economics of risk and uncertainty by dealing with the meaning of “infor-
mation” in order to specify substantial risky and uncertain situations in the conven-
tional analytical framework of modern economics, especially in imperfect
competition models. In this content, his works are represented by Sakai (1985b,
19864, 1988, 1989, 1990, 1991a, b, 1993, 2016b, c, d). Sakai (1985b) has shown the
value of information about stochastic economic situation in which two firms have to
face to optimize their behavior in a simple duopoly game framework. It has shown
improved information with one firm may or may not be detrimental to the other firm
and/or consumers depending on the variances of stochastically variable cost function
parameter with both firms and the covariance between the parameters, which
suggests the importance of information gathering about the rival’s cost structure
rather than its own. This shows substantial aspect of the information sharing, e.g.,
through trade associations, etc. Sakai (1986) developed the analysis using Cournot
and Bertrand models and has shown possible invalidity of propositions by X. Vives.'

After Tsukuba, he worked at the Graduate School of Economics, Shiga Univer-
sity, as Professor from 2002 to 2006, and as Special Appointed Professor from 2006
to 2010. After retirement at Shiga University in 2006, he worked at the Graduate
School of Economics, Ryukoku University, as Professor from 2006 to 2012. He
currently serves as International Advisor, Center for Risk Research, Shiga Univer-
sity, since 2006.

Moving to Hikone, Shiga prefecture, he expanded his research interest to the role
of the distribution sector as intermediaries in the market economy. It might be a
coincidence that the old name of Shiga prefecture is Ohmi, and it is famous with
“Ohmi merchants” who cleverly behave for interests of both producers and con-
sumers as well as themselves by not only fulfilling the spatial gap between producers
and consumers but also getting back customer needs to producer. Typical works in
this content are represented by Sakai and Sasaki (1992, 1996), and Sakai (1994,
2011, 2014a, 2018, 2021). Sakai and Sasaki (1972) is an insightful work in that
raison d’étre of distribution sectors such as wholesale and retail, which is clarified
using a la Stackelberg oligopoly model with uncertainty, in which the distribution
sector functions as an information transmitter between consumers and producers.

He expanded his research frontier by incorporating historical and cultural as well
as ethical views into his works since the 1980s. This was amplified by the fall of the

"Xavier Vives (1984) Duopoly information equilibrium: Cournot and Bertrand. Journal of Eco-
nomic Theory 34(1):71-94.
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Berlin Wall all of a sudden in 1989, followed by the total collapse of the mighty
Soviet Union into so many independent countries in 1991. As he wrote in reminis-
cence of his life, Sakai (2015¢) “. .. it reminded me of my young days when the issue
of ‘socialism versus capitalism’ was a lively discussion topic among fellow students.
At the same time, I wondered if the collapse of one social system would sooner or
later lead to the decline and even breakdown of its rival. As the saying goes, power
will collapse, and absolute power will collapse absolutely!” The author just guesses
that he had a sense of crisis against Modern Economics by experiencing the Great
Depression in 2008, the zero/minus economic growth with deflation in Japan, and
Great East Japan earthquake in 2011 because “economics or economist” is unable to
fix the issues at all and it looks as if it is overlooked that human dignity is lost cruelly.

Works in this content are represented by Sakai (1986b, 2010, 2012, 2014b,
20164, e, 2019a, b, c, 2020a, b). A series of works of Sakai (2019a, b, ¢, 2020b)
are unique and impactful in that he deals with the substance of probability or
uncertainty by shedding new light on old controversy between Emile Borel and
John Maynard Keynes, Knightian uncertainty, and other related classics, namely
whether probability is measurable, whether uncertainty is quantifiable, whether
probabilities are comparable, how and to what extent probability (in the mathemat-
ical definition) is related to non-measurability and (psychological) ambiguity, etc.

He has received many awards. Major awards are: Ministry Award for Outstand-
ing Achievement, Japanese Ministry of Post and Telecommunication, in 1999;
Society Award for Outstanding Achievement, Japan Society for Risk Research, in
2002; Association Prize for Outstanding Achievement, Japan Section of RSAI
(JSRSAI), in 2005; President Award for Outstanding Service, Shiga University, in
2010, etc.

Yasuhiro Sakai has contributed a lot to the development of academic associations
in the field of regional science, modern economics, etc. In regional science related
fields, he served as Council Member of Japanese Economic Association, from 1980
to 1995. He served as President of the Society for Risk Analysis, Japan, from 2000 to
2002 while he served as Council Member from 1992 to 2010. He also served as
President of the Japan Society for Household Economics (JSHE) from 2001 to 2002
while he served as Council Member from 1992 to 2010. He served as Council
Member of the Japan Society for Evolutionary Economics from 2006 to 2010.
Further, he served as a member of Science Council of Japan from 2006 to 2009,
representing JSRSAI and JSHE.

Of course, we cannot end this Foreword with no mention of his contribution to the
development of JSRSAL In 1991, he had become a member of JSRSAI. The
recommender was Professor Yasuhiko Oishi, a founder and the second President
of JSRSAL

Yasuhiro Sakai was already an established scholar both nationally and interna-
tionally in the 1980s. In the early 1980s, JSRSAI had started a kind of campaign
called internationalization, which means active participation by JSRSAI members in
international RSAI Meetings, increase in articles accepted in Studies in Regional
Science, a journal of JISRSAI, which are written in English by Japanese as well as
foreign contributors, regular organization of international meetings and workshops,
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in which foreign scholars actively participate, etc. Executives of JSRSAI all wel-
comed Yasuhiro Sakai to join JSRSAI because it could be highly expected that he
would be able to contribute to the development of JSRSAI in two roles: providing
foundations for the rigid theoretical analysis of regional science topics; and enhanc-
ing the campaign of internationalization. He had already the flexibility to well adapt
to the philosophy of regional science although it was sometimes taken as a kind of
“fabulous animal” and poked fun at by so-called and sometimes self-designated
mathematical economists in Japan. He rather recognized and appreciated that an
association of regional science (JSRSAI) is one possibility to remove a cooped-up
feeling brought by gaps between realities observable here and there in the world and
refined sciences. It was unusual that he has so quickly become a Council Member of
JSRSATI in 1992.

He loves the atmosphere of JSRSAI—an open-minded and friendly competition
to try to improve by learning from others. In the 1990s, a kind of early bird session
started in the annual meeting of JSRSAI. He took the role of Chair (and sometimes a
la supervisor for graduate students) with good grace and punctually made comments
and suggestion related to the theme under study. It is not an exaggeration to say that
many young prosperous regional science scholars have left the nest owing to him,
and now actively participate in international RSAI Meetings.

He served as a Council Member of JSRSALI till 2010 while he has served as Vice-
President of JSRSAIL 2001-2002, and President of JSRSAI 2003-2004. He is a
Honorary Member of JSRSAI since 2008. He is now serving as Chair of the
Association Prize Committee since 2007, Honorary Advisor to Council of JSRSAI
since 2011, and Member of Advisory Board of Asia-Pacific Journal of Regional
Science since 2016.

As he has confessed in his memoir, Sakai (2015c), he was not necessarily happy
at the University of Tsukuba because of the human environment of the Institute of
Social Science to which he belonged. The institute was still managed by a group of
economists who were competitive against modern economists. He was treated
unreasonably with his promotion. Just when other institutes in the university
expressed skepticism about the matter and a big mass media took it up, he finally
became Professor at the age of 49. It was not too early considering his nationally as
well as internationally well-recognized achievements.

He believes the oriental saying—hardship makes the man or adversity is the
parent of virtue. Therefore, he was unflattering against his Ph.D. students. Of course,
he was bitter reasonably and meaningfully. On the other hand, he has an outgoing
personality as well. He has distinct esprit and humor. He always participates in
reception and/or dinner party which is held during international meeting/workshop
as a matter of convention in order to enhance internationalization and provide
members of JSRSAI opportunities to directly communicate with invited distin-
guished scholars. A party is warmed up by his speech of wit and it is filled with
amiable atmosphere. I believe he has also contributed to the development of JSRSAI
by establishing unshaken friendship between JSRSAI and international regional
science communities. This is why not only his former students and colleagues but
also so many internationally distinguished scholars have contributed to the book.
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It is a great honor for his former students as well as the members of JSRSAI and
the broader regional science community when this book is accepted as a token of
their appreciation of Yasuhiro Sakai’s long friendship and outstanding contribution
to the community and regional science generally.
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Preface

A visit to any annual conference of the Japan Section of the Regional Science
Association International (JSRSAI) is always an unforgettable experience, for two
reasons. In the first place, the academic level and the intellectual contributions of
Japanese scholars are always a great delight for any regional scientist. And secondly,
the scholarly impacts and the humoristic contributions by Yasuhiro Sakai at these
meetings form another source of great pleasure, both scientifically and socially. Over
the past decades, he has functioned as a major gravity attractor in a neo-Newtonian
force field in Japan. His presence was always a glue in the Japanese regional science
community, by his collegial talks with senior scientists, by his friendly talks with
young Japanese researchers, and by his accessible and open attitude to many foreign
colleagues. He provided always warm home feelings for those who came from far to
attend the JSRSAI conferences.

Yasuhiro Sakai is not only a great human being and an eminent scholar, he has
also been very instrumental in shaping a strong sense of internationalization for the
Japanese regional science community. Together with Hirotada Kohno and Yoshiro
Higano, he has laid a solid foundation for the impressive achievements of Japanese
regional science, by producing high-quality research, by acting as a role model for
Japanese students and young scholars, by stimulating many researchers to join
regional science meetings, and by mobilizing many foreign scientists—from Europe,
Australia, and the Americas—so as to join the Japanese regional science community.
He is one of the cornerstones of Japanese regional science. Surprisingly enough,
Yasuhiro Sakai is a very modest person; he is a great gentleman, in the right sense of
the word.

This “liber amicorum”—containing a variety of scholarly contributions prepared
for him by colleagues and friends—is a gesture to a “man of dignity” who deserves
to be put in the spotlight. It is a sign of gratitude to a man who has played a pivotal
role in the history and development of regional science.

The present volume contains three major parts that provide a Kaleidoscopic view
of contemporary advances in regional science. These parts address the following
themes, respectively: history and theory of space, applied spatial studies, and spatial
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data analytics. These fields of regional science research capture the main interest of
professor Sakai.

The first part comprises eight contributions. The list of studies is opened by Peter
Batey who interprets geodemographics and urban planning from the perspective of
its rich history dating back to the second half of the last century (Chap. 1). Next, an
original theoretical contribution to creative class research is provided by Amit
Batabyal and Seung Jick Yoo, who focus in particular on inter-urban competition
in this domain of research (Chap. 2). An informative study on Marshallian versus
Walrasion stability in an experimental market is subsequently offered by Junyi Shen,
Ken-Ichi Shimomura, Takehiko Yamato, Takinao Ohtaka, and Kiyotaka Takahashi
(Chap. 3), followed by an interesting contribution written by Daisuke Nakamura on
the relationship between spatial economics and transportation policy, against the
background of regional welfare improvement (Chap. 4). Sen Eguchi then pays
attention to difficult NIMBY conflict resolutions, from the perspective of game
theory (Chap. 5), while Hidekazu Sone describes the existence and sustainability
conditions for long-standing firms (Chap. 6) and Atsuro Shibata reexamines the
logic behind the formation process of Japanese type of spin-offs (Chap. 7). After an
examination of urbanization processes in developing countries, by Masamichi
Kawano (Chap. 8), the first part of the volume is concluded with an insightful
study on optimal openness, written by Tomaz Ponce Dentinhoi (Chap. 9).

The second part of the volume seeks to confront theory with practice. This part
sets the tone with a well-crafted study on settlement and migration patterns of
immigrants subdivided according to visa classes in Australia: the authors are
Dagmara Laukova, Aude Bernard, and Thomas Sigler (Chap. 10). Next, Karima
Kourtit, Peter Nijkamp, and Soushi Suzuki present a new stepwise application of
Data Envelopment Analysis (DEA) to cultural performance of large cities in the
world (Chap. 11). Eujume Kim, Ayoung Kim, and Inseok Moon then provide a study
on the Seoul housing market, seen through the lenses of tax reforms in the real estate
market (Chap. 12). A quantitative study on university impacts on regional econo-
mies in Australia is next pursued by Robert Waschik, Jonathan Chew, John Madden,
Joshua Sidgwick, and Glen Wittwer; they use an integrated data model to map out the
effect of universities on regional development (Chap. 13). Cheng Tang then takes an
interesting practical case, viz. financial literacy and household borrowing behavior in
China (Chap. 14). Important issues related to climate change and impacts of adap-
tation technologies of fruit production on Japanese regional economy are subse-
quently investigated by Suminori Tokunaga, Mitsuru Okiyama, and Maria lTkegawa
(Chap. 15), while environmental consciousness of Palauan people is analyzed by
Yoko Fujita, Kaoruko Miyakuni, and Lincy Lee Marino, revealing Palauan people’s
valuation of coral reefs in the Rock Island Southern Lagoon (Chap. 16). A final study
in the applied part of the book, Masakazu Maezuru has analyzed impacts of activated
lobbying with subsidization to environmental goods sectors on the world environ-
ment using two countries model of international trade in environmental goods
(Chap. 17).

The third and final part of the book is more methodologically oriented and zooms
in on spatial data analytics. This part takes off with an interesting methodological
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study of Gordan Mulligan on features of the well-known Herfindahl index
(Chap. 18). Next, Yuji Maeda addresses an interesting phenomenon, viz. risk
cultures, based on a comparative analysis of risk management between cultures
(Chap. 19), while another interesting study focuses on risk assessment and commu-
nication in a science context by Kami Seo (Chap. 20). Importance of proficiency of
insurance sales in individually providing information to customers to earn their trust
is analyzed by Nobuko Aoba using human capital model (Chap. 21). The impacts of
state level differences of COVID-19 policies are next statistically analyzed by
Kingsley Haynes, Rajendra Kulkarni, Meng-Hao Li, and Abu Bakkor Siddique
(Chap. 22). The emerging complexity of metropolitan economies in relation to
their internal and external structure is next studied by Lei Wang and Geoffrey
Hewings (Chap. 23). And finally, Yoshiro Higano, providing an alternative to
Alonso-Muth urban spatial model in a dynamic content, has shown that dynamic
land price is a negative exponential function in the distance to the city center, and
analyzed impacts of sales tax and deemed tax on urban sprawl (Chap. 24).

The present volume encapsulates and illustrates the scientific wealth and policy
relevance of contemporary regional science. There is no question that regional
science has gained a powerful position in the analysis of the space economy, ranging
from small-scale to macro-scale developments. In the development of this strong
profile of regional science, Yasuhiro Sakai has played a pivotal role in Japan, and
elsewhere. And therefore, this book may be seen as a tribute of colleagues and
friends to his great dedication to regional science.

Sanda, Hyogo, Japan Masamichi Kawano
Utrecht, The Netherlands Karima Kourtit
Leiden, Zuid-Holland, The Netherlands Peter Nijkamp

Tsuchiura, Ibaraki, Japan Yoshiro Higano
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History and Theory of Space



Chapter 1 ®)
Geodemographics and Urban Planning e
Analysis: An Historical Review

Peter Batey

Abstract The focus in this chapter is on geodemographics—essentially the analysis
of people by where they live—from the perspective of those involved in planning
and policy-making. Like other analysts, they seek to distil the main sources of social
and economic variation in cities. However, what distinguishes them is usually some
practical purpose directly related to policy formulation, analysis, and evaluation. The
chapter takes the form of an historical review in which four main themes are
examined: (1) early efforts to apply rudimentary geodemographic classifications,
in order to inform and influence policy; (2) harnessing advances in computing and
multivariate statistics that make it possible to handle the large datasets needed to
explore urban spatial structure; (3) pioneering applications of geodemographics to
enable local authorities to identify multi-dimensional needs and to indicate priorities
for spatial targeting of resources, and (4) geodemographics in action as an evaluation
tool to measure the success of spatial targeting of area-based policy initiatives and
identify potential improvements. In a final section, some aspects of the present status
of geodemographics are considered and related to the findings of the historical
review.

Keywords Geodemographics - History of planning methods - Spatial targeting -
Surveys of London life and labour - Charles Booth

1.1 Introduction

Geodemographics is concerned with the classification of neighbourhoods into cat-
egories or clusters based on their socio-economic characteristics. In lay-person’s
terms, it can be said to be ‘the analysis of people by where they live’ (Harris et al.
2005, pp. 16—17). It uses a qualitative description—a ‘pen portrait’—to summarise
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the distinctive attributes of each category or cluster. It works on the principle that
‘birds of a feather flock together’: people who live close by (i.e. in the same
neighbourhood) are assumed to have more in common than a random group of
people. This is a well-established notion in human geography, commonly known as
Tobler’s first law of geography: ‘everything is related to everything else, but near
things are more related than distant things’ (Tobler 1970, p. 236; Harris et al.! 2005,
pp. 16—17). Furthermore, geodemographics works on the principle that people tend
to align themselves with the behaviour and aspirations of the local communities in
which they live (Alexiou et al. 2016, p. 382).

Urban planners and policy-makers have long had a practical interest in
geodemographics, usually directly related to policy formulation, analysis, and eval-
uation. Typically, the aim is to develop a consistent and systematic approach to
spatial resource allocation, involving the definition of priority areas to receive
favoured treatment. Such areas may be defined in relation to particular policy
sectors, such as education, housing, crime or health or, in a more general sense, as
in the case of designating ‘inner city areas’. The geodemographic classification here
serves as a composite measure of need and is usually constructed using census data,
where feasible supplemented by other sources of small area data. It generally takes
the form of a map displaying the spatial distribution of neighbourhood types,
together with a set of pen portraits.

Without doubt, geodemographic classifications have made a major contribution
to the regional scientist’s toolkit since their introduction more than 50 years ago.
This applies especially to those whose background training is in the quantitative
branches of geography, planning, and sociology but not, it must be said, economics.
Over the years, geodemographics has retained its strong empirical focus and has
largely operated as a separate sub-field of applied regional science. Unlike many of
their regional scientist colleagues, the proponents of geodemographics seem not to
have chosen to engage with recent and current theoretical debates in regional
economics and the burgeoning field of the New Economic Geography, preferring
to concentrate on more technical matters at a fine level of spatial detail. However, as
will be demonstrated later in this chapter, there are encouraging signs of new
developments in integrated analysis, bringing together geodemographics with
other forms of regional analysis, such as spatial interaction modelling.

In what follows, the emphasis will be on the public sector: how can and does
geodemographics support the development of public policy in general and urban
planning in particular? The chapter will take the form of an historical review,
examining key developments in geodemographics through the medium of a series
of themes, beginning with Charles Booth’s pioneering street-by-street surveys and
poverty maps of the late nineteenth century. As Singleton and Spielman (2013)

"Harris et al. (2005, p. 17) suggest that Tobler’s Law should be modified when viewed in a
geodemographic context: not only are nearby populations related but so too are populations living
in the same type of neighbourhood. In other words, near and far things are related—by
neighbourhood type.
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observe, in the US most applications of geodemographics take place in a commercial
environment and involve proprietary geodemographic classifications. The situation
in the UK is different, largely thanks to a long tradition of making classifications
accessible to public sector and academic users at very little cost.

Private sector applications, including retail planning, locational analysis and
market segmentation, are a vast topic in themselves, and to cover them adequately
would be well beyond the scope of the present chapter. They are, however,
documented in the key geodemographics texts: see, for example, Webber and
Burrows (2018); Harris et al. (2005); and Leventhal (2016). These texts also provide
accounts of applications elsewhere in the world.

The chapter is organised into four main themes:

e Precursors of geodemographics: early efforts to apply rudimentary
geodemographic classifications, in order to inform and influence policy.

* Exploring urban spatial structure: harnessing advances in computing and multi-
variate statistics that make it possible to handle the large datasets needed to
explore urban spatial structure.

* Pioneering geodemographic classifications enabling local authorities to identify
multi-dimensional needs and to indicate priorities for spatial targeting of
resources

* Geodemographics and the evaluation of spatial targeting: geodemographics in
action as an evaluation tool to measure the success of spatial targeting of area-
based policy initiatives.

Interspersed in the text is a series of discussions that draw together some of the main

points that emerge from the review, while in the final section there is an attempt to

relate the historical advances covered in the chapter to a number of recent and current
developments in geodemographics.

1.2 Precursors of Geodemographics

1.2.1 Charles Booth’s Descriptive Map of London Poverty
1889

Charles Booth’s Descriptive Map of London 1889, first published in 1891, is
generally regarded as the earliest antecedent of geodemographic classifications.
Booth,” a wealthy ship-owner and businessman from Liverpool, was also an ener-
getic social reformer deeply committed to finding out the full extent of poverty in

2See Pfautz (1967, pp. 43-46) for a detailed account of Booth’s life, character, and the motivation
that lay behind his prodigious efforts to understand and campaign on poverty among London’s
population; see also Morgan (2019, pp. 40-41).
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London. This was just one part of his broader lifetime mission to foster a deeper
understanding of the origins of poverty in urban Britain.

His privately funded city-wide enquiry aimed to discover how many of London’s
residents were living in poverty, what kept them in that state and what might be done
to alleviate it (Vaughan 2018, p. 69). In addition to his study of poverty, Booth made
a series of detailed studies on the working conditions in the principal London
industries. This ended with an inquiry into religious influences, including interviews
with clergy to ascertain church attendance (Vaughan 2018, p. 70). The results of his
research, including his poverty map, were published in a series of 17 volumes under
the general heading of the Life and Labour of the People of London over the period
1886-1903.°

Booth was an empiricist who believed in collecting evidence to gain political
support for a more systematic approach to the elimination of poverty than was being
provided by the ‘sporadic and untargeted efforts of the charitable classes’ (Webber
and Burrows 2018, p. 32). He was a member of the official committee in charge of
the 1891 Census which suggests that he clearly understood the value of systematic
data collection, even though he had no formal education in statistics (Webber and
Burrows 2018, p. 32).

Booth began his study of poverty at Tower Hamlets in London’s East End, in
1887, extending the inquiry a year later to include the people of East London and
Hackney. Reaction from the press and the public was favourable and this gave Booth
the confidence to turn his attention to gathering data on the rest of the city. His plans
for the London-wide survey were ambitious. The outline of each street in London
was carefully shaded on a 6" to the mile base map to indicate the general socio-
economic condition of the residents. The basis of the classification was the reports of
the school board visitors (SBVs) to households in each street. These reports
contained detailed records compiled from continuous home visits, of every family
with children of school age, (Vaughan 2018, p. 70). The SBVs had been established
as a result of the Compulsory Education Act of 1877 as a means of tracking the
children of the poor in order to ensure they were receiving an adequate education.
Each SBV kept a ‘detailed record of every poor family in his district, noting such
details as the occupation, his income, the number, ages, and sexes of the children, the
parents’ habits of sobriety, the cleanliness of the household, and so on’ (Selvin and
Bernert 1985, p. 73).

Booth preferred to interview SBVs rather than household members on the
grounds that a direct interview would have been considered an ‘invasion of privacy’.
Each SBV was interviewed for 20-30 h based upon the contents of their notes and
record books (Bales 1991). After carefully checking their returns, Booth personally
inspected each neighbourhood covered by the SBV, and checked his findings with
data from the census whose collection he also oversaw. It is significant that people

3The work is divided into three parts: the Poverty series (four volumes); the Industry series (five
volumes); and the Religion series (seven volumes). The final volume is a conclusion to the
whole work.
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Table 1.1 Booth’s classification of streets in London by general condition of inhabitants

Colour
code Description (or ‘pen portrait’) Class | Description (or ‘pen portrait’)
Black The lowest grade (corresponding to A The lowest class—occasional
Class A), inhabited principally by labourers, loafers and semi-criminals
occasional labourers, loafers and
semi-criminals—the elements of
disorder
Dark Very poor (corresponding to Class B), | B The very poor—casual labour, hand-
blue inhabited principally by casual to-mouth existence, chronic want
labourers and others living from hand
to mouth
Light Standard poverty (corresponding to C The poor—including alike those
blue Classes C and D) inhabited principally | and whose earnings are small, because of
by those whose earnings are small (say | D irregularity of employment, and those
18 s (shillings—a unit a currency) to whose work, though regular, is
21 s a week for moderate family), ill-paid
whether they are so because of irreg-
ularity of work (C) or because of a low
rate of pay (D)
Purple | Street mixed with poverty (usually C | E The regularly employed and fairly
and D with E and F, but including and | paid working class of all grades
Class B in many cases) F
Pink Working class comfort G Lower and upper middle class and all
(corresponding to Classes E and F, but | and above this level
containing also a large proportion of | H
the lower middle class of small
tradesman and Class G). These people
usually keep no servant
Red Well-to-do; inhabited by middle-class
families who keep one or two servants
Yellow | Wealthy; hardly found in East London

and little found in South London;
inhabited by families who keep three
or more servants and whose houses
are rated at £100 or more

Source: Harris et al. (2005)

living and working in an area were asked about the neighbourhood they lived in, not
their own personal circumstances (Bales 1991).

These data were then used to place each household into one of eight mutually
exclusive and exhaustive categories of ‘class’, rank ordered from A to H in ascend-
ing order of status. The eight were then grouped into five higher order categories
(Webber and Burrows 2018, p. 32; Pfautz 1967, p. 91) again ordered by social status,
as shown in Table 1.1.

Table 1.1 describes each of the classes by means of a pen portrait, a vivid
description of the conditions experienced by London’s residents. The idea of using
pen portraits was novel at the time but proved very effective when used in
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conjunction with the maps emerging from the street survey. It has stood the test of
time and still today forms an important component of a geodemographic
classification.

The streets covered by the survey were mapped using the colour scheme
described in Table 1.1. Booth recognised that the spatial distribution of these
different classes of household was far from random. Although the pattern was not
entirely uniform, for the most part households in similar classes tended to be
‘clustered’ in close spatial proximity to each other (Webber and Burrows 2018,
p- 33). Booth was ‘the first, and by no means the last, to use colour to indicate the
locations where distinct categories of household lived” (Vaughan 2018, p. 71).
Moreover, in mapping streets he permitted some streets to be assigned to more
than one class, representing streets of a mixed socio-economic character, an idea
which caught the attention of analysts much later when commercial geodemographic
classifications* were being designed in the 1980s.

The map itself was published in 1891, in 12 sheets, as the Descriptive Map of
London Poverty 1889. Figure 1.1 shows two extracts from the poverty map, the first
centred on Bloomsbury, an affluent area of central London, and the other focusing on
Lincolns Inn Fields not far away, a more mixed area. What is striking is that both
areas contain such a variety of socio-economic conditions with many instances of the
poorest living cheek by jowl with some of those most well off.

The map of poverty and the survey results was widely disseminated and proved
very effective in drawing attention to the scale of poverty experienced by London’s
residents.

Discussion 1: The Wider Influence of Booth’s London Survey and the Prospect
for Follow-ups

Charles Booth’s work in compiling the Life and Labour of the People of London
proved to be very influential and led to similar studies being carried out elsewhere,
especially in the UK and the USA. Notable examples, referred to by Vaughan (2018,
pp- 92—-128), are Rowntree’s studies of York; Hull-House in Chicago; and Du Bois’
map of the seventh ward in Philadelphia. Of particular interest here is the New
Survey of London Life and Labour, 1928-35, conducted under the leadership of
Hubert Llewellyn Smith, one of Booth’s former assistants. Like the earlier survey,
the New Survey focused on poverty and was intended to make comparisons with the
earlier Life and Labour survey, 40 years on. It aimed to replicate the methods used in
Booth’s survey.

The New Survey was well received, particularly in its examination of urban
change. It showed a general rise in income, with a shorter working day and improved
literacy and more money to spend in increased leisure time. However, there were still
substantial numbers of people continuing to live in poverty (Alexander 2007).

Maps were just as important in the New Survey as they had been in the first
survey. The study area was covered by six sheets at 4” to the mile and Booth’s colour

*Such classifications became known as fuzzy geodemographics, in view of the overlapping cluster
boundaries. See Flowerdew and Leventhal (1998).
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. BLACK: Lowest class. Vicious, semi-
criminal.

- DARK BLUE: Very poor, casual.
Chronic want.

. LIGHT BLUE: Poor. 18s.10 21s.a
week for a moderate family

- PURPLE: Mixed. Some comfortable
others poor

m PINK: Fairly comfortable. Good
ordinary camings.

[l RED: Middic class. Well-to-do.

- YELLOW: Upper-middle and Upper
classes. Wealthy.

Fig. 1.1 Two extracts from Charles Booth’s Descriptive Map of London Poverty 1889: Lincoln’s
Inn Fields and Bloomsbury

scheme was largely repeated. In the nine volumes that accompanied the maps, there
is a huge amount of detailed analysis of the spatial structure of the city pinpointing
areas of continuity and change. While poverty was now more dispersed, it remained
entrenched in some areas (Vaughan 2018, pp. 115-125).
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By the late 1950s there was a proposal to undertake a third survey. Emanating
from the newly established Centre for Urban Studies based at University College
London, the Third Survey of London Life and Labour, would again make a detailed
analysis of residential areas, but this time making extensive use of small area data
from the 1961 Census of Population. As will be seen later in this chapter, the Centre
was in the forefront of developments in census analysis at that time, work that led on
to a range of applications of geodemographics in the public sector, from the late
1960s onwards.

1.2.2 Carter Goodrich and the Plane of Living

The second example has been chosen partly because it illustrates geodemographic
analysis at a different spatial scale. Whereas Booth was concerned with the fine
detail of poverty in London’s streets, in this American example the spatial unit of
analysis is the county and the map in question refers to the 3000 plus counties in the
whole country.

The subject of interest here is the so-called Plane of Living, a concept first
developed during the 1930s as a means of characterising levels of living across the
entire USA by Carter Goodrich et al. based at the University of Pennsylvania. This
work, largely forgotten over the years, has been rediscovered quite recently by
Carruthers and Mulligan (2008). The aim was to devise and apply a rough measure,
by small geographical units, that would enable comparisons of the level of prosperity
in various parts of the country immediately before the onset of the Great Depression.
Which were the areas where the standard of living was low before 1929? Did people
succeed in moving from the worse to the better areas? Did those who left the country
for the city gain by moving? (Goodrich et al. 1935, p. 14). To be able to judge this, it
was important to measure all parts of the country in a consistent manner, recognising
the difficulties of finding indices that were equally applicable to both urban and rural
areas. Hence the need for a careful comparison of possible measures before a final
selection could be made.

The original Plane of Living map was prepared by Warren Thornthwaite® on
behalf of Goodrich’s team and is reproduced in Fig. 1.2. The map displays a
composite index of three variables that reflects, as a percentage of the national
average: (1) household income; (2) the proportion of homes having radios; and
(3) the proportion of homes having telephones, equally weighted.

The Plane of Living data used here, expressed at county level, refer to the period
1928-1929, immediately before the Great Depression. Overlaid on the map are
mining and manufacturing areas, a particular concern of Goodrich’s research, as

5 At this time, Thornthwaite was working as an urban geographer. Later in his career, he was to
become a renowned climatologist, known for a climate classification still in use more than 70 years
after it was first conceived.
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PLANE OF LIVING 1928-1929

Fig. 1.2 Planes of Living in the United States 1928-1929 (Source: Goodrich et al. (1935))

well as towns with more than 50,000 population. A noteworthy feature is the
concentration of low Plane of Living scores in the rural South, a reflection of the
deficiency in ‘those attributes of a modern standard of life” (Hoover 1948, p. 204).
Only in a limited number of urban areas of the South are these attributes to be found.
Here and elsewhere in the USA, the research team carried out a remarkably thorough
analysis of the Plane of Living results and their implications for public policy.

At the time of Goodrich’s research project, policy-makers wanted to understand
how the distribution of the population had evolved in the period leading up to the
Great Depression—and, going forward, how to influence migration flows in a way
that enhanced economic opportunity and personal well-being (Goodrich 1936). It
was vital that the analysis extended to the entire country rather than particular
localities.

Discussion 2: Connecting Place-to-Place Variations in the Quality of Life
to the Greater Economic Landscape

Carruthers and Mulligan viewed the Plane of Living map as one of the earliest
examples of what would now be regarded as geodemographics. They could see that
it had a valuable role in explicitly connecting place-to-place variation in the quality
of life to the greater economic landscape (Greenwood and Hunt 2003). Considered
by Carruthers and Mulligan as exceptionally innovative for its time, the work of
Goodrich and his team ‘helped establish an enduring framework wherein living
conditions are viewed as fundamental to a wide array of socio-economic processes
and outcomes’ (Carruthers and Mulligan 2008, p. 2). Carruthers and Mulligan
proceeded to apply the Plane of Living concept in their own research examining
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the wider impacts of the Financial Crisis of 2008 and the possible role of public
policy interventions.

1.3 Exploring Urban Spatial Structure®
1.3.1 United States

The task of identifying urban spatial structure in the USA has generally focused on
specific cities. Among the best-known work is that of the Chicago urban sociologists
Park and Burgess (Park et al. 1925). They used empirical urban research to develop
and test concepts about the form, structure, and processes of development operating
within cities. Park’s work on defining ‘natural areas’ in cities (Light 2009,
pp- 12-15)—-‘geographical units distinguished both by physical individuality and
by the social, economic and cultural characteristics of the population’ (Gittus 1964,
p. 6)—typified work in a field which subsequently became known as human ecology
(Theodorsen 1961; Light 2009, p. 7).

Early attempts at ‘within city’ classification, particularly those which involved the
definition of natural areas, generally lacked methodological rigour. It is not clear
how the various classification criteria (social, housing, ethnicity, etc.) were com-
bined, nor was it evident as to which classification method was used. Despite these
shortcomings, natural areas, once defined, remained in use as a summary device for
reporting census and local statistics. Rees (1972) quotes the example of the Local
Community Factbook for the Chicago Metropolitan Area which in 1960 was still
using a city-wide application of the natural area concept in which 75 community
areas defined 30 years earlier were employed as basic statistical units. Such areas had
been classified according to a vaguely specified combination of historical, social,
physical, commercial, and transportation criteria (Kitagawa and Taeuber 1963).

An undoubted stimulus to research in human ecology was the availability, for an
increasing number of cities in the USA, of tabulations of data for census tracts, each
with a population of about 4000. Census tracts had been introduced in 1910 when the
US Bureau of the Census agreed to prepare tabulations of such areas as New York,
Baltimore, Boston, Chicago, Cleveland, Philadelphia, Pittsburgh, and St Louis. Over
the years, the number of tracted areas grew rapidly so that by the time of the 1960
Census, there were as many as 180 tracted areas, of which 136 were entire Standard
Metropolitan Statistical Areas (Robson 1969, p. 42). Local advisory committees
helped in the definition of tracts and where possible boundaries were drawn to follow
permanent recognisable lines and to contain people of similar racial and economic
status and areas of similar housing.

Notable among the studies that made extensive use of census tract data were those
of Shevky and Williams (1949) and Shevky and Bell (1955) for Los Angeles and

SThis section is a revised and expanded version of a section in Batey and Brown (1995).
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San Francisco. They classified the census tracts of those cities into a number of
classes that, because of their geographical proximity, were called social areas. The
form of analysis was referred to as ‘social area analysis’’ and centred around three
theoretical constructs: economic status, family status, and ethnic status. Shevky and
his co-workers proposed three indices, one per construct, made up from one to three
census variables, to measure the status of census tract population on scales of
economic, family, and ethnic status, and to enable tracts to be classified on the
basis of their scores on the indices (Berry and Horton 1970, p. 314). Social area
analysis thus used classification criteria unique to each particular case study, which
meant that the original analysis was incapable of being replicated by research
workers in other cities. Rees (1972) includes a comprehensive bibliography of
studies carried out in the USA and elsewhere following the principles set out by
Shevky, Williams, and Bell.

Social area analysis was used to perform a variety of functions: to delineate
socially homogeneous sub-areas within the city; to compare the distribution of such
areas at two or more points in time; and compare the social areas in two or more
places; and to provide a sampling framework; to enable other types of research to be
undertaken, particularly for the design and execution of behavioural field studies
(Rees 1972, p. 275).

In its original form social area analysis was severely criticised on two counts: first
in terms of its theoretical basis (the theory underlying the constructs); and secondly
for empirical reasons (the method of measuring the constructs).

Efforts were made subsequently to test the correctness of the census variables
used to measure the constructs by employing factor analysis (Bell 1955). This work
had some initial success, but extension to a wider range of cities revealed the
shortcomings of the original choice of census variables (van Arsdol et al. 1958). It
led to the inclusion of a wider range of socio-economic census variables and to the
adoption of factor analysis (or the related technique of principal component analysis)
as a standard method for identifying the underlying dimensions of urban social and
spatial structure. This development of social area analysis became known as factorial
ecology and was widely used by quantitative geographers in the 1960s and 1970s,
not only in the USA but also in a range of cities throughout the world (Rees 1972;
Berry and Horton 1970). Factorial ecology generally led to the production of maps
and cross-sections using factor scores for each of the main factors. In this way it was
possible to summarise the main features of spatial variation in socio-economic and
demographic characteristics.

In some instances, the scores from the two factors were used to cross-classify
census tracts. Rees’s study of Chicago (Berry and Horton 1970), for example,
employs a simple graphical technique to categorise areas according to the economic
status of their residents. It was uncommon at this time to proceed one step further and

7Over time the term ‘social area analysis’ has been used in a number of different ways. For example,
later in this chapter, the term will be used again to refer to work carried out in Liverpool in the late
1960s and 1970s.
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use cluster analysis to create a multivariate classification of social areas. One
exception, Tryon’s (1955) study of the San Francisco Bay Area, was of limited
value because of the imprecise way in which cluster analysis was used. Other
researchers found it difficult to reproduce the results that Tryon had obtained
(Robson 1969, p. 51).

1.3.2 United Kingdom

In Britain, early studies of urban spatial structure were hampered by the almost
complete absence of small area census data. For many years the smallest units for
which census data was published were the ward and civil parish and even here the
range of information was small. Gittus (1964) describes attempts made in 1951 to
define zones within the major conurbations that were relatively uniform with respect
to the siting of industry and commerce, the rate of population change, and the age
and type of housing. Within zones, distinctive areas, both natural and planned, were
recognised and their boundaries determined on the basis of ‘purely local consider-
ations’ (Gittus 1964, p. 9). These divisions and sub-divisions were intended to
provide a more rational basis for presenting social data than that offered by admin-
istrative boundaries. However, it proved difficult to achieve consistency from one
conurbation to another and in practice little use was made of the zones in compar-
ative studies.

A more promising initiative was the establishment of the Inter-University Census
Tract Committee. This committee, formed in Oxford in 1955, was originally
intended to consider the definition of census tracts similar to those used in the
USA. The city of Oxford served as the prototype for British census tracts and
some 48 tracts were delineated with an average population of 2645 (Robson 1969,
p. 44). Although these census tracts were similar to their American equivalents, they
were nevertheless fairly large aggregates, likely to exhibit a high degree of internal
heterogeneity. One possible advantage compared with other geographical units was
that they were more certain of retaining their boundaries over time, allowing
comparisons to be made.

However, the British Registrar General’s Department had a different idea. Instead
of adopting census tracts, it would make data available by enumeration district.®
Such units were considerably smaller, containing on average less than 1000 people.
Data on this scale were purchased for most of the conurbations included in the 1951
scheme and for a smaller number of smaller administrative areas. Members of the
Inter-University Committee continued to meet and began to develop a series of

8 An enumeration district was the area covered by a single census enumerator, distributing and
collecting census forms.
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comparative studies of urban structure. Gittus (1964) used 1951 Census data for
sub-divisions® of the Merseyside and South East Lancashire conurbations in an
experimental project, applying correlation analysis and principal component analy-
sis to a set of 27 census variables. This preliminary work paved the way for further
studies using 1961 Census enumeration district data, including Gittus’s study of
South Hampshire and Merseyside (Gittus 1963—-1964) and Robson’s study of Sun-
derland (Robson 1969; Robson 1984, pp. 110-112).

The work of the Centre for Urban Studies at University College London, under
the direction of urban sociologist Ruth Glass, was probably the most important in
terms of the development of method, scale of study and influence upon other
research. Founded in 1958, one of its early projects was a pioneering inter-urban
study of British towns. This study, carried out by two researchers at the Centre,
Claus Moser and Wolf Scott, drew upon 60 variables for 157 towns in England and
Wales with a population of more than 50,000 and classified them into 14 groups,
using principal component analysis and a graphical plot of scores from the first two
components (Moser and Scott 1961). The study was based on a combination of 1951
Census data and other sources of social and health data, while other variables were
intended to measure change over time. Undoubtedly, the British Towns study was a
remarkable achievement given the size of the data set and the limits of computing
power available at the time. It provided the stimulus for much of the work in the UK
on what was to become known as ‘geodemographics’.

The Centre’s original research programme included plans to undertake a Third
Survey of London Life and Labour, intended to carry on some aspects of Charles
Booth’s Life and Labour of the People in London (1886—1903) and its follow-up the
New Survey of London Life and Labour (1930-35), both of which were referred to
earlier. The Third London Survey was seen as an opportunity to study how London
had changed over time. And, rather than focus largely on poverty, as the earlier
surveys had done, the scope would be wider, including London’s economy, society,
and culture. Like its two predecessors, the Third Survey would not be a purely
academic exercise but where possible would use the survey results to influence
social policy (Glass 1963, p. 181).

The Centre’s research plan envisaged that four volumes would be published,
covering: (1) Thirty Years of Change (essays on the main features and trends of
change); (2) The Socio-Geographical Pattern (mainly the report on the analysis of
special census tabulations; (3) The Diverse London (studies of particular areas,
groups, problems, and aspects); (4) Maps and Sources (Descriptive material, as
well as detailed tables relevant to the other three volumes). The second of the
proposed volumes is of particular relevance here and reflected the Centre’s:

°Sub-divisions consisted of a mix of smaller local authority areas and sub-divided larger local
authority areas. They were used extensively by local planning authorities at that time to analyse
population and employment change.
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... interest in developing large scale comparative analyses of urban patterns, both of intra-
urban and inter-urban classifications—which make it necessary to identify types of towns
and of urban components (Glass 1963 p. 182).

Here the intention was to make extensive use of the 1961 Census in the expectation
that enumeration district data would become available early on in the Survey. Some
7000 enumeration districts were covered, 5000 of which referred to the County of
London and the remainder in an out-county ring. A classification of enumeration
districts in terms of their socio-economic characteristics would be produced.

The Centre research team experimented with 1961 Census data at both the ward
and enumeration district levels. For Inner London'® they produced a six-fold clas-
sification of enumeration districts using principal component analysis and a least-
squares cluster analysis (Norman 1969). Several features of this work stand out, as
may be seen in Table 1.2 which presents the results of the Inner London classifica-
tion. First, and no doubt influenced by Charles Booth’s poverty mapping, the naming
of clusters (‘Upper Class’, ‘Bed Sitter’, ‘Poor’, ‘Stable Working Class’, ‘Almost
Suburban’, “Local Authority Housing’); secondly, the use of location quotients'' to
produce a statistical profile of each cluster); thirdly, the use of these statistical
profiles to produce a verbal description of the main census characteristics of each
cluster; and fourthly, the considerable variation that was found in the size of clusters:
in this example, the Stable Working Class cluster accounted for almost a third of all
enumeration districts, a fair reflection of the spatial structure of Inner London at that
time. From that point onwards, these four features would become standard elements
of geodemographic classifications.

The Third Survey was initiated in 1961 at a time when proposals were being
considered for a comprehensive re-structuring of London’s administration: by 1965,
the Greater London Council (GLC) had been created. On the one hand, this new
structure was bound to generate considerable interest in the results of the Third
Survey and what it said about London’s changing characteristics; while on the other
hand some of the Survey’s findings would, by this time, be looking rather dated
based as they were on the 1961 Census. Added to this, the newly established GLC
would have its own technical capability in its Research and Intelligence Unit to carry
out the same kind of census analyses.

""Inner London represented the area covered by the old (pre-1965) London County Council. There
is no evidence that the Centre for Urban Studies team produced an enumeration district classifica-
tion for the entire Third Survey study area.

""Table 1.2 shows location quotients that compare the cluster mean value of a variable with the
Inner London value of the same variable. A quotient of less than 100 indicates the variable is under-
represented in a cluster while a value of more than 100 indicates over-representation. See Batey and
Brown (1995, pp. 95-102).
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Table 1.2 Selected characteristics of six types of enumeration district in Inner
London, 1961 Census

All Inner
Enumeration District Type London
Type Type Type Type Type Type Mean Coefficient
1 2 3 4 5 6 of
Number and Name Upper Bed Poor Stable Local Almost Variation
of Variable Class  Sitter Working Authority Suburban
Class Housing
1. % Population under 57 60 140 11 99 86 7.0 37
5
2. % Population under 58 52 110 105 133 92 19.2 31
15
3. % Population 65 120 94 83 103 77 123 11.8 34
and over
6. Female/male ratio, 130 105 92 96 94 102 1.123 21
all ages
7.  Female/male ratio, 126 91 115 95 106 105 1.005 22
25-44
8. % women 20-24 45 51 119 125 85 104 50.9 40
never married
9. % adults single 139 167 101 88 113 87 28.7 30
11. % one-person 149 205 112 94 58 77 225 51
households
12. % one- and two- 125 144 105 99 141 97 52.6 25
person households
13. % households of 68 44 97 94 159 92 12.4 50
five or more
persons
15. % all households 49 159 228 91 86 32 6.9 83
overcrowded
16. No. of persons per 83 104 118 99 114 81 0.78 18
room
18. % households 38 66 218 122 18 62 291 105
sharing dwelling
19. % households 48 206 239 104 28 48 6.9 119
sharing dwelling
stove sink
20. % households 57 159 195 120 390 63 30.4 78
sharing WC
21. % households 45 206 235 97 26 43 6.5 18
sharing dwelling
stove sink WC
22. % owner-occupiers 92 56 128 79 25 244 15.3 112
23. % council tenants 23 16 31 63 352 42 21.2 146
24. % private tenants, 138 355 182 68 13 68 13.0 110
furnished accom.
25. % private tenants, 118 83 120 135 35 94 46.0 56
unfurnished accom.
28. % born in India, 190 350 120 50 30 80 1.0 150
Pakistan and
Ceylon
30. % born in British 19 76 324 105 14 48 2.1 171
Caribbean
32. % born outside 281 290 129 58 33 51 6.9 112
British Isles and
New
Commonwealth
36. % bornin Ireland 92 59 200 90 57 59 4.9 82
(both parts)
37. % moved within 206 242 120 68 59 80 8.3 102
year into local
authority area
38. % early school 46 55 116 114 118 95 73.5 29
leavers
40. % males in prof./ 304 191 200 55 39 128 13.2 111
manag.
occupations
41. % males in manual 44 63 119 115 118 85 65.3 32
occupations
%of ed’s of each 9.1 73 149 31.1 18.2 19.4 100
type

Source: modified from Norman (1969)



18 P. Batey

This is largely what happened in practice. The recent availability of the 1966 10%
Sample Census'? opened the way for a classification of the 32 newly created London
Boroughs (Kelly 1971); a report, also by Kelly, on the methodology used to
construct this classification, including helpful advice on the choice of input variables
and clustering methods (Kelly 1969); and a classification of wards in Greater
London by Daly (1971) that comes closest to what had been intended in the Third
Survey. The notion of a classification based on 1966 Census enumeration districts
was postponed because of concerns about sampling and enumeration errors (Kelly
1969, p. 18). In due course the 1971 Census, containing a substantial amount of
100% data, would prove more suitable for this kind of analysis.

The GLC’s classification work as described here was strongly influenced by that
of the Centre for Urban Studies and fully acknowledged the methodological contri-
bution of Ruth Glass. Its practical value lay in enabling systematic comparisons to be
made at different spatial scales across the whole of Greater London. It is certainly the
case that its didactic reports did much to encourage other local authorities in the UK
to carry out their own census classification.'”

In the meantime, some of the research findings from the Third Survey were
published but never the full range that had been promised when the idea was first
contemplated.'*

1.4 Pioneering Geodemographic Classifications

1.4.1 The City of Los Angeles and its Urban Information
System

A pertinent example of an early application of the public sector use of
geodemographics in the USA concerns the city of Los Angeles. In the late 1960s
and 1970s, the city’s administration began to develop a comprehensive urban
information system that integrated a wide range of spatial data relevant to the

'>The 1966 10% Sample Census was intended to plug the gap left between decennial censuses
which was felt to be too long. However, sample censuses have never been repeated, largely because
of difficulties in measuring change at a local level caused by incompatible enumeration district
boundaries, confidentiality problems, and sampling error.

3For example, in 1972 the present author carried out a multivariate analysis, at ward level, of the
1966 Census for the Greater Manchester area. The approach taken was strongly influenced by the
Greater London studies.

"“The Third Survey reports were announced as ‘forthcoming’ as late as 1973 (Glass 1973). A
Fourth Survey, Working Capital: Life and Labour in Contemporary London (Buck et al. 2002) was
carried in the late 1990s and published to coincide with the centenary of Charles Booth’s survey in
2002. Based on an extensive programme of interviews across London and on detailed analysis of
socio-economic data, the book’s main message was that despite London’s outstanding economic
success as a global city, the city’s prosperity was unequally distributed and was increasingly marred
by social exclusion and deprivation.
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activities of the city council, particularly in housing and planning. A recent retro-
spective review by Mark Vallianatos considered this ambitious venture into
computer-assisted data and policy analysis to be well ahead of its time, comparing
favourably with current initiatives to create ‘smart cities’ (Vallianatos 2015).

In establishing its Community Analysis Bureau (CAB), Los Angeles sought new
tools to address the old challenges of deteriorating housing by providing detailed
local data to identify neighbourhoods showing early signs of obsolescence. The
bureau’s data would, it was felt, help identify blighted areas across the city and
inform measures aimed at alleviating the poverty that led to blight in the first place.

The US Census Bureau had gathered and reported statistics on housing quality
between 1940 and 1960 but had abandoned this approach when it became clear that
it was seriously over-estimating the amount of dilapidated housing. After 1960, the
Census Bureau recommended looking at other characteristics such as building age,
lack of plumbing, and overcrowding to infer housing quality. The CAB adapted and
developed a range of analytic approaches to assess housing (and related social)
conditions to fill this void left by the Census Bureau, and provide detailed local data
to identify neighbourhoods showing early signs of obsolescence. First, however, the
bureau had to digitise and centralise relevant information from the US Census, the
Los Angeles Police Department, the LA County Assessor, and other private and
public sources. In an effort to create a comprehensive Los Angeles Urban Informa-
tion System, the bureau assembled a database containing 550 categories available to
analyse individual census tracts. As Vallianatos (2015) points out, given the com-
puting power then available, this would certainly have been regarded as ‘big data’.

The CAB used cluster analysis in order to allow “the data to suggest its own
‘natural’ grouping.” Clustering could identify parts of the city that might be geo-
graphically far apart but shared important social and physical characteristics. Sixty-
six key items were chosen from the database, including population, ethnicity,
education, housing, and crime data, and an environmental quality rating and LA’s
750 census tracts were sorted into 30 clusters. It emerged that nowhere near 66 data
variables were needed to identify which parts of the city had the worst blight and
poverty. Three sets of data considered together—birth weight of infants, sixth-grade
reading scores, and age of housing—were found to be an accurate indicator of
housing decline and socio-economic deprivation. The bureau’s data and analyses
were intended to spur interventions in the city. They helped the city to move away
from the traditional approach to urban renewal, with its focus on the treatment only
of physical problems, to a more broadly-based approach that dealt with the social,
economic, and physical nature of urban decay. Ultimately, however, the CAB was a
victim of its own success. The data it collected proved so useful in securing federal
grants that the city focused the CAB’s activities on grant development and admin-
istration, with continued data analysis to justify these funds. Instead of using
research to guide the city’s actions, the bureau found itself reacting to the city’s
predetermined goals as set out in funding applications. By 1980, it had stopped
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producing research reports and had been absorbed into the city’s community devel-
opment department (Fig. 1.3).'

1.4.2 Liverpool and its Social Area Analyses

In the late 1960s, the city of Liverpool in North West England was in serious social
and economic decline. The City Council was engaged in a massive programme of
slum clearance and new house building as part of efforts to regenerate the city. To
help achieve these goals, the planning function in the City Council was being
strengthened by creating a strong social research orientation. Planning was now
seen as much broader in scope than physical planning. The City Council’s role in
social and community development was under active discussion in the aftermath of
the UK Government’s Seebohm Committee report (1968) which recommended
fundamental changes in how social services were to be organised and delivered.

In 1967, the City Council hosted a conference to discuss community development
in Liverpool. Attending the conference were city councillors, council officials, and
representatives of community organisations in the city. The conference agreed that
the city planning department should undertake a study to identify areas with large
numbers of social problems, to help guide the allocation of social services resources
and the establishment of a community development programme.

The so-called Social Malaise Study,'® commenced in 1968, would concentrate on
three elements: (1) an examination of ‘social malfunction’ throughout the city, to
guide the allocation of extra physical and social resources; (2) an exploration of the
degree of association between malaise and census indices, and of the important of
better coordination of services to those in need; (3) a consideration of the impact of
slum clearance and housing redevelopment, as well as various economic factors on
the distribution of problem areas within the city. The information collected would
guide policy but would also serve as an as educational exercise for city officials,
helping to improve their understanding of the complex processes at work in the city.
Unusually for a British local authority, the study team was advised in its early stages
by an expert in community development, Professor Arthur Dunham, from the
University of Michigan (Batey and Brown 1995, pp. 83-84). The City Council
clearly wanted to be seen as a leading local authority in this field and the appoint-
ment of an international adviser would, no doubt, add to the prestige of the study.

Like the Los Angeles study described earlier, the Social Malaise Study assembled
data from a range of sources:

¢ 1966 Census data, at enumeration district level (58 variables).
* Operational data assembled for 36 social malaise indicators from six City Council
departments and from a wide range of other agencies on, e.g. job instability,

"5For a full account of the Los Angeles Community Analysis Bureau, see Light (2003, pp. 78-83).
16See Flynn et al. (1972) for a comprehensive account of the Social Malaise Study.
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Fig. 1.3 The state of the city: a cluster analysis of Los Angeles, 1974 (Source: Vallianatos (2015))
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crime, debtors, and possession orders, together with six housing variables (Amos
1969).

The task of collecting data was formidable and met with widespread resistance from
those unconvinced as to the value of the study, as well as technical problems in
coding operational data to the census enumeration districts. A correlation exercise
was carried out for census and social malaise data at ward level, leading to a principal
component analysis. The loadings on the first principal component were used as
weights in creating a single index of social malaise which could then be used to
define priority areas in the city.

The City Council was prepared to learn from the experience of this first Social
Malaise Study. Four practical lessons were identified'”:

* By concentrating on a single aggregate measure (score on principal component
1), the study failed to recognise the different kinds of urban stress experienced in
cities.

* The proportion of the city’s population shown to live in areas of severe need was
out of all proportion to the funds available for allocation to priority areas.

e The analysis was carried out in the Planning Department, with other agencies
playing little part in the project design and so not having much ‘buy in’ to the
study, despite its high profile nationally.

* The technical capability was not retained with the result that further analysis that
could have been done never materialised.

As the first of its kind, the Social Malaise Study proved controversial'® attracting a
lot of attention both locally and nationally: it was widely emulated by other local
authorities in the early 1970s. This led to the holding of a conference in 1970 at
which representatives from a range of disciplines were encouraged to criticise the
study and suggest how it might be improved. The critics, who were largely aca-
demics, unsurprisingly pointed out the lack of underlying theory, limitations of the
statistical analysis and the fact that, in the 3 years since the initial 1967 conference,
the institutional and policy context had changed, as the Central Government
implemented the Seebohm Committee’s recommendations on the management and
delivery of social services. In fairness, however, the scope of these changes could not
have been fully anticipated by those commissioning the study.

The story of Liverpool’s engagement with social area analysis does not end there.
By 1974, there were calls for a new study. These came from a variety of sources:
Liverpool City Council which was keen to extend its initial Social Malaise Study
with the benefit of 1971 Census data; consultants Hugh Wilson and Lewis

"Webber (1975, p. 12).

'®Some of the controversy arose because of the sensitive nature of the data being collected and the
probability that some areas would be stigmatised as a result of high social malaise scores. The social
malaise report was duly marked as ‘highly confidential’.
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Womersley who wanted an objective basis for defining boundaries of the
Government-commissioned Liverpool Inner Area Study'®; the newly established
Merseyside (Metropolitan County Council), embarking on a strategic spatial plan
and interested in developing cross-county information systems; the Centre for
Environmental Studies and its Planning Research Applications Group (PRAG)
which was seeking a test-bed for its area classifications and their application; and
the Office of Population Censuses and Surveys (OPCS) which was interested in
partnering PRAG in their census classification work.

This led to PRAG being commissioned to carry out a Liverpool Social Area
Study. This was to be a well-resourced four-year study demonstrating advanced
practice in assembling data sets, using computer-based analytical techniques and a
range of actual and potential applications of the methodology. At the heart of the
Study was a two-level geodemographic classification with 25 clusters and 5 so-called
families (groupings of clusters).

The results of the study were widely disseminated in a number of reports each
with a different target audience. The City Council produced a report combining the
Social Area Analysis with more traditional methods for studying urban structure and
long-term change in Liverpool and in comparator cities (Evans 1977); PRAG’s
report, written by leading census analyst Richard Webber as a demonstration project
aimed at a wider audience of practitioners and academics (Webber 1975); PRAG’s
report on behalf of the Inner Area Study consultants making extensive use of visual
and graphical techniques to illustrate clusters to show how they differed (Wilson and
Womersley 1977); and a report showing how the classification had been extended to
the wider area of Merseyside County and focusing on a range of applications
(Webber 1978; Webber and Burrows (2018, pp. 54-61).

The collaboration with the OPCS proved to be very fruitful, leading to PRAG
creating a series of classifications of parliamentary constituencies, the system of
post-1974%° local authorities in Britain and a number of individual local authorities.
It culminated in the creation of two 1971 Census-based classifications, of wards and
parishes and of enumeration districts, for Great Britain as a whole. These national
classifications were to prove an important stepping stone for Webber as they started
to generate serious interest from the private sector. Market analysts were quick to see
the potential of area classifications. CACI, a leading US marketing company, made
the first move and recruited Webber in order to help them launch ACORN?' the first
UK commercial product of its kind. ACORN was essentially a re-branding of the
national classification that Webber had developed while working for PRAG (Batey
and Brown 1995; Webber and Burrows 2018, pp. 62-63). For Webber, who had

Inner Area Studies were commissioned by the UK Government in the early 1970s and were
concerned with developing policy responses to a growing problem of multiple deprivation in the
inner cities of England. Three studies were carried out: Liverpool, Birmingham, and Lambeth
(London).

2%Tn 1974 the system of local government was re-organised and a new, two-tier system of counties
and districts was introduced. Local authority boundaries were comprehensively revised, hence the
need to understand the socio-economic spatial structure of the new authorities.

2! The term ACORN was an acronym for ‘A Classification Of Residential Neighbourhoods’.
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been the leading figure in developing public sector census classifications, this now
opened up a highly successful career spent largely working in a commercial mar-
keting environment.

From 1980 onwards there was a rapid growth in the development of proprietary
area classifications, with several companies competing in the market place with
products based on the 1981 Census. These products benefited greatly from increases
in computing power and from new clustering methods that enabled much larger
datasets to be handled. Although there were some variants, generally the statistical
methodology adopted was very similar. Henceforth the field was to be known as
‘geodemographics’.

Discussion 3: Los Angeles and Liverpool Experience Compared
It is interesting to note the parallels between the experience in Liverpool and that in
Los Angeles. Both cities were engaged in a major programme of urban renewal/slum
clearance and had started to question the wisdom of pursuing an entirely physical
approach. There was general agreement on the need to consider the social dimension
of housing renewal and to collect data that would enable this to be done. Data
collection would involve a multi-agency approach and considerable effort would be
needed to ensure consistency in this data. Careful planning was essential if all
participant organisations were to be persuaded to ‘buy in’ to the project and,
importantly, stay with it beyond the early stages. Both cities were conscious of the
fact that what they were attempting to do was new and untried and at the limits of
technical and computing capability of that time. The two cities were also in the
throes of reorganising their community development provision making it difficult to
maintain the information function that had been built up during the project.
Whereas Liverpool was fortunate in very soon after being part of a multi-faceted
project leading to some important developments nationally in geodemographic
analysis, in Los Angeles the City Council re-structuring meant an end to the urban
information system by the late 1970s. However, this was not the end of the story in
Los Angeles. An executive order from the city mayor in December 2013 instructed
each city department to gather all the data it collects and share it on a publicly
accessible website. By later the following year, Los Angeles had appointed its first
Chief Innovation Officer and launched DatalLA, the city’s online data portal. Forty
years on, the era of ‘big data’ and Smart City had finally arrived (Vallianatos 2015).

1.5 Geodemographics in Action as an Evaluation Tool

1.5.1 Area-Based Urban Policy Initiatives (ABIs)

Much of the discussion so far has viewed geodemographic classifications as a tool to
guide the spatial targeting of resources.*” In this section, the process is reversed and

22For a comprehensive guide to the uses and limitations of geodemographic classifications in a
public policy context, see Lupton et al. 2011).
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geodemographics is used to evaluate targeting that has already been done by other
means, which may or may not be rational. The focus is on urban policy operating at a
neighbourhood scale in the UK.

For at least 40 years, area-based initiatives (ABIs) have been an important feature
of urban policy in the UK and have been seen as an effective means of targeting the
poor. Successive governments have pursued a spatial targeting approach and intro-
duced a range of policies and programmes identified through the use of area
deprivation indices (for example, the Index of Deprivation (1980s); the Index of
Local Conditions (1990s); and the Index of Multiple Deprivation (2000s) (Harris
et al. 2005, pp. 42—45)). This prompts the question: how effective is spatial targeting
in reaching the people for whom an urban policy initiative is intended and where
areas are targeted as a proxy for individuals? With this question in mind a
geodemographic evaluation tool will now be introduced and tested.”

What is the purpose of targeting associated with ABIs? Potentially, there is a wide
range of possibilities. At one extreme, there could be a situation where the sole
purpose of targeting is to identify a group of individuals who share a common set of
characteristics that are relevant to the initiative (individual-, or people-oriented
targeting). In this case, the attraction of an area-based approach is that it gives
ready access to a concentration of such individuals and may help in the delivery of
the initiative. At the other extreme, there could be an initiative that is entirely
geographically-based, to the extent that the characteristics of the local population
are completely irrelevant (area- or place-oriented targeting).

In practice, ABIs invariably lie somewhere between these two extremes. Even
initiatives that appear at first sight to be either place-oriented or people-oriented turn
out to be a combination of the two. What distinguishes them is the relative impor-
tance attached to targeting the individual and the area.

Following a study of government urban policy initiatives, Tunstall and Lupton
(2003) put forward two simple concepts that help in considering the effectiveness of
targeting: the notions of efficiency and completeness. Because the population of any
given area is never perfectly differentiated by income, every area is, to some extent,
mixed. This means that a degree of inefficiency is built into targeting by area,
because people who are not the intended beneficiaries will be included. At the
same time, the targeting will be incomplete, because deserving cases living outside
the targeted area will be excluded.

The Tunstall and Lupton concepts can be put into practice by developing a
method to measure the degree to which spatial targeting is successful. The proposed
method draws upon a geodemographic classification system. The utility of the
method is demonstrated by employing the P* People and Places geodemographic
system®* to assess the targeting of the Sure Start initiative in eight large provincial
cities in England.

23 A fuller account of the geodemographic evaluation tool and its application is provided in Batey
and Brown (2007).

24p2 People and Places was a proprietary geodemographic classification based on the 2001 Census.
It was developed jointly by Beacon Dodsworth Ltd. and researchers at the University of Liverpool.
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1.5.2 Characterising ABIs

Geodemographic classification systems may be used to establish the main types of
residential neighbourhood associated with particular area-based initiatives. More-
over, they provide a means of judging how well the boundaries of regeneration
initiatives reflect the spatial distribution of socio-economic need.

Any targeted area may be described in terms of a series of census Output Areas.”>
Local examples of the areas defined for ABIs are generally larger than a single
Output Area and, although the match will not be perfect, it should be relatively easy
to list the relevant Output Areas that constitute a targeted area. Describing targeted
areas in this way enables them to be linked to the geodemographic classification
which itself is based on Output Area level data. In the geodemographic system, each
Output Area is assigned to a specific residential neighbourhood type (cluster), along
with other Output Areas sharing similar characteristics.

The neighbourhood types conveniently summarise the main features of the
population that is being targeted by an initiative. In practice several different
neighbourhood types will be needed, rather than a single dominant type. Two closely
related technical issues are important here: the mechanism by which these
neighbourhood types are identified; and the task of measuring the closeness of fit
between these neighbourhood types and the population targeted by the initiative.
The objective here is to obtain the best possible approximation.

Two complementary approaches have been adopted in identifying the list of
relevant neighbourhood types. The first of these is referred to as a ‘penetration
ranking’ or concentration approach and identifies the neighbourhood types that
have the greatest over-representation of the ABI population. The second approach
employs a method of ranking based on the overall similarity between particular
neighbourhood types and the general socio-economic profile of the ABI. This is
described as a programme profile distance approach. In drawing up a final list of
neighbourhood types, elements of the two approaches are combined.

By studying the composition of neighbourhood types that make up local instances
of targeted areas across the complete set of local authorities, it is possible to establish
whether there are particular types that occur more frequently than others. Taken
together, such neighbourhood types are likely to account for the bulk of the total
population resident in the targeted areas. These may be regarded as Category
1 Neighbourhoods. These neighbourhoods are likely to play an important part in
characterising the areas targeted by a particular initiative.

The latest (2011) version of P? People and Places is described on the Beacon Dodsworth website:
https://beacon-dodsworth.co.uk

21n the 2001 UK Census, Output Areas replaced enumeration districts as the smallest spatial units
used to publish census data. They were designed to align with postcode geography and were created
by aggregating unit postcodes. This made it possible to link post-coded data with small area census
data much more accurately than had been possible previously, with obvious benefits for spatial
targeting. By the time of the 2011 Census there were approximately 190,000 Output Areas in the
UK, containing an average of 125 households.
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However, it is also important to recognise that certain types of neighbourhood are
concentrated in particular parts of the country, and may not emerge near the top of a
national ranking of prevalent neighbourhoods. The method used here must be
sufficiently flexible to reflect local and regional distinctiveness of this kind. To do
this, it is necessary to define a second group of neighbourhood types, namely
Category 2 Neighbourhoods. Such neighbourhoods have to satisfy the criterion
that they are locally important (local here could mean a particular local authority
area) in that they are over-represented in that area.

Inevitably, some neighbourhood types will lie outside Categories 1 and 2. These
are defined as Category 3. Successful spatial targeting implies that most of the
targeted areas are either Category 1 or 2 Neighbourhoods (reflecting the efficient
targeting of the initiative), and that the incidence of Category 1 and
2 neighbourhoods outside the targeted areas is kept to a minimum (reflecting more
complete targeting of those whose needs are greatest).

1.5.3 Measures of Targeting Performance

A number of simple measures can be calculated to describe how successful targeting
has been, based on the cell values contained in a 2 x 2 table. To illustrate these, an
example has been selected for the city of Nottingham. Here the characterisation of an
unspecified area-based initiative has been done using the P* People and Places
geodemographic system referred to earlier. The different categories of residential
neighbourhood were identified using the Branch (40 cluster) level in P* People and
Places by adopting the procedure outlined earlier (see Batey and Brown (2007) for a
more detailed account). The generalised socio-economic profile of the initiative is
based on the combined evidence of targeting across the entire set of eight cities.

In Table 1.3 the two rows represent the combination of Category 1 and Category
2 neighbourhoods (i.e. those whose needs are greatest) and Category
3 neighbourhoods (i.e. those whose needs are least), and the two columns represent,
respectively, output Areas within, and outside, the areas on which the ABI
programme is targeted.

In this table, the two main diagonal entries represent correct targeting—compris-
ing, respectively, the deserving Categories (1 and 2) that fall within the defined
initiative area boundaries and the undeserving Category (3) that fall outside the
defined area. This “correctness” can be translated into a rate by adding the two
figures together and dividing by the total population of the city and expressing the
result as a percentage.

In this table, the two main diagonal entries represent correct targeting—compris-
ing, respectively, the deserving Categories (1 and 2) that fall within the defined
initiative area boundaries and the undeserving Category (3) that fall outside the
defined area. This “correctness” can be translated into a rate by adding the two
figures together and dividing by the total population of the city and expressing the
result as a percentage.
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Table 1.3 The match between targeted areas and neighbourhood categories: a population analysis
for Nottingham

Targeted areas Non-targeted areas Total
Category 1 or 2 42,648 40,294 82,942
Category 3 31,090 141,956 173,046
Total 73,738 182,250 255,988

Source: Batey and Brown (2007)

The two off-diagonal entries each represent different types of error, as follows:

Type 1 Error refers to inefficiency, or the capturing, within the initiative area, of
people who are in the less deserving Category 3, and Type 2 Error refers to
incompleteness, or the omission, from the defined area, of people who are in the
more deserving Categories 1 and 2.

Table 1.3 shows the relevant counts relating to Nottingham for the selected area-
based initiative. These counts are then used to derive the corresponding measures of
inefficiency and incompleteness, as follows:

1. Correct Targeting: (42,648 + 141,956) x 100/255988 = 72.1%

2. Targeting Error: 100—Correct Targeting = 27.9%

3. Type 1 Error (Inefficiency): 31090 x 100/255988 = 12.1%, or 43.6% of total
error

4. Type 2 Error (Incompleteness). 74719 x 100/255988 = 15.7%, or 56.4% of total
error

In this example, approximately three-quarters of Nottingham’s population is
found to be correctly targeted, implying that the remaining quarter is not. For this
quarter, it is possible to apportion the error between Types 1 and 2. Here, Type
2 (incompleteness) turns out to be appreciably more important than Type 1 (ineffi-
ciency). The implication is that in Nottingham, the boundary of the area-based
initiative needs to be drawn more extensively, to include a greater number of people
living in Category 1 and 2 neighbourhood types.

1.5.4 Application to a Specific ABI

The Sure Start programme is used here to demonstrate the practical application of the
geodemographic assessment tool. By concentrating on a comparison between eight
large provincial cities, the application also provides an opportunity to demonstrate
how the assessment tool can be used to identify variations in targeting performance
between areas with markedly different social and economic conditions.

Sure Start was a £3bn. 10-year national programme, launched in 1998, in which
the intention was to work with parents, parents-to-be, and children to promote the
physical, intellectual, and social development of babies and young children, partic-
ularly those that are disadvantaged. The programme was focussed on combating
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Table 1.4 Comparison of inefficiency and incompleteness in the definition of Sure Start areas

by city
Sure Correct Type 2 error
start targeting Targeting | Type 1 error (incompleteness)
rate (%) error (%) (inefficiency) (%) | (%)
Bristol 138 86.6 134 61.7 38.3
Sheffield 194 82.2 17.8 58.7 41.3
Birmingham | 119 79.5 20.5 43.3 56.7
Leeds 146 71.7 22.3 50.1 49.9
Newcastle 335 73.8 26.2 70.3 29.7
Liverpool 285 73.4 26.6 35.2 64.8
Nottingham | 288 72.1 27.9 43.6 56.4
Manchester | 312 67.1 329 41.8 58.2
All 8 Cities | 199 77.2 22.8 51.5 48.5

Source: Batey and Brown (2007)

child poverty in neighbourhoods with concentrations of children aged 0—4 by
reshaping existing support services (see Sure Start 2005).

Districts in receipt of Sure Start funding were selected according to levels of
deprivation, but detailed decisions about the definition of individual Sure Start
programme area boundaries were made locally. The starting point in each case
was the national list of the 20% most deprived wards, as measured by the IMD
(Index of Multiple Deprivation) 2000 (Noble et al. 2000). Draft Sure Start area
boundaries were then modified using local knowledge (Frost 2005).

Table 1.4 presents the results for the eight cities. The first column shows the Sure
Start rate: the number of local residents targeted by Sure Start per 1000 total
population in each city. It indicates that there is substantial variation among the
cities in the penetration of the Sure Start initiative. The next four columns show the
measures of correct targeting and targeting error introduced in the Nottingham
example. The resulting values provide a basis for ranking the eight cities. This
ranking places Bristol at the top, with a correct targeting measure of 86.6 or 12%
above the average for the eight cities as a group. The complement, targeting error,
ranges from 13.4% for Bristol to 32.9% for Manchester, the latter 44% higher than
the eight-city average of 22.8%.

The same table also records the two components of targeting error: Type 1 (Inef-
ficiency) and Type 2 (Incompleteness). The table reveals that, in those cities with a
higher rate of correct targeting, there is a tendency for Inefficiency to exceed
Incompleteness, i.e. for a larger number of less deserving people to be included in
Sure Start areas than should be. Similarly, towards the bottom of the table, notably in
Liverpool (with the highest value of 64.8%), Nottingham and Manchester, incom-
pleteness is more marked, implying that, in these cities, the Sure Start area boundary
has been drawn too tightly, causing a greater proportion of potentially deserving
recipients to be excluded.

A clear indication of the success of spatial targeting can be obtained by mapping
the Category 1 and 2 neighbourhoods and the boundaries of the ABI. Figure 1.4
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Fig. 1.4 The relationship between Sure Start areas and Category 1 and 2 neighbourhood types in
Bristol and Liverpool (Source: Batey and Brown (2007))

presents maps of Bristol (where the targeting is relatively successful) and Liverpool
(where it is less successful). The maps reveal that in both cities there are substantial
areas that could equally well have been targeted and that there are some
neighbourhoods where the targeting is hard to justify.

Discussion 4: Benefits of a Geodemographic Evaluation Tool

This case study has shown how a geodemographic approach can be employed to
measure the success of spatial targeting of area-based urban policy initiatives. Even
though the original basis for targeting may be obscure, and reflect political as much
as technical factors, the approach presented here allows targeted areas to be analysed
consistently and systematically. The geodemographic approach works by
characterising the main types of residential neighbourhood that account for the
bulk of the population in targeted areas. Some neighbourhood types are widely
represented while others are distinctive to particular localities. Neighbourhoods that
have been wrongly targeted can be easily identified, as can those that have been
missed in targeting.

The geodemographic approach is flexible. The Sure Start case study used here has
shown that it is possible to compare targeting performance in one city with that in
other cities and thus to draw conclusions about the consistency with which particular
nationally initiated area-based initiatives are implemented. In some instances, poor
targeting is found to be a product of incomplete targeting, where the definition of
targeted areas has stopped short of including the full complement of deserving areas.
In other cases, the poor targeting outcome reflects an inefficient definition in which
areas are targeted wrongly, resulting in a targeted population that includes a mixture
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of neighbourhood types, only some of which are closely related to the socio-
economic profile for Sure Start.

Some degree of spatial mis-targeting is inevitable and, indeed, it may be argued
that this is no bad thing since it implies that, in any given targeted area, there will be
some less deprived households that can serve as positive role models for those
households intended to benefit from the policy initiative. However, the empirical
results presented here in relation to Sure Start indicate that the quality of targeting is
highly variable among cities and reveal that, even in the best cases, there is a
substantial amount of mis-targeting. Taken as a whole, these results do give cause
for concern and suggest that there is a plenty of scope for achieving better spatial
targeting of urban policy initiatives. The geodemographic assessment tool described
here provides clear guidance about where the emphasis should be placed in making
these improvements.

1.6 Geodemographics Now

In this final section attention is drawn to two important developments of the last
10 years: open geodemographics in which data and computer software is made
available free of charge to potential users in the public sector and in academia; and
geodemographics and spatial interaction data combined, making it possible to join
together residential and workplace classifications.

1.6.1 Open Geodemographics

Open geodemographics is intended to be highly flexible, in terms of geography,
spatial scale, and choice of classification variables. The UK Office of National
Statistics (ONS) first collaborated with Leeds University on constructing an Output
Area Classification (OAC) based on the 2001 Census, and later worked in conjunc-
tion with University College London on a new classification based on the 2011
Census. The end product in each case was an Output Area Classification (OAC),
with a hierarchical structure containing three levels, 8 Supergroups, 26 Groups, and
76 Subgroups in the 2011 version. The classification was based entirely on census
data and the use of Output Areas—more than 190,000 covering the UK—meant that
it was possible to tap the full spatial detail of the Census. There were 60 census
variables in all, covering five domains: demographic; household composition; hous-
ing; socio-economic; and employment, broadly similar in scope to the variables used
by the Centre for Urban Studies in the Third Survey enumeration district classifica-
tion (Norman 1969).



32 P. Batey

The 2011 OAC went much further in terms of flexibility, allowing users to create
their own classification based on a different geography and a different set of
classification variables if desired.”® A good case in point was London. In earlier,
national classifications, in the 1990s and 2000s, London had proved problematical
because, in many respects, it differed markedly from the UK as a whole and with
each successive census these differences were becoming more pronounced. For the
many users requiring a London classification, it was felt preferable to create a
separate classification—L(ondon) OAC—to be made of the Greater London area
with a set of more appropriate classification variables.”’ The successful creation of
the LOAC led on to local authorities throughout the country being offered geo-data
packs containing data specific to their area and access to software that enabled them
to produce a tailor-made classification, without the need for specialised expertise and
without cost, a major attraction to the many local authorities running tight budgets.

Alongside the 2011 OAC, the ONS created further classifications for different
geographies and spatial scales. Like the OAC, these were hierarchical classifications
with three levels, in this case 8 Supergroups, 16 Groups, and 24 Subgroups. Notable
among these was a classification of UK local authorities, reminiscent of Moser and
Scott’s British Towns Study of the early 1960s. As shown in Fig. 1.5, there is a clear
spatial structure to the classification, particularly in south east England where a series
of concentric rings of area types radiate from the centre of London.

The second example of open geodemographics, Patchwork Nation, is quite
different from the classifications described so far. Begun at the time of the 2008
US elections, the project was intended to create a usable, easily understandable tool
for the media that would help combat simplistic views about America’s socio-
economic and political divides. It brought together academic social scientists and
journalists working for a range of news media outlets, including the Christian
Science Monitor, PBS, Politico, and the Wall Street Journal. Funding was provided
by the Knight Foundation, a not-for-profit philanthropic organization that supports
innovative projects in journalism, communities, and the arts, and the project hosted
by the Jefferson Institute in Washington DC.

Like the Planes of Living example described earlier, Patchwork Nation used the
3144 counties as the building blocks for its area classification. However, unlike
Planes of Living, which relied on just three classification criteria the Patchwork
Nation project assembled a huge database, consisting of 150 variables, the vast
majority drawn from the US Census. Chosen by the researchers for their relevance to
present-day American politics, the scope of the variables was very wide indeed. It
included data on population, local economic activity, and occupational mix, catego-
ries of consumer expenditure, racial and ethnic composition, religious adherence,

26The design of the 2011 OAC benefited from feedback gathered from users of the earlier OAC. See
Gale et al. (2016).

?"The London Datastore (https:/data.london.gov.uk) is a free and open data sharing portal where
anyone can access data relating to London. The LOAC may be accessed at https://data.london.
gov.uk
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Fig. 1.5 2011 Area classification for UK local authorities: Groups (Source: https://www.ons.gov.
uk/methodology/geography/geographicalproducts/areaclassifications/201 1areaclassifications/
maps,website accessed 17 Feb 2021)
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immigration, education level, population density, housing stock, as well as several
measures of income. There were also a number of variables measuring change,
primarily relating to population. Where appropriate variable counts were converted
into rates or percentages.

At the heart of Patchwork Nation was a geodemographic classification of the
USA into different types of community. The methodology used to construct the
classification was relatively simple and relied upon a standard principal component
analysis in which all variables were included. Unlike many of the classifications
described earlier in this chapter, there was no cluster analysis. Instead, the study
focused on the leading principal components, in terms of overall variance explained,
and the component score for each county on each of the principal components was
used to decide to which of 12 community types a county should be assigned. The
choice of 12 types was fairly arbitrary and reflected perceived ease of use by
potential users as much as any particular statistical consideration.

Having created the 12 community types, considerable effort went into creating a
profile of each type, along with specific examples of particular types. Journalists had
an important role here, producing popular articles and features for both local and
national media. Dante Chinni and James Gimpel, whose idea the project was,
published a book that provided a more systematic account of each of the community
types (Chinni and Gimpel 2010).

Table 1.5 shows the 12 community types, their labels and brief pen portraits in
much the same manner as Charles Booth’s poverty maps,” albeit with far less
granularity. Figure 1.6, reminiscent of Carter Goodrich’s Plane of Living, presents
the community typology in interactive map form, enabling the reader to see how
individual counties relate to the whole scheme of things.

As well as making Patchwork Nation comprehensible and accessible to the
educated lay-person, the project team went out of its way to encourage readers to
carry out their own analyses. This could involve producing maps for different
geographies (state, region, nation), re-classifying counties according to different
criteria, and maps for single variables. For this purpose the Patchwork Nation
website supplies spreadsheets containing both the database as a whole and the
database relating specifically to the 12 community types. Indeed the whole purpose
of Patchwork Nation can be seen to be educational, aimed at achieving a better
informed electorate able to see beyond traditional stereotypes.

1.6.2 Geodemographics and Spatial Interaction Data

Thus far in this chapter, geodemographics has been presented as a separate research
tradition without any suggestion as to how it might link to other research fields of
regional science. There are signs, however, that the picture is changing, with more

*See Fig. 1.1
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Table 1.5 Patchwork Nation community types

Cluster name

Pen portrait

Boom towns

Fast growing communities with rapidly diversifying population

e ne

Immigration
nation

Communities with large Latino populations and lower-than-
average incomes, typically clustered in the south and south west

MONIED

Monied ‘burbs

Wealthier, highly educated communities with a median income of
$15,000 above the national country average

Campus and

Cities and towns with young, educated populations; more secular

‘BURBS
' careers and Democratic than other American communities
CAMPUS AND
CAREERS
1 | Industrial Densely populated, highly diverse; incomes trend higher than the
w metropolis national average and voters lean Democratic
INDUSTRIAL
METROPOLIS
B 1 | Mormon Homes to a large share of members of the Mormon Church and
w outposts slightly higher median household incomes
MORMON
OUTPOSTS
Emptying Home to many retirees and aging baby boomer populations: less
0 nests diverse than the nation at large
EMPTYING
NESTS
Military Areas with high employment or related to the presence of the
“ bastions military and large veteran populations

Service worker
centers

Midsize and small towns with economies fuelled by hotels, stores
and restaurants and lower than average median household income
by country

Evangelical Communities with a high proportion of Evangelical Christians
epicenters found mostly in small towns and suburbs; slightly older than the
US average; loyal Republican voters
EVANGELICAL
EPICENTERS
Minority Home to large pockets of black residents but a below average
central percentage of Hispanics and Asians

.

(continued)
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Table 1.5 (continued)

Cluster name Pen portrait

Tractor Mostly rural and remote smaller towns with older populations and
country large agricultural sectors

e

Source: https://patchworknation.org/regions-page, website accessed 15 Feb 2021

T
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-

Fig. 1.6 Map of Patchwork Nation community types (Source: https://patchworknation.org/
regions-page, website accessed 15 Feb 2021)

attention being paid to various forms of integrated analysis that includes
geodemographics.

A good opportunity is the link between geodemographics and spatial interaction
data. In a study examining the effectiveness of area-based urban regeneration policy,
Buck and Batey (2021) showed how, by combining small area census data on
migration with a geodemographic classification of residential neighbourhoods,
much could be learnt about the structure of migration patterns. Using
13 geodemographic area types, they were able to show the key elements of these
patterns: an underlying pattern of migration to more affluent area types; three
migration sub-systems showing strong interaction within groupings of affluent
area types, deprived area types, and metropolitan area types; and an outlier
representing new starters in the housing market. Moreover, the study was able to
draw firm conclusions about the impact of spatially targeted urban policy initiatives
upon migration between these geodemographic area types.

Without exception, the geodemographic classifications examined up till this point
have been residential classifications. Thanks to a number of refinements in the 2011
Census, it became possible for the first time to construct a workplace
geodemographic classification, COWZ-EW. The refinements consisted of a wider
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spread of workplace variables and a system of purpose-designed Workplace Zones
that replaced the Output Areas that up till then had had to suffice in representing
workplace data.

In an important and ambitious paper, Martin et al. (2018) not only built a
workplace classification, to stand alongside the 2011 OAC residential classification,
but went a step further in constructing a classification of travel-to-work flows. In
doing so, they were able to analyse the 26 million travel-to-work flows in England
and Wales, and to understand more clearly the different types of flow. This is likely
to prove an important innovation that would find applications in a number of policy
fields that had so far remained largely untouched by geodemographics, such as
transport planning, labour market analysis, economic development, population
mobility, gender studies, and energy consumption and pricing.
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Chapter 2 ®)
When Is Competition Between Cities e
for Members of the Creative Class Efficient?

Amitrajeet A. Batabyal and Seung Jick Yoo

Abstract We use microeconomic theory and calculus to study two geographically
contiguous cities A and B that compete for N members of the creative class by
providing a local public good (LPG) that is of interest to these members. The
members can costlessly move between cities A and B. We demonstrate that as a
result of this mobility, the equilibrium number of members residing in each city must
be such that the utility levels obtained by consuming the LPG on offer are equalized
across the two cities. Next, we suppose that the LPG can be provided at unit cost and
that the two cities share this cost equally among the resident members. In this setting,
we show when a policy that aims to attract and retain members in a city by
maximizing the utility of a representative resident member is efficient.

Keywords Creative class - Efficiency - Inefficiency - Local public good - Mobility

JEL Codes H40 - R11

2.1 Introduction

A basic point that arises out of a lot of Richard Florida’s recent research—see Florida
(2002, 2003, 2005, 2008, 2014)—is that cities and more generally regions that want
to thrive in this era of globalization need to do all they can to attract and retain
members of the so-called creative class. The creative class “consists of people who
add economic value through their creativity” (Florida 2002, p. 68). In particular, this
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class is made up of professionals such as doctors, engineers, lawyers, scientists,
university professors, and, notably, bohemians such as artists, musicians, and
sculptors.

We focus on cities in this chapter and we accept Florida’s (2002) key point that
cities seeking to blossom economically need to attract and hold on to members of the
creative class. Once this is done, a question that follows naturally is: “How are cities
to do this?” Buettner and Janeba (2016), Batabyal et al. (2019), Batabyal and Yoo
(2020), and Batabyal and Beladi (2021) have answered this question by pointing out
that local public goods (LPGs) such as cultural amenities, quality schools, and public
transit can be used by cities to carry out the dual “attract” and “retain” functions.'

Batabyal et al. (2019) examine a model in which the creative class members can
migrate between the two cities being studied. Next, they characterize the equilibrium
distribution of the creative class in the two cities and ascertain whether the provision
of a LPG is efficient. Batabyal and Beladi (2021) build on this work and examine a
model of competition between two cities that use a LPG to attract members of the
creative class. They follow Batabyal and Beladi (2018) and divide the total creative
class population into two groups known as artists and engineers. They then conduct
the remainder of their analysis with a representative artist and a representative
engineer. Finally, Batabyal and Yoo (2020) use a theoretical model and demonstrate
that the use of a “representative artist and engineer” modeling strategy can lead one
to concentrate on an inefficient equilibrium in an aggregate economy of two cities.

We continue this discussion of efficiency/inefficiency when two cities use a LPG
to compete for members of the creative class. However, our specific focus is twofold.
First, we explain when a policy that aims to attract and retain creative class members
in a city by maximizing the utility of a representative resident member, is efficient.
Second, we describe the circumstances in which such a policy is inefficient.

The remainder of this chapter is organized as follows. Section 2.1 delineates our
stylized model of an aggregate economy of two geographically proximate cities that
are denoted by A and B. These two cities compete for N members of the creative class
by providing a LPG that is of interest to these members. Because cities A and B are
geographically contiguous, we suppose that creative class members are able to
costlessly move between cities A and B. Because of this mobility, Sect. 2.2 shows
that the equilibrium number of members residing in either A or B must be such that
the utility levels obtained by consuming the LPG on offer are equalized across these
two cities. Section 2.3 ascertains the conditions under which a policy that aims to
attract and retain members in a city by maximizing the utility of a representative
resident member” is or is not efficient. Finally, Sect. 2.3 concludes and then suggests
two ways in which the research delineated in this chapter might be extended.

'See Hansen and Niedomysl (2009), Richardson (2009), and Audretsch and Belitski (2013) for a
discussion of related issues.

21t is important to point out that the use of “representative agent” models is common in the public
finance and in the regional science literatures. For a more detailed corroboration of this point, see
Nechyba (1994), Riaz et al. (1995), Conley et al. (2019), Batabyal and Yoo (2020), and Batabyal
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2.2 The Model

2.2.1 Preliminaries

Consider an aggregate economy that is made up of two geographically contiguous
cities denoted by the subscript i = A, B. Real world examples from the USA of the
kind of cities we have in mind are (1) San Francisco and San Jose in the state of
California, (2) Minneapolis and Saint Paul in the state of Minnesota, and (3) Buffalo
and Rochester in the state of New York. The cities A and B compete for members of
the creative class by providing a LPG that is of interest to these members. This LPG,
which we denote by L; > 0, i = A, B, can be provided at unit cost and the two cities
share this cost equally among the resident members.

The reader should understand that the creative class, in general, consists of a
variety of professionals such as engineers, lawyers, sculptors, and university pro-
fessors and is therefore made up of a heterogeneous set of individuals. That said,
observe that cities looking to attract members of the creative class are typically not
looking to attract every conceivable member in this set. Therefore, to be concrete,
cities such as San Francisco and San Jose are probably more interested in attracting
engineers than sculptors. Similarly, a city like New York is probably more interested
in attracting bankers and less interested in drawing in painters. In addition, it is
unreasonable to think that engineers, lawyers, sculptors, and university professors
can all be attracted to a particular city by offering them a single LPG.

Hence, to focus the subsequent discussion, we suppose that cities A and B are
looking to attract and retain a particular subset of members of the creative class such
as lawyers or bankers. There are N € N members in this subset and because these
members are either all doctors or all lawyers and so and so forth, we can think of this
subset of members as homogeneous. This does not mean that the subset of individ-
uals being studied is literally homogeneous but that the members of the subset are
sufficiently similar that, from a modeling standpoint, we lose little by thinking of
them as being homogeneous. That said, these N homogeneous creative class mem-
bers can freely or costlessly migrate between cities A and B. As such, our next task is
to demonstrate an implication of this free mobility.

2.2.2 Equalization of Utility Levels

Let ny, and np denote the number of creative class members—in the subset of
interest—who choose to reside in city A and B, respectively. Because the total
population of this subset or N is fixed, it follows that ng = N — n4. Let I > 0 denote
the income of the representative member of the subset of the creative class that we

and Beladi (2021). As such, we are certainly nof setting a precedent by employing a “representative
resident member” construct in our analysis in this chapter.
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are studying and let x > 0 denote this member’s consumption of some private good.
Because cities A and B share the cost of providing L; equally among the resident
members, the cost to the representative member if he chooses to reside in city i is L;/
n;, i = A, B. Therefore, we can represent his budget or income constraint as

I=xt+5i=aB 2.1)

1

This representative member obtains utility from consuming the private good
x and the local public good L;. Using Eq. (2.1), the private good x = I — Ly/n,.
Using this last result, the representative member’s utility function is given by U
[{I — (L/n;)}, L;]. Now, recall that the representative member is able to move freely
or costlessly between cities A and B. This free mobility of all the N members between
the two cities means that the equilibrium number of members residing in each city
must be such that the utility levels obtained by consuming the LPG on offer are
equalized across the two cities. Mathematically, this means that the condition

U(I%,LA) = U(INanA,LB) (2.2)
must hold.?

Observe that Eq. (2.2) implicitly gives us an equation for the number of members
who choose to reside in city A or ny as a function of the two LPG levels that are
provided or L4 and Lp. If we denote this function by f{-, -), then we can write

na :f(LA,LB). (23)

Additional details about this function f{*, -) can be obtained by totally differenti-
ating the right- and left-hand sides of Eq. (2.3).

Suppose, for concreteness, that we replace the general utility function in Eq. (2.2)
with a constant returns to scale Cobb-Douglas utility function given by
{1 — (Li/n)}" ZLI-I/ * i =A,B. Then, for this particular functional form, the equiv-
alent of Eq. (2.2) is

3Qur rationale for equalizing the utilities across the two cities stems from the fact that in an
equilibrium, there cannot be any reason for wanting to move from either city A to B or vice versa
because an individual member is unhappy with the LPG provision in either city A or B. In addition,
our goal here is not to use “the marginal utility of public goods” to determine the optimal allocation
of a public good.
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and Eq. (2.4) now implicitly gives us n, as a function of the two LPG amounts L4
and Lg. Our final task in this chapter is to determine when a policy that aims to attract
and retain members in a city by maximizing the utility of a representative resident
member, is efficient.

2.2.3 Policy Efficiency

The objective of an apposite authority in city A, for instance, is to maximize the
utility of the representative resident creative class member. Therefore, this authority
solves

max {LA}U(I — %, LA> (2.5)

subject to the constraint given by Eq. (2.3). It is straightforward to confirm that we
can incorporate this constraint into the objective function given by Eq. (2.5). Doing
this gives us the following unconstrained maximization problem for the city
authority:

L
max {LA}U<I—J“(T?LB),LA). (26)

Differentiating this objective function with respect to the choice variable L, gives
us the first-order necessary condition (FONC) for an optimum. We get

1 LA ai’lA 8U

Ox [HA n aLJ OLy 0 (2.7)

where x = I — (La/ny).

The salient point to note now is that because, in general, we expect the partial
derivative On,/0L4 # 0, the condition described by Eq. (2.7) is not an efficiency
condition. In fact, for the choice of L, delineated by Eq. (2.7) to be efficient, we need
the condition
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UL, 1
3Ujox (28)

to be satisfied. This last condition is one way to represent the well-known
“Samuelson rule” and it delineates the level of the LPG that city A ought to optimally
provide.* Observe that this condition is satisfied if and only if the partial derivative
a I’lA/ aLA =0.

Specializing the discussion to the case of the constant returns to scale Cobb—
Douglas utility function introduced in Sect. 2.2, the maximization problem that is
equivalent to the one specified in Eq. (2.6) is

12
L
max (7, (I i) L/? (2.9)

subject, once again, to the constraint in Eq. (2.3). The first-order necessary
condition or FONC for a maximum is

1/2 -1/2
(I_II;_A> LV 4 (1_&> LA{_L+M} =0. (2.10)
A

na na ny

As before, we do not in general expect the partial derivative 0ny/0L, = 0 and
therefore the condition delineated by Eq. (2.10) is not an efficiency condition in this
specialized Cobb—Douglas utility case that we are studying.

The reason why the choice of Ly, for instance, is inefficient in this chapter is that
we have modeled the two cities in a way that allows the number of creative class
members who choose to reside in a particular city to adjust in response to the amount
of the LPG that is provided. This is the essence of the competition between cities
A and B for members of the creative class that we are analyzing. If, instead, we
permitted the two cities to choose not only the level of the LPG they provide but also
the number of members they attract then we would have fwo decision variables
which would generate two first-order necessary conditions (FONCs) and these two
conditions would jointly give rise to efficient LPG provision levels.

It is reasonable to think that once an appropriate city A or B authority has attracted
a sufficient number of, say, bankers, to its city, attracting additional bankers is not
helpful and may even be counterproductive. In other words, there may be
diminishing returns to attracting bankers in the sense that too many bankers impose
a congestion like cost on each other. But what if there are no diminishing returns and
hence no congestion like cost? In this case, theoretically speaking, it would make
sense for the city authority to attract an infinite number of bankers! Why? This is
because each new banker attracted to the city will benefit from the LPG on offer by
exactly the same amount as the first banker attracted and this banker will not

“See Hindriks and Myles (2013, Chapter 6) for a textbook exposition of the “Samuelson rule.”
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diminish the benefit to bankers already resident in the city under consideration. Also,
an additional banker will also reduce the average cost of LPG provision for all
resident bankers. Therefore, the net benefit of resident bankers will rise as new
bankers are attracted to the city and, in principle, this process has no limit. This
concludes our discussion of when competition between two cities for members of the
creative class is efficient.

2.3 Conclusions

In this chapter, we studied two geographically contiguous cities A and B that
competed for N members of the creative class by providing a LPG that was desired
by these members. The members could costlessly move between cities A and B.
Because of this mobility, the equilibrium number of members residing in each city
had to be such that the utility levels obtained by consuming the LPG on offer were
equalized across the two cities. The LPG was provided at unit cost and the two cities
split this cost equally among the resident members. In this setting, we analyzed
whether a policy that aimed to attract and retain creative class members in a city by
maximizing the utility of a representative resident member, was efficient.

The analysis conducted in this chapter can be extended in a number of different
directions. Here are two possible extensions. First, it would be useful to study the
efficiency/inefficiency properties of the LPG provision decision when creative class
members and city authorities interact with each other over time, in, for example, a
repeated game. Second, it would also be instructive to analyze the efficiency/
inefficiency of an equilibrium in which cities attempt to attract and retain members
of the creative class with policies in addition to LPGs. Studies that analyze these
aspects of the underlying problem will provide additional insights into the efficiency
and the inefficiency of equilibria in models of interactions between creative class
members and cities.

Acknowledgments We thank an anonymous reviewer and Karima Kourtit for their helpful
comments on a previous version of this chapter. This research was supported by the Ministry of
Education of the Republic of Korea and by the National Research Foundation of Korea
(NRF-2016S1A3A2925230). Batabyal acknowledges financial support from the Gosnell endow-
ment at RIT. The usual disclaimer applies.

References

Audretsch DB, Belitski M (2013) The missing pillar: the creativity theory of knowledge spillover
entrepreneurship. Small Bus Econ 41:819-836

Batabyal AA, Beladi H (2018) Artists, engineers, and aspects of economic growth in a creative
region. Econ Model 71:214-219



48 A. A. Batabyal and S. J. Yoo

Batabyal AA, Beladi H (2021) On the existence of an equilibrium in models of local public good
use by cities to attract the creative class. In: Suzuki S, Patuelli R (eds) A broad view of regional
science. Springer Nature, Singapore, pp 25-35

Batabyal AA, Yoo SJ (2020) Using a local public good to attract representative creative class
members: the inefficient equilibrium case. Theor Econ Lett 10:40-46

Batabyal AA, Kourtit K, Nijkamp P (2019) Using local public goods to attract and retain the
creative class: a tale of two cities. Reg Sci Policy Pract 11:571-581

Buettner T, Janeba E (2016) City competition for the creative class. J Cult Econ 40:413-451

Conley JP, Driskill R, Wang P (2019) Capitalization, decentralization, and interregional spillovers
in a Tiebout economy with a durable public good. Econ Theory 67:1-27

Florida R (2002) The rise of the creative class. Basic Books, New York

Florida R (2003) Cities and the creative class. City Community 2:3-19

Florida R (2005) The flight of the creative class. Harper Business, New York

Florida R (2008) Who’s your city? Basic Books, New York

Florida R (2014) The creative class and economic development. Econ Dev Q 28:196-205

Hansen HK, Niedomysl T (2009) Migration of the creative class: evidence from Sweden. J Econ
Geogr 9:191-206

Hindriks J, Myles GD (2013) Intermediate public economics, 2nd edn. MIT, Cambridge

Nechyba TJ (1994) Fiscal federalism and local public finance: a general equilibrium approach with
voting. In: Proceedings of the Annual Conference on Taxation Held Under the Auspices of the
National Tax Association—Tax Institute of America, vol 87. BiblioLife, Arkose Press, London,
pp 136-141

Riaz K, Shogren JF, Johnson SR (1995) A general model of rent seeking for public goods. Public
Choice 82:243-259

Richardson KE (2009) What lures and retains the international creative-class family? A case study
of the family unit found in Vancouver’s biotechnology sector. Comp Technol Transf Soc 7:323—
345



Chapter 3 )
Revisiting Marshallian Versus Walrasian sz
Stability in an Experimental Market

Junyi Shen, Ken-Ichi Shimomura, Takehiko Yamato, Tokinao Ohtaka,
and Kiyotaka Takahashi

Abstract We study dynamics in pit market trading by a laboratory experiment. Our
exchange economy model contains two types of consumers and two kinds of
commodities, and three competitive equilibria exist. The two equilibria with the
lowest and the highest relative prices are beneficial for one type of the consumers,
and the intermediate price gives an equitable allocation. The theory of Walrasian
tatonnement dynamics predicts that relative prices diverge from the intermediate
equilibrium towards the lowest equilibrium or the highest equilibrium depending on
initial prices. On the other hand, Marshallian quantity adjustment process leads the
total supplied volume to the intermediate equilibrium only regardless of initial states.
In order to examine how robust the equilibrium selection is, we conducted a manual
experiment of pit market trading with different combinations of ethnicities of sub-
jects in Kenya. Our result shows strong support for the convergence to the interme-
diate equilibrium, which is unstable in Walrasian tatonnement dynamics and is
stable in Marshallian quantity adjustment process.

Keywords Marshallian stability - Walrasian stability - Experiments - Pit market -
Kenya
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JEL Codes C92 - D51

3.1 Introduction

We investigate dynamics adjustment processes in pit market trading by a laboratory
experiment. We explore two issues in this paper. The first is the fact finding of
natures of disequilibrium and equilibration processes in trading on the floor or “pit”
markets. Historically, such markets have been widely used in actual trading places.
In spite of that, studies on dynamic adjustment process in pit markets have been
limited, while most scholars have investigated this issue in double auction markets.
The key difference between a pit market and a double auction market is whether or
not bids and asks as well as prices are public information.'

In the experimental economics literature, it has been known that pit market
experiment was first conducted by Chamberlin (1948), who wanted to present that
the model of perfect competition does not predict well. Smith (1962) used the double
auction to show that repeated trades with public information about bids, asks, and
trading prices tend to lead markets to perfectly competitive prices. In our experiment
of pit markets (not double auction as in Smith 1962) with repeated trades, different
from Chamberlin (1948), bids and asks were known to the buyer and the seller only
in each trade, and what were publicly revealed to markets are quantities agreed to
exchange. We conducted the experiment repeatedly by setting the initial holdings to
be constant in each period of a sequence of experiment to observe tendencies of
market prices. We had a conjecture that the sequence of market prices would
converge to a competitive equilibrium because buyers and sellers can freely trade
as many times as they want then information about exchange rates will become
public gradually.

The second issue is the extent to which theoretical models based on adjustment
help with understanding this trading pit process. Almost all dynamic models of
perfect competition are formulated with the Walrasian tatonnement, which is the
only system that manipulates a market price by raising a price when the commodity
is excessively demanded and lowering a price when the commodity is excessively
supplied. The dynamic stability of an experimental market is usually analyzed as if
the process of equilibrium price discovery is the Walrasian tatonnement even when it
is obviously not. Existing experiments have examined whether or not data of market
prices in continuous double auctions are consistent with the predictions by Walrasian
tatonnement (e.g., Smith 1962; Anderson et al. 2004; Crockett et al. 2010).

To the best of our knowledge, there is no such evidence with experimental results
from trading pit which support any theory of dynamics in markets. We expected that
the Walrasian adjustment process would work because a market price goes up
whenever the commodity is excessively demanded and the price falls whenever
the commodity is excessively supplied regardless of styles of trading. We thus

"We would like to give special thanks to Charles Plott for pointing out this issue.
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actually conducted an experiment of trading pit to investigate what kind of dynamics
of market prices appears.

The model to experiment is an exchange economy with two types of consumers
and two kinds of commodities in which three competitive equilibria exist. One type
of consumers initially owns the more of the first good, and the less of the second
good, than the other type of consumers have. Consumers of the same type are all
given identical commodity bundles of the endowment. We choose the second good
as the numeraire, the price of which is always fixed to be one, and focus on the
behavior of the relative price of the first good. In our model, the supply and demand
curves intersect at three points, namely, there are three equilibrium prices. The
lowest relative price is beneficial for the type of consumers having more of the
second good, and the highest relative price is advantageous to the type of consumers
having more of the first good. The intermediate price gives an “equitable” allocation.

According to the Walrasian dynamics, relative prices diverge from the interme-
diate equilibrium towards the lowest equilibrium or the highest equilibrium
depending on initial prices. It means that the market mechanism causes an income
inequality and the “invisible hand” leads the economy to an efficient but inequitable
state. We thus have strong interest in conducting an experiment of our exchange
model with multiple equilibria. We simply conjectured that trading outcomes would
converge to one of the extreme equilibria because they are stable in Walras’ sense.
However, our results obtained in Kenya show strong support for the convergence to
the intermediate equilibrium on average. Thus, our observations tell that pit market
trading does not cause large inequalities of income or welfare. This is the opposite
result that the theory of Walrasian stability predicts.

We therefore investigate our model with another dynamic stability concept of a
market mechanism called the Marshallian adjustment process,” in which sellers
increase supplies when the supply price is higher than the demand price and decrease
them when the supply price is lower than the demand price. It then turned out that, in
our model, the stability of each equilibrium is different in Walras’ and Marshall’s
sense. It means that the lowest and highest equilibria are stable in Walras’ sense but
unstable in Marshall’s sense, and the intermediate equilibrium is unstable in Walras’
sense but stable in Marshall’s sense.” Our experimental results of trading pit show
that the market prices converged to the intermediate equilibrium, which is unstable
in Walras’ sense and stable in Marshall’s sense.

Here we refer to the previous experimental studies related to our paper, for which
double auction markets are adopted: Smith (1962) invented the method of continu-
ous double auction by using an upward-sloping supply curve and a downward-
sloping demand curve intersecting at the unique competitive equilibrium, which is

2We would like to thank Shyam Sunder, who suggested us to check Marshallian stability of
equilibria for our model.

3Shapley and Shubik (1977) is a pioneering work that presents a simple exchange economy model
with multiple competitive equilibria. Different from the current study, they investigated the
Walrasian stability of the three equiribria, but did not discuss the Marshallian stability. See also
Sakai (2020) for the Walrasian stability of multiple equilibria in two-good economies.
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globally stable in Walras’ sense. Plott and George (1992), Plott and Smith (1999),
and Plott (2000) investigated multiple competitive equilibria for each of which the
Walrasian and Marshallian models make the opposite predictions on the stability. In
order to examine which model is appropriate, they conducted continuous double
auction experiments in which the stability of each equilibrium was reversed in the
middle of their experiments by changes in the demand or supply function. Plott and
George (1992) changed demand functions while keeping the same downward-
sloping supply curve attributed to “forward-falling” individual supplies due to
external economies of scale. Plott and Smith (1999) switched supply curves in the
middle of their experiment with the same demand curve which is upward-sloping
because of the existence of a consumption externality. In both experiments, stability
was supported by the Marshallian model of dynamics. Plott (2000) reported the
convergence of prices, the stability of which is predicted by the Walrasian model, in
the case of the downward-sloping supply curve derived from “backward-bending”
individual supplies due to negative income effects. These experiments are concerned
with partial equilibrium models of economies with externalities.

On the other hand, Anderson et al. (2004) considered a general equilibrium model
of an exchange economy without externalities which Scarf (1960) constructed to
show the possibility of limit cycles of price fluctuation. They presented the occur-
rence of the limit cycles from their double auction experiment. Crockett et al. (2010)
also examined a simple exchange model with two commodities which Gale (1963)
originated to prove the possibility of divergence of market prices. They reported
strong support to the instability of price dynamics in their double auction experi-
ment. The predictions by Scarf (1960) and Gale (1963) are both based on the
Walrasian model. According to these studies, as Plott (2000) pointed out, which
theory of dynamics, Walrasian or Marshallian one is appropriate for a double auction
market is observed to depend on the underlying reasons for demand and supply
shapes. This view has been already well accepted.

The paper is organized as follows. In Sect. 3.2, we present the model of an
exchange economy with three competitive equilibria which we used to conduct our
experiment. We also discuss the Walrasian stability and the Marshallian stability of
each equilibrium. In Sect. 3.3, we explain the design and procedures of our exper-
iment. Namely, we describe how we transformed the theoretical model into the
experiments. In Sect. 3.4, we analyze the results of the experiment to find tendencies
of the data and effects of our scientific controls. Discussions are provided in Sect.
3.5. Finally, Sect. 3.6 is for concluding remarks.

3.2 An Exchange Economy with Multiple Equilibria

We consider the following exchange economy model with two kinds of commodities
called X and Y and two types of consumers named 1 and 2. The utility functions of
consumers 1 and 2 are of “Leontief-nested” types in the following forms:
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Fig. 3.1 Exchange economy with three competitive equilibria

Ui(x1,y,) = ay min [g (x1), ;] + by

and

(3.1)

Us(x2,y,) = aymin [g5(x2),¥,] + b2

In the experiment, we set a; = 52.58, by = 669.96, a, = 50, b, = 695.07,

g1(x1) =x1/9.8
— 10x; — 6.2(10 — 1/9.8)
=x1/9.8 + 1.3(10 — 1/9.8)
= 10x, — 13.6(10 — 1/9.8)

and

g (%) =x2/9.1

=11.3x, — 7.35(11.3 — 1/9.1)
= x/9.1+0.65(11.3 — 1/9.1)
=11.3x, — 16.8(11.3 — 1/9.1)
=x/9.1 4 1.65(11.3 — 1/9.1)

if x, €10,6.2]
if x €[6.2,7.5]
if x, €[7.5,14.9]

otherwise

if x, €[0,7.35]
if x, € [7.35,8]
if x; € [8,17.45]
if x, € [17.45,18.45]
otherwise

The individual endowment of consumer 1 is given by (%;,¥,) = (25, 1) and the
individual endowment of consumer 2 is (¥,¥,) = (5,29).

Figure 3.1 displays this economy in an Edgeworth box. The solid (resp. dashed)
piecewise linear line denotes consumer 1’s (resp. consumer 2’s) “offer curve,”
derived by varying prices and asking the consumer how much she would like to
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Fig. 3.2 Local Walrasian and Marshallian Stability of Three Competitive Equilibria in a Demand-
Supply Diagram. (a, ¢) Walrasian stable and Marshallian unstable equilibrium. (b) Walrasian
unstable and Marshallian stable equilibrium

trade to maximize her utility at each price. Notice that the offer curves are given by
y1 = g1(x1) and y, = g(x,), because the utility maximization points are the loci of the
vertices of the L-shaped indifference curves. There are three competitive equilibrium
allocations denoted by the points of intersection of the two offer curves: A = (7.00,
9.01), B=(12.01, 14.74), and C = (15.48, 21.13) in terms of agent 1’s consumption
bundle. Figure 3.1 can be also regarded as demonstrating symmetric equilibrium
outcomes in a market with n traders on each side when all traders of the same type
take the same action.

Figure 3.2 represents a diagram of the demand and supply curves for good
X which are derived from our two-good economy model.* Notice that the supply
curve is downward-sloping. The intuitive reason is as follows. Suppose that the price
for X relative to good Y, Px/Py, decreases. Then the income of consumer 1 who
initially has a large amount of X becomes smaller. Because consumer 1’s utility
function is of a Leontief type, there is no substitution effect and a large income
effect. Therefore, consumer 1’s demand for X decreases, implying that the supply
(endowment minus demand) of X by consumer 1 increases. Since consumer 1 is the
only supplier of X, the supply for X increases when the relative price for X decreases.

Figure 3.2 shows three equilibria at which the demand and supply curves
intersect: A = (x4, pa) = (18.00, 0.44), B = (x, pp) = (12.99, 1.06), and C = (xc,
pco) = (9.52, 2.11). There are two well-known concepts of local stability of a
competitive equilibrium: Walrasian and Marshallian stability. These concepts give
opposite answers to the question of whether each of the three equilibria is locally

“We only need to focus on trades of good X because, based on the Walras® law, the market of good
X is clear when that of good Y is clear. Notice that Walras’ law holds in our model since the utility
functions of all consumers satisfy local nonsatiation.
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Fig. 3.3 Discrete version of the exchange economy

stable or unstable. First of all, let us consider Walrasian dynamics of price adjust-
ment process, which works off equilibrium in the market. According to this dynam-
ics, if the relative price of X, p = Px/Py, is lower than p, (higher than pc), the
demand for X is larger (smaller) than the supply for X, so that p increases (decreases).
If p lies between p, and pp (between pp and pc), the demand for X is smaller (larger)
than the supply for X, so that p decreases (increases). Therefore, the equilibrium B is
locally unstable in Walras’ sense, whereas the other two equilibria A and C are both
locally stable in Walras’ sense.

Next let us examine Marshallian dynamics of quantity adjustment process.
According to this dynamics, if the quantity of X, x, is larger than x, (smaller than
xc), the demand price at x is higher (lower) than the supply price at x, so that
x increases (decreases). If x lies between x4 and xz (between xp and x), the demand
price at x is lower (higher) than the supply price at x, so that x decreases (increases).
Therefore, the equilibrium B is locally stable in Marshall’s sense, whereas the other
two equilibria A and C are both locally unstable in Marshalls’ sense.’

In our experiment, subjects chose integers as trading units, not real numbers as in
usual theory. Therefore, it is important to consider a discrete version of the exchange
economy corresponding to the experimental setting to make a rigorous theoretical
prediction. Figure 3.3 shows this discrete exchange economy in an Edgeworth box.
The locus of circles (@) (resp. multiplication signs (x)) denotes consumer 1’s (resp.
consumer 2’s) offer curve, which is thick, in the discrete economy. The two offer
curves intersect at seven points indicating competitive equilibria. In terms of con-
sumer 1’s consumption bundles, these equilibria are given by Al = (7, 8),

3See Appendix 1 for the formal definitions of local stability and instability of equilibrium according
to Walrasian price adjustment process and those according to Marshallian quantity adjustment
process.
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Table 3.1 Theoretical predictions about discrete equilibria
Allocation Payoff
Type 1 (x1, | Type 2 (x2, Walrasian Mashallian Type Type
y1) ¥y2) Price | stability stability 1 U1 202
Al [(7,8) (23, 22) 0.39 | Stable Unstable 1091 1745
A2 [ (7,9) (23, 21) 0.44 | Stable Unstable 1143 1745
A3 [ (8,9) (22, 21) 0.47 | Stable Unstable 1143 1739
Bl | (12, 15) (18, 15) 1.08 | Unstable Stable 1445 1445
B2 | (12, 16) (18, 14) 1.15 | Unstable Stable 1445 1395
C1 | (16, 20) (14, 10) 2.11 | Stable Unstable 1722 1136
C2 | (16,21) (14,9) 2.22 | Stable Unstable 1669 1136

A2 = (7,9), A3 = (8,9), Bl = (12, 15), B2 = (12, 16), C1 = (16, 20), and
C2 = (16, 21) together with the corresponding equilibrium price ratios Py/
Py =10.39, 0.44, 047, 1.08, 1.15, 2.11, and 2.22, respectively.

Table 3.1 summarizes the equilibrium predictions. The equilibria A1, A2, and A3
with low relative prices of commodity X, Px/Py are beneficial for type 1 consumer
having more of commodity Y, while the equilibria C1 and C2 with high relative
prices of commodity X is advantageous to type 2 consumer having more of com-
modity X. In this sense, these four equilibria are not equitable. From the viewpoint of
stability, these four equilibria are locally stable in Walras’ sense, but locally unstable
in Marshall’s sense.

On the other hand, the equilibria Bl and B2 with intermediate prices give
allocations that generate the minimal difference between the payoffs to the two
types of consumers. We say that the equilibrium and allocation are fair. In particular,
each type receives the same equilibrium payoff at B1. They are locally unstable in
Walras’ sense, but locally stable in Marshall’s sense. There are trade-off between
local Walrasian stability and “equity” of the competitive equilibria, whereas local
Marshallian stability and allocation equity are compatible.

3.3 The Experimental Design and Procedures

The experiment was conducted at the University of Nairobi in Kenya during August
10-12 of 2010. We recruited subjects from three ethnic groups (i.e., Luo, Kikuyu,
and Kalenjin) to attend the experiment.® The subjects were students at major Kenya
universities such as the University of Nairobi, Kenyatta University, Moi University,
Egerton University, Mount Kenya University, Kimathi University College of Tech-
nology, and Jomo Kenyatta University of Agriculture and Technology. No subject

SWe investigated whether ethnicity affects subjects’ trading behavior in another study (see
Shimomura and Yamato (2012)). However, there are several differences in both the experimental
design and procedures between that study and the current one (see detailed discussions in Sect. 3.5).
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Table 3.2 Time schedule of the experiment

8/10/2010 8/11/2010 8/12/2010
AM L1-L2: 20 subjects Kal-Ka2: 20 subjects Kal*-Ka2*: 20 subjects
Kil-Ki2: 20 subjects Kil*-Ki2*: 20 subjects L1*#-L2%: 20 subjects
PM L1-Ki2: 20 subjects Kal-Ki2*: 20 subjects Kal*-L2*: 20 subjects
Kil-L2: 20 subjects Kil*-Ka2: 20 subjects L1*-Ka2*: 20 subjects

Notes: The roles of type 1 and type 2 that subjects played are indicated by the numbers 1 and
2, respectively. L, Ki, and Ka refer to Luo, Kikuyu, and Kalenjin subjects, respectively

had prior experience in market experiments. The number of subjects from each of the
three ethnic communities was 40 for a total of 120 distinct subjects. For each ethnic
group, 20 subjects played the role of type 1 consumer and another 20 subjects did the
role of type 2 consumer. Their roles were fixed throughout the experiment.

Each subject participated in two sessions. In the first session they played with
subjects from the same ethnic group and in the second session they played with those
from a different ethnic group. In each session, there were 10 subjects who played the
role of type 1 and 10 subjects who played the role of type 2. The subjects who played
the same role in each session were always from the same ethnic group. As a result, a
total of 12 sessions was conducted. Table 3.2 presents the details of these sessions. In
the table, the roles of type 1 and type 2 that subjects played are indicated by the
numbers 1 and 2, respectively, and L, Ki, and Ka refer to Luo, Kikuyu, and Kalenjin
subjects, respectively. For example, L1-L2 and L1*-L2%* refer to the sessions in
which Luo subjects of type 1 played with Luo subjects of type 2, refer to the session
in which Luo subjects of type 1 played with Kikuyu subjects of type 2, etc. In
addition, it should be noted that the subjects participated in the experiment changed
every day. For example, the Luo subjects in L1-12 session on the first day differed
from those in L1*-L2* session on the third day, and the Kikuyu subjects in Kil-Ki2
session on the first day differed from those in Kil*—Ki2* session on the second day,
etc.

The procedure in each session was exactly the same. At the beginning of a
session, each subject received one experimental instruction, one record sheet, one
payoff table, and one name tag.” The name tag of each subject indicated her team
name (A, B, C, ..., or T) and her identification number (1 or 2). Ten subjects (A-J)
played the role of type 1, and ten subjects (K-T) played the role of type 2. Each
subject was given pink cards and/or white cards in an envelope. One pink card was
one unit of commodity X and one white card was one unit of commodity Y. We
explicitly noticed to every subject that she was not allowed to reveal any information
regarding her payoff table or endowed color cards to any other subject.

Then, the subjects walked around a relatively large laboratory room and found a
subject to trade. We prohibited any subject from trading any amount of commodity
X or Y more than what they held. In addition, the trading ratio of ¥ to X should be

"The experimental instruction and payoff tables are provided in Appendices 2 and 3, respectively..
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greater than or equal to 1/4 = 0.25 to avoid extremely low price ratio trading.® We
told the subjects to trade commodity X for Y or Y for X when two subjects reached an
agreement. After writing the trading results in their record sheets, the subjects
reported them to the experimenter. The following information on the results was
entered into the computer and displayed publicly through a projector: the team name
giving commodity X, the amount of the traded X, the team name giving Y, the
amount of the traded Y, and the trading ratio of the commodities (=Y/X). This was
the end of one trade. The subjects had 10 min for each period and they were allowed
to trade as many times as they wanted within the time limit. For the next trading
partner, the subjects could choose any subject as they wanted. That is to say that the
next partner might be the same as or different from one of the subjects they had
already traded. After each period, the subjects went back to their seats and the
experimenter collected all commodity cards. This was the end of one period.

At the beginning of the next period, the subjects received the same materials as
those of the previous period. In particular, holdings of commodities were reset at the
end of the previous period and each subject held the same endowment as that at the
beginning of the previous period. After a 2-min break, the next period started. One
session had five periods, which means that the above steps were repeated five times.

Earnings of each subject or team depended on the final payoff that she or her team
earned in one randomly selected period from the experiment. This period was chosen
by a random device after the experiment. The two sessions in which each subject
participated required approximately 3 hours and half to complete in total. The mean
payoff per subject was 3026 Ksh (One US dollar approximately exchanged for
80 Ksh in August of 2010). The maximum payoff among the 120 subjects was
3865 Ksh and the minimum payoff was 2068 Ksh.

3.4 Experimental Results

In this section, we are going to exhibit whether our experimental results support the
Walrasian adjustment process or the Marshallian adjustment process based on the
discussions on the ratio of the three equilibria, the average distances to the fair
equilibrium, price movement, and final holdings of commodity X.

Table 3.3 provides the ratios of the three equilibria (i.e., A2, B1, and C1) bundles
and the ratios of bundles near these three equilibria in the end-of-period holdings of
X and Y. These ratios are also presented in Fig. 3.4 to help understanding visually.’
The bundles near A2, B1, and C1 are defined as being within 1 unit of A2, B1, C1 for

8We set this floor price only, but it is more desirable to set a ceiling price such as 4 to avoid
extremely high price ratio trading. Fortunately, these extremely high ratio trades were not observed
in our experimental data.

°In Fig. 3.4, Panel 1 is for the ratios of the three equilibria bundles and Panel II is for the ratios of
bundles near these three equilibria.
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Table 3.3 Ratios of three equilibria bundles to all final holdings

59

Type 1 Type 2 Both types
A2 0.17% (=1/600) 0.33% (=2/600) 0.25% (=3/1200)
Near A2 (+1) 0.50% (=3/600) 1.00% (=6/600) 0.75% (=9/1200)
B1 7.83% (=47/600) 6.33% (=38/600) 7.08% (=85/1200)
Near Bl (+1) 27.83% (=167/600) 27.33% (=164/600) 27.58% (=331/1200)
Cl 1.00% (=6/600) 0.17% (=1/600) 0.58% (=7/1200)
Near C1 (1) 2.67% (=16/600) 0.67% (=4/600) 1.67% (=20/1200)

Panel 1
Type 1 Type 2 Both types
= =R
= =
= E
S A S A
,4——-> o/ IS a— ;__—t
| — A2 51 I C |
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Type 1 Type 2 Both types
Rele! Rele!
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Fig. 3.4 Ratios of three equilibria bundles to all final holdings
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Fig. 3.5 Average distances to the fair equilibrium B1

each commodity. For example, the bundles of near B1 for type 1 (i.e., (12,15)) are
(11, 14), (11, 15), (11, 16), (12, 14), (12, 15), (12, 16), (13, 14), (13, 15), and
(13, 16), and the bundles of near B1 for type 2 (i.e., (18,15)) are (17, 14), (17, 15),
(17, 16), (18, 14), (18, 15), (18, 16), (19, 14), (19, 15), and (19, 16). There were
120 subjects and each subject who was assigned to be either type 1 or type
2 participated in two experimental sessions in which each session consisted of five
periods. Hence, the number of the end-of-period bundles for each type subjects is
600. Among these bundles, as shown from Table 3.3 and Fig. 3.4, both ratios of the
fair equilibrium B1 bundle and the ratios of bundles near Bl were, respectively,
much higher than those of A2 (resp. C1) and those near A2 (resp. near C1) for either
type 1 subjects or type 2 subjects. This result is strongly supported by the test of
proportions. All the p values are smaller than 0.001 in any cases.

Figure 3.5 shows the average distances from subjects’ end-of-period holdings to
the fair equilibrium B1 consumption bundle.'® As indicated clearly from the figure,
the average distances to Bl decreased as the period went by for both types of
subjects. A panel data regression of the variable Distance on the variable Period

19Here the distance of each subject at each period is defined as the Euclidean distance, which can be

written as \/(X,-, —12)* + (Y; — 15)* for type 1 subjects and \/(X,-, —18)% + (Y — 15)*for type
2 subjects, where i and ¢ refer to subject and period indices, and X and Y stand for a subject’s end-of-
period holdings of commodities X and Y, respectively.
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Fig. 3.6 Price movement by periods

was run to test whether this decrease is statistically significant. We found that the
coefficient of Period was negatively significant at 0.1% level in either type-separated
case or type-pooled case, which confirms that the decreasing tendency in Fig. 3.5 is
significant.

Figure 3.6 shows the price movements of Px/Py by periods. The three equilibria
(i.e., the low, middle, and high equilibria) are also presented by the dot, solid, and
dash lines, respectively. To draw these price movements, we first divided the sub-
jects into four groups according to their prices in Period 1 and then trace their
movements of the prices in Periods 2-5. The prices were calculated by subjects’ end-
of-period holdings of commodities X and Y, and the four groups were based on four
price intervals: (1) price < 0.44 (2.93% of subjects); (2) 0.44 < price < 1.08
(50.13% of subjects); (3) 1.08 < price < 2.22 (41.17% of subjects); and
(4) price > 2.22 (5.77% of subjects). As shown in the figure, a certain level of
fluctuation in the price can be observed among the subjects whose prices in Period
1 were either not larger than the price at A2 (see Fig. 3.6—1I) or larger than the price
at C1 (see Fig. 3.6—IV). For the majority of subjects (91.3% of subjects), when their
prices in Period 1 were between the prices at A2 and B1 (resp. between the prices at
B1 and C1), an upward (resp. a downward) tendency towards the middle equilibrium
can be observed. Although the panel data regression of the variable Price on the
variable Period confirmed the significance of these two tendencies (p < 0.05 in both
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cases), the results obtained from a Wilcoxon signed-rank test indicates that it is only
in the case of the initial price being between 1.08 and 2.22 that the price in Period 5 is
equal to the middle equilibrium price (p = 0.3842)."

Figure 3.7 presents the movements of the type 1 subjects’ final holdings of
commodity X by periods.'”> The three equilibria (i.e., the low, middle, and high
equilibria) are again presented by the dot, solid, and dash lines, respectively. Similar
to the case of the price movements, to draw the movements of final holdings of X, we
first divided the type 1 subjects into four groups according to their final holdings of
X in Period 1 and then trace their movements of the amount of X in Periods 2-5. The
final holdings of X in Period 1 were based on four intervals: (1) X < 7;
2)7<X<12;(3) 12 < X < 16; and (4) X > 16. As indicated from the figure, it
seems that no matter where they started the final holdings of commodity
X converged to the middle equilibrium with the passing of periods. By combining
the results from the panel data regression and the Wilcoxon signed-rank test

"'For other two initial price intervals, the prices in Period 5 are also significantly not equal to the
middle equilibrium price.

12By Walras’ law, we only need to focus on market of commodity X. In addition, by feasibility it is
sufficient to consider the movements in final holdings of subjects of type 1 only.
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together, we confirmed that the end-of-period holdings of X converged to the middle
equilibrium in Period 5 in three of four intervals that mentioned above.'® The only
exceptional interval was that the final holdings of X in Period 1 were between the low
equilibrium and the middle equilibrium (i.e., 7 < X < 12). In this interval, we found
that the variable Period did not have significant effect on the final holdings of X, and
the amount of X was statistically equal to 11 in all the 5 periods (see the black line in
Fig. 3.7).

Summing up the above descriptions, our results exhibit that Marshallian dynam-
ics is supported in a pit market.

3.5 Discussions

Shimomura and Yamato (2012) studied how different compositions of ethnicities
(i.e. Kikuyu, Luo, and Kalenjin) in Kenya trade in the similar market environment as
in the current study. They found that ethnic diversity plays an important role in the
evolution of markets. In sessions with Luo and/or Kikuyu subjects only, there was no
convergence of allocations. However, in the sessions with Kalenjin subjects, allo-
cations converged to the intermediate allocation, especially in later periods. More-
over, convergence to the intermediate equilibrium occurs considerably faster with
Kalenjin subjects and the frequency of transactions with Kalenjin subjects is signif-
icantly lower than that with Luo and/or Kikuyu subjects only. They concluded that
less frequent transactions resulted in the more efficient outcomes of the experimental
market. In the current study, we also perform a robustness check to investigate
whether our findings of Marshallian path in a pit market are similarly driven by the
Kalenjin subjects. The comparison results for the data with and without Kalenjin
subjects show that Marshallian dynamics is supported in both the sessions with and
without Kalenjin subjects, and it is more obvious in the sessions where Kalenjin
subjects participated than those with Luo and/or Kikuyu subjects only.'*

In our view, the evidence that there is no convergence to the intermediate
equilibrium in sessions with Luo and/or Kikuyu subjects only in Shimomura and
Yamato (2012) might be due to the differences in experimental design between their
study and ours. These differences are threefold. First, the parameterization of sub-
jects’ utility functions is different. In Shimomura and Yamato (2012), the parame-
terization led the payoff of the intermediate equilibrium for both types of subjects to
be 2000 tokens, while in the current study we avoid this happening because the
number of 2000 might be too conspicuous to attract subjects’ notice. Second,
different from that each trader in the current study is individual, each trading

13The panel data regression was run by regressing the variable Final holdings of X on the variable
Period, and the Wilcoxon signed-rank test was conducted to test whether the end-of-period
holdings of X was equal to 12. These results are available upon request.

“These results are not reported here, but are available upon request.
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group in Shimomura and Yamato (2012) contained two subjects from the same
ethnicity, which allows them being able to discuss with each other within each
group. Third, each subject in Shimomura and Yamato (2012) participated in three
experimental sessions, while that number in the current study is two. Given that the
above-mentioned differences might lead to different experimental behavior, more
research in future is needed to verify our findings.

3.6 Concluding Remarks

Our laboratory experiment is designed to study dynamics in pit market trading. In
our exchange economy model, three competitive equilibria exist. The two equilibria
with the lowest and the highest relative prices are beneficial for one type of the
consumers, and the intermediate price gives an equitable allocation. Our result
shows strong support for the convergence to the intermediate equilibrium, which
is unstable in Walrasian tatonnement dynamics and is stable in Marshallian quantity
adjustment process. In our experiments, Marshallian path predicts that consumers in
the market finally reach at an “equitable” allocation where payoffs for both types of
consumers are identically the same.'> This naturally raises the question of whether
our experimental results were due to subjects’ fairness preferences on payoffs.
However, our experimental design rules out this possibility, because each type of
subjects can only know their own payoffs.

Plott (2000) reported that in a double auction market the Marshallian model
works well when supply curves are forward-falling, in contrast, in the backward-
bending case stability is captured by the Walrasian model and the Marshallian model
of dynamics is rejected. Given this result, under what conditions Marshallian
dynamics work in a pit market remains still unknown to us. In a recent study on
investigating the change in the price in call market experiments, Plott and
Pogorelskiy (2015) demonstrated that the Newton-Jaws model based on the Newton
method provides a better description of how the markets operate than the Walrasian
model. The Newton method (see details in Bossaerts and Plott (2008)) might be a
useful tool for examining this question. We leave this issue open and welcome any
efforts to explore it.
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Appendix 1: Local Stability Conditions of Price and Quantity
Adjustment Processes in Two-Consumer Two-Good
Exchange Economies

First of all, we give formal definitions of “two-good exchange economy” and
“competitive equilibrium”:

Definition 3.1 A two-good exchange economy is a list (I, U, w) such that I is a
nonempty finite set, U = (U,); < ; is a profile of real-valued functions from R?, and
o = (w,); ¢ 1, Where w; = (X;,9;), is a profile of points of Ri. Then an element of [ is
called a consumer. For each i € I, U; and w; are called the utility function, and the
individual endowment, of consumer i, respectively. The profile of non-negative
vectors (x;,y,); s is called an allocation of (I, U, w) if >, ,xi =3, % and

Dier¥i = Liet¥i

Definition 3.2 Let (I, U, w) be a two-good exchange economy. Then the vector
(5.7 )iep> (Px-PY)) € (Ri)[ x R? is a competitive equilibrium, or simply equilib-
rium, for (I, U, ) if

*

1. for each i € I, pyx] + pyy; < pxXi + pyy;, and Uxx,y+) > Ulx;, y;) for each
(xi,y;) € R% such that pyxi + pyy; < px%i + pyyis
20D ierXi = Db and Y vi =D

The profile of non-negative vectors (x;x,ys*); < ; and the vector (px*, py+) are
called an equilibrium allocation and an equilibrium price vector, for (I, U, w),
respectively.

We next investigate local dynamics of price adjustment process, which work in
neighborhoods of equilibria. Simply speaking, the price adjustment process, or
“Walrasian” adjustment process, means that the relative price of X goes up when
X is excessively demanded, and the relative price of X goes down when X is
excessively supplied. We first give the definitions of market excess demand func-
tion, and the local stability and instability of Walrasian adjustment process.

Definition 3.3 Let (I, U, w) be a two-good exchange economy and df.( be the
demand function for X of consumer i € I. Define the set of the demanders ID(P)
for X and the set of the suppliers IS(P) of X by
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ID(P) = {i € 1|d¥(P,1) —X; >0} and
IS(P) = {i € I|d}(P,1) — %; < 0}

for each P > 0. Then the market demand function, simply demand function for X is
defined by

DX(P) = > ien(P) (dX(P, 1) — X;)the market supply function, simply supply func-
tion of X is defined by

SX(P) = Zids ) (x; — d¥(P. 1)),

and the market excess demand function, simply excess demand function for X is
defined by

EX(P) =D*(P) - $*(P) =} (" (P,1) - %)

for each P > 0.

Definition 3.4 Let (I, U, w) be a two-good exchange economy. Suppose that
DX(P*) = $X(P*) = x*. Then Walrasian adjustment process with the excess demand
function EX is the ordinary differential equation: P = W(EX(P)), where W is a real-
valued function from R such that W(0) = 0 and W'(z) > O for each z € R. We say that
(x*, P*) is locally Walras-stable (vesp. locally Walras-unstable) if EX(P*) < 0 (resp.
EX(P*) > 0). The competitive equilibrium ((x;*, y*); ¢ 1, (px*, py*)) for (I, U, w) is
called a locally Walras-stable equilibrium (resp. locally Walras-unstable equilib-
rium) if (D(px*/py*), px*/py*) is locally Walras-stable (resp. locally Walras-
unstable).

The local Walrasian stability and instability of a competitive equilibrium for a
two-consumer economy is characterized in an Edgeworth box in the following way:
Let ((x1%, y1%), (xo%, yo%), (P, 1)) be a competitive equilibrium, then EX(P*) = 0.
Suppose that ((x;*, y1%), (x2%, y2%), (P, 1)) is a locally Walras-stable equilibrium
such that x¥; — x] > 0. Then EYX(P*) < 0. Draw the budget line passing through the
competitive allocation and the initial allocation. Note that (:¥; — x7) /(x5 — %) =1
because x} + x; — X3 — X2 = 0. Consider a relative price slightly higher than P,
draw the new budget line, and find the intersections with the offer curves of the
consumers. Denote by (x,y1), and (x,, y,) the intersections of the budget line with
the offer curves of consumers 1 and 2, respectively. Recall EX'(P*) < 0, then the zero
excess demand at P* becomes negative when the relative price is marginally higher
than P*. Thus, x| + x, — % — X < 0, namely (] —x)/(x —%;) > 1. Then X is
excessively supplied, so that the relative price decreases and converges to P*.
Similarly, by considering a relative price slightly lower than P*, we can have x| +
Xy — X —X >0, namely (¥ —x;)/(x2 —X2) <1 . Then X is excessively
demanded, and thereby the relative price increases and converges to P*. The points
A and C in Fig. 3.8, therefore, represent locally Walras-stable equilibria.
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Fig. 3.8 Local Walrasian stability of three competitive equilibria

On the other hand, suppose that ((x;*, y*), (X%, yo*), (P*, 1)) is a locally Walras-
unstable equilibrium such that X —x7 >0 . Then EX'(P*) > 0, and
(x1 —x1)/(x, = %) = 1. Consider a relative price slightly higher than P, and
choose (x{,y}), and (x}, y}) in the same way as a locally Walras-stable equilibrium
is considered. Then we can see that the zero excess demand at P* becomes positive
when the relative price marginally goes up. Thus, x| + x;, —X; — X, > 0. Hence,
(x1 —x})/(x, —x2) < 1. Similarly, by considering a relative price slightly lower
than P*, we can have x| + x) — X — X, < 0, namely (¥ —x}) /(¥ — %) > 1. The
point B in Fig. 3.8, therefore, describes a locally Walras-unstable equilibrium.

We next discuss dynamics of quantity adjustment process. We give the defini-
tions of local stability and instability of “Marshallian” adjustment process. To
formulate them, we define the “demand price function” and the “supply price
function” of an exchange economy, which are, respectively, “local inverse func-
tions” of the demand and supply functions.
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Let D* and ¥ be the demand function and the supply function, forX, respectively.
Let DX(P*) = SX(P*) = x* and assume DY (P*) # 0. Then, by the inverse function
theorem, there exists an open interval V in R, such that x* € V and a function A%
from V to R,, such that P* = A*(x"), x = D*(A*(x)), and AY(x) = 1/D¥(AX(x)) for
each x € V. The function A% is a local inverse function of D¥. Similarly, by assuming
S¥(P*) # 0, we can show that there exists an open interval Win R, such that x* € W
and a differentiable function = from W to R, such that P* = ZX(x"), x = SX(Z*(x))
and =¥ (x) = 1/8¥'(zX(x)) for each x € W. The function =¥ is a local inverse function
of $*. Notice that G = VN W is an open interval in R, such that x* € G. Hence,
suppose that G = V = W. By considering the neighborhood'® G of x*, we may define
the following concepts:

Definition 3.5 Suppose that D*(P*) = S¥(P*) = x*, DY(P*) # 0, and S¥(P*) # 0.
Let G be a neighborhood of x*. The demand price function for X on G is defined by

A¥(x) = {P > 0lx=D¥(P)}

for each x € G. The supply price function of X on G is defined by
>¥(x) = {P > 0l x = S*(P)}for each x € G. The excess demand price function for
X on G is defined by

¥ (x) = A (x) — Z¥(x)

for each x € G.
Notice that ®*(x*) = A*(x") — Z¥(x*) = P* — P* = 0.

Definition 3.6 Suppose that D¥(P*) = SX(P*) = x*, D¥(P*) # 0, and S¥(P*) # 0.
Let G be a neighborhood of x* and ®* be the excess demand price function for X on
G. Then Marshallian adjustment process with the excess demand price function ®*
on G is the ordinary differential equation: x = M (®*(x)), where M is a real-valued
function from R such that M(0) = 0 and M'(z) > 0 for each z € R. We say that (x*, P*)
is locally Marshall-stable (resp. locally Marshall-unstable) if @X'(x*) < 0 (resp.
¥ (x*) > 0). The competitive equilibrium ((xz, y;*); ¢ 1, (Px*, py*)) for (I, U, w) is
called a locally Marshall-stable equilibrium (resp. locally Marshall-unstable equi-
librium) if (DX( DPx* Ipyx), px* Ipyx) is locally Marshall-stable (resp. locally Mar-
shall-unstable).

The local Marshallian stability and instability of a competitive equilibrium for a
two-consumer economy is characterized in an Edgeworth box in the following way:
Suppose that ((x;*, y1*), (xp%, yo%), (P*, 1)) is a locally Marshall-stable competitive
equilibrium such that x; —x} > 0. Then, S*(P*) = ¥ — x} = x5 — 5, = D¥(P*).
This means that consumer 1 is the supplier, and consumer 2 is the demander, for X at
the relative price P*. Define x* = S¥(P*) = x; — x|, then ®¥'(x") < 0. Draw the

1%We call an open interval containing the real number x* a neighborhood of x*.
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vertical line passing through the competitive allocation. Note that
(6 =)/ ;) = O0f — )/ —y) =1 because x} +3 — 5 — 5 =
Yi +¥; —y; — ¥, = 0. Consider a supply of X by consumer 1 slightly more than
X1 — x] under the feasibility constraint of X, x] + x5 — ¥ — X2 = 0. Draw the vertical
line at the new supply level of X, and find the intersections with the offer curves of
the consumers. Denote by (x;,y;) and (x5, y,) the intersections of the vertical line
with the offer curves of consumers 1 and 2, respectively. In addition, let P, and P, be
the associated supply price of consumer 1 and demand price of consumer 2, respec-
tively. Recall ®¥'(x") < 0, then the zero excess demand price at x* becomes negative
when the supply of X is marginally greater than x*. Thus, P, — P; < 0, namely
P, < Py. Then consumer 2, the demander, appreciates X less than consumer 1, the
supplier, does at the level x*, so that the supply of X decreases and converges to x*.
Similarly, by considering a supply level slightly less than x; — x}, we can show
P, > Py. Then the demander 2 appreciates X more than the supplier 1 does, so that
the supply of X increases and converges to x*. The point B in Fig. 3.9, therefore,
represents locally Marshall-stable equilibria.

On the other hand, suppose that ((x;*,yi*), (x2%,yp%), (P%,1)) is a locally
Marshall-unstable equilibrium such that X; —x; > 0. Then, S*(P*) = x; —x} =
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Xy — % = D¥(P*). Define x* = SX(P*) = i — x}, then ®¥(x*) > 0. Draw the
vertical line passing through the competitive allocation. Note that
(6 —2)/ (6 %) = (5 —1)/0s —¥3) =1 because x; +x3 — 51 — % =
Y1 +¥; —y; — ¥, = 0. Consider a supply of X by consumer 1 slightly more than
X1 — x7 under the feasibility constraint of X, x] 4+ x; — X1 — & = 0. Draw the vertical
line at the new supply level of X, and find the intersections with the offer curves of
the consumers. Denote by (x,y;) and (x,, y,) the intersections of the vertical line
with the offer curves of consumers 1 and 2, respectively. In addition, let P; and P, be
the associated supply price of consumer 1 and demand price of consumer 2, respec-
tively. Recall @¥(x*) > 0, then the zero excess demand price at x* becomes positive
when the supply of X is marginally greater than x*. Thus, P, — P; > 0, namely
P, > P,. Then consumer 2, the demander, appreciates X more than consumer 1, the
supplier, does at the level x*, so that the supply of X increases and diverges from x™.
The points A and C in Fig. 3.9 therefore describe locally Marshall-unstable
equilibria.

Appendix 2: Experimental Instruction

This is an experiment about decision making and economics. The instructions are
simple. If you follow them carefully and make good decisions, you might earn a
considerable amount of money that will be paid to you. In this experiment, you will
make decisions to trade or hold two kinds of commodities, called X and Y in a
sequence of trading periods.

2.1 Introduction

1. There are (20) traders in total. Please make sure that you have the following items:

(a) “Payoff Table” (one)
(b) “Record Sheet” (three)
(c) Name tag (one).

2. Please check whether your trader name (A, B, C. . .) in your “Record Sheet” is the
same as the first letter in your name tag.

3. Your “Payoff Table” is your own SECRET information. You are NOT allowed to
reveal the information regarding your “Payoff Table” to any other person. We
will show you how to read the “Payoff Table” later.

4. At the beginning of each period of the experiment, you will be given some
amounts of Commodity X and/or Y. These amounts are shown in the first row
of your “Record Sheet.” This endowment is also your own SECRET information,
so you are NOT allowed to reveal the information regarding your endowment to
any other person.
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2.2 Trading Rules

The trading rules are as follows:

1.

2.

First of all, please put on your name tag so that the other traders can see your
trader name.

Each trader will be given pink cards and/or white cards in an envelope. One pink
card is one unit of commodity X and one white card is one unit of commodity Y.
The number of pink cards (resp., white cards) equals to the amount of Commodity
X (resp., Commodity Y) in the first row of your “Record Sheet.” You can take
pink and white cards (Commodities X and Y) out of the envelope only when you
check the number of cards or trade them.

. Walk around this room and find a person to trade. Be careful NOT to reveal to any

other person your “Payoff Table” and “Record Sheet.” The same notice applies
to the following steps 4, 5, and 6.

. Start a negotiation when you find a person that wants to trade with you. You

CANNOT give Commodity X or Y more than you hold. Moreover, the trading
ratio of Y to X (= (Amount of Y)/(Amount of X)) should be greater than or equal
to (1/4 = 0.25). Remember that the trading ratio of Y to X cannot be less than
(1/4 = 0.25).

. If you reach an agreement, then report the agreement to an experimenter. In front

of the experimenter, trade Commodity X with Commodity Y according to the
agreement. After that, write the trading result in your “Record Sheet.” This is the
end of one trade.

. Repeat the above steps 35 after one trade is completed. You have (12) minutes

for each period. You can trade as many times as you want within the time limit.
For the next person to trade with, you can choose any person: she/he may be the
same as or different from one of the persons you have already traded. We accept
only agreements that have reached within the time limit.

. Please go back to your seat after each period. Please make sure that all commodity

cards you traded are in your envelope. This is the end of the first period.

. At the beginning of the second period, you will receive the same materials as

those of the first period. That is, the amounts of Commodities X and Y you
initially have at Period 2 are the same as those at the beginning of Period 1. We
will distribute pink cards and/or white cards in an envelope. Those amounts are
shown in your “Record Sheet.” We will also collect the commodity cards and the
envelope used in Period 1. After a 2-min break, Period 2 starts. This experiment
has (5) periods. The above steps are repeated (5) times.

2.3 An Example

We will give you an example to explain how to read the “Payoff Table” and how to
fill out the “Record Sheet” by way of an example. In the following explanations, we
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Table 3.4 Record Sheet Example 1

Record Sheet

Date (day/month/year): Time: ~
Trader Name: A

Your Name Tag ID: xxxxx  Your Name  xxxxx  XXXXX
Period 1
Trade Amount of | Amount of [Person You| Amount of| Amount of Pavoff
Number| Change in X | Change in Y | Trade with X Y Y
0 9 8 4905
1

will use the “Pilot Payoff Table” which has nothing to do with the “Payoff Table,”
but the “Pilot Payoff Table” should help you read the “Payoff Table” in the
experiment.

1. Suppose that your trader name is “A.”
2. Take a look at Table 3.4. Your endowment is shown in the second row of the

“Record Sheet.” In this example, you are given endowment of 9 units of
Commodity X and 8 units of Commodity Y.

Next see Table 3.5. This table represents a part of the “Pilot Payoff Table.” In
this table, the horizontally aligned numbers denote the amounts of Commodity
X and the vertically aligned numbers denotes the amounts of Commodity Y. You
are endowed with 9 units of Commodity X and 8 units of Commodity Y, so your
initial payoff is the number in the cell of column 9—row 8, that is, 4905. This
number is the value shown in the “Payoff” of “Trade Number 0” in the “Record
Sheet.”

Let us begin the first trading.

. Suppose that you negotiate with Trader B, and you and B reach the agreement

that “4 units of Commodity X that you have are traded for 7 units of Commodity
Y that Trader B has.”

. Report the agreement to the experimenter. The experimenter will fill out the

following table on the blackboard for you.

In this case, as shown in Table 3.6, the experimenter writes “A” in the blank
of “Trader that gave X,” “4” in “Amount of X,” “B” in “Trader that gave ¥,” and
“7” in “Amount of Y.” Remember that the trading ratio of Y to X (=Y/X) should
be greater than or equal to (1/4 = 0.25).
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Table 3.5 Pilot Payoff Table

Pilot Payoff Table

25 == =+| 7209( 7284| 7359| 7434| 7509| 7584| 7659| 7734 (="
24|=---| 7145| 7220| 7295| 7370| 7445| 7520| 7595| 7670]+ =~ -

23| =+| 7073| 7148| 7223| 7298| 7373| 7448| 7523 7598+ -
22|===-| 6994| 7069| 7144| 7219| 7294 7369| 7444| 7519] ="

H>c:> 21)===+| 6907| 6982 7057| 7132| 7207| 7282( 7357| 7432[==~*
= | 20f----[ 6810] 6885 6960| 7035] 7110[ 7185| 7260| 7335|- -~ -
a2l 19 6703| 6778| 6853 6928 7003| 7078| 7153| 7228|==-"
g 18]----| 6585| 6660| 6735| 6810| 6885 6960| 7035| 7110]= =" -
17]=--+| 6455| 6530 6605| 6680| 6755 6830] 6905| 6980]+ "~ -
16]=---| 6311 6386] 6461| 6536| 6611 6686| 6761| 6836]+ """
15]===| 6152| 6227 6302) 6377| 6452 6527| 6602| 6677] =" "
14)---+| 5976( 6051]| 6126 ~6276| 6351 6426| 6501|+-- -
13|=---| 5781| 5856] 5931| 6 6081| 6156 6231| 6306]= =" "
12]=---| 5566| 5641| 5716| 5791| §866( 5941| 6016| 6091]+ =~ -
11]=---| 5328| 5403| 5478| 5553| 562§| 5703| 5778| 5853|+ =+

10}~ - 5066( 5141| 5216| 5291| 5366|°§441| 5516 5591|==+*

9|----| 4776| 4851] 4926| 5001| 5076 5151| 5226| 5301)+==*

8] +| 4455( 4530] 4605| 4680| 4755| 4830] 4905 4980(== -

7| 4101| 4176( 4251 4326| 4401| 4476| 4551| 4626+ "

6| - 3709( 3784| 3859| 3934| 4009| 4084 4159( 4234|==+*

5]-- | 3276| 3351| 3426 3501| 3576| 3651| 3726 3801|---*

4f-- 2798 2873 2948| 3023| 3098| 3173| 3248( 3323|=-+"*

3| 2269| 2344| 2419| 2494| 2569| 2644( 2719( 2794|= -+

2|-- 1685( 1760| 1835| 1910 1985| 2060 2135( 2210|==+*

1| 1039| 1114 1189| 1264| 1339| 1414| 1489| 1564|----

of-- 325| 400| 475 550| 625 700| 775 850]=++*

3 4 5 6 7 8 9] 10]==--

Amount of X

5. Following the experimenter’s guidance, trade Commodity X for ¥ according to
the agreement. You give 4 pink cards (Commodity X) to Trader B and instead
receives 7 white cards (Commodity Y) from Trader B.

6. Next please fill out your “Record Sheet.” See Table 3.7. Write “—4” in the blank
of “Amount of Change in X,” “7” in “Amount of Change in ¥,” and “B” in
“Person You Trade with” in the second row of “Trade Number 1 of the “Record
Sheet.”
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Table 3.6 Agreement Example 1
Deal
Trader that| Amount |Trader that| Amount .
Ratio(=Y/X)
gave X of X gave Y of Y
A 4 B 7 1.75
Table 3.7 Record Sheet Example 2
Record Sheet
Date (day/month/year): Time: ~
Trader Name: A
Your Name Tag ID: xxxxx  Your Name  xxxxx  XXXXX
Period 1
Trade Amount of | Amount of [Person You|Amount of| Amount of Pavoff
Number| Change in X | Change in Y [ Trade with X Y ayo
0 9 8 4905
11 -4 7 B 5 15 6302
2

As a result of this trade, you now hold 5 units of Commodity X and 15 units
of Commodity Y. According to the “Pilot Payoff Table” (Table 3.5), you will
find that your payoff is “6302.”

Write “5” in the blank of “Amount of X,” “15” in “Amount of Y,” and “6302”
in “Payoff.”

Then, the first trading is completed. Now, let us move on to the second
trading.

. Suppose that you negotiate with Trader K and agree “to trade your 2 units of

commodity Y for Trader K’s 3 units of commodity X.”

. Report the agreement to the experimenter. The experimenter will fill out the

following table on the blackboard for you.
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Table 3.8 Agreement Example 2

75

Deal
Trader that| Amount|Trader that| Amount
Ratio(=Y,
gave X of X gave Y of Y atio(=Y/X)
A 4 B 7 1.75
G 5 H 4 0.8
L 12 F 14 117
K 3 A 2 0.67
Table 3.9 Record Sheet Example 3
Record Sheet
Date (day/month/year): Time: ~
Trader Name: A
Your Name Tag ID: xxxxx  Your Name  XxXXXXx  XXXXX
Period 1
Trade Amount of [ Amount of |Person You| Amount of| Amount of Pavoff
Number| Change in X [ Change in Y | Trade with X Y 4
0 9 8 4905
1| -4 7 B 5 15 6302
2 3 -2 K 8 13 6156

As shown in Table 3.8, the experimenter writes “K” in the blank of “Trader
that gave X,” “3” in “Amount of X,” “A” in “Trader that gave Y,” and “2” in
“Amount of Y.”

9. Following the experimenter’s guidance, trade commodities according to the
agreement. You will give 2 white cards (commodity Y) to Trader K, and in
turn take 3 pink cards (commodity X).
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10. Then, fill out your “Record Sheet” as follows. Look at the row of Trade 2 of
Table 3.9. Write “3” in the blank of “Amount of Change in X,” “—2” in
“Amount of Change in Y,” and “K” in “Person You Trade with.”

As a result of this trading, you own 8 units of X and 13 units of Y. According to
the “Pilot Payoff Table,” your payoff is found to be 6156. So write “8” in the blank
of “Amount of X,” “13” in “Amount of ¥,” and “6156” in “Payoff.”

Then, the second trading is completed.

Arrows in the “Pilot Payoff Table” indicate the changes in your payoff. In our
experiment, you can make as many trades as you want within (12) minutes.

Now we will explain about your earnings. Your earnings depend on the final
payoff that you earn in one randomly selected period from the experiment. This
period is chosen by a random device after the experiment, so nobody can tell during
the experiment. Your earnings are computed in the following way:

Your earnings = (your final payoff at one period randomly chosen) x (1.14) Ksh

For example, suppose that (1) Period 1 is randomly selected after the experiment,
and (2) your final payoff at the end of Period 1 is (6156) as in Table 3.9. Then your
earnings are (7018) Ksh because (6156) x (1.14) = (7018). We round off the
decimal places.

That’s all. If you have any questions, please raise your hand.

Now, let us start the experiment. First, look at your “Payoff Table.” We will give
you 5 min so that you can look over the table and understand it very well. During this
period, please make sure that you completely understand all the rules.

If you have any questions, please let us know quietly. Our staff will come to help
you. Please remember that you are NOT allowed to communicate with any other
person until the experiment starts.

Meantime, our staff will distribute pink and/or white cards in an envelope. Notice
that the trading period number is printed in each card. You can only use cards with
the same number as the numbers of the period going on. For example, in Period
3, you can only use cards with “3.”

Remember that you are NOT allowed to reveal the information regarding your
“Payoff Table” or the information regarding your “Record Sheet” to any other
person. If this happens, the experiment will be stopped at that point.
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Appendix 3: Payoff Tables

[ 29[ 670] 675[ 681] 686] 691] 6907] 70211145[1424]1429] 14341 1440]1445] 1450]1456] 1516]2068]2195[2195]2195 2195 2195[2195]2195[2195[2195 ]2 195[21952 195[21852195]
[ 27] 670] 675[ 681] 686] 691] 697] 70211145[1424]1429] 14341 1440]1445]1450]1456] 1516]20652090]2090]2090]2090]2080]2090] 2080[2090] 2080]2090] 208012090[ 2080]2090|
[ 25] 670] 675] 661] 686| 691] 697] 70211145[1424]1429]1434] 1440]1445] 1450]1456] 1516]1984] 1984]1984] 1984]1984] 1984] 1984] 1984] 1984[ 1984] 1952[ 1984] 1954[ 1984] 1952|
[ 23] 670] 675[ 661] 686| 691] 697] 70211145[1424]1429]1434] 1440]1445] 1450]1456]1516]1879] 1879 1879] 1878 1879] 1878] 187] 1878] 1879] 1879] 1875] 1879] 1879]1879] 1579|
21 670] 675[ 681] 686] 691] 697] 702]114! 429]1434[1440] 14451450[ 1456]1516[1774[1774]1774]1774]1774]1774[1774]1774[1774]1774[1774]1774] 17741 774[1774]
[_19] 670] 675] 661] 686] 691] 697] 70211145[1424]1429] 1434] 1440]1445] 1450]1456] 1516 1669] 1669] 1669] 1669 1669] 1669] 166] 1668] 1669] 1669] 1669] 1669] 1669] 1668] 1669|
[ 17] 670] 675[ 661] 686] 691] 697] 70211145[1424]1429]1434]1440]1445] 1450]1456] 1516]1564] 1564]1564] 1564]1564] 1564] 1564] 1564]1564] 1564] 1564[ 1564] 1564[ 1564] 1562|
15[ 6701 675 62 1] 86| 691] 697] 702]

18] 670 675 621] 86| 691] 697] 702]

1] 6701 675 62 1] 686| 691] 697] 702] 1 [1248[1248] 1248 1248] 124
Lol 670l 675[ 6e1] 68| 691] 697 702[1143]1143] 11431 11431 114s] 1 143]1143[1 143[1143] 11431 1148] 1143l 11431 143[1143]1143] 1143] 11 1143
|7l 670l 675[ 6e1] 86| 691 6971 702[1038]1038] 1038] 1038 1038] 1036 1038]1038[ 1038] 1038 1038 1038 1038 1035[ 1038] 1038] 1038 1038 108 1035 1038 1035 1038 103¢]
L_s[670[ 675[ 6a1] 686] 691] 697] 702] 933[ 933] 93] 933] 03a| 933] 93| 933] 03 933] 933 933[ 933 933[ 933] 933[ 933] 933[ 933] 93|
L3l 670l 675[ 6a1] 686] 601] 697] 702 828[ 28] 826] 28] 828] 828] 828| 826] 828] 826] 88| 826] s8] s2] e8| 62| sas| s2| sas| s2c| s8] s2a[ s28] s2¢l
[_1[670[675[ 6a1] 686] 601] 697] 702| 723[ 723] 728] 723] 723] 723 723] 723] 723] 723] 723] 723] 7

Amount of Y

Amount of X

A. Payoff table for the type 1 subjects

29[ 695( 701] 706| 712] 717] 723[ 728] 7341 1103[1108] 1 114[1119]1125[1130] 1 136] 1141]1147]1152]1465]1723]1728] 1734[ 17391 1745[ 17501 1756|176 11767] 17721 1778] 1 783]
|_27]695( 701] 706| 712] 717] 723[ 728] 7341 1103[1108] 1 114[1119]1125[1130] 1 136] 1141]1147]1152]1465]1723]1728] 1734[ 17391 1745[ 17501 1756|176 11767] 17721 1778] 1 783]
|_25[695( 701] 706] 712] 717] 723] 728] 7341 1 10| 1108] 1 114[1115] 1 125[1130] 1 136] 1141]1147] 1152]1465]1723]1728]1734[ 1739 1745] 1750 1756|1761 ]1767] 1772[1778] 1 783]
23] 695( 701] 706] 712] 717] 728] 728] 734] 1103| 1108] 1 114]1119] 1 125[ 11301 136] 1141]1147] 1152]1465] 1723]1728] 1734] 1739 1745]1750] 1756|1761 ]1767] 1772]1778]
|_21] 695[ 701] 706|

|_19] 695 701] 706,

| 11695 701] 706] 712] 717] 723] 728] 7341 1 103[1108] 1 112[1119] 1 125[1130] 1 136]1141]1147]1152]1245]1245] 12451 1245] 12451 1245] 12451 1245] 12451 1245] 124511245 1 245]
|_ol6os[701] 706] 712] 717] 723] 728] 7341 1 103[1108] 1 11[1119] 1 125[1130] 1 136] 1141]1145] 11451 145] 11451 145]1145]1 1451 1145]1 1451 1145] 11451 1145] 1 145]1145] 1145
|7l 695[701] 706] 712] 717] 723] 728] 7341 1045[1045]1045] 10451 1045[ 1045 1045] 10451045 1045]1045] 104510451 1045[ 104511045 104511045 104511045 10451045 1045|
| 045] 945] 945] 945] 945| 045] 945|
|l 695[ 701] 706] 712] 717] 723] 728] 734] B45| 845 84| 45| 64| 85| 845| 85| 845| 845| 45| 84s| 845 845| 845 84s| 45| 84| eas| 8as| sas| 84| e4s|
|_t]6os[701] 70| 7 7 7

B. Payoff table for the type 2 subjects
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Chapter 4 M)
Analysis of Spatial Economic System s
and Adaptive Transportation Policy

for Regional Welfare Improvement

Daisuke Nakamura

Abstract There are potentially problematic regions in which the local population
constantly decreases and the regional government must coordinate a sustainable
local economy. These areas may be required to reorganise the spatial economic
structure so that sufficient levels of economic environment and regional well-being
are present. This paper introduces a location model that applies the established
notion of agglomeration economies in rural areas. It shows that an adjustment of
the spatial system of goods and services, by means of a rearrangement on the local
transportation network, may keep the regional system above a minimum sufficient
level to satisfy local demand and supply of goods and services. The change in the
transportation network partly employs interregional cooperative coordination by
utilising the spatial planning and policy.

Keywords Transportation policy - Regional welfare - Rural development - Spatial
planning

JEL Classifications D62 - 131 - O18 - R12

4.1 Introduction

Many countries, particularly developed nations, have faced population declines and
problems relating to population ageing. According to the methodological framework
of the hierarchical central place system (Losch 1944 [1954]), upper hierarchically
ordered regions, such as the capital city, experience smaller declines in the local
population and in the variety of economic activity compared with lower
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hierarchically ordered regions or rural areas. The worst-case scenario in lower
hierarchically ordered regions or rural areas is that local market system—including
publicly-operated services such as the local transportation system—does not work
sufficiently because of a constant shortage in demand. A shrinking of the market
structure may decrease a region’s attractiveness, which can then cause further
declines in the local population. To avoid such a negative sequence in the market
system, sustainable regional economic management and policy may play important
roles. These can be examined in location economic models because regional eco-
nomic management and policy can partly include the optimisation of the spatial
economic structure, which may improve the regional welfare level.

The welfare level might be measured or analysed by employing the conceptual
framework introduced by Pigou (1932), who explicitly discussed the term ‘social
welfare’ in economics, although its theoretical approach was not developed further
following the introduction of Arrow’s impossibility theorem (Arrow 1950; Arrow
and Scitovsky 1969) and other critics of social welfare analysis. For instance, social
welfare cannot be calculated by the sum of individual satisfaction or utility. Indeed,
Pigou only focused on the measurable economic welfare by comparing different
individuals. This approach of direct comparison was criticised by Robbins (1932).

Instead of using the cardinal utility function, the ordinal utility function was
introduced later as the ‘Pareto criterion’ within the framework of ‘efficiency’. Those
are referred to as the ‘compensation principle’, ‘compensation test’, and ‘welfare
criterion’. In addition, Kaldor (1939) formulated a criterion by employing the utility
possibility curve. However, Scitovsky (1941) found that this had a logical paradox,
and Hicks (1939) stated an alternative criterion. Hicks’ criterion itself contained
another paradox, and both problems were solved by the Scitovsky criterion, although
its methodological failure was found by Gorman (1955). Samuelson (1948) provided
a different approach to avoid such issues, but a very limited condition was strictly
given. The social welfare function was then formally introduced by Samuelson
(1948) and Bergson (1938). However, this was not extended further by Arrow’s
(1950) impossibility theory. In addition, Little (1950) introduced a ‘piecemeal
approach’ to conduct these evaluations. Later, further investigations were made by
Sen (1970) and other successors.

The framework of welfare from the field of regional science was given by Isard
(1975) in his discussion of ‘conflict resolutions’ based on location model analyses
such as that by Isard (1956). While welfare studies have several barriers to further
development, as indicated above, studies for measuring welfare level are important
and some expansional attempts should be made using alternative scenarios. In this
paper, we hypothesised that it is better to have an accessible market so that a greater
variety of goods and services are available, which benefits both the individual and
society. Capello (2015) noted that the development of a transportation network may
not only bring about local economic growth but also increase economic competition
because the barrier to protect is lower. The threat can be more serious if external
regions have much greater economic strength. We concern interregional transporta-
tion. In this model, all regions have equally weak economic forces, which mean that
none of them have any immediate problem regarding the threat of economic
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competition. Hence, reorganising the local transportation system may improve the
regional welfare in lower hierarchically ordered regions or rural areas.

This paper initially introduces a simple location model that employs the notion of
social welfare in a spatial term. In addition, regional agglomeration economies,
which are ‘external to the firm and the industry but internal to the region,” are
considered (see Nakamura 2018a). These comprise an extensive framework of
conventional agglomeration economies, which were classified by Parr (2002), and
might share some similarities with the notion of ‘regional externalities’ in Parr
(2015). The examination here analyses location forces such as the hierarchical
central place system and the cost of transportation partly employing Weber’s
(1909 [1928]) location triangle model, which may work with above stated economic
factors. We address an optimal regional system from the standpoint of location
economics. Here, the optimal regional system implies that the local population is
large enough and economic activity is sufficiently varied with cooperative behaviour
with neighbouring regions ensuring an effective local public transportation policy.

4.2 Regional Economic Model

In this section, a regional economic model is examined regarding a representative
household’s utility maximisation under a given budget constraint, as indicated in
Egs. (4.1) and (4.2).

max U= U(x,A), (4.1)
st. M =p(ty,d)x + p(ta,da)A, (4.2)

where this individual’s utility level U is determined by the quantity demanded of
composite good x (x > 0) with its price p, a unit transportation rate, #, (0 < £, < 1),
and distance to access d, (d, > 0). In addition, this also includes an indicator of her
living environment, denoted as A (A > 0) with a unit transportation rate, f4
O <ty < 1), and distance to access dy (d4 > 0). That is, A is related to
non-market intangible elements such as access to clean air, unpolluted water, quiet
spaces, and so on, and has the implicit price (p > 0). Here, we suppose that both
composite good and non-market intangible elements are available from other regions
and that every individual travels to other regions to receive composite good and
non-market intangible elements, so the transportation rate can be denoted as a single
framework. Hence,

Iy =14 =T (43)
Note that the more efficient transportation becomes, the closer the value to 1. In other

words, the parameter 7 approaches 1 as the physical accessibility becomes increas-
ingly well-coordinated.
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Fig. 4.1 Two-region model d,
and its transportation S, Ozzzzz522:222:2220 S,
network d,,

From Egs. (4.1) and (4.2), it is clear that less efficient transportation causes a
much tighter budget constraint in Eq. (4.2), which lowers the utility level in
Eq. (4.1). Here, we may assume that less efficient transportation reduces convenient
access to the destination or objective of the economic activity. For instance, a lower
operation frequency of public transportation is one example. The operation fre-
quency of public transportation depends on the level of demand for public transpor-
tation. Demand relies on unit transportation cost, which includes not only monetary
expenses (that is, the fare) but also time taken and the level of inconvenience to use
public transportation.

Figure 4.1 illustrates a simple transportation network model and shows a trans-
portation route between two regions, S| and S,. Here, there are two separate regions,
which have centres S; and S,, respectively. The two regions are assumed to be
similar in terms of population and variety of economic activity and the local
transportation operator may earn insufficient profit because of a shortage of demand.
The physical distance between each centre of two cities is dj(=d51).

If the local population decreases, each region has another problem. Because of the
decrease in the quantity demanded of local goods and services, serving various
goods and services can be difficult. This may cause a shrinking of the market
structure, which would decrease a region’s attractiveness and cause further declines
in the local population because the market’s ‘love of variety’ cannot be met (c.f.,
Dixit and Stiglitz 1977; Ethier 1982). Lower regional welfare would further accel-
erate decline of the local population, and such an event in one area may cause a
negative sequence in the regional market system.

In this way, it can be difficult to organise a self-sufficient market system in
regions S; and S,. If these regions have no pre-coordinated cooperation to distribute
goods and services, various goods and services may be limited to the local economic
scale within S; or S,. In other words, it is possible to apply the framework of
comparative advantage (or interregional trade) by means of pre-coordinated coordi-
nation between the two regions. In that case, for households, fare and frequency of
transportation are important factors in location theory. As long as the number of
individuals travelling to other regions is limited because of high transportation costs,
public transportation demand is kept at a minimum. If costs decrease, citizens can
access other regions and the utility level recovers because of their ‘love of variety’.
In the following section, several hypothetical scenarios are examined to demonstrate
regional spatial arrangements that may enhance the efficiency of the local transpor-
tation system.
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4.3 Hypothetical Analysis

We have shown that the decision on the local transportation operation frequency
may depend on a combination of fare, quantity demand, and operation costs. Hence,
it is necessary to examine the representative transportation operator’s economic
behaviour. As already argued, the worst-case scenario in lower hierarchically
ordered regions or rural areas is that the local transportation system does not work
sufficiently because of a constant shortage in demand. Now, we examine how
transportation operators may make more frequent services available in less popu-
lated areas. Here, physical transportation facilities such as road infrastructure have
already been established for reasons of simplicity.

We have focused our firm analysis on the local transportation operator, which
maximises profit # according to the following expressions.

max &= T@y,_-]- (d,j) — cz (4.4)
s.ty; =f(z) (4.5)

In Eq. (4.4), 7 (z > 0) = the transportation fare to passengers, y; (y; = 0) = the
number of passengers, travelling from region i to region j. This may be affected by a
physical distance between two regions. In addition, ¢ (¢ > 0) = the unit cost of
operation under zero marginal cost condition for reasons of simplicity, and z;
(z;; = 0) = the quantity supplied of transportation service (i.e., frequency of
operation) between two regions. In addition, the number of passengers y; depends
on the parameter z;; as expressed in Eq. (4.5).

There is also a representative economic agent: private firms that produce goods
and services. Their profit-maximising economic behaviour, particularly location
decision-making, would affect welfare level of regions. Their location factors
include location costs for rent, wages, capital, transportation on assembly, and
distribution. Because the analysis of this paper mainly focuses on regional transpor-
tation, these factors are discussed in Sect. 4.4 as extensive notes.

It is apparent that an effective adjustment of the local transportation system plays
an important role for a sustainable regional economy, while the system relies on
economic behaviour of local households and transportation operators with several
given physical constraints. This section now examines regional transportation policy
within the framework of central place theory under a hierarchical spatial structure.
There are three different types of hypothetical scenarios, Cases 1-3.

Case 1: Two Centres of Equivalent Lower Hierarchical Order
In the first scenario, there are two separate regions (as shown in Fig. 4.2). As the
regional population decreases, the hierarchical order of the urban system decreases

Fig. 4.2 Two-region dy,
scenario S, e o 5

dZ 1
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S;
°
%\\
32\\%23
dy, N
dy S

Fig. 4.3 Three-region
scenario

S

2

from the original hierarchical level. Each region is then denoted in Fig. 4.2 as a small
dot; the original spatial configuration in Fig. 4.1 was shown using circles (a higher
hierarchical order than the small dot). Here, these two regions are assumed to be
similar in terms of population and variety of economic activity, but some available
goods and services and types of job may be different.

By using Eq. (4.4), the local transportation system between S; and S, can be
expressed as Eq. (4.6).

m=2t(y;p +yn) — 2c2n2 (4.6)

The above expression shows a simplified form of the profit of the local transportation
operator under a round-trip (denoted by the multiplication by 2 in the equation).
Hence, the regional system and its transportation may be sustainable if

_ a2 (4.7)
Yi2 + Y21

Case 2: Three-Region Scenario
If the existing transportation system cannot sustain a sufficient operation frequency
to satisfy local demand, an alternative transportation network must be coordinated.
One alternative is illustrated in Fig. 4.3; this system involves an additional
neighbouring region, S;. Now, there are three regions and the demand for public
transportation increases because of the emergence of this additional region.

The second case illustrates a situation in which all three centres are of an
equivalent hierarchical order, can be established if

7= 4t(yy + o3 +y31) — 2¢(z12 + 223 + 231) (4.8)

The above expression shows a simplified form of the local transportation operator’s
profit under a round-trip for two different directions (therefore, some parts are
multiplied by 4 in the equation). Hence, the regional system and its transportation
may be sustainable if
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Fig. 4.4 Case with a 53
one-way transportation °
network
d3l d23
d
[ ] 12 [}
S S)

Sl ozt

. 49
T2 yptyntyn (49)

Case 3: Three-Region One-Way Network
The final case illustrates a situation in which the transportation network can be
integrated into a one-way structure, as depicted in Fig. 4.4 if

7 =1(y12 + Y23 +¥31) +7(y23 + Y12 +¥31) + 731 + Y12 + ¥23)
—c(z12 + 223 + 231)
=3t(yiy +y23 +y31) — ez + 223 + z31).- (4.10)

Hence, the regional system and its transportation may be sustainable if

1 zin+23+231
T> = 4.11
T3 Yy tyntyn (.10

Note that each of these listed scenarios is valid within neighbouring regions. In other

words, it may not be applicable between non-neighbouring or remote areas because

.. Oy;: . . . .
of the condition y; = y;(d;;) and a;’, < 0. Also, each scenario requires interregional

coordination and negotiation among S, S5, and S;. A similar argument with more
details can be found in Nakamura (2018b). The following section discusses the
feasibility of interregional cooperative coordination in real-world cases.

4.4 Further Research

We have shown that interregional coordination and negotiation are essential for
sustainable regional economic growth in rural areas with lower populations. How-
ever, straightforward interregional cooperative coordination may not be feasible
because of the extra short-term cost burden to every economic agent. As described
by Nakamura (2018b), additional incentives to motivate cooperation would be
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needed. This has also been argued by Isard (1975) in his comments on conflict
resolution. Our analysis should now be expanded to solve the following socio-
economic problem. When the regional population decreases, accessibility to goods
and services diminishes as the transportation supply exceeds its demand level. In
addition, an ageing society limits the availability of public finance, which means that
subsidiary payments to local transportation could be further restricted. These restric-
tions would leave more people outside the region and local retailers and service
providers would gradually exit the local market. Such vicious circles would diminish
the social welfare level in those areas.

To avoid a negative sequence in the market system, restructuring the public
transportation system may enable the construction of a well-coordinated
interregional transportation network. An advanced system could feasibly enable
economic agents to merge their locations into a single representative site such as a
local retail store or service centre. As long as these locations are easily accessible,
sustainable economic growth in rural areas is possible. Although the physical scale
or area has not been precisely defined here, this concept is fundamental to regional
agglomeration economies. These can be methodologically connected with the
‘regional externalities’ described by Parr (2015) by means of arguing for regional
development in Parr (1970).

Although the interregional cooperative coordination increases the cost burden of
each economic agent in the area in the short term, a proper spatial policy will
improve the level of social welfare in the long term. For instance, first, a secured
availability of goods and services maintains the region’s attractiveness at a sufficient
level. Second, less heavy dependence on private vehicles decreases excess income
expenses and other costs including traffic congestion, accidents, and environmental
damage. These decreases can improve the local community’s safety and security. As
a wider regional concept may be applicable, but the real-world situation would likely
result in less cooperative behaviour, policy makers should clearly state the long-term
advantages. It would be ideal if spatial social welfare function can describe these
advantages under careful procedure of formalisations.

While this paper provides a theoretical demonstration of the regional transporta-
tion system, empirical analysis should be applied with relevant datasets to fit each
hypothetical framework. This can be especially useful to examine rural regions.
Another possibility to expand the framework of this paper is to employ the argument
of ‘overall Pareto optimality’. This may include a discussion of the judgement of
whether public transportation should become a public service, for instance. Such an
expansion can involve the taxation policy. These examinations are beyond the scope
of this paper but will be necessary to investigate elsewhere.
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4.5 Concluding Comments

This paper has studied regions in which the local population and the variety of
economic activities decrease and demonstrated how a region can recover its attrac-
tiveness by focusing on a regional transportation policy. The argument partly
involved regional externalities to determine the optimal level of economic activity
associated with social welfare in spatial terms. The analysis showed that effective
regional transportation management and reorganisation may enable households to
attain much higher utility in an aggregate term, which would increase regional social
welfare to a sufficient level to sustain the regional economic system. In addition, this
paper has stressed the necessity and importance of interregional cooperative coor-
dination and warned that such an arrangement may face difficulties without well-
organised interregional negotiation and management.
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Chapter 5 )
Effects of Nominating an Area s

as the Candidate Place of a New NIMBY
Facility: A Consideration

Sen Eguchi

Abstract Generally, when a local government releases the construction plan for a
“not in my backyard” (NIMBY) facility to the public, they nominate only one area as
the candidate area of the proposed facility and fail to mention other areas that would
benefit from it. This study theoretically explores the implications of releasing the
NIMBY facility’s construction plan to the public in this manner, especially whether
the candidate area’s nomination compels its residents to accept the facility. Our
analysis shows that, if a candidate area’s nomination induces the public to perceive
that there is no alternative to building the facility in the nominated area, the
nomination requires residents in the nominated area to approve the facility. On the
other hand, residents in the nominated area would not be content to accept the facility
if it came under such public perception, excluding the possibility of the facility being
built in other areas. They would hope for such public perceptions to be corrected and
the siting to be reconsidered without excluding other possibilities. Our analysis also
investigates the conditions under which the abovementioned reactions occur, which
do not necessarily oppose the proposed facility, but hope for a site to be selected
without the exclusion of any possible sites. Our analysis suggests that residents in the
candidate area know (or can specify) the residents in the non-nominated areas are
crucially important for the emergence of such reactions.
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5.1 Introduction

A region or town usually consists of mutually distinctive, heterogeneous areas, such
as “uptown” and “downtown” or “East” and “West” of a railroad station. In addition,
it is common to produce local public goods/services for the residents of such a region
in a facility constructed in one of these distinctive areas within the region. Although
the region’s residents consume local public goods/services produced at the facility
equally, only the residents around the facility experience some production costs,
especially environmental costs such as a noisy environment around the facility.
Examples of such facilities include incinerators, public schools, and bus stops.
Residents often agree on the necessity of a facility but oppose its construction in
the area in which they reside, making siting the facility difficult. This study addresses
such “not in my backyard” (NIMBY) responses and/or conflicts among residents.'

Looking closely at the real NIMBY conflicts, governments often release NIMBY
facility construction plans by nominating one candidate area, but seldom mention the
other areas, each of which would also benefit from the facilities.> Once nominated as
the candidate area, residents in that area are required to express their opinions and/or
decisions, either accepting or opposing and if they oppose, this is regarded as the
emergence of a NIMBY conflict. The public, including researchers, often believe
that there is no alternative than to build the facility in the nominated area, highlight-
ing its focus on the residents in the candidate area.’ Consequently, the latter are often
criticized as “selfish” if they refuse the construction plan, making it difficult for
residents to oppose it.

The purpose of this study is to theoretically investigate whether an area’s nom-
ination as the candidate area has the abovementioned effect of enforcing acceptance
on its residents. In doing so, we consider a region’s model comprising two potential
candidate areas for a new NIMBY facility. In the model, when selecting the facility’s
site, residents (one in each area, Residents 1 and 2) express their opinions (welcom-
ing or opposing the facility). The facility’s site is determined only when the two
residents agree (one resident “opposes” and the other “welcomes” the facility).
Additionally, we suppose that there is a third party (player 3) residing outside the

! Facilities generating NIMBY conflicts are sometimes called “NIMBY facilities,” and we use this
term in this study.

2For example, as described in Shimizu (1999) and Siniawer (2018), in 1966, before the “war on
garbage” in Tokyo in the 1970s, the Tokyo metropolitan government released a plan for
constructing an incinerator to the residents in the Suginami ward in Takaido district in Suginami,
but the government did not mention (the names of) other districts in Suginami that would also
benefits from the incinerator in Takaido.

3The responses of the Takaido residents in Suginami ward in 1966 are reported in several case
studies and/or articles (e.g., Shimizu (1999) and Siniawer (2018)), but the responses and/or attitudes
of the residents in other districts in Suginami at that time are not reported. The same is true for many
case studies on NIMBY analyzing other cases, including those referred in Eguchi (2020) (e.g.,
Flynn (2011), Guidotti and Abercrombie (2008), Sakurai (2010), Shimizu (1999, 2002), Zheng and
Liu (2018)).



5 Effects of Nominating an Area as the Candidate Place of a New NIMBY... 91

region who is not familiar with the region but would regard NIMBY as what solely
generated by the residents’ attitudes in the candidate area toward the facility and,
hence, would criticize the resident in the candidate area when NIMBY conflicts
arise.

In this environment, the government releases the NIMBY facility construction
plan, nominating an area as the candidate area. We suppose that nomination
provides the public (player 3), a wrong perception that the facility has no other
possibility than to be built in the nominated area, and if the resident in the
candidate area chooses “oppose,” it is criticized by player 3, based on the wrong
perception, to be “selfish.” Our analysis shows that in such an environment, the
nomination of either area as the candidate area of a NIMBY facility, followed by
player 3’s tendency to criticize the residents in the candidate area if the residents
oppose, has effects of enforcing the resident in the nominated area to accept the
facility, which may explain why governments often release construction plans by
nominating candidate areas.

However, the residents in the nominated area will be dissatisfied if the facility is
decided to be built in the nominated area, excluding the possibility it being built in
any other area from site consideration. The residents in the nominated area would
hope for such public perception to be corrected, and the siting to be reconsidered,
with other possibilities also taken into account from the beginning. Although the
residents in candidate areas in real NIMBY conflicts often insist angrily that the site
should be reconsidered from the beginning,* in our view, such responses do not
simply mean opposition/hatred toward the proposed facility, but hope for the
abovementioned public perception to be corrected and the site to be reconsidered
without excluding any possibilities. Our analysis shows that such responses would
occur when the resident in the candidate area knows (or can search and specity) the
particular resident in the non-nominated area. Such a result might explain why
governments seldom mention the other areas that benefit from the facility when
releasing construction plans while nominating the candidate area, although it is not
an appropriate way of releasing the construction plan according to our view.

As referred to in Eguchi (2020), there are several studies on NIMBY from a
theoretical viewpoint.” However, no research has investigated the possible influ-
ences/effects of nominating an area as the candidate area of a NIMBY facility on the
choices and responses of the residents in the nominated area.

*The case of the Takaido residents in Suginami ward reported in Shimizu (1999) would be an
example.

SFor example, Burningham et al. (2006), and Suzuki (2011) provided useful surveys for discussions
and research on NIMBY conflicts. Eguchi (2020) also refers to Fredriksson (2000), Feinerman et al.
(2004), and Bellettini and Kempf (2013) investigating the NIMBY possibility to be efficiently
resolved through appropriately designed processes or plausible political processes, Kunreuther and
Kleindorfer (1986) and Mitchel and Carson (1986) seeking to find decentralized decision-
mechanisms that would lead to the agreement, Frey et al. 1996, Frey and Oberholzer-Gee (1997),
and Besfamille and Lozachmeur (2010) investing NIMBY from different viewpoints.
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Resident 2
oppose welcome
oppose ( b1 , b2 ) ( FBl , sb2 )
Resident 1
welcome [sbl , FBz) (ay, ay)

Fig. 5.1 Payoff matrix

Section 5.2 briefly introduces the analysis by Eguchi (2020), and Sect. 5.3 pre-
sents the main analyses. Finally, Sect. 5.4 concludes the study.

5.2 The Model and Analysis of Eguchi (2020)

Figure 5.1, a two-person normal form game, exhibits the model of a region
consisting of two areas, outlined in Sect. 5.1 above: the players are residents 1 and
2, with either “welcome” or “oppose” strategies for both residents.® In Fig. 5.1, if one
resident chooses “oppose” and the other “welcome,” the facility is built in the latter’s
area, while the former obtains the payoff denoted FB; (i = 1, 2), the first-best utility
attainable in area i, whereas the other resident obtains sb; = SB; — ENV;, where SB;
(j=1or2,j# i), SB; < FB; is the second-best utility of living in area j with the
NIMBY facility. ENV; (j = 1,2) is the envy disutility and/or fear of risk.” The
payoffs b; (i = 1,2) are those under the battling situation when both residents
“oppose” the facility, and a; (i = 1,2) are those under the “peaceful competition”
of both residents welcoming (accepting) the facility, although this is not expected to
happen in the real world. This is the game into which the residents are supposed to be

SFigure 5.1 of this study is the same as that of Eguchi (2020), with the permission of the Japanese
Section of Regional Science Association International, 2020.

7From the economics viewpoint of uncertainty, Sakai (2015) and Sakai (2019) provide explanations
of how residents would feel and react when confronted with a nuclear power generation plant, one
of the largest sources of risks, including possible unknown risks, which they would have to live with
every day.
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thrown into, when the government releases its intention to construct a NIMBY
facility, in Eguchi (2020).

Figure 5.1 presents two notable points. First, Fig. 5.1 provides a perspective on
the NIMBY conflicts. For the agreement of one resident “opposes” and the other
“welcomes” the facility to be achieved voluntarily by the residents, the game must
have at least one Nash equilibrium in the pure strategy of one agent “accept” and the
other “oppose.” Whether the games have such Nash equilibria depends on the
relative positions of b; and a; concerning FB; and sb;, where sb; < FB;. Second,
the facility brings the residents the payoff FB; if it is built in the opposite area and sb;
if it is built in its area, where sb; < FB,. This means that either location/result is
“favorable for one agent but less favorable for the other,” the same feature as the
battle of sexes and the war of attrition.

5.2.1 Possible Causes and Results

Eguchi (2020) argued that FB;, sb;, b;, and a; in Fig. 5.1 satisfy the relations sb; < FB;
and b; < a; < FB;, but the relationship between {b;, a;} and sb; should be allowed to
vary among the cases. Accordingly, each resident can plausibly be in either of the
following two cases:

Case A : sb; < b; < a; < FB;,
Case B : b; < sb; < a; < FB;.

Thus, Fig. 5.1 can take only three possible cases: <A-A> (both residents in Case
A) and <B-B> and <A-B> (one resident in Case A and the other in Case B).
Eguchi (2020) analyzed these three cases and showed that the <A-A> case is the
Prisoner’s Dilemma, in which NIMBY conflicts of both residents choosing “oppose”
will inevitably occur,8 whereas the <B-B> case is the War of Attrition, in which
different kinds of NIMBY conflict, the conflicts over the choice of the pure strategy
Nash equilibrium in the War of Attrition, may occur.” Contrastingly, in the asym-
metric <A-B> case, the game has a unique pure strategy Nash equilibrium of one
agent “accept,” and the other “oppose,” and hence, NIMBY conflicts are unlikely to
occur.

8For example, the facility whose site being decided later by coin tossing if both residents oppose,
belong to <A-A>, where the value of b, is, if the residents are risk-neutral, the average of FB; and
sb;, which is greater than sb;, and both residents would choose “oppose.”

°The games belonging to <B-B> have a mixed strategy Nash equilibrium in which residents
choose “oppose” with the probability p; = (—=FB; + a))/(a; + b; — FB; — sb)) (i,j = 1 or 2,j # i).
When a NIMBY conflict, which is the conflict over the choice of a Nash equilibrium, occurs in a
situation belonging to <B-B>>, the residents might engage in this mixed strategy equilibrium, and
the conflicting situation of both choosing “oppose” might follow with probability pp,.
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5.3 'When Announcing a Construction Plan
with a Candidate Area for the Facility

In this section, we modify the model in Sect. 5.2 and consider a different situation.
We suppose that there is another player in the game, player 3 resides outside the
region. We suppose that the payoff of player 3 is unaffected by the facility itself or by
the final facility site, but it is allowed (by the government) not only to pay attention
to the facility’s siting decision but also to affect the residents’ payoff in the manner
specified below.'”

Under this setting, suppose that the government wanting to build a new NIMBY
facility that brings the <A-A> case of the Prisoner’s Dilemma of Fig. 5.1'' releases
the construction plan to both residents and player 3, with nominating area 2 as the
facility’s candidate area, encouraging the residents to choose the pure strategy profile
of “oppose” for resident 1 and “welcome” for resident 2. We suppose that both
residents 1 and 2 know that both areas 1 and 2 are potential candidate areas for the
new NIMBY facility, but player 3 does not. Thus, residents 1 and 2 know that the
true game that should be played to determine the facility’s site is shown in Fig. 5.1.
We suppose that the site for the facility is again determined only when the two
players reach an agreement (one resident “opposes” and the other “welcomes” the
facility).

5.3.1 The Case of Common Knowledge

First, we suppose that residents 1 and 2 are common knowledge, known by all
players who they are, although player 3 is anonymous (i.e., two residents and the
government do not know who it is). Here, once nominated as a candidate area,
resident 2 is put in a position to be asked to answer either to “accept” or “oppose” the
facility. However, resident 1 chooses “oppose” because it is not only the dominant
strategy for him/her but also the strategy assigned to choose by the government in the
construction plan. Thus, resident 1 did not need to negotiate the facility siting with
resident 2. The situation is that resident 2 is forced to engage in the “one-player
game” of the upper half of Fig. 5.1, where resident 1 is already choosing “oppose” in
Fig. 5.1 without being noticed by player 3, although resident 2 knows it.
Perception of the Game by Player 3: We suppose that outside the region, player
3, who is not familiar with the region, perceives the situation incorrectly. As the

1"Not only the media but also scholars in social science (for example, Feldman and Turner (2010) in
the field of environmental philosophy), who are paying their attention to the NIMBY conflicts and
often expressing their opinions about the conflicts, would correspond to player 3 in our model.
"'In Sect. 5.2, we observed that in Eguchi (2020)’s framework, the typical NIMBY conflict of every
resident opposes the facility is a phenomenon that occurs in the <A-A> case of the Prisoner’s
Dilemma. Thus, we focus on the <A-A> case in the rest of this study.
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government nominated area 2 as the candidate place, player 3 perceives that whether
the facility is built depends on resident 2, and in unison, does not notice resident
1 who chooses “oppose” from the strategy set {"welcome,” "oppose"} secretly
within the government’s construction plan. Thus, the game perceived by player
3 is the “one-player game” of the upper half of Fig. 5.1 by resident 2, where player
3 can observe payoffs by, b,, FB; and sb;.

In addition, player 3, paying attention to how resident 2 responds, sometimes
criticizes resident 2 based on the upper half of Fig. 5.1, its perception of the situation,
affecting the payoffs of resident 2 as follows: if resident 2 choose “oppose,” the
government cannot build the facility in area 2, interpreted by player 3 as the
emergence of a NIMBY arose by resident 2. In this case, player 3 criticizes resident
2, and resident 2 obtains the payoff {b, — SELFISH,} instead of b, in the case of
Fig. 5.1, where SELFISH, is the fatigue of being criticized as “selfish” by player 3.'*
However, if resident 2 chooses “welcome,” the facility is built without conflict. Here,
player 3 would not criticize resident 2. However, the facility is built in area 2, and
resident 2 obtains a payoff sb,, like that obtained in Fig. 5.1.

To summarize the interaction described above, the true situation surrounding the
facility is described in Fig. 5.1 of the Prisoner’s Dilemma. Both residents 1 and
2 were aware of it. However, once the government nominates area 2 as the candidate
area, resident 1 is allowed to choose “oppose” without notice from player 3. Resident
1 is not required to negotiate the site with resident 2 because, in its plan, the
government considers area 2 as the candidate place. As resident 1 is already
choosing “oppose,” resident 2 is forced to engage in a “one-player game” in the
upper half of Fig. 5.1. However, player 3 perceives the situation as the “one-player
game” of the upper half of Fig. 5.1, where resident 1 can play no role as to the
construction, and whether the facility is built or not depends solely on how resident
2 decides. Thus, the game that resident 2 is forced to engage in coincides with that
perceived by player 3, although player 3 does not notice that player 1 is choosing
“oppose.” Player 3 may criticize resident 2 based on its perception of the situation,
modifying the payoffs of Fig. 5.1 into those of Fig. 5.2. Resident 2 knows who
resident 1 is. Resultantly, resident 2 is forced to engage in a “one-player” game of the
upper half of Fig. 5.2.

The Equilibrium: In the “one-player game” of the upper half of Fig. 5.2, if
{b, — SELFISH,} > sb,, resident 2 will choose “oppose,” regarded as the
NIMBY emergence. However, resident 2 will choose “welcome” if {b, — SELF-
ISH,} < sb,. In the latter case, player 2 will choose “welcome” voluntarily in the
game of the upper half of Fig. 5.2 because of the effect of SELFISH,, possible
criticisms from player 3 expressed based on the situation’s perception. Thus, nom-
inating area 2 as the candidate area of the facility has the effect of enforcing resident
2 in the nominated area to accept the facility, under the criticism based on the wrong

"2In the real world, the residents under NIMBY conflict are criticized by the public, sometimes
through the media. However, we do not specify the way player 3 criticize resident 2.
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/ Resident 2 \

oppose welcome
oppose ( by, by - SELFISH, ) (FB1 . sb2)
\ )
Resident 1 N 4/
welcome ( Sbl : FBz) ( ap a2)

Fig. 5.2 The modified payoff matrix

perception of the situation by player 3, explaining why governments often release
construction plans by nominating a candidate area.

Remark: In the upper half of Fig. 5.2, resident 2 will choose “oppose” and the
NIMBY would arise if {b, — SELFISH,} > sb, and, hence, the whole two-by-two
payoff matrix of Fig. 5.2 belongs to the <A-A> case of the Prisoner’s Dilemma.
However, if {b, — SELFISH,} < sb, under increased values of SELFISH,, and the
whole matrix of Fig. 5.2 belongs to the <A-B> case, resident 2 will choose
“welcome” and the NIMBY conflict will not occur. This implies that to criticize/
bash residents engaging in NIMBY activity in the real world to be selfish is, even
with or without the intention to do so, nothing more than an activity trying to change
the whole payoff matrix of Fig. 5.2 from <A-A> to the <A-B> type.

Emergence of NIMBY: In Sect. 5.3.1, we concluded that by considering the
equilibrium of the one-player game in the upper half of Fig. 5.2, if {b, — SELF-
ISH,} > sb,, NIMBY would arise, whereas if {b, — SELFISH,} < sb,, it would not.
This may seem to be a trivial result, saying that when there is a third party (player 3)
who will criticize the residents in the candidate area if they oppose the facility to be
built in their area selfishly, the residents may accept the facility and NIMBY may not
arise.

However, such a conclusion does not necessarily apply to real NIMBY facilities.
In the model in this section, we assume that residents 1 and 2 are common
knowledge. In such a circumstance, even in the case of {b, — SELFISH,} < sb,,
resident 2, who knows who resident 1 is, would try to explain to the government and
player 3 with costs that resident 1 also has “welcome” in its strategy set and, hence,
the true game which should be played is the whole two-by-two payoff matrix in
Fig. 5.1, not the one-player game in the upper half of Fig. 5.2. Here, resident 2 has to
prove that resident 1 not only has the strategy of “oppose” but also “welcome” and,
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thus, is a player in Fig. 5.1. In this case, resident 2 would refuse the construction plan
in which the government would nominate area 2 from the beginning itself, and
insisted that the plan including the siting should be reconsidered from the beginning,
with the site for the facility to be redecided through the game in Fig. 5.1 with both
residents 1 and 2 attendings.

5.3.2 The Case of Asymmetric Information

In this section, we suppose that residents 1 and 2 do not know who the other resident
is, although the government knows who they are. This supposition would be justified
if we look at our real life: in real life, often the residents in an area do not know “who
is residing in other areas of the region.” Also, although it is usual in real life that
several areas of a region benefit from the building of a NIMBY facility, the residents
in such beneficial areas often hide that they would also benefit from the facility,
pretending that they have no relationship with the facility siting problem. Thus, it is
not easy for the residents in the candidate area to specify the areas (and the residents)
that should be concerned with the facility siting problem.

In this case, the situation is the same as that in Sect. 5.3.1, except that resident
2 does not know who resident 1 is. Therefore, through the same analysis as that in
Sect. 5.3.1, we can conclude that if {b, — SELFISH,} > sb,, resident 2 will choose
“oppose,” the emergence of NIMBY, whereas resident 2 will choose “welcome” if
{b, — SELFISH,} < sb,.

Non-Emergence of NIMBY: In Sect. 5.3.2, we assume that resident 2 does not
know who resident 1 is. In the circumstance of Sect. 5.3.2, when {b, — SELF-
ISH,} < sb,, resident 2 would again hope to explain to the government and player
3 that the true game that should be played is that in Fig. 5.1 between residents 1 and
2, not the one-player game in the upper half of Fig. 5.2. However, it would be
difficult for resident 2 to do so in this case, contrary to the case in Sect. 5.3.1. To do
so, resident 2 must first find and specify who resident 1 is, alone. Second, resident
2 would again have to prove that resident 1 has “welcome” in its strategy set and,
hence, the actual game that should be played is that in Fig. 5.1 between residents
1 and 2.

The difference from the case of Sect. 5.3.1 is thus the existence of the costs of
searching and specifying resident 1. If these costs are not so large, resident 2 would
search and find resident 1, and insist that the site should be reconsidered from the
beginning, decided again through the game in Fig. 5.1 with both residents 1 and
2 joining. However, the costs of searching and specifying who resident 1 is would
often be tremendously large, and resident 2 would have to abandon to engage in such
activities.

31t would be difficult to prove that resident 1 has also the strategy “welcome,” without specifying
who resident 1 is.
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5.4 Concluding Remarks

When a local government publicly releases a NIMBY facility construction plan, it
nominates only one area as the candidate area of the facility to be built, often
inducing the public’s attention focusing on the residents’ responses in the candidate
area. We suppose that nomination provides the public the incorrect perception that
there is no alternative than to build the facility in the nominated area, and whether the
facility is constructed depends solely on the attitudes of the candidate area’s resi-
dents toward the public’s facility. Supposing that the public expresses criticism to
the residents in the candidate area based on such a perception about the situation
surrounding the facility, this study investigates whether a resident in the candidate
area would accept the facility.

According to our findings, residents in the candidate area often choose to reject
the construction plan, and even when it is better to agree than to face public
opposition, they would try to prevent the facility from being built in their area,
insisting that the site be reconsidered from the beginning. However, such activities
would be abandoned when the residents in the candidate area cannot search and
specify who the residents in the non-nominated areas are. In our view, such reactions
are mostly merely hoping for the site to be reconsidered without removing any
possibilities for the siting. The policy implication is that governments should not put
residents in the “one-player game” but those of Fig. 5.1 when releasing construction
plans.

Several assumptions in the models in Sect. 5.3 have been posed as plausible ones,
concerning the situations of multiple, over [A16] two areas siting. Extending the
analysis of Sect. 5.3 to such multiple settings explicitly, in which several areas
comprise the region whose local government has to construct a NIMBY facility for
the residents in one area would be a natural and meaningful extension. There would
arise a room for the residents of non-nominated areas who want a “free-ride” to
cooperate in the multiple-area scenario. Such interactions among the residents in the
not-nominated areas would interest not only by themselves but also provide conclu-
sions that would provide and enforce the plausibility of the several suppositions in
Sect. 5.3.2, including that the residents do not know who the other residents, and that
the resident in the candidate area cannot search and specify the residents in the other
area. Also, under such multiple-player circumstances, the role of third parties outside
the region who might be Benthamian would increase because the members of the
region increase. We intend to address these issues in the future research.
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Chapter 6 )
On the Existence and Sustainability s
of Long-Standing Japanese Shinise Firms

Hidekazu Sone

Abstract The purpose of this study is to explore the interdependent relationships
between regional economies and long-standing firms in Japan. Research on family
businesses is scarce, so this study analyses the actions of successive generations of
family run businesses, interweaving their knowledge of management strategy,
society, and history. In this study, we provide a field study on Suzuyo & Co., Ltd.,
a major logistics company rooted in Shizuoka City, Shizuoka Prefecture (Shimizu
area) which has been operating for nine generations over the last 200 years. We
discuss this case from the perspectives of innovation, business system, and socio-
emotional wealth (SEW). Suzuyo’s business style is based on sound region-
customer relationships and is the biggest contributing factor to their long existence.
This study offers a strong contribution to the literature due to its research methods,
which included interviews and historical materials provided by the people at Suzuyo.
In particular, we were able to interview President and Chairman Yohei Suzuki, the
eighth generation of the family within the company. His effort ensured that our
analysis was fact-based, allowing us to clarify the factors behind the firm’s long-
standing operation and the relationship of successive family generations with the
local community.
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6.1 Introduction

There has been a considerable regarding growth in management studies in Japan;
however, little research has been conducted with the keyword of continuance.
Additionally, there is insufficient research that examines the relationship between
organizational culture and competitive strategy in Japanese companies. This study
attempts to provide one answer to this question through an examination of how
Suzuyo & Co., Ltd. (hereafter Suzuyo), a long-standing logistic firm in Japan,
integrates social responsibility and innovation into its competitive strategy.

Suzuyo is currently headquartered at Shimizu Harbour in Shizuoka City (previ-
ously Shimizu City), Shizuoka Prefecture, Japan. The firm was established in 1801
as Harimaya Yohei and dates back to its first store at the center of Shimizu’s
wholesale port, where he took over the store of an oversea trading broker."

The Suzuki family has inherited Suzuyo since its establishment. The current
chairman and owner of the firm is Mr. Yohei Suzuki, the eighth generation of the
family, while his son, Mr. Kenichiro Suzuki, is the current president.

The purpose of this study is, therefore, to explore how Suzuyo owners have
created their competitive strategies and innovations. To do so, we have conducted
interviews in addition to data collection from public sources such as books, academic
papers, and periodicals. To create a meaningful case study, as suggested by Yin
(1994), Gerring (2007), and Miles and Huberman (1994), we identified and analysed
critical events during interviews and in public information.

The study is conducted by focusing on business systems, innovation, and socio-
emotional wealth. Kagono and Inoue (2004) defined business systems as “systematic
assembly of management resources in a determined structure that results from
planning the progress from determination of either of two factors: first, what
activities the company undertake, or second, what type of relationship the company
establish with various external trading partners, with respect to specialization of
work, establishment of an incentive system, information, product, and income.”?

1Currently, in addition to distribution and logistics, the firm has seven business lines with over
140 branches, which include sales of food, construction, information system, and fuel trading,
among others. The enterprise produces an annual revenue of around JPY 460 billion. Furthermore,
the firm had to face hard times such as failure in speculative trading in the U.S. market, World War
II, and the oil shock. The firm overcame these crises by restructuring its internal organization in
response to the changing environment while also exploring new ventures. For example, Suzuyo had
committed to developing Shimizu Harbour, selling coal, and exporting green tea and oranges
overseas.

2Regarding business system studies in the field of business history, Cochran (1957), Cole (1964),
and others used business systems as a dominant concept to scientifically discuss the major issues of
economic developments based on case studies. Later, in business strategy theories, business
management theories, etc., many researchers have been emphasizing business systems, particularly
when discussing Japanese corporations. Kagono and Yamada (2019) defined a business systems as
“a business framework being a cooperative systemized framework within a corporation and among
corporations.”
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Theoretically, business systems are closely related to innovation as well as socio-
emotional wealth (SEW).? The goal of SEW is to achieve good economic perfor-
mance, but more importantly to prioritize how to pursue non-financial utility gener-
ated from other factors at the same time. Those factors include social image on the
company’s names, brand names, and family names that gain the ability to exercise
identity and influence.” Therefore, one prime objective of SEW is to have the family
business survive and succeeded into future generations (Miller and Le Breton-Miller
2014).

Upon investigating Japan’s local production areas and long-established firms, one
can identify many similarities between the business system theory and SEW theory.
The business system theory has been widely used in Japanese management studies
for approximately 20 years, and in recent years, the SEW theory is garnering
attention as well.

6.2 Literature Review’

This paper rethinks the research into Shinise (long-standing firms) as it has been
discussed relative to preservation, indicating its problematic points, and aims to
approach the core of the subject by way of a new chronological analysis using case
studies of various firms. Research on family businesses in Japan has been actively
conducted in recent years as attention paid to long-established firms increases.
However, many studies are limited to introducing the status of family businesses
or the results obtained from the simple processing of questionnaire surveys as the
field of expertise is still relatively new. Full-scale academic research began when
The Family Business Review was launched in the USA in 1988. Further accumula-
tion of theoretical and empirical research is required not only in Japan, but also in
Europe and America.

3SEW has been actively discussed by many researchers in the USA and Europe since around 2010.
SEW has also attracted attention from Japanese researchers in recent years, but the interpretation of
SEW appears exaggerated. Thus, we use early research on SEW in the USA and Europe as a main
reference for this study.

*Gomez-Mejia et al. (2007) investigated the attitudes of family business toward risks, that is, the
facts that they are risk averse depending on their, nature which leads to the failure or reduction of
SEW. Gomez-Mejia et al. (2011) distinguished family businesses from other types of businesses by
emphasizing the role of uneconomic factors when referring to previous studies. In his 2011
research, he pointed out three distinct factors that the family business has inherited: a strong
emotional overtone which the family has built up through its persistent memory and long existence
as a social organization; the penetration of their family’s idiosyncratic sense of value into the
organization; and altruistic behaviour among owners of the family business.

5The literature review on business system and innovation is cited from the discussion in Ibrahim
et al. (2011), Sone and Lam (2013), Lam and Sone (2018), and Sone et al. (2020) which is partly
modified.
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Keeping innovative culture in an organization is complex. For example, the
transfer of a family business from one generation to another is a complex process
that involves many factors (Ibrahim and Ellis 2004; Davis and Harveston 1998; Sone
2019). In industries that depend on craftmanship and skills, transfer of those skills
from one generation to another is a must in maintaining sustainability and long-term
success, especially for family businesses.

The family firms have a noticeable vision that has been passed across generations
while non-family firms do not have an identifiable vision. This characteristic pro-
vides family firms with a competitive advantage over non-family firms (Habbershon
and Williams 1999; Chua et al. 1999; Sone 2019).

Distinct differences in organizational culture have also been identified between
family and non-family firms (Denison et al. 2004). Dyer (1986) argues that the
values created by the founder have been transferred from one generation to another.
Recent findings demonstrated that family firms are likely to be more innovative
(Duran et al. 2016; Kammerlander and van Essen 2017; Padilla-Melendez et al.
2015; Astrachan 2010).

This fact articulates with the innovative culture created by a family and is
embedded within its organization. The evidence that the family firm is likely to be
more efficient in using innovative processes supports the hypothesis that a family
firm creates more output with less R&D monetary inputs (Duran et al. 2016).
Furthermore, family firms are more responsive to the changes in the market and
customer demand. Newman et al. (2016), for example, found that there is a positive
relationship between family firms and customer orientation on the use of exploratory
innovation to scan the market for opportunities.

Kagono (1999) also demonstrated that an innovative culture in a family firm is
used to empower employees and to leverage its trust with external networks. Family
firms use the “family system” to build a clan culture that promotes teamwork while
non-family firms rely on the “business system” to build their organizational culture
(Sone et al. 2006; Yoshimura and Sone 2006; Sanchez-Marin et al. 2016;
Kammerlander and van Essen 2017; Sone 2019). This concept is similar to the
idea that the values created by the founder are associated with other stakeholders
surrounding the family business (Poza et al. 1997). Firms’ business cultures are
heavily influenced by the regional social culture® (James 2005; Saxenian 1994; Lam
and Sone 2018).”

We will discuss the case study of Suzuyo in the following chapter.

SCulture here means “a complex whole which includes knowledge, belief, art, morals, law, custom,
capabilities and habits.” Culture defines the members of a specific society (Tylor 1871). The culture
of a regional society determines whether the society tolerates risk and changes, celebrates the
success of others, collaborates and cooperates, and accepts failure as part of the normal process of
doing business (Saxenian 1994; Stephan and Uhlaner 2010; Mason and Brown 2014; Spigel 2017).
There are characteristics of a society that is conductive to a firm’s innovation.

"The region’s history of commerce, therefore, provides an insight as to why certain areas maintain a
persistent level of entrepreneurial activities over a long period of time (Shane 1993; Aoyama 2009;
Fritsch and Storey 2014; Sone et al. 2020).
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6.3 Case Study: Competitive Strategy of Suzuyo®

This study uses Suzuyo as a case to explain the role of an innovative culture for the
competitive strategy of a family firm. It also analyses the role of the firm’s location in
developing an innovative culture and associated behaviours with respect to the
diversification and internationalization under four generations of the family firm.

6.3.1 Business Crisis in Edo Period and Foundation
Establishment in Meiji Period

Shimizu Harbour has been the heart of Japan’s marine ports since Kamakura Period.
Together with Ejirijuku of Tokaido, this location in the eastern sea area is vitally
important in terms of both marine and land transportation. Tokugawa leyasu, a
leader of the Tokugawa clan, won a battle in the summer of 1615 at Osaka when
special business rights were granted to the 42 local marine trade brokers, who then
formed a monopoly in the marine trading business. The founder of Suzuyo took over
the business of a marine trade broker called Minatoya Heiemon in 1801 and then
established Harimayayohei.

We were unable to find information about the first two generations of the firm
other than what was in their tombs and records. The first owner was born in 1752 and
the second in 1774. The founder took over the capital when he was around 50 years
old, which explains why his son, later the second generation’s leader, had managed
the business with the founder since the establishment.

Nevertheless, the monopolistic privilege disappeared when the special business
right, the economic privilege of trade brokers in Shimizu Harbour, was suspended
during the Tenpo Reforms in 1841. This change forced the traditional business
environment to be a free competitive market. That change led to the closure of
traders and the sales of the stocks, leaving only 38 marine trade brokers in operation,
causing the marine transportation business at Shimizu Harbour to fall into economic
depression.

When the third generation’s leader took over the firm in 1812 and used his full
strength to protect the business, he tried to make a good relationship with the
Fukatsu and Sawano families. In 1856, he arranged to have his daughter married

8For this paper, primary materials were examined, while secondary materials and inhouse company
documents were referred to. Interviews were conducted with Mr. Takafumi Mori, a former Suzuyo
board member, and one other person on March 14, 2017, and with Mr. Daisuke Goto, an adviser
to the company, and one other person on October 6, 2018. On July 1 and 28, 2020, Mr. Yohei
Suzuki, the chairman and eighth-generation founder, was interviewed. At least ten rounds
of investigation were conducted, including informal inquiries. We used a longitudinal case research
method (Gerring 2007; Stake 1995) where we started with the company’s founder and continued
to the present leader of the ninth generation.
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to the third son of Sawano Niemon. It was his son-in-law, Gihei, who took over the
business. He then passed away in 1869, after he witnessed the business’s well-being.

6.3.2 Suzuyo’s Reform in the Transitions in Meiji Period

In Gakuyo Meishiden (notable persons in Gakuyo), published in 1891, the fourth
Yohei Suzuki is described as a veteran chief merchant and scholar with a keen
understanding of business opportunities.

The fourth generation’s leader took over the business in the early Meiji Era, when
it was in chaos. He diversified the business with new ventures and expanded. When
the Japanese government decided to open a new railway (Tokaido Line) and Shimizu
Port in 1889, it was a turning point for the firm. The firm started trading salt, tea,
and coal for expansion.'’ The firm changed its name to Suzuki Yohei Shoten during
that time period. The fourth generation contributed tremendously to the family
business, as well as to the regional community for where he was elected as the
regional leader at the age of 25 and then became a Shimizu Town Mayor.

He was called “Monarch of Meiji” and had five major achievements. First, he
created a strong foundation for Suzuki Yohei Shouten. Second, he contributed to the
establishment of Japanese Tea-house in Yokohama by inviting Mitsubishi steam-
ships to the harbour.'" Third, as a response to the opening of the new railway, he
used coal as a new resource for energy. Fourth, he renovated Shimizu Harbour to be
a public wharf to support international trading business.'” Firth, in 1899, he
succeeded in obtaining government approval for the harbour to be used as an
international trading port. His efforts helped the community in Shimizu develop
tremendously.

An adopted son in 1865, Keijiro Yamanashi took taken over the name Yohei to
become the fifth generation’s leader. As a representative person of Suzuki Yohei, he

°It had been previously said that developing railways would have a negative effect on marine
transportation, but it actually had a positive influence.

19Mr. Yohei Suzuki, the leader of the eighth generation, said, “Since Kushiro and Shimizu are not
big harbour but rather medium-sized, no major companies came in. As a result, there were business
opportunities for Suzuyo. Harbour of Shimizu, unlike Kushiro, had liners visit regularly, and
therefore, they were able to export tea and tangerines from Meiji Period. Exports were usually
operated by a large shipping company, but in the case of Shimizu, the business was entrusted to a
local company. Running such a business required the workers to be able to speak English, and for
this reason, they needed relatively high-calibre workers to do the job of the distributors. The quality
of employees was quite high at Suzuyo because such personnel were combined with the work at the
harbour.”

lIOpening teahouses at Yokohama was crucial for the community because exporting tea was
mainly conducted at Yokohama port at that time.

'2The fourth generation’s leader played a leading role in the marine transportation industry at that
time. He helped build up a wharf company, Hakuunsha Co., Ltd., which accelerated the harbour
development.
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supported the expansion of Shimizu Harbour. For example, he was committed to
exporting Japanese tea to the USA. Because of predecessors’ orders, he continued
the sales of salt while also expanding the business to include the delivery of wood,
management of ships, and sale of marine insurance. He passed away at the age of
55 in 1917 after his adopted son-in-law succeeded the business as the sixth gener-
ation’s leader.

There are very few documents on the first, second, and third Yohei Suzuki; thus,
many things remain unclear. The fourth and fifth Yohei Suzuki managed the
business without any major problems. Suzuyo expanded significantly under the
sixth Yohei Suzuki.

6.3.3 Business Expansion and Management Philosophy

The sixth generation’s leader made tremendous efforts in expansion and diversifi-
cation of the business while he contributed to a large extent to the industrialization of
Shimizu Harbour. He started trading coke, a fuel which is a by-product of coal, and
obtained a license to sell reprocessed salt. Furthermore, he incorporated the business
of warehouse management as a prospect for the future. He also founded Shimizu
Food as a corporate social responsibility.

During this generation, the business was modernized. The proprietary organiza-
tion was changed to a stock company in 1936, when the firm’s name was changed
from Suzuyo Shoten to Suzuyo Shoten Co., Ltd. The company also had to train
employees and teach them the company’s mission to support widely diversified
business.

For example, the firm encouraged “Tomoiki” activities, in which employees
support each other and live together. These activities were inspired by Benkyo
Shiio, an influential monk from the Jodoshu Buddhist School, in 1922. The guiding
philosophy of the “Tomoiki Movement” was the idea that “everything on earth are
friends because grass and trees are all coexisting.” The sixth generation’s leader
incorporated the concept of coexisting into the business philosophy, which became a
fundamental support for employees. "

As a result, a voluntary group called Suzuyo Shiseikai was formed in 1927.
Suzuyo night schooling started and encouraged employees of all ages and in all
business units to attend.'* The sixth generation’s leader passed away at the age of
58 in 1940, leaving behind four mottos: serve with honesty, value harmony, work
with persistence and self-respect, and mutual understanding. The sixth generation’s

3Mr. Yohei Suzuki, eighth generation leader, wrote, “The business is all about its people” is a
commonly known proverb, similarly our company history is also exactly “the history of the people
of Suzuyo” (Suzuyo & Co., Ltd. 1987).

'“Subjects taught were accounting, business administration, communications, classical Chinese,
Japanese, and English.
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leader has been recognized both internally and externally as a person who led to the
modern Suzuyo.'?

Mr. Yohei Suzuki, eighth generation leader, said, “I think the 6th generation, my
grandfather, was an impressive person. He had a rough life. This may not be
something I should say about a relative, but he went to Hitotsubashi University
and was influenced by Professor Kanzo Uchimura to become a Christian. But he
gradually drifted to Buddhism after returning to Shimizu and died early.”

6.3.4 The Chaotic Post-war Period, Rebirth, and the Rapid
Economic Growth

Upon the death of the sixth generation leader, his first son took over the seventh
generation.'® He had graduated from Kyoto University after majoring in economics,
and was trained in marine trading at Yamashita Kisen Steamship Co., Ltd. After
2 years with Yamashita, he joined Suzuyo as a senior managing director and assisted
the sixth generation’s leader. His younger brother, Yoji, supported the seventh
generation’s leader along with a team of experienced and well-trained employees.
Yoji had resigned from Nosawa Gumi Trading and joined Suzuyo after the sudden
death of the sixth generation leader; Yoji later became a vice president and president.
Yoji and the seventh generation’s leader led the company and overcame the crisis
caused by World War II, even though most of the company’s assets were damaged
during that period.

The seventh generation’s leader recovered from the damage during the post-war
period by progressively implementing automation, switching from coal to fossil fuel
trading, in response to the rapid economic growth in Japan.'” For example, he
restructured the marine transportation business for expansion'® by dividing it into

>The sixth Yohei Suzuki modeled the company like a terakoya school. He provided education,
such as lessons on bookkeeping, reading and writing, and abacus, to his employees. The local
community acknowledged this endeavor; thus, Suzuyo was able to recruit talented students from
local higher elementary schools, because it was understood that employees would be able to study if
they joined the company. These talented students contributed to Suzuyo’s growth during the
pre-war period. The management, led by the head clerk, laid the company’s strong foundation.

'%n addition to the position as the president of Suzuyo Shoten, he took over the position of president
at partner companies and was a member on their boards. Mr. Yohei Suzuki, eighth generation
leader, wrote, “The eighth generation describes his father, the seventh generation, as ‘a quiet man’”’
(Suzuyo & Co., Ltd. 1996).

'"7Mr. Yohei Suzuki, eighth generation leader, wrote, “As the head of the company, my father must
have been doing whatever he could to get through the turbulent times of the Pacific War, Japan’s
defeat in the war, and the post-war period. When I think of my father, a lump forms in my throat, as I
think of a man who did not seem to have been blessed with talent as an entrepreneur but worked
hard as he could” (Suzuyo & Co., Ltd. 1996).

'8 The annual sales value of the Transport Division increased from JPY 1.3 billion in 1961 to JPY
2.9 billion in 1965, then to JPY 2.9 billion in 1969.
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three units; sales of marine transportation, woods, administration, and production to
optimize the operation.

He also created a pier to use exclusively for coal trading to accelerate modern-
ization in harbour operations and reform transportations. Within the organization, he
adopted computers for efficient administrative operations in a designated electronic
calculation office in 1968. Furthermore, in 1977, he opened a representative office in
Antwerp and expanded the business internationally, to Los Angeles, New York, and
Dusseldorf.

How he handled the business of SSK (Shimizu Food) illustrates that he was an
excellent successor to the sixth generation leader. When SSK reported sluggish sales
results in 1970s, most managers almost gave up on the business. It was, however, the
seventh generation’s leader who insisted that SSK should be continued. As the first
son of the sixth generation, who founded SSK, he is said to have been strongly
committed to SSK, believing that he had inherited the will of six generations.

The seventh generation’s leader was always aware of his responsibility to con-
tribute to the local community.'® To carry out the will of his predecessor, who served
as a chairman in Shimizu City Council for 16 years (over four periods), he donated
JPY 150,000 to establish Shimizu City Hospital. He also served as a chairman of
Shimizu City Welfare Committee, which formed in 1951 and provided opportunities
for students who need special care by initiating a specialized class at Shimizu City
Elementary School. Other elementary and junior high schools followed the trend.

He was willing to offer a place at Suzuyo headquarters for an institution for the
mentally disabled to have their administrative office. He, along with other enter-
prises, raised a trust fund for the institution because they showed trust and respect to
Suzuyo as the head of organization. This allowed Anabara Gakuen School to open.
In 1975, Anabaraso, alifelong support facility for those with mental disabilities, was
also opened. He was a chairman of the organization and managed the team by
himself. In 1978, he opened Shimizu Harbour Museum to introduce the local history
and culture to other communities.?’

9Mr. Yohei Suzuki, the leader of the seventh generation, wrote, “History (of Suzuyo) is directly
linked to the development of Shimizu Port. Suzuyo, who has lived together with Shimizu Port, is
grateful that it has grown with the prosperity of the port, and this is our basic spirit. ... Suzuyo’s
mission to be born in the hometown and live with the hometown is becoming more and more
important, and we are keenly aware that we must have the responsibility and awareness to always
return the benefits we have been given, both mentally and physically”(Company magazine, Suzuyo,
Vol.1).

2OMr. Yohei Suzuki, the leader of the eighth generation, said, “My father (the seventh generation)
was not really the one who took the lead, but rather was supported by my uncle (the younger brother
of the seventh generation). I also think the support from university graduate shopkeepers who joined
the company when my grandfather was the head was big. They really supported my father.”
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6.3.5 Reforms and Breakthrough by the Eighth Generation

The eighth generation’s leader graduated from Tokyo University and majored in
economics; he started his career with Nippon Yusen and later joined Suzuyo. He was
promoted to the role of president at the age of 36 in 1977, after the sudden death of
his uncle, Yoji.

He implemented policies for reform and breakthrough. The change was clear.
Statements made on New Year’s days included: “Pick up challenges and start a
voyage while preserving traditions” in 1978; “We don’t want those who are afraid of
failure” in 1979; and “We will improve the skill of our employees to enhance the
organization” in 1980.

This change was initiated because he discovered that the management failed to
supervise the bottom of the organization during the seventh generation due to the
rapid expansion. He then put a lot of effort in establishing the system of three
business unit managers over administration, transportation, and sales so that the
presidential policies were transparent and handled smoothly.

He updated the computer system installed by the previous generation and used the
system for accounting and administration to increase the efficiency of operations. He
also thoroughly reviewed and evaluated each project, and eventually terminated the
projects burdened with deficits, such as Shimizu Food, Fuji Plywood, and Shimizu
Transports. He admitted in later years, “It was indeed not easy to revitalize the
company which had enjoyed a peaceful environment while I rushed into immediate
restructuring to solve many problems.”

Mr. Yohei Suzuki, the eighth generation, said, “When I became president, things
were extremely tough. The union movement also flourished, and companies and
unions that have never gone into the black since their founding were strong and it
was as if we were on the verge of being knocked out. In my first year, [ didn’t know
why the personnel department couldn’t count the number of employees.”

In addition to internal reforms, the eighth generation’s leader, based on his
international experience, had to expand into international trade in the logistic
business by building both domestic and global relationships much earlier than
competitors did. By collaborating with the largest broker in the USA and making
it a place for international expansion, he incorporated a company, Suzuyo Koku
Kamotsu, in 1987. Furthermore, companies for lease, insurance, security, distribu-
tion, pest control, building maintenance, and airline businesses had been established.
He stated in interviews, “We were not expanding without plans. Every initiative
started in response to the request from the local community. As a result, we added
each company one by one into our group.”

Recently, the firm accepted a request to manage Shimizu S-Pulse, a local profes-
sional soccer team in J-league. It opened ““S-Pulse Dream Plaza” as an integrated
commercial facility and as a hot spot for tourists to revitalize Shimizu Harbour. The
eighth generation’s leader also helped in the project of opening Mt. Fuji Shizuoka
Airport and established Fuji Dream Airlines (FDA). Through this, the firm enhanced
its ties with the local community. We found that the business strategy of Suzuyo is
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indeed consistent; it was based on the philosophy of coexistence with the customers,
the local society, and the employees. The firm consistently attempted to build long-
term and sustainable networks with time, costs, and efforts for coexistence rather
than striving for short-term profits.

In 1990, Suzuyo donated JPY 1 billion to the opening of Shizuoka Institute of
Science and Technology when the eighth generation leader became the first chairman
of the board. He aimed to educate people through science and engineering so that
they become researchers or engineers in the future who would contribute to devel-
opment of the local society.

In fact, it was the eighth generation’s leader who put together fundamental
policies in the year of 1992. He argues that the reason why Suzuyo survived its
difficulties was the consistent efforts and transformation made by ancestors after
dramatic changes in the society and value perception.

He made sure that policies regarding business acts and employees’ attitudes were
clear. He had 12 principles that he shared for further development: conduct sincere
business so that it endures judgements by history; be encouraged to hold and attain
esteem; constantly seek reforms; proactively seek new investments; attempt to create
a solid system by reserving retained earnings; establish good relationships with
external stakeholders; attempt to unify the directions for effective management;
communicate with formal written documents for every activity in the organization;
have representatives and management be the driving force of the organization;
ensure that every employee is always treated fairly; comply with the rules as
fundamentals for all organizational activities; educate people.

Those 12 principles have become the present fundamentals for all Suzuyo
employees. In August 2015, the eighth generation’s leader was promoted to be the
chairman of the board and his first son, Kenichiro, has become the new president.
The smooth transition is expected to motivate people to further develop the firm.

Actions taken by successive generations illustrated that the factors for survival
and the roles of long-established firms should have their roots deep in the region. The
eighth generation indicated in an interview that the company had created solid roots
in the region but was also willing to change.?' This is critical. According to him, the
most important role of a founder, when change is necessary, is to be able to have
control at that time. The successive generations of the family have played a major
role in the development of Shimizu port and the urban areas, and they also took
responsibility as a coordinator within the industry.

The eighth generation mentioned the importance of attending the local schools
until high school as an example of how he was deeply involved in the local
community. He indicated that someone who is going to be a leader of area should
live with the people of the community. The fourth and the sixth until the ninth

2 The eighth Yohei Suzuki moved the company away from its local orientation (Sone and
Yoshimura 2019).
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generations had worked for other companies for this reason.”” They recognized the
importance of close relationships with the local community for the education of
human resources as well as gaining knowledge and technology.*

6.3.6 Carrying on Reforms in line with the Environment

Mr. Kenichiro Suzuki is the eldest son of Mr. Yohei Suzuki. He joined NYK Line in
2000 after graduating from Waseda University, and became a Suzuyo director in
2009. In 2011, as managing director, he oversaw the group’s food business and
served as the manager of the logistics division. After serving as senior managing
director, he was appointed president and representative director at the age of
40 in 2015.

In addition to the existing logistics business, he is focusing on the areas of open
innovation and platform business for the future while simultaneously pursuing
operational reforms. Mr. Kenichiro Suzuki, the leader of the ninth generation said,
“Suzuyo has been self-reforming in accordance with its business environment. I will
steadfastly follow this path as the ninth-generation founder.>*” He is expected to lead
the company as it expands further and contribute to the local community.

22Mr. Yohei Suzuki, the leader of the eighth generation, said, “This is how salaried workers live,
this is how they work, the bosses are like this, they learn their work this way, and this is the kind of
lifestyle they go through. Every single realization should teach us something. Even at my company
we tell our workers to cherish their co-workers. Workers of shipping companies are nice to each
other, and they’re good friends. I want that kind of culture to be present in our company as well.”
23 Mr.Takafumi Mori said, “I am immensely grateful that you are so enthusiastic about Suzuyo.
Though it has been 10 years since I retired, I still feel glad that I worked for this company.”

**https://globis.jp/article/5259
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6.4 Conclusions

The conclusions in this paper offer diverse theories and examples but can be
summarized as below. This study identifies the fact that the firm has been developing
through various innovations, but at the same time it has contributed tremendously to
the development of the local community.

This study has the following contributions to the academic literature: First, the
study focused on innovation, business system, and socio-emotional wealth of a
family business, which had remained unexplored. Second, it analysed the enterprise,
Suzuyo, from various aspects and from its positioning in the local community. The
studies on socio-emotional wealth have become pervasive recently, and thus this
paper leads to future studies. Third, we conducted many interviews with the owners
and members of management team to check facts, which method we believe valuable
for the study.

The study repeatedly mentioned that the firm has deep roots in the local commu-
nity since their foundation. We understood that the firm has made the local commu-
nity a high priority and thus coordinated with the local people to work because the
firm stood for a long time in that local community and worked together with them.
While keeping its tradition is important, the firm strived for innovations and break-
throughs to keep the business sustainable. Furthermore, we conclude that when an
organization is willing to expand, internal training and education are indeed
necessary.

To sum up, we found that the three theoretical viewpoints identified in this paper,
which are innovation, business system, and socio-emotional wealth, are indeed
important and affected each other as prime reasons for the long-standing operation
of Suzuyo.

Finally, future issues are described. Although this paper is a single case study, it is
believed that the importance of this case can be further enhanced by conducting a
comparative study with other companies in the same industry.
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Chapter 7 ®)
The Formation Process and Logic s
of the Spin-off Governance Mode: A Case
Analysis of the Morimura Zaibatsu

Atsuro Shibata

Abstract The purpose of this article is to reexamine the logic behind the Japanese
spin-off governance mode by revealing the formation process of Japanese spin-offs.
In order to achieve that purpose, this paper will conduct a case analysis centered on
companies belonging to the Morimura Zaibatsu, while paying special attention to the
formation process of the parent-subsidiary relationship between Morimura-gumi and
Nippon Touki Gomei Kaisha.

In conclusion, this paper clarifies that there may be limits to previous explorations
of the Japanese spin-off governance mode focusing on the process of forming
Japanese spin-offs, and points out that the nature of Japanese companies may play
an important role in the logic behind Japanese firms adopting the spin-off
governance mode.

Keywords Japanese spin-offs - Corporate governance - Management dispute -
Personal association

7.1 Previous Explanations of the Logic Behind Japanese
Spin-Offs

The academic concept of Japanese spin-offs was developed by Ito (1995) and refers
to a type of strategic behavior which is particular to Japanese firms.

First, this paper begins by examining previous research on what Japanese spin-
offs are, and why Japanese firms tend to adopt this type of strategic behavior.

This paper is an English translation of a paper published in the Journal of Business Management,
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7.1.1 What Are Japanese Spin-Offs?

Why do Japanese firms spin-off new businesses with future growth potential? Ito
(1995) launches his explanation, which hinges on the transaction cost theory,' with
the following three points and suggests there are three alternative methods of
managing new businesses: (1) through the market, (2) through a hierarchy, and
(3) through a spin-off.

Generally, where the degree of parent firm ownership of a new business is a, in
the case of the market, @ = 0, or in other words, complete divestment. In the case of a
hierarchy, @ = 100, complete integration in which the parent firm retains complete
ownership of its new business. With a spin-off, the equation becomes 0 < @ < 100 or
a quasi-market relationship between the parent firm and its new business. Basically,
spin-offs are defined as firms which adopt an intermediate ownership structure that is
neither a market nor a hierarchy. Ito (1995) argues that the parent firm will select one
of these modes of governance with a view to greater economic efficiency of its
transactions with the new business.

7.1.2  Why Do Japanese Firms Tend to Adopt the Spin-off
as a Type of Governance Mode?

Why do Japanese firms tend to choose the spin-off as the mode of governance? First,
Ito (1995) ascribes this tendency to the social environment of Japanese firms, in
which parent firms have little need to retain all residual rights of control over the
spin-off and integrate it within the parent firm. The risk of acquiring a new business
in a heterogeneous social environment seems to prompt US firms to either
completely integrate the new business or sell it off entirely, primarily for the purpose
of profit. Japan, on the other hand, is a homogeneous society, with a social environ-
ment that enables parent firms to constrain the opportunistic behavior of its sub-
sidiaries through sanctions imposed by social networks. As a result, Ito notes that
parent firms do not necessarily have to ensure the complete possession of residual
rights of control through full ownership.

Ito (1995), therefore, concludes that Japanese firms use the spin-off mode of
governance because in Japan, sanctions imposed by social networks serve to com-
plement ownership-based control, making the spin-off mode an economically ratio-
nal choice.

Ito (1995) also focuses on the aspect of separation of core competencies with
dominant logic as well as aspects of Japan’s labor market conditions and practices as
two other reasons for adopting the spin-off governance mode.

'For this point, see Williamson (1975), Grossman and Hart (1986).
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Ito (1995) points out that when a Japanese firm sets up a new business spin-off, it
tends to create a business possessing more advanced technology independent of the
existing business, and thus the parent firm adopts the spin-off governance mode.
Technically, if the parent firm’s old management systems and core competencies
with dominant logic are unfit for the new business, the better option is to separate the
new business from the parent firm, because this unfitness is likely to become the
biggest impediment to growing the new business based on its own dominant logic.
This is especially true if the new business generates few synergistic effects with the
existing business.

Why Japanese firms adopt the spin-off governance mode can also be found in
aspects of labor market conditions and practices of Japanese firms. It is well known
that Japanese firms have a well-developed internal labor market based on the premise
of lifetime employment. In other words, Japanese companies need to secure new
upper management posts for senior employees and respond to pressure of the
internal labor market by spinning off new businesses.

In summary, there are three reasons why Japanese firms spin-off new businesses
with future growth potential. The main reason lies in the aspect of “economies of
transaction cost” with Japanese firms operating in Japan’s homogeneous social
environment where the monitoring and sanction of subsidiaries based on social
networks can complement ownership-based control. As a result, a parent firm can
constrain the opportunistic behavior of its subsidiary without having to own the
subsidiary completely, giving an economic rationality to the spin-off that allows it to
balance the cost associated with hierarchy and market transactions. The second
reason concerns the aspects of “economies of separation of the core competencies
with dominant logic.” Separating a new business from a parent firm means separat-
ing the new business from the parent firm’s older management systems and core
competencies with dominant logic. As a result, the new business once separated
from the parent will be able to develop its own core competencies that match the
business environment. The spin-off governance mode not only generates growth of
the subsidiary based on multiple uses (namely economies of scope) of the parent
firm’s managerial resources, but also has the economies of fostering the development
of core competencies with dominant logic unique to the subsidiary. The third reason
is the aspect of “efficiency of the internal labor market.” This is to say that the spin-
off governance mode also plays a role in making the internal labor market of
Japanese firms work better by creating new senior managerial posts.

In this paper, we focus on the process of forming Japanese-style spin-offs by
analyzing the Morimura conglomerate, especially the initial spin-off, or Nippon
Touki Gomei Kaisha (hereafter referred to as Nitto), clarify why these Japanese
companies adopted the spin-off governance mode, and critically examine the previ-
ous research through case analysis.
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7.2 A Case Analysis of the Morimura Zaibatsu

The Morimura Zaibatsu is the oldest corporate group in Japan and one of the largest
corporate groups, along with KYOCERA Corporation, in the ceramics industry. The
starting point of the corporate group called the Morimura Zaibatsu goes back to the
establishment of a trading company named Morimura-gumi, which was founded by
Ichizaemon Morimura, together with his younger brother Toyo Morimura, in 1876.

Morimura-gumi’s business initially involved the export of Japanese antiques to
the USA through Morimura Brothers, which was a retail store in New York City in
the USA (Sunagawa 1998). As the popularity of Japanese-made pottery became
clear, Morimura-gumi’s business gradually evolved from the export of Japanese
antiques to the production and export of porcelain, especially Western-style dinner-
ware sets, to meet the growing demand in the USA.

However, the development of Western-style dinnerware sets proved extremely
difficult, because technology in Japan at that time could not produce the pure white
porcelain clay required for making Western-style dinnerware sets. The research and
development of the pure white clay was carried out mainly by Magobei Okura, the
head clerk of Morimura-gumi, his son Kazuchika Okura, and Kotaro Asukai, the
chief engineer. After studying abroad in Germany, a company named “Nippon
Touki Gomei Kaisha” was established at the same time as the successful develop-
ment of a pure white porcelain clay called Nitto 3.3.

7.2.1 Dispute Resolution and Corporate Control Not Based
on Capital Principles

Nitto was established in 1904 in Noritake, Nagoya City, Aichi Prefecture, and the
enterprise form of Nitto was a general partnership. According to the articles of
incorporation, Nitto had five investors comprised of Ichizaemon Morimura,
Magobei Okura, Morikata Murai, Kazuchika Okura, and Kotaro Asukai. The break-
down of capital was 30,000 yen for Ichizaemon Morimura, 25,000 yen each for
Magobei Okura and Morikata Murai, 15,000 yen for Kazuchika Okura, and 5000
yen for Kotaro Asukai, for a total of 100,000 yen. All investors were members of the
trading company Morimura-gumi.

The firm intended to produce export porcelain using automated manufacturing
processes, but a major problem soon emerged. The firm was unable to manufacture
the largest dinner plates of about 23 cm in diameter that formed part of the standard
93-piece Western-style dinnerware set because of issues with the pure white porce-
lain clay known as Nitto 3.3. As a result, Nitto recorded substantial deficits in its first
several years of operation. Against this backdrop, a dispute emerged among Nitto’s
management personnel in around 1908 (Sunagawa 2000).

The clash was between Morimura-gumi, where founder Morimura Ichizaemon
was calling for a return to business principles, and the Nitto camp comprising Nitto’s
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head clerk, Magobei Okura, and his son Kazuchika who wanted the company to
focus on manufacturing. The Nitto view was that mercantilism did not produce good
factories, and that the firm needed to adopt a stronger emphasis on manufacturing. At
the time, employees entered the gates at Noritake with the Nitto plant to the right and
the Morimura-gumi office to the left. Every day, according to which way they turned
through the gates, staff would be abused as “those Morimura-gumi chumps” or
“those Nitto dummies.” The internal clash between Ichizaemon and Morimura-gumi
on the one hand and Magobei, Kazuchika, and the Nitto camp on the other escalated
beyond a personal dispute among company executives into a companywide division.

In response to this dispute, Magobei and the Nitto camp developed a hard line,
agreeing to continue handling American orders as a service to Morimura-gumi as
long as Nitto was given discretion with regard to all other work. They argued that
Nitto did not need Morimura Brothers for ceramicware sold on a yen basis in Nagoya
(Ise 1957). This division between Morimura-gumi and Nitto became increasingly
pronounced, and the situation deteriorated to the point that Ichizaemon finally
decided to split the company.

Attempting to mediate the situation was Morikata Murai, who later became
Morimura-gumi’s general manager. Ichizaemon met with Murai, noting that various
circumstances had prompted a request from Okura to split the company, and that he
had no choice but to concede. Murai was asked to handle the aftermath accordingly.

After arriving in Nagoya, Murai visited the Nitto factory and found such a state of
turmoil that it was difficult to know where to start. He first built a home in Shumoku-
cho, invited Ise, a Morimura-gumi head office accountant, to Nagoya to serve as his
secretary, and set about resolving the dispute.

Murai quickly recognized the cause of the dispute: the employees’ dedicated
approach to their work made them determined to have their own way, which in turn
had them at odds with each other. As for the relationship between Morimura-gumi
and Nitto, he believed the two should separate, but becoming two entirely separate
entities, as per Nitto’s request, also meant that the newly completed factory would be
of no business use. Accordingly, even in the event of a split, the situation would have
to be arranged calmly rather than in a spirit of anger in order to maintain psycho-
logical ties going forward (Oonishi 1943; Ise 1957).

Murai’s first task for his newly appointed secretary was to draw up an agreement,
the key issue of which was that while Morimura-gumi and Nitto would be separate
entities, they would have to maintain psychological ties. The question was how to
divide the controlling rights between Morimura-gumi and Nitto.

After much thought, Murai made Ichizaemon the company president and gave the
controlling rights to the president, to be passed down to successive generations of the
Morimura family. Magobei pushed for himself to become vice-president of
Morimura-gumi, but to avoid creating a “two-headed snake,” Murai made him an
advisor to the company president. In addition, where Murai had previously managed
Morimura Brothers, Morimura-gumi’s US branch, his official designation was now
as Morimura-gumi’s general manager. In terms of handling Nitto, which had been
the greatest point of dispute, the administration of Nitto was given to Kazuchika,
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who had been elected as a representative partner, and the administration of
Morimura-gumi was limited in the director of the materials division.

This agreement was determined with the participation and consent of Ichizaemon
and Magobei, the two parties to the dispute. Unlike the articles of ordinary compa-
nies, the agreement was not announced formally, but was an internal document
intended to unify the various parties’ mindsets (Oonishi 1943; Ise 1957).

Thanks to the determined efforts of Murai and Ise, the clash between Morimura-
gumi executives Ichizaemon and Magobei began to cool. This was achieved through
the use of an internal agreement formed on the basis of discussions with old and new
executives, the main parties to the dispute included. In the end, the control of
Morimura-gumi went to Ichizaemon with Murai as manager, while head clerk
Magobei was made advisor to the president. Nitto itself became Morimura-gumi’s
materials division, supplying materials to Morimura-gumi on a monopoly basis. At
first glance, it appears that the negotiations went entirely in the favor of Morimura-
gumi.

However, interestingly enough, in 1908, Nitto itself became completely indepen-
dent of Morimura-gumi in terms of capital, with Magobei and his son Kazuchika
taking over company ownership. Ichizaemon, who was the biggest investor
when Nitto was established, and Murai, who stood as the second biggest investor
with the same capital amount as Magobei, resigned as Nitto partners
(Nippontouki70Onensihensyuuiinkai 1974).

Wanting to integrate Nitto with Morimura-gumi, the latter laid out its internal
regulations, defined its philosophy, and restructured its organization. If Morimura-
gumi and Nitto became separate firms, Morimura-gumi would not be able to export
porcelain dinnerware sets to the US market created from the pure white porcelain
clay that the company needed in order to grow. Given this situation, the rational
solution would have been to bring Nitto completely under the Morimura-gumi
umbrella even in terms of capital. However, Ichizaemon and Murai, key
Morimura-gumi figures, withdrew their capital entirely from Nitto, which was then
turned over to the ownership and control of Magobei and Kazuchika and made
independent of Morimura-gumi capital. As a result, while capital relations between
the two firms were dissolved, the danger of a complete corporate split was avoided.

7.2.2 Monitoring and Influence Not Based on Capital
Principles

Around this time, Nitto partner and chief engineer Asukai was spearheading con-
certed efforts to develop dinner plates. Dinner plates were the largest plates in a
93-piece dinnerware set, measuring 23 cm in diameter. The technical problem in
manufacturing these big plates was the weight of the materials causing the center to
sag when the plates were fired. Extensive use of gairome clay to strengthen the mix
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muddied the color, but limiting the use of this clay to the point where the color was
not affected resulted in misshapen plates (Nippontouki7Onensihensyuuiinkai 1974).

In 1909, around the time when Asukai’s plate development efforts seemed to
have stalled, Magoemon Ezoe graduated from the Tokyo Higher Technical School
and joined Nitto as an engineer. Ezoe first worked at the saggar factory, but Ise
brought him over on an “urgent mission,” and he found himself tackling the
development of dinner plate clay. This situation caused another clash, this time
between Asukai and the newcomer Ezoe. Ezoe undertook a comparative analysis of
the constituents of the Nitto 3.3 clay mix and the clay used in Limoges porcelain to
work out what was wrong with the Nitto 3.3 mix. He found that Nitto 3.3 clay
contained a lot of silicic acid and little aluminum oxide, clearly identifying a higher
ratio of aluminum oxide as the key issue.

Asukai felt threatened by Ezoe’s actions and began to dislike the new engineer.
Given that Asukai had graduated ahead of Ezoe from the same university, and had
far more seniority status within Morimura-gumi and Nitto than Ezoe, this emotion-
ally charged friction was probably inevitable. Ise notes that he received a secret
report about a plot to give Ezoe a beating under the cover of darkness. Ise begged
Ezoe to persevere, but in the end, Ezoe decided that he had no choice but to resign.
The confrontation between Asukai and Ezoe related directly to differences over the
direction of dinner plate clay development, but evolved into an attempt to isolate
Ezoe at the organizational level, with Ezoe eventually deciding to leave the
company.

The clash ultimately evolved into a major management headache of whether to
retain Asukai or promote Ezoe. In 1910, Murai and Ise discussed the pros and cons
of firing Asukai. Morimura-gumi executives were for terminating him immediately,
but Murai was hesitant to take such a course because of potential implications.
However, he ultimately decided that Asukai would have to go.

Murai’s decision was communicated to Kazuchika, the Nitto representative
partner. Kazuchika noted that while he regretted the move, the circumstances
permitted no other choice. He asked to be allowed to inform Asukai himself as
part of his job responsibilities. In the end, Asukai was handed his notice at
Kazuchika’s home on 29 October 1910, and Ezoe was informed of his appointment
as managing head of the technical division. In this case, Morimura-gumi managed to
influence Nitto’s management even in the absence of capital relations between
the two.

7.2.3 From Capital Split to the Japanese Spin-off
Governance Mode

After Asukai left the company, Nitto’s technical team led by Ezoe continued its
desperate efforts to develop Western-style dinnerware sets for export to the USA.
Then in 1913, 3 years after Asukai leaving, Ezoe and his team finally succeeded in
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Morimura-gumi Co., Ltd.

Investment
Officer dispatch
Monitoring/influence

Nippon Touki Co., Ltd. NGK Insulators Ltd. Toyo Touki Ltd.

Position Name Position Name Position Name
Representative director _ Kazuchika Okura Representative director _ Kazuchika Okura Representative director _ Kazuchika Okura
Director Kozaburo Tanaka Director Kaisaku Morimura Director Kaisaku Morimura
Director Sanemitsu Hirose Director Sanemitsu Hirose Director Morikata Murai
Auditor Bujiro Kotaki Director Saburo Momoki Director Kozaburo Tanaka

Director Syokichi Yamawaki Auditor Sanemitsu Hirose
structure  |Auditor Kozaburo Tanaka | Auditor Minoru Tanaka

Isomorphic management structure

Fig. 7.1 Similarities in the management structures of the Nippon Touki Gomei Kaisha affiliates
(Source: Shibata (2008))

making a 23-centimeter plate, and in 1914, mass production at the factory became
possible. Roughly 10 years of research and development were spent on the devel-
opment of Western-style dinnerware sets.

What status was given to Ise, who was dispatched to Nitto to mediate a dispute
and then handed the role of monitoring Nitto’s management? Ise became a Nitto
partner in 1912, and in the same year, Momoki Saburo also became a partner,
followed by Tsunekichi Takeuchi and Kozaburo Tanaka in 1913. Ise and Tanaka
both had ties with Morimura-gumi. At that stage, the clash between Morimura-gumi
and Nitto had been completely resolved, and while the two firms no longer had
capital relations, their cooperative relationship seems to have stabilized.

Nitto subsequently became Nippon Touki Co., Ltd. When the firm changed from
a general partnership to a joint stockholding company, both the Morimura family
and the Okura family bought company stock, but Kazuchika was appointed as
representative director, with Tanaka Kozaburo and Hirose Sanemitsu as directors.
Tanaka and Hirose were core members of the Morimura-gumi Trading Company.
The system whereby Kazuchika of the Okura family controlled Nitto’s management
while Morimura-gumi’s people monitored and, where necessary, influenced the
management seems to have been maintained here too.

In 1913, having been selected as a Nitto partner, Ise was appointed as auditor to
NGK Insulators Ltd.,2 a spin-off from Nitto’s insulator division that had been
capitalized as a joint stockholding company. This established what could be
described as a federation-style governance mode called a spin-off, and was the
origin of the Japanese spin-off governance mode, or a type of strategic behavior
whereby cooperative arrangements are maintained even as the corporate body is
segmented. An overview of this management structure is shown below (Fig. 7.1).

It should be noted that Kazuchika was appointed as representative director of
NGK and Toyo Touki Ltd.,* both of which were spun off from Nitto, and that
Kaisaku Morimura, who was Ichizaemon’s successor, along with Tanaka and Hirose
as core members, were appointed as directors and auditors. When the two companies

?Below, NGK.
3Below, TOTO (current title) and for this company, see Sasaki and Ikeda (1988).
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became joint stockholding companies, the Morimura family and Morimura-gumi’s
people put up the capital, but management was controlled entirely by the Okura
family. In other words, while the Morimura-gumi side invested in the spin-offs, they
sought to do no more than monitor and influence the management by dispatching
officers to these firms. This illustrates that corporate control, in which human ties are
more influential than capital principles, had a great influence on the formation
process of the Japanese spin-off governance mode. The invention of this governance
mode made it possible to accumulate capital within a corporate group while avoiding
a capital split of the company. As a result, this corporate group grew to become
known as the Morimura Zaibatsu.

7.3 Findings

In the previous sections, we looked closely at the formation process of the gover-
nance mode known as the spin-off. Here we outline the findings of the case study and
consider in greater detail the logic behind the formation of the Japanese spin-off
governance mode.

1. The main factor prompting the 1908 spin-off, or in other words, the capital split,
was the clash of management. This clash was mediated by Murai, who at the time
was in charge of Morimura-gumi’s US branch. To avoid a complete separation,
Murai defined the corporate philosophy and established a particular mindset for
Morimura-gumi and Nitto personnel. He gave control over Morimura-gumi
affairs to the Morimura family, and control over Nitto affairs to the Okura family,
withdrawing from Nitto those funds invested by Ichizaemon, a powerful
Morimura-gumi member, and then his own investment in light of his subsequent
position as manager of Morimura-gumi. Murai created an organizational structure
and appointed Magobei as an advisor to Morimura-gumi as a way to constrain
Magobei’s influence within Morimura-gumi, while also dispatching to Nitto his
own confidant, Ise. The dispatch of Ise gave Morimura-gumi an effective means
of monitoring and, where necessary, influencing Nitto’s management, but dis-
putes were resolved through discussion and not on the basis of capital logic
(Fig. 7.2).

2. These arrangements were relatively successful, but a new dispute between Asukai
and Ezoe emerged within Nitto with regard to the direction of product develop-
ment. Ise intervened in this process and sought to mediate, but ultimately Asukai
left the company. This result represented the successful exercise of influence by
Morimura-gumi executives, who had been unhappy with Asukai’s policy. It is
worth noting there was no capital relations between Nitto and Morimura-gumi at
the time, and Asukai’s dismissal was not based on capital principles.

3. Subsequently, Ise, who had been dispatched from Morimura-gumi as an ordinary
worker, became a Nitto partner, while Tanaka, a key Morimura-gumi member,
also became a Nitto partner. It was at this point that the pattern whereby
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Morimura-gumi would dispatch officers to Nitto as a means of monitoring and,
where necessary, influencing Nitto management stabilized as a formal
mechanism.

4. In addition, the year 1917 saw Nitto become a joint stockholding company.
Nitto’s head, Kazuchika, also invested in Nitto, but the bulk of the capital came
from the Morimura family, which was a party to the 1908 dispute. Kazuchika
became the representative director, while the directors and auditors were all
Morimura-gumi people. The same governance modes were evident in TOTO, a
spin-off from Nitto’s hygiene ceramics division, and NGK, a spin-off from
Nitto’s insulator division.

7.4 Discussion

In the previous section, we undertook a detailed examination of the corporate spin-
off process with a focus on the Nitto case, noting the findings that we regard as
important in terms of the essence of the Japanese spin-off governance mode as a
form of strategic behavior. What do the above facts signify in terms of understanding
the form of strategic behavior known as the Japanese spin-off?

Ito (1995) suggests that the key to the Japanese spin-off governance mode as a
form of strategic behavior by Japanese firms is the reduction of transaction costs. He
notes three alternative methods of managing new businesses: (1) through the market;
(2) through a hierarchy; and (3) through a spin-off. Transaction costs, he states,
determine which trading relationship between the parent firm and the subsidiary will
be selected. In particular, Ito argues that the homogeneity of Japanese society
compared to the USA means that opportunistic behavior of subsidiaries can be
constrained through monitoring and sanctions imposed by tight social networks in
Japan, with the result that parent firms can control their subsidiaries’ behavior
through partial ownership of their stock without having to seek complete control
of the businesses by means of ownership. How valid is this interpretation in terms of
understanding the phenomenon of the Japanese spin-off governance mode?

What we first observe is the fact that companies at the time were not operated on
the basis of capital principles, as seen in the dispute resolution process within Nitto.
The development of the Western dinner plate, which was part of the standard
93-piece dinnerware set, had become a bottleneck in developing Western dinnerware
sets for the US market. Because dinner plate development required a substantial
injection of capital, a dispute emerged between Ichizaemon on the one hand, who
focused on the business aspects and consequently felt that dinner plates did not have
to be developed in-house, and Magobei on the other, who insisted on in-house
development. This dispute, however, was not resolved by majority investment.

In addition, the dispute between Morimura-gumi leaders Ichizaemon and
Magobei was not the only one to arise in the process of dinnerware set development.
A clash also arose between Asukai, a Morimura-gumi engineer and Nitto partner,
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and Ezoe, a new Nitto engineer. As noted earlier, this clash resulted in Asukai
leaving the company and his departure marked the successful exercise of influence
by Morimura-gumi executives, unhappy over the slow progress of dinner plate
development. This influence was also not based on capital principles. The two
firms certainly enjoyed cooperative relations, with the division of labor between
Morimura-gumi and Nitto at the time having the former handling the export business
side and the latter supplying the materials for export ceramicware. In capital terms,
however, the firms were entirely separate entities.

Corporate control was not conducted on the basis of the capital principles of
majority investment and ownership, nor was Asukai’s opportunistic behavior
checked on the basis of these principles.

Summarizing the above, the explanation given by Ito (1995) for the phenomenon
of Japanese spin-offs appears to be limited in that companies at the time, at least as
far as the Nitto case suggests, did not attempt corporate control on the basis of capital
principles such as ownership rights embodied in majority investment. In the dispute
resolution process, capital principles were not used at all as a means of resolution;
corporate behavior was instead influenced by other means. Nitto’s spin-offs were
created not on the economically rational grounds of reducing transaction costs, but
because of differences between management personnel in regard to the company’s
future direction—in other words, differences in their strategies. This would suggest
the need to revisit the very framework put forward by Ito, which only categorizes
firms according to the degree of ownership and views them as being controlled only
on the basis of ownership. In other words, in the case of Japan, the foundation of
corporate activities may be human ties rather than capital ties.

Looking at the cases of influence not based on capital principles, there appears to
be some evidence of the constraining effect that Ito (1995) argues to be exercised
over potential opportunistic behavior of subsidiaries through sanctions based on
social networks. However, if sanctions from social networks were in fact entirely
effective, there would be no spin-offs. Moreover, from the Nitto case it could even be
argued that spin-offs are created because of sanctions from social networks. In that
sense, the influence of sanctions from social networks as indicated by Ito could well
be positioned as a central factor in understanding the Japanese spin-off governance
mode. At the same time, the Nitto case obviates the consideration of the function of
social networks in the sense indicated by Ito as a key factor in the formation of the
Japanese spin-off governance mode.

There is a more fundamental problem when it comes to using the transaction cost
theory to understand the Japanese spin-off governance mode as a form of strategic
behavior by Japanese firms. The transaction cost theory is premised on a product and
service vertical trading relationship between the parent firm and the subsidiary. A
vertical trading relationship was needed between Morimura-gumi as an exporter and
Nitto as a dinnerware set manufacturer in that Nitto’s dinnerware sets were exported
to the USA by Morimura-gumi. This trading relationship clearly had to be
established between the two firms even after the corporate split, and the importance
invested in sustaining that relationship is borne out by the great lengths to which
Murai as mediator went in resolving the Ichizaemon-Magobei dispute to ensure that
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the companies did not become entirely separate entities. NGK, by contrast, made
high-pressure insulators in the construction materials sector that were used in
domestic power stations, electric lights, and telegraphic communications, while
TOTO focused on manufacturing hygiene ceramics to meet Western-style construc-
tion demand, which was growing in response to Japan’s Europeanization policy. In
other words, while Morimura-gumi and Nitto had a vertically continuous trading
relationship, NGK and TOTO had no need to build such a relationship with
Morimura-gumi or Nitto to further their businesses. From the standpoint of trading
products and services, there are evidently some limits to understanding the phenom-
enon of Japanese spin-offs from the perspective of the transaction cost theory.

Ito (1995) also puts forward the explanation that the significance of the Japanese
spin-off governance mode is in separating the subsidiaries from the parent firm’s
core competencies with dominant logic. If this were true, how would we explain the
appointment of Kazuchika as representative director of Nitto, NGK, and TOTO, or
the inclusion of many personnel from Morimura-gumi and the parent firm Nitto in
the management ranks of the spin-offs? If the significance of Japanese spin-offs lies
in the separation of core competencies, the same result could be achieved through
rigorous decentralization. Even where the further step of creating a spin-off is taken
to the extent that management ranks are filled with personnel from the parent firm,
separating subsidiaries from the parent firm’s core competencies becomes a logical
impossibility. In the case of Nitto, as Ito suggests, it may be possible to understand
that sharing human resources between the parent firm and the subsidiary is more
suitable for transaction costs because of the high relevance in the business of spin-
offs. However, it may be understood as an example of corporate control based on
human principles (i.e. human ties) rather than capital principles.

Finally, another explanation given alongside the separation of core competencies
relates to Japan’s labor market conditions and practices, namely the need for
Japanese firms to create new upper management posts for senior employees as part
of the Japanese practice of lifelong employment. Ito (1995) suggests that the creation
of spin-offs is a response to pressure from internal labor markets. If firms need to
create new upper management posts for senior employees as part of lifelong
employment, they can do so by simply increasing the number of upper management
posts within the parent firm. Moreover, it is unclear whether the practice of lifelong
employment actually existed back then.* In fact, NGK fired 120 employees in order
to ride out the recession at the time of the Russo-Japanese War.” In other words,
Nitto was creating spin-offs back in a time when the practice of lifelong employment
had not yet emerged in Japanese firms. Japanese labor market conditions and
practices appear to be an extremely narrow explanation of Japanese spin-offs.

*Fujimura (2006) notes the difficulty in to proving whether or not prewar Japanese firms followed
the practice of lifelong employment.
5Shibagaki et al. (1995) state that NGK fired 120 factory hands because of the temporary recession
caused by the Russo-Japanese War.
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What key factors can be identified in terms of understanding Japanese spin-offs as
a form of strategic behavior among Japanese firms? The dispute resolution process at
Nitto offers some hints. First is the nature of the company. The direct cause of the
Nitto split was the dispute between Morimura-gumi’s founder, Ichizaemon, and the
head clerk, Magobei. Nitto was engaged in the production of export ceramicware for
the US market using automated manufacturing processes, but not only did Nitto fail
to show a profit, the company could not even make the products. Dissatisfied with
this situation, Ichizaemon wanted to re-focus on the business aspects, while Magobei
was working actively to produce export ceramicware using an automated
manufacturing setup, and wanted the emphasis to remain on the factory. These
differences in direction between Morimura-gumi and Nitto—in other words, differ-
ences in strategy—were the fundamental cause of the dispute. The dispute was not
resolved through a capital majority, but rather by appointing Ichizaemon head of
Morimura-gumi and pulling the capital of Ichizaemon and Murai out of Nitto in
order to pass control of Nitto to Magobei and Kazuchika.

What does all this mean? It indicates that corporate control at the time was not
based on majority investment embodying ownership rights. As an expedient means
of dispute resolution, ownership rights, or the majority capital embodying these
rights, did not have any meaning for firms at the time. In other words, companies at
the time used the nature of “personal association” that prioritized human ties rather
than capital ties.

At one point, Morimura-gumi and Nitto appeared to have split entirely, at least in
terms of capital, yet they subsequently succeeded in building a cooperative relation-
ship. When Nitto became a joint stockholding company, it was the Morimura family
and other Morimura-gumi personnel who put up most of the capital. This investment
was not linked to corporate control. If it had been tied to corporate control in the
conventional sense, the company might well have split again as the result of further
disputes. To avoid a situation detrimental to the survival and growth of the firm, a
form of investment was created which entailed providing funds without seeking
control.

Naturally, this form of investment was not without a quid pro quo. Many of
Nitto’s investors were top Morimura-gumi personnel who dispatched officers to
Nitto to monitor the firm’s management and also exercise a certain amount of
influence over the controlling Okura family’s management policies through
constraining actions. The emergence of this form of investment was the primary
reason why Morimura-gumi and Nitto were able to develop a cooperative arrange-
ment, creating as a result the mode of governance known as the Japanese spin-off
governance mode.
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7.5 Conclusion

This paper offers a detailed examination of the formation process of the Japanese
spin-off governance mode, a form of strategic behavior pronounced among Japanese
firms. The major factor behind the Nitto spin-off was a management dispute. For
companies back then, the majority capital that usually embodies ownership rights
was not an effective means of resolving this kind of management-level dispute.
Company spin-offs occurred because of the nature of firms as personal associations.

However, the nature of firms as personal associations was not the direct factor in
the formation of the Japanese spin-off governance mode. Rather, it was the premise
upon which external capital was gathered or rallied to form the particular governance
mode known as the Japanese spin-off. This investment did not take the conventional
form whereby majority capital is linked directly to corporate control. Investors were
not aspiring to corporate control; they aimed purely to monitor and, where necessary,
influence management through the dispatch of officers.

The Japanese spin-off governance mode did not emerge from the intention to
control subsidiaries on the basis of capital principles, nor were spin-offs planned as a
means of fostering the subsidiaries’ core competencies. And spin-offs were certainly
not designed with a view to increasing management posts in line with the practice of
lifelong employment.

The prototype for the governance mode known as Japanese spin-offs was devel-
oped as a last resort in response to what could be described as an unplanned outcome
with the aim of overall optimization of the Morimura-gumi and Nitto businesses in
the face of the crisis situation of a possible complete corporate split. The Japanese
spin-off governance mode can therefore be characterized as a radical management
innovation enabling the creation of interfirm cooperative arrangements premised on
the basic nature of Japanese firms in past days as personal associations.®
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Chapter 8
Dynamic Model of Urbanization with Public <2
Goods

Masamichi Kawano

Abstract We try to examine the optimal number of the regions or the optimal
number of the population would be? The Henry George theorem is about the optimal
supply of local public goods. The theorem asserts that the optimal population of a
region is attained when the total expenditure on the public goods equals the total
revenue of the land rents. This theorem had been discussed in static frameworks. We
examine this theorem in a dynamic framework. We used an overlapping-generations
model and derived the optimal dynamic path of the economy, and we try to examine
the theorem. As the result, it is shown that the theorem holds in a steady state, but
does not hold on the optimal path which is converging to the steady state.

Keywords Henry George theorem - Public goods - Urbanization - Optimal
population

JEL Classification 021, R13

8.1 Introduction

In this paper, we try to examine how many regions' are necessary or how the size of
each region should be?* The Henry George theorem relates to this kind of question.
This theorem relates to the optimal supply of local public goods. The theorem asserts

This paper is a revised version of Kawano (2014).

"The term region in this paper implies the area where people live together and jointly consume the
service of the same public goods.

’In China, people in agricultural sector are moving to urban sector. About 51% of the total
population live in urban area now. However, there are 16% of the non-registered residents in
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that the optimal population of a region is attained when the total expenditure on the
public goods equals the total revenue of the land rents. That is, the revenue of the
land rent should be all taxed and the revenue of the government should be all spent
only on the public goods. Then the optimal number of the population in each region
is attained, or in other words, optimal number of the regions in a country is attained,
since the total population is given and all regions are assumed homogeneous.

The theorem was named after the Single Tax theory of Henry George (1942).
Flatters et al. (1974) first introduced this theorem into regional economics. They
called this theorem “Golden Rule.” The term Henry George theorem was first used
by Armott and Stiglitz (1979). The theorem is related to the efficiency of the
production side of the economy, and it guarantees the maximum per-capita con-
sumption for any given level of the public good. It does not guarantee the optimal
supply of the public goods. Together with the optimal supply condition of the public
good shown by Samuelson (1954), the total optimality is attained.

The theorem had been mainly discussed in the framework of statics. See Arnott
(2004); Hartwick (1980); Kanemoto et al. (1996). When we consider the optimal
strategy of urbanization in developing economies, we desire to check whether the
theorem still holds in dynamic framework. Thus, we extend the theorem to a
dynamic context. Fu (2005),” based on the same purpose, tried to extend the
Henry George theorem, and derived that the theorem holds in the sense that the
present value of the total land rents over all time periods equals the present value of
the public goods expenditure over all time periods. But in each period, the theorem
does not hold and the land rents and the optimal public goods expenditure are not
equal.

The main purpose of this paper is to examine the Henry George theorem in the
transient state in our model. We use the overlapping-generations model, where we
assume that the land is succeeded over generations, and the method of saving is only
to possess the land. The interest income for the saving is the capital gain of the land
plus the land rent net of the tax payment.

Total population is fixed for the sake of simplicity. There are no population
growth in sum, but for each region the population changes since the number of the
regions is determined by the government. The government divides the population to
regions equally at every period. Public good is also distributed for each regions
equally. Total amount of the public goods evolves according to the total investment
and depreciation. Under these assumptions, we derive the optimal path of the
economy. On the optimal path, the population of each region moves monotonically
and converges to the steady state. That is, if the population of each region is smaller
than the optimal steady state level at the starting point of the plan, the optimal

urban regions, and they cannot receive enough public services from the governments. This is an
important urbanization problem in China. See Ehara (2013), Kaniwa (2013). However, we cannot
discuss this kind of problem and we limit our discussion in purely economic field in this paper.
*Especially, Chapter 1 of his dissertation, “Dynamic Henry George Theorem and Optimal City
Sizes.”
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population level should increase. (or, the number of the regions should decrease.)
We derive that, also in this model, the Henry George theorem holds in the steady
state but, in the transient state, it does not hold also in this model.

In the next section, we will present the basic model, which discusses the optimal
consumption of private goods. In Sect. 8.3, welfare maximization is discussed. The
governmental optimal policy is to give the optimal number of the population per
region, and that is equivalent to determine the optimal number of the public goods in
each region. Also we discuss on the Henry George theorem both in steady state and
transient state. Section 8.4 concludes the discussions.

8.2 The Basic Model

We assume that the population of a country is distributed equally over homogeneous
regions. The number of the total population is fixed and there is no population
growth in a country. Each individual lives for two periods. He works at the first
period in the agricultural sector, and earns the wage income. He consumes a part of
the wage income and saves the rest. In the next period, he does not work, but he
becomes the owner of the land, buying the land with the saving of the young age.
The generations overlap, and there are young workers and the same number of old
land owners.

Let us assume, for the sake of simplicity, that the square of the land available for a
region is equally limited.* All regions are physically homogeneous. The production
factor of each region is labor, and the production function is given by

Y, =F(N,), F' >0, F' <0, (8.1)

where N, is the amount of labor, that is, the younger generation at period ¢, Y, is the
amount of the product at period t. We assume that the land is another production
factor, however, we ignore it from consideration since the size of the land in each
region is assumed fixed at the same level.

The worker of the period ¢, i.e., the generation ¢, earns the wage income w,, and he
faces the interest rate r, , ;, which will be explained later. Then, the budget constraint
is given by

CZ
t+1 (82)

_ Al
WtiCtJrlJr”tH’

where Ctl is the per-capita consumption of the young age at period ¢, and Ct2 1 that of
the old age at period 7 + 1. He maximizes the utility function,

*Fujita (1989) and others derived the physical size of the city endogenously. We assume the
physical size is fixed for the sake of simplicity. This assumption does not affect the result crucially.
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u=u'(C;,C,)) (8.3)

subject to the budget constraint (8.2). The individual of the generation ¢ determines
the consumption of the periods 7 and 7 + 1 so as to maximize the utility function (8.3),
then we have the consumption functions

Cll* = Cl(w,, Frrt) (8.4)
and
szil = C*(wi, res1)- (8.5)
Thus, the saving is given by
S, =w, — C! (Wrs Frg1). (8.6)

Since the public goods are supplied by the government, the individuals take them
as given. Here we assume that the public good G has no external effect on the
consumption functions (8.4) and (8.5). Let us assume that there is only one way of
storing wealth that is to possess the land. The saving S; is all spent to buy the land.
We assume that the older generation of any regions can buy the land of any other
regions. Since we assume that the government can determine the number of the
regions at each period, there should be some regions which happen to be
unpopulated suddenly. Then some land owners suffer loss in the reality. In order
to avoid this kind of asymmetry among landowners, we assume that all landowners
are homogeneous, and people can buy any land of any other regions and the
expected profit rate is common to all lands. Let V; denote the total land value of
one region, then the total land value of a country is given by V,n,, where n, stands for
the number of the regions at period ¢. Since the total population of each generation is
fixed at p, we have n, = p/N,. At each period, the number of the regions changes
since it is a policy variable of the government. The younger generation as well as the
older generation together move across the border of the regions.” Thus, since the
saving of the total population of this country is all invested into the land, we have

Vi

— =3 8.7
Nt t ( )
g: is the country’s total investment for the public good, but if it is seen from the
individual’s side, the total tax, and ‘i—’is the tax-per capita. Then ngN’ is the total tax per

region.

5 At each period, two generations co-exist, so the total population is 2p.
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The total income of the old generation, i.e., the generation ¢ at the period ¢ + 1 is
given by

N,
(Vz+1 + F(Ni11) = Nept F' (Nij) — gwp%“) Rl (8.8)

that is the revenue from selling the land to the next generation V; . |1, . i, plus the
total land rent (F,H — N,HF;Jrl )n,+1 net of tax payment g, , {V; , 17; . 1/p. Since the
total revenue of the older generation is all spent for the consumption for the old age

of the period ¢ + 1, we have

N n
(Vz+1 + F(Nit1) = Nept F'(Nigy) — gtﬂptﬂ) tp%l = C12+1~ (8.9)

Then the interest rate for the saving for the generation ¢ is given by

\% N
—p 4+ (F(Nr+1) — Ny F'(Nisr) — %) Mt

_ Ny _q
rep1 = &
N, (8.10)
N F(N — N, F'(N g
A Ctl7L1 + ( t+l) Nt:—l ( t-H) _ tp%l 1
N w; — Ctl* B

from (8.6), (8.7) and n, = p/N,. Since the wage rate is given by the marginal
productivity of labor, we have w, = F'(N,), then we denote the wage rate as the
function of N,

Wz:W(Nt)- (8.11)

Hence the wage rate is determined by the number of the workers in each region.

8.3 Welfare Analysis

We discuss the government’s behavior to maximize the social welfare. We assume
that the welfare of this society is composed of the sum of each generation’s utility.
The utility of each generation is given by

u® (€}, 1) +u®(N.Gi/p), (8.12)
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where G, is the stock of the public good all over the country in sum. The first term is
the utility from the private goods, and the second, the public good. G/p is the
per-capita public good, and N,G/p denotes the total amount of the public good
available in one region, which determines the utility of the public goods for each
individual.

G, is the public good at the beginning of the period ¢, and it depreciates at the rate
of 6. Hence, the dynamic equation of the total public good is given by

Gi1 =g + (1—8)G,. (8.13)

The government of the country tries to maximize the sum of the utility (8.12) over
the generations to an infinity subject to the dynamic equation of the total public good
(8.13),

maximize Z [uc (C,l*, C,zil) +uS(N,G,/p) — B]
£ (8.14)

subject to G,y =g, + (1 — 8)G,,

where B is the bliss, i.e., the maximum utility attainable among possible steady
states.® Here the strategic variables for the government are the time path of {g,} and
{N,}.” The movement of the public good can be shown by (8.13) and which implies
that the total public goods in this model are effectively used and never discarded.
This implies that the public goods can move across the border of the regions with
individuals.

In order to solve this government problem and derive a clear-cut result, we have
to introduce the simplifying assumptions on the production and utility functions.

8.3.1 Specialization of the Model

For the sake of simplicity, we assume that the production function is given by

F(N,) = VN, (8.15)

Then the wage rate is given by w, = #ﬁ, and the utility function is specified as

SThe bliss is introduced for a mathematical purpose, that is, for the objective function not to expand
to an infinity, and it does not have essentially important meaning economically. See Ramsey (1928).

"This can be said as {G,} and {n,}.
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u® :%mc,‘ +%1nc3+1. (8.16)

Then from (8.2), (8.10), and (8.16), we obtain

1
clr = 8.17
W (8.17)
and
* 3 8 1
cr=—-—_ ol 8.18
! 4/N 11 p ( )

Thus, we obtain that u©(C}*, C7;,) as a function of N and g, , ;.
Next, we introduce public goods. Government supplies the public goods, that is,

for the individuals it is exogenous variables and they cannot control them. We

showed that the utility of the public goods is given by uS (%) However, the

AG/N,
p

specified utility function of the public good is given by , where A is the

co-efficient parameter of the public good.

The utility function of the consumptions of the generation ¢ is log-linear additive
separable as follows:®

1 1 AG;N,
Utzilnc,1+§1ncf+,+#. (8.19)
Hence we derive that the utility is given by (8.17)—(8.19) as
1 1 1 3 g,+1> AG;N,
U=zIn({——=] +=z1In -2 ) 4+, 8.20
=am(am) e a5 (520

The government problem is to maximize the sum of the utility U, subject to the
dynamic equation of the public good, given by (8.13). But here for the sake of
simplification we assume that § = 1/2. Then the Lagrangean for the maximization is
given by

81f we assume symmetric utility function, U, = 3, In Cl+p,1In CZZJrl + f;1n <%> , then we

cannot derive steady state equilibrium.
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(A () b (A Ber) At
L= |2 VNS 2N Pl (821
=0

G
! tTHy1 {gt +7t_ Gt+1} - B

Differentiating (8.21) w.r.t N,, G,. g,and u,, we obtain the following first order
conditions:

OL 1 —2¢+/N,+3p | AG,

ON, 2 N,(4g /N, —3p) P 0 (8:22)

8%[ :f% il =0, (8.23)

aa_th _ p(wﬁi%]\’f&) T— (8.24)
3 »

a% —g+ %G =0, (8.25)

From these first-order conditions, the optimal dynamic equations can be derived.
This dynamic system is essentially second order difference equation system in u, and
G, and other variables N, and g, are connected to them. First, let us derive the
difference equations in G, andy,, eliminating N, andg,. From (8.24) we obtain

1/ 3p 2 )
== - . 8.26
o=3 (- (8.26)
From (8.23), we have
1
N; = % (_jl’tt+l + /"t)- (8:27)

From (8.22), (8.26) and (8.27), we obtain a difference equation to give y, , | by y,
and G,, as

33 Py (=p+20)p
G —p V2P A —0. (8.28)

2 3/2
/ 4 lH»] He
< )

Next, we derive a difference equations for y and G, from (8.25) by (8.26) and
(8.27),
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Fig. 8.1 Steady state equilibrium

3\/§p 1 _ @
4\/@ 2uryy 2
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This is an implicit function of (4, . 1, 4s, G, , 1, Gy), In order to derive the dynamic
path of the system, we have to obtain the following type two difference equations
U o1 =@y, Gy) and G, ;. | = w(y,, Gy). The former is already obtained as (8.28), but
the latter is not yet derived. In order to obtain the latter difference equation, we have
to solve nonlinear simultaneous equations given by (8.28) and (8.29). That is
essentially solving cubic simultaneous non-linear equations. But, we could solve
them by Maple, but the solutions are too complicated that we do not show them here.
But, we can show here the graphs of Ay, = 0 and AG; = 0. Figure 8.1 shows the
graph of Ay, = 0 and AG = 0, assuming two cases of parameters, i.e., (4,p) = (1,5)
and (1.2,5). We showed a comparative statics result graphically. E' is the steady
state equilibrium when (A4, p) = (1, 5), and E? when (A,p) = (1.2,5). It shows that if

Gri1 —

=0 (8.29)
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the efficiency parameter of the utility of the public good A increases (decreases), then
u decreases (increases) and G increases (decreases).

We have derived the graphs of Ay = 0 and AG = 0, but in order to derive the
movement of the variables, we need the phase diagram. For this purpose, we want to
obtain the linear approximation of the system around the steady state. Hence, at first,
we have to derive the steady state equilibrium.

8.3.2 Steady State Equilibrium Analysis

From (8.28), (8.29) and i, . 1 = u, and G, , | = G,, we derive the steady state values,

(W', G") = (A%,Ap)-

For the steady states values of N and g, we take (8.26), (8.27) into (8.28), (8.29),
we obtain the steady state levels for all the variables,

(W,G", g" \N") = (Ap,Ap, > ,A2> (8.30)

We summarize these results as the following lemma:

Lemma 8.1: Steady State Equilibrium On the steady state equilibrium, the
product of the parameters, Ap, (the productivity of the utility of public good times

the total population) determines u*, G, g*, but N* since (u*,G*,g*,N*)=

(A%,Ap, ’%, %) The steady state population of a region is determined indepen-

dently from p.

8.3.3 Optimal Path of the Transient State

Let us back to the transient state analysis. Assuming (A, p) = (1, 5), we analyze the
movement around the steady state, (u*, G*) = (% , 5), by linear approximation.

Firstly, we linearize our fundamental difference equation system (8.28) and (8.29)
around the steady state. We derived

22 16
d,llt+1 = ﬁd:ut + del’ (831)
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Fig. 8.2 Linear approximation of the optimal path. (These graphs are made by Maple)

thH =

gs 2746, (8.32)

30t 3g

These two equations show the movement of y, and G, near the steady state.
Arranging these equations, we have

Qi1 — ) = o+t dG, (8.33)
d(Grst — G)) = 2 du, — -dG,. (8.34)

34 34
The movement of u, and G,is as shown by the arrows in Fig. 8.2. From (8.33), we
have a(”‘a*i;j"’) = 17, which shows that if y, moves to upward (downward) from the
Au, = 0 curve, then it moves to still more upward (downwards) and never come
back. Similarly, from (8.34), we have 6(0,54]&—6,) = 34, which shows that if G,

moves to leftward (rightward) from the AG, = 0 curve, then it moves to leftward
and return to the curve. Our dynamic equation system is difference equation system,
not a differential equation system, so the movement of the variables is slightly
different, such as the overshooting exists in difference equation system. For the
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sake of simplicity of discussion, assuming that the system is as if a differential
system, we show the optimal behavior of the variables.

Then as shown by the arrows in Fig. 8.2, there exists one pair of the stable paths
of u; and G, which converge to the steady state equilibrium E* = (u*, G*), mono-
tonically. Global movement can be drawn by using the graphs of the original Ay, =0
and AG; = 0. The linearized ones only helped us to know the signs of Ay, or AG,
near the steady state.

Transient optimal path of the economy is one pair of the stable path shown by the
bold arrows which converge to the steady state equilibrium in G — u plane shown in
Fig. 8.2. One path starts from a smaller public good than G,, then y, decreases and G,
increases on the optimal path. Another path starts from the excess public capital, and
it decreases and y, increases on the optimal path.

Then the problem is to show the other important variables such as N, and g,’s
behaviors. These can be derived from (8.26) and (8.27), which gives g, and N,.
Totally differentiating the system (8.26)—(8.29), we linearize the system and derive

30 8

dN, = ﬁdﬂt - gdcz, (835)
25 5

dg, = 34d/4[ 7 —=dG,. (8.36)

From (8.35), on the optimal path, we have

aNe 30 a8
aG, ~17dG, 8 =0 (8.37)

because, it is evident that 5 du ic < 0 holds on the optimal path. Equation (8.37) shows

that N, and G, move to the oppos1te directions on the optimal path.
Next, we derive the behavior of g,. From (8.36), we have

der 25 dp | 5
4G, ~ 34 dG, T 17 (8.38)

Because ; du a6 < 0 holds on the optimal path, the sign of dc-is not clear. But from

Fig. 8.2, gg’ on the 0pt1mal path is greater than the gradlent of the curve Ay, = 0,

which is 3 d"’ 425 = 3 from (8.33), and which is smaller than the gradient of

the optlmal path as shown in Fig. 8.2. Hence, from (8.39), we have

dg, _ 25du,

dG, ~ 34dG,

5 25 du, 5 1
optimal ¥ 17 ~ 344G, po 1175 >0, (8.39)

0
path

from (8.33) and (8.36). This shows that g, and G, move to the same direction.
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We summarize the above results as the following theorem:

Theorem 8.1: Optimal Transient State On the optimal path, G, and u, move to the
opposite directions monotonically, and converge to the steady state. G, and g, move
to the same direction, and also u; and N; also move to the same directions and
converge to the steady state.

8.3.4 The Henry George Theorem

Our purpose is to examine the Henry George Theorem in the transient state. Firstly,
however, let us examine the theorem in the steady state.
From (8.30), the total revenue of the land rent of each region at the steady state is

given by
FINY) — F(NON* =4 [ L (8.40)
2\ A2 2Ap

where asterisk denotes steady state equilibrium. The total investment expenditure for
the public good of a region is

N [(Ap? 1 )1 1
= (Z ) (=) ==5—. 8.41
p <2 )(A2p2 p 24p (841

In our specified model, the Henry George theorem holds in the steady state.

Lemma 8.2: The Henry George Theorem in the Steady State The Henry George
Theorem holds in the steady state.

Next we examine the Henry George theorem in a linearized system, and derive
that the theorem does not hold even in the neighborhood of the steady state.

In the previous section, we derived the optimal path of the system graphically.
Here we derive the path analytically, because it is required in examining the Henry
George theorem in the transient state.

Equations (8.31) and (8.32) show the optimal dynamic path of the linearized
economy. We make the co-efficient matrix of the difference equation system as
follows:

2 16
_ | 18 425

M=155 5 (8.42)
34 34

The behavior of the linearized dynamic model is given by
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d d
Hivr ) _ M Hy . (8.43)
dGy1 dG;
Let the characteristic roots of the matrix Mbe A, and 4,, then we have
A :71 —6\8/417’ B :71 +6\8/417. (8.44)

And also let their characteristic vectors be v; and v,, respectively. Then, we make
matrix P = (v, v,) and we have

A0
P'MP = ( ! ) (8.45)
0 A
Then we obtain
d d
Ho) — (M0, (8.46)
th dG()
where
" —1 —1 —1 —1 L0 —1
M'=P(P~'MP) - (P"'MP) - (P~"...MP)-P"' =P 0 i Pl (8.47)
2

t

Let Pand P! be’

P:(al ﬁ‘), P":(az ﬂz), (8.48)
71 6 Y2 62

respectively. Then (8.49) can be derived

1 1
°P and P! can be derived as P = (_25\/417_425 251/417_425) , and P! =
64 64

417 — 17417 =32
837 25V/417

417 + 17+/417 32
837 25417

, respectively.
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dﬂt _ Mt d:u()
dG; dGy
_ (/Wal (a2dpg + BdGo) + 42"y (r2dpo + 52dG0)) (8.49)
M'r1(eadug + B2dGo) + 2'81(r2dug + 62dGo)
From (8.44), since we have 14,1 < 1, 11,| > 1, the co-efficient for A,of (8.49) must
be zero, if not, (8.49) expands. Hence, in order for the optimal path to converge to the
steady state,

yodpy + 6,dGy =0 (8.50)
must hold. Since we have
17v417 + 417 32
]/2 = T, 52 = (851)
25417

as shown in footnote 9. We derive that

Shof %2 O 0063 8.52
dGo| optimal =y, " 95(\/417 + 17) (8:52)
path

This must hold at any point on the optimal path, hence, this is the gradient of the
linearized optimal path in Fig. 8.2.

Next, we examine the condition for the Henry George theorem to hold.
The term HG in (8.53) shows the gap between the land rent and public investment
per region.

HG = - Y~ 481 (8.53)

The land rent is 4 and the investment in the public good is given by %, and those

are equal when HG = 0. We already checked that HG = 0 holds at the steady state.
What we have to check is that, whether it holds on the optimal transient path, holds.
Our system is essentially composed of the two variablesy and G as shown in Fig. 8.2,
we try to explain HG by p and G. We are discussing the linear approximation model
on the assumption of (A,p) = (1,5) Totally differentiating (8.53), and using the
steady state value (8.30), and (8.35) and (8.36) we have

10 3
dHG = — 5 du — 2=dG. (8.54)

Arranging (8.54) we obtain
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dHG  10du 3

If the economy is on the optimal path, g—’c‘; is given by (8.52), we obtain
HG __10dw| 3 60 3
dG —  17dGo|optimal 85 17(25./417 + 425) 85
path
= 0.004947. (8.56)

Thus, since (8.56) does not equal zero, we can say that the Henry George theorem
does not hold in the transient state.'®

Theorem 8.2 Henry George theorem does not hold in the transient state.

8.4 Concluding Remarks

We analyzed the optimal dynamics of urbanization process. We examined the
dynamic movement of the population or the stock of the public goods, etc., in an
overlapping-generations model. Public goods play an important role in urbanization.
In one region, all residents can utilize all of the public good of the region. In this
respect, the region is bigger the better. However, the marginal productivity of labor is
decreasing, there exists optimal population in a region.

In this model, we called region, not city, because we had implicitly assumed that
the production technology is like that of agriculture, since there is no capital stock is
assumed and labor is only input for production. But even though the same produc-
tion function is assumed, we can call this region as city, because this economy is well
described for urban dynamic economy.

The main purpose of this paper is to examine whether the Henry George theorem
holds in a transient state, though in the steady state it is easy to derive that it holds. In
order to discuss the theorem in the transient state, we need to know the optimal path
that economy is on. By linearizing the system near the steady state, we derived the
optimal path of the economy analytically, and derived that the theorem does not hold
on the optimal path. The model which we used in this analysis is very simple and
very specified. We have to generalize the model in the future.

111 order for the Henry George theorem to hold, HG = 0 must be satisfied, hence, from (8.54), we

have g—g = ;—8 = —0.06. On the other hand, however, on the optimal path g—g =~ —0.068 holds. There

exists a gap.
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Chapter 9 )
Optimal Openness e

Tomaz Ponce Dentinho

Abstract The chapter addresses the question of how open should a city region be?
The approach is rooted in the literature on Spatial Interaction Models enlarged to
integrate a productive space conceptualized as interconnected channels in which size
can change instead of a space if inert links. The argument begins with the formula-
tion of an open spatial interaction model with two channels: Cardo for the internal
interaction and Decumanus for the external connection; both constrained by energy,
environmental, technological, and economic restrictions. Results indicate that the
optimal openness depends on relative structural centrality of the city region, or the
length of Cardo and Decumanus, on the environmental capacity of the channels and
on the multiplier effect of external connections.

Keywords Spatial interaction - Urban size - Optimization

9.1 Introduction

Regional Science looks into human creative interaction within space (Kourtit et al.
2015). The organic interaction within space evolve naturally to congested channels;
this is what happens in some urban areas when it is difficult to manage flows in the
city and into the city or to have means and viability to adjust channel capacity to the
flows they carry. Alternatively, rational interaction leads to the calibration of chan-
nels that maximize interaction flows.

The maximization of creative human interaction within space is an interesting
conceptual objective for humans that acknowledge love as a shared objective. Like
Mother Teresa says, “Some call Him Ishwar, some call Him Allah, some simply
God, but we all have to acknowledge that it is He who made us for greater things, to
love and to be loved” (Fig. 9.1). From this perspective, love for the self and love for
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Fig. 9.1 Photo of a say of S|

Mother Teresa near her
thumb in Kolkata

“ Some call Him Ishwar,
some call Him Allah,
some simply God, but we
all have to acknowledge
that it is He who made us
for greater things, to love
and to be loved. What
matters is that we love, We
cannot love without
prayer, and so whatever

religion we are, we must
pmy- .n

o e PR

the other, assessed by the creative spatial interaction between people, organizations,
places, regions, and countries, can be the objective function of conceptual and
operational economic models. The great advantage is to overcome and still include
the subjective selfishness of individual satisfaction proposed by Adam Smith (1776).

Closed systems die and very open systems disintegrate (von Bertalanffy 1969;
Chadwick 1978). The question is about the optimal openness regarding the defined
aim and unavoidable constraints. Optimal openness is implicit in the studies of the
dimension of firms (Williamson 1985), based on transaction costs and benefits.
Cities also receive considerable attention by various authors that return to the topic
cyclically (Von Thiinen 1826; Alonso 1971; Richardson 1972; Henderson 1974;
Fujita and Krugman 1995; Camagni et al. 2013) associating the optimal dimension
to the marginal costs and benefits of city size.

There is a large literature on international economics rooted in the seminal and
textbooks’ work of David Ricardo (1817) that relate the optimal openness to the
endogenous features such as the elasticity of substitution between domestic and
imported goods and services or the price effects of border controls (Romer 1993;
Epifani and Gancia 2009).

The novelty of this chapter is that, whereas previous studies assume that the aim is
to maximize net benefits, measured as product or utility, the present analysis adopts
the maximization of internal and external human interactions as the objective
function enlarging the scope of the analysis to the optimal openness. In other
words, optimal proximity between people, households, neighbourhoods, cities,
regions or countries. Furthermore, in line with regional economists, space that
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Fig. 9.2 Cardo and Decumanus, which relation defines the optimal openness

structures proximities appears clearly in the analysis, mainly because space becomes
tractable in the analysis of human interactions within space.

The chapter addresses the question of how open should be a household, a
neighbourhood, a city, a region or a country? The approach is rooted in the literature
on Spatial Interaction Models (Wilson 2010) and Economic Base Models (Fujita
et al. 2001). The analysis begins with the formulation of an open spatial interaction
model with two channels: Cardo for the internal interaction and Decumanus for the
external interactions (Muntaha 2005) (Fig. 9.2).

The chapter develops as follows. Section 9.2 presents a model of human and
organic interaction within a Cardo-Decumanus spatial framework. Section 9.3
explains the optimized equilibrium of this model constrained by energy, environ-
mental, technological, and economic constraints. Section 9.4 discusses the results by
doing some simulation experiments to perceive the effect of the various constraints
on the outcome of the city region. Finally, Sect. 9.5 suggests conclusions, recom-
mendations, and future work.

9.2 Model of Human Interaction

The analysis of human interactions within space is under scrutiny for a long time in
the studies of Von Thiinen (1826), Christaller (1933), Losch (1954). More recently
the works of Wilson (1970), Paelinck and Nijkamp (1976), Nijkamp and Reggiani
(1988), Sen and Smith (1995), Echenique et al. (2013), and Andersson and
Andersson contributed strongly to the understanding of the interaction of people
and places.
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Consider one city region with two channels: Cardo, that represents the internal
channel that feeds and receives from the internal territory; and Decumanus that
represents the external channel through which passes the external flows.

Following the reasoning of Wilson (1970) the total number of arrangements of
channels connections comes in expression (9.1)

W(X) = X!/Tle. gXe.q! 9.1)

where X = total number of connections arrangements; and X...q4 = the probability that
the given channel (X ), (c) or (d) occurs. Thus, the logarithm of expression (9.1)
leads to expression (9.2).

In[W(X)] = {InX! — T, InXeq!}, 9.2)

using the Stirling approximation according to which X 4! = Xeq In Xeg — Xea
expression (9.2) becomes Eq. (9.3).

In[W(X)] = {InX! — Ze.Xe:a(InXeg — 1)} 9.3)

Since (In X!) is constant, expression (9.3) of the total number of channel arrange-
ments results in an entropy function (9.4) very similar to the Shannon’s (1948)
expression where flows are a function of the channel. Adding (W..q) as an ex-ante
aimed levels of network provision that maximizes interaction, total interaction (F)
result from the flows in (c) and (d) generated by the channels (X.4) having in mind
the aimed levels of channel provision (W,.q).

F=->" {Xc;d<ln él‘: — 1)} (9.4)
c;d G

There is a maximum of interactions when [Xy = W4 and X, = W,], shown in
Fig. 9.3, that also presents the graphic of expression (9.4) reporting the interaction as
a function of Cardo and Decumanus channels (X.4), with two aimed levels of
channel provision (W..4). Notice that the maximum interaction corresponds to the
aimed dimension for the channels (W, = 1; Wy = 1).
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Interaction as a function of existing and aimed
channel capacities
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Fig. 9.3 Interaction and channels as a function of existing and aimed channels

9.3 Human Interaction Constrained by Energy,
Environmental, Technological, and Economic
Restrictions

Human interaction maximizes interactions by managing the size of channels (X..q)
taking into account ex-ante aimed sizes of these channels (W.q4) as presented in
expression (9.4) but considering also three types of constraints: (a) technological and
economic; (b) environmental; and (c) related to energy costs.

9.3.1 Technological and Economic Constraints

The technological and economic constraints state that there is a relation between the
Cardo and Decumanus defined by the multiplier effect of the base model [m = 1/
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(1 — rs)] where the employment multipier of the basic employment (i) is the inverse
of one minus the activity rate (r) minus the service rate (s).

The service rate (s) equals the quotient between Cardo and the sum of Cardo and
Decumanus multiplied by the inverse of the activity rate (s = Xo/r) . aXc: a)-

Being so, there is a technological and economic relation between Cardo and
Decumanus through the multiplier effect (m) expressed in Eq. (9.5) that says that the
dimension of Cardo, associated to internal connections, derives from the dimension
of Decumanus, linked with external connections:

Xe = Xq(m — 1) (9.5)

Similarly the target level for these interactions [W.; Wy] should be related, as
presented in expression (9.6):

We = Wa(m — 1) (9-6)

The substitution of Egs. (9.5) and (9.6) in Eq. (9.4) leads to a very simple
expression of the interaction as a function of the Decumanus channel, actual and
aimed, and the multiplier effect (m).

-l o

which maximization on (Xy) leads to the simple result that (X4 = Wy).

The multiplier effect (m) also has an important role. When (m < 1), there is no
interaction. When (m > 1), interaction occurs. Nevertheless, since the aimed value
for Cardo relates with the aimed value for the Decumanus in expression (9.6), the
best interaction is achieved when (m = 2) as simulated in Fig. 9.4. The simulation is
done because the partial derivative of expression (9.7) is undetermined.

9.3.2 Energy Constraint

The energy constraint defines that there are energy costs (g..q) associated with each
channel (X..4) should be lower than a threshold on energy expenditures (G). If we
assume that the energy cost associated with Cardo, for the internal interactions, is
zero (g. = 0), we can get the following constraint.

8¢Xa =G (9.8)

With this new element, expression (9.8) becomes expression (9.9).
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Value for Interaction for Different Multiplier Effects
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Fig. 9.4 Simulation of the Optimal Multiplier Effect when the ex-ante aimed Decumanus equals 1

F—m{—Xd(ln é‘v—i— )} + B(G — gaXa), (9.9)

where (f) is the bid rent of the energy costs assuming a maximum energy cost (G)
and the energy costs of the Decumanus (gq), (m) is the technological and economic
multiplier effect, and (W) is the ex-ante aimed capacity of the Decumanus.
Expression (9.10) optimizes the Decumanus (X4) to maximize interactions (F),
dependent on energy constraints ((gq)), technological and economic coefficients
(m), and ex-ante aimed levels of the Decumanus (Wy). It is clear that with the
inclusion of energy costs the optimal dimension of the Decumanus (Xg = Wy),
defined for the model with no contraints (Eq. 9.4) and with technological constraints
(Eq. 9.8) does not hold for the model with the energy constrains where the aimed

ex-ante capacity (Wy) is limited by the energy costs (exp (— %)) and the multiplier
(m).

X4 = Wyexp (—%) (9.10)

Actually, as can be seen in Fig. 9.5, the inclusion of the energy costs associated to
Decumanus shifts the optimum to the left of the ex-ante capacity (Wjy).

The multiplier (m) continues to have an important role. Once more when (m < 1)
there is no interaction. Although the partial derivative of expression (9.9) on (m) is
undetermined, it is interesting to perceive that the optimal dimension of Cardo is not
when (X, = X4(m — 1)) but, instead, when (X, = mX,).
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Interaction as a function of existing and aimed
channel capacities and energy costs
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Fig. 9.5 Interaction as a function of existing and aimed channel capacities and energy costs

9.3.3 Environmental Constraints

The environmental constraint D4 can be associated with the aimed level of
Decumanus (Wy = D). Actually, the Decumanus pushes the regional economy
from the outside being limited by the capacities of the region (D4) whereas the Cardo
is the result of the local demand stimulated by the Decumanus through the multiplier
effect (m). Therefore, the final model is similar to expression (9.9) with the only
difference that the aimed level of Decumanus is in fact the capacity of the region to
export (Wy = Dy).

F:m[—Xd(lng—j—lﬂ 4 B(G — gyXa), (9.11)

Being the optimal level defined by expression (9.10).
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Xd = Dd exXp (— %) (912)

9.4 Discussion of the Optimal Openness

According to expression (9.12) the optimal openness defined for the Decumanus
Channel (Xy), depends on the environmental capacity of the region (Dy4), on the
attrition costs along the Decumanus (Xy) and on the technological and economic
conditions of the multiplier effect (m).

Through numerical analysis it is possible to define best value for Cardo
(X. = mXy), which can be accepted if there is not an environmental limitation on
Cardo (D, > mD,). This liberates the reasoning from the very limiting condition of
model (Eq. 9.8) that requested an optimal multiplier equal to 2, allowing also the
possibility of larger multiplier effects that come with economic growth (Pred 1966).

The entropy-constrained model proposed to discuss the issue of optimal openness
goes in line with the seminal texts of Adam Smith (1776) on the advantages of
openness for the wealth of people and places, follows the enduring work of David
Ricardo (1817) that highlight the role of exogenous and endogenous capacities, and
confirms the idea that close systems die (von Bertalanffy 1969; Chadwick 1978).
Moreover, attrition costs and exports capacity related to the border of entities
defended for companies by Williamson (1985). The bid-rents of the entropy-
constrained model related to the discussion of the optimal size of cities by regional
economists established when marginal costs of the city size equals the marginal
benefits (Alonso 1971; Richardson 1972; Henderson 1974; Fujita et al. 1999;
Camagni et al. 2013). Finally, the unifying perspective of this simple model also
encompasses the price effects of border controls associated to the cost of energy
(Romer 1993; Epifani and Gancia; 2009).

9.5 Conclusions

The chapter addresses the question of how open should and economy be? The
approach is rooted in the literature on Economic Base Theory and on Spatial
Interaction Modelling. The argument begins by assuming entropy as the objective
function for human interaction, which is then constrained by technological, eco-
nomic, energy, and environmental constraints. Results show the importance of
space. Not only as productive system revealed by the environmental capacity to
export represented by the dimension of the export channel (Decumanus), but also as
a distance that show up as a critical element to liberate the formal limitation of the
multiplier effect.
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Future work is due on the application of the model that assumes the idea of a
productive or creative space constrained by the physical space. Furthermore, it make
sense to explore different levels of the model linking them to different levels of
aggregation.
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Chapter 10 )
Settlement and Migration Patterns e
of Immigrants by Visa Class in Australia

Dagmara Laukova, Aude Bernard, and Thomas Sigler

Abstract Migration is a key theme in regional science, as it concerns the movement
and distribution of human populations and the impacts thereof. The twenty-first
century has witnessed increasingly diverse forms of migration, in particular the
bifurcation of migrants into permanent migrants and temporary migrants, among
others. In this chapter, we focus on the specific case of Australia to uncover how the
stratification of migrants by visa class helps to explain the mobility of migrants after
arrival. It draws on two new powerful datasets that link visa status with census data
to examine the settlement and migration patterns of immigrants by visa class. Our
analysis reveals important variations by visa class that are missed when migrants are
lumped together. The results confirm that early years post-arrival constitute an
important period of adjustment as immigrants seek to establish themselves in the
labour and housing markets, but they show that this process is particularly pro-
nounced for skilled migrants who exhibit heightened levels of mobility. While the
visa types used in this analysis are specific to Australia, they are underpinned by
distinct reasons for immigrating, namely employment, family reunification, and
humanitarian motives, which remain the primary drivers of international migration
in most countries.
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10.1 Introduction

The analysis of migration is an increasingly important theme in regional science,
given its diverse forms. Migration in the twenty-first century has transitioned from
the large waves of migration that preceded it toward more nuanced, and arguably
more complex forms. One example of this is the increasing intensity of South-South
migration to complement South-North and North-North flows. A complementary
process is the stratification of migrant groups by skill level, and accordingly by visa
category. This has implications for where and how migrants settle in new countries,
but also for their mobility after arrival.

The focus of this chapter is on the mobility of migrants post-arrival with particular
regard to the impacts of visa class. This is particularly relevant to regional science, as
migration is a key mechanism for addressing uneven development both between and
within countries. This chapter adds a unique dimension to understandings of migra-
tion that most focus on either international or internal migration (King and Skeldon
2010), but rarely on the internal mobility of international migrants.

As the majority of developed countries around the world have transitioned to
Stage Four and beyond of the demographic transition, with low or even below
replacement levels of fertility, migration has become the leading driver of population
change. While internal migration is free and unrestricted in most countries, interna-
tional migration is limited and controlled by system of visa grants with the exception
of European Union where cross-border migration is unrestricted for all member
states. Commonly, the different visa systems share the same basic immigration
categories based on motives to move—work, family, and humanitarian/refugee
visas. The distinction of various visa types combined with novel datasets offers a
new perspective in studying settlement patterns of immigrants in host countries.
Australia is one of the ideal candidates for this type of research.

With 28% of its population born overseas (ABS 2017), Australia is a major
immigration country. It has long recognised the twin roles of international migration
in promoting national and regional economic growth by addressing skill shortages
and more recently in moderating the pace and extent of population ageing
(McDonald 2018). Over the last 25 years, increased emphasis has been placed on
skilled migrants, who now account for 70% of total permanent migrants intake,
compared with less than 50% in the mid-1990s (MCA 2015). As a result, family
migration, which represented up to 80% of the permanent migration intake in the
1990s, declined to below 50% by the early 2000s and has now stabilised at 30%
(Larsen 2013). At the same time, the share of temporary migrants has risen dramat-
ically in an effort to improve skills matching through the introduction in the
mid-1990s of temporary skilled visas that provide more flexible arrangements to
employers (Khoo et al. 2009). Combined with the growth in working holiday makers
(Hugo 2004), international students, and the introduction of graduate visa schemes
that provide post-graduation working rights (Faggian et al. 2016), these changes
have led to a rapid rise in the share of temporary migrants in the overall annual intake
from 64% in 2004 up to 77% in 2017 (ABS 2018a). Collectively, these changes have
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contributed to a substantial growth in Australia’s annual net migration intake,
reaching 240,000 in 2017, which is nearly double the 1981 net intake (ABS
2018b). While the proportion of skilled migrants has increased, Australia’s human-
itarian migration intake has progressively decreased, and now contributes to less
than 10% of Australia’s annual permanent migrant intake (Karlsen 2016).

Traditionally, the Australian immigration policy has been concerned with shaping
the level and composition of the immigration intake (Hugo 2011). However, there
have been increased attempts by successive governments to influence the place
where migrants settle upon arrival. Since the inception of State-Specific Regional
Migration programmes in the mid-1990s, a series of new visa categories have been
introduced to encourage migrants to settle in regional areas in an effort to redirect
population growth away from metropolitan areas and mitigate any regional skill
shortages. While the efficacy of such schemes remains unclear given the very limited
research on the migration trajectories of the overseas-born in regional areas (Hugo
2008), recent synthetic estimates suggest that there is low retention of immigrants in
regional Australia (Baffour and Raymer 2019).

Both the initial settlement patterns and subsequent moves of overseas-born
migrants exert a significant effect on the growth, composition, and geographic
distribution of Australia’s population (Bell and Hugo 2000). Subsequent moves
are an important component of immigrants’ settlement process in destination coun-
tries (Reher and Silvestre 2009). Immigrants are known to display a preference to
live in major cities and to be especially mobile upon arrival as they adjust their
housing and locational needs and preferences (Bell and Hugo 2000; Hugo 2011;
Maher and McKay 1986; Reher and Silvestre 2009; Rowland 1979). Variations
exist, however, by country of birth (Raymer and Baffour 2018), with some groups
more likely to live in non-metropolitan areas (Wilson and Charles-Edwards 2017),
including in communities with little prior experience in receiving migrants
(McAreavey and Argent 2018). Long-term permanent visa holders through the
skilled and family streams have a much greater bearing on the growth, composition,
and geographic distribution of Australia’s population than temporary visa holders
(Parr 2018), yet temporary migrants play an important role by providing a ready and
growing pool from which the majority of permanent migrants are selected
(McDonald 2018). It is therefore important to establish the impact of visa type on
immigrants’ locational preference and movement within Australia.

In this chapter, we explore variations in settlement and migration patterns by visa
type, something that has long been an implicit focus of migration studies (Faggian
et al. 2016; Hugo 2014), but not explicitly studied in the Australian context. In
particular, we examine the extent to which permanent and temporary migrants
exhibit similar levels of spatial mobility and whether they follow the same spatial
patterns of settlement. Recent improvements in data availability, in particular the
linked visa status and census datasets, represent an unprecedented opportunity to
establish the mobility level of immigrants in Australia in order to create a compre-
hensive evidence base to inform policy development. Drawing on these new
datasets, the analysis considers the way age and period of residence affect mobility
and explores differences by type of move (i.e. change of residence, inter-regional,
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and inter-state migration). Section 10.2 summarises prior work on the spatial mobil-
ity of the overseas-born population in Australia and in other advanced economies. In
Sect. 10.3, we introduce census data and specify the spatial framework used in the
analysis. Sections 10.4—10.7 present the results of our empirical analysis focusing on
the spatial patterns of settlement of the overseas-born (Sect. 10.4), their level of
spatial mobility (Sect. 10.5), its impact on population redistribution (Sect. 10.6) and
the spatial pathway they follow (Sect. 10.7). Each segment of the analysis provides a
unique perspective and together they offer a comprehensive understanding of the
migration behaviour of immigrant populations in Australia. In Sect. 10.8, we
summarise key findings and discuss avenues for future research.

10.2 Prior Studies

A small but growing literature has emerged on the post-settlement migration of
overseas-born populations, particularly in high immigration countries in North
America, Australasia, and Europe, particularly in the United Kingdom. This body
of work has shown that the overseas-born are more mobile that the native-born
(Belanger and Rogers 1992; Darlington-Pollock et al. 2018; Fielding 1992; Hatton
and Tani 2005; Kritz and Nogle 1994; Newbold 1996, 1999; Rogers 1999), partic-
ularly in the early years post-arrival. As a result, the movement of overseas-born
populations can exert an important impact on the overall redistribution of the
population within a country (Nogle 1997) and contributes to net population gains
and losses in particular regions. This is the case in Australia, where early studies
have revealed distinct internal migration patterns of overseas-born characterised by
high levels of mobility (Bell and Cooper 1995; Bell and Hugo 2000). Subsequent
studies have demonstrated a strong preference for city living (Hugo 2011, 2014),
which is the result of initial settlement in metropolitan areas, particularly Sydney
(Hugo 2008), combined with a low retention of immigrants in regional and remote
areas (Baffour and Raymer 2019). At the same time, important variations in settle-
ment and migration patterns distinguish migrants from different birth countries, as
they often tend to follow their compatriots and concentrate in established settlements
(Kritz and Nogle 1994). As a result, internal migration can reinforce the concentra-
tion of some birthplace groups, while dispersing others (Raymer and Baffour 2018).
In Australia, Asian migrants tend to move toward major centres of Asian settlement
in Sydney and to a lesser extent Melbourne (Bell and Hugo 2000) and this preference
has persisted over the last 30 years (Raymer et al. 2018). As a result, Sydney and
Melbourne together are home to three-quarters of Australia’s China-born and about
two-thirds of its India-born (Wilson and Charles-Edwards 2017). Despite important
variations in the settlement and migration patterns of different overseas-born groups,
little consideration has been given to date to variations by visa class. While a couple
of studies examined the employment and settlement patterns of international stu-
dents (Faggian et al. 2016), and humanitarian migrants (Hugo 2014), no systematic
comparison of visa classes has been undertaken because of the absence, until
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recently, of adequate datasets. Because the entry visa class is directly linked to the
purpose of the stay, one might expect that there are different migration patterns based
on migrants’ visa classes.

10.3 Migration Data

As in most countries around the world, migrants can enter Australia on a permanent
or temporary basis depending on the length of their stay and the purpose of their
visit. Permanent residency can be granted through three main pathways—family
reunification, skills, and humanitarian grounds—and allows migrants to reside in
Australia indefinitely and apply for citizenship after a minimum of 4 years. Tempo-
rary visa holders, on the other hand, can reside in Australia only for a defined period
of time, the length of which varies by visa class. The main visa classes, other than
tourism, include temporary skilled migrants, students, working holiday makers,
New Zealand citizens, and bridging visa holders as listed in Appendix 1.

In an effort to expand the range of data available for research and policy purposes,
the Australian Bureau of Statistics (ABS) released the Australian Census and
Migrants Integrated Dataset (ACMID) for the first time in 2014. The ACMID
probabilistically matches individual-level records from the 2011 census to the visa
status of permanent migrants—skilled, family, and humanitarian—who were
granted permanent residency any time after the 1st of January 2000 based on the
records from the Department of Home Affairs. In 2018, the ABS updated ACMID
for the 2016 census to create a database of over two million migrants who were
granted permanent residency anytime between the 1st of January 2000 and the 9th of
August 2016. Many of them would have first entered Australia on a temporary basis
and transitioned to permanent residency later, but visa transitions are not made
available in this dataset. A total of 31% of permanent migrants arrived in Australia
before 2005, 46% between 2006 and 2011, and 23% between 2012 and 2016. About
a half of them have become Australian citizens by the 2016 census. The majority
(58.5%) were granted permanent residency through the skilled stream. Breakdown
by visa sub-classes indicates that 78% were on independent or employer-sponsored
visas, while regional visas which require residing in a regional area for a defined
period of time are less common, accounting for only 14% of permanent skilled
migrants. Family migrants account for 31.6% of total permanent migrant intake,
while humanitarian migrants represent only 9.9% of migrants who were granted
permanent residency since 2000.

To complement ACMID, in 2019 the ABS released for the first time a census-
based dataset for temporary migrants, the Australian Census and Temporary
Entrants Integrated Dataset (ACTEID). This dataset does not include temporary
entrants whose visa is for tourism, short stay business or visiting relatives, but
comprises all other types of temporary visa holders. In this chapter we consider
only temporary skilled migrants. This is because students are tied to their place of
study and working holiday makers reside in Australia for short periods of time.
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Fig. 10.1 States and territories and SA4 regions in Australia in 2016

Bridging visa holders represent a heterogeneous category of migrants changing visa
status with little intrinsic meaning and New Zealand citizens are allowed to reside in
Australia indefinitely despite their classification as temporary migrants.

The two datasets are conceptually different in that ACTEID provides a stock
count of all temporary migrants in Australia at the 2016 census, while ACMID
includes any migrants who were granted permanent residence in the last 16 years. To
ensure comparability, we therefore compare temporary and permanent skilled
migrants who arrived between 2012 and 2016. For confidentiality purposes, both
datasets have been released only at an aggregate level.

The Australian census measures internal migration as a transition by comparing
current place of usual residence to that 1 and 5 years prior to the census (Bell et al.
2002). One-year data is more sensitive to short-term variations and, for that reason,
5-year is often preferred. However, in order to capture recently arrived migrants and
temporary migrants who typically reside in Australia less than 5 years, we chose to
use 1-year migration data instead. The migration data used in this chapter is based on
Statistical Area Level 4 or SA4s as represented on Fig. 10.1 along with states and
territories and their capital cities. These 88 regions are the largest sub-state regions in
the Main Structure of the Australian Statistical Geography Standards and broadly
correspond to labour markets. For example, Greater Sydney is divided into fourteen
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SA4 regions, while Greater Brisbane is made up of five, and the Northern Territory
of only two. This spatial framework enables the analysis of migration flows between
states and territories and between metropolitan and non-metropolitan areas. Within
states and territories, the ABS divides Australia into 5 classes of remoteness status
based on the relative access to services—major cities, inner regional, outer regional,
remote and very remote areas—which allows the examination of migration flows up
and down the urban hierarchy. While the changes of addresses are reported by the
ABS in binary manner (yes/no), migration between SA4s and states has to be
extracted from origin-destination matrices in TableBuilder, an online interface for
disseminating aggregate census data. To mitigate the risk of re-identification poten-
tially caused by data sparsity, the ABS does not make such data available for a subset
of visas, which means that inter-regional migration can be obtained only for the most
common visa classes. Despite these limitations, the data reported here allows the
most spatially detailed examination of migration and settlement of different visa
holders in Australia to date. Most results are compared to the Australian population,
which comprises all individuals residing in Australia at the 2016 census whether
they were born in Australia or not.

10.4 Spatial Patterns of Immigrant Settlement

In this section we first examine the distribution of immigrants between states and
territories, and across the urban hierarchy before turning our attention to changes in
distribution across SA4s by duration of residence. The population of Australia is
well known to follow a particular geographic distribution characterised by a high
proportion living in urban areas, particularly in state capital cities and a strong
concentration in the south-eastern seaboard of the country. Consistent with the
2006 and 2011 censuses, Table 10.1 shows that about a third of the Australian
population lives in New South Wales, followed by a quarter in Victoria and about
20% in Queensland. Immigrants follow broadly similar settlement patterns, with the
majority settled in New South Wales and Victoria. Looking at each permanent
migration programme separately, humanitarian migrants are more likely to settle in
Victoria and South Australia, but less so in Queensland. While permanent skilled
migrants are also less likely to settle in Queensland than the Australian population,
they are overrepresented in Western Australia where demand for skilled labour was
strong during the most recent resources boom, which ended just a few years before
the 2016 census. The remote nature of work in the resources industry explains why
Western Australia is the second biggest receiver of skilled migrants on regional visas
after Victoria, despite its relatively small regional population. South Australia and
the Northern Territory are also overrepresented by regional migrants, whereas
Queensland has attracted proportionally fewer regional visa holders despite nearly
40% of its population living outside major cities. Finally, the concentration of family
migrants in New South Wales (38.3%) is the result of migrants joining family
members who are already established, primarily in the state’s cosmopolitan capital
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Table 10.2 Percentage distribution of the population across the urban hierarchy by visa status

Major | Inner Outer Very

Remoteness area/visa type cities regional |regional |Remote |remote | Total
Australian population 71.2 18.2 8.5 1.2 0.8 100
Permanent Skilled 89.7 5.9 3.5 0.6 0.3 100
migrants Skilled 42.0 253 13.8 2.1 16.7 100

(regional)

Family 88.4 6.8 39 0.6 0.3 100

Humanitarian 91.1 6.2 2.5 0.1 0.1 100

Recently 89.6 5.6 3.7 0.8 0.3 100

arrived skilled”
Temporary Recently 86.9 6.3 4.9 1.1 0.8 100
migrants arrived skilled®

Source: 2016 ACMID and ACTEID, authors’ calculations
“Recently arrived migrants settled in Australia between 2012 and 2016, while other migrants settled
between 2000 and 2016

of Sydney. Among the recently arrived migrants, temporary skilled migrants are
significantly more likely to settle in New South Wales than permanent skilled
migrants, with a staggering 40.9% of all temporary skilled workers concentrated in
the country’s most populous state.

In addition to variation by state, a look at remoteness classification allows us to
better understand the distribution of urban, regional, and rural migrant populations in
Australia. Given the country’s settlement history, rural and remote parts of Australia
tend to be less provisioned with basic services than similar places elsewhere.
Overall, migrants display a strong preference for living in the largest cities and
tend to be underrepresented in settlements down the urban hierarchy.

Table 10.2 shows a wide variation in remoteness by visa status. Concentration in
major cities is particularly pronounced for humanitarian migrants (91.1%). The
social process of chain migration by which new humanitarian migrants are located
close to family members already established in Australia is a possible explanation for
their strong preference for urban living. The settlement location of humanitarian
migrants with no family links in Australia is decided by the federal Department of
Social Services, who prioritise regional locations with adequate services and
employment opportunities over urban areas. Our results suggest, however, that
less than 10% of humanitarian migrants who arrived in the last 15 years fall into
this category, which suggests that for this group, migration is a network-driven
process that guides new arrivals toward pre-existing family ties. Furthermore,
migrants are often able to leverage co-ethnic networks in larger cities, which can
provide sources of employment, social life, and support for the transition to life in a
new country. Our analysis of the Building a New Life in Australia (BNLA), a
nationally-representative longitudinal study of humanitarian migrants who settled
in Australia in 2013," shows that of all migrating units interviewed, as many as

"For more information about the BNLA please refer to Edwards et al. (2018).
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53.0% already had family members in Australia and 21.7% had friends from their
country of origin. This explains why seven out of the top ten SA4 destinations for
humanitarian migrants who arrived between 2012 and 2016, were also the SA4
regions with the largest established humanitarian migrant communities (i.e. settled
prior to 2012). These are Sydney (Parramatta, South West, Inner South West, and
Blacktown) in New South Wales, Melbourne (South East, West, North East, and
North West) in Victoria, Logan-Beaudesert—an outer suburb of Greater Brisbane—
in Queensland, and Perth (North West) in Western Australia. Combined, seven of
these SA4s, all of which are in middle and outer suburbs of major cities, received
over 50% of all humanitarian migrants who settled in Australia in the 5 years to
2016.

Regional skilled migrants are the only migrant group that is more likely to reside
outside major cities compared with the Australia population. They are dispropor-
tionately located in smaller cities and towns, particularly in very remote areas
(16.7%). Note, however, still over 40% of regional visa holders are residing in
major cities, which suggest that a large proportion of them eventually move out of
regional areas to settle in cities. Among the recently arrived skilled workers, the
settlement patterns of temporary and permanent migrants are very similar.

We now turn our attention to the distribution of migrant population across the
settlement system and to systematically establish patterns of concentration across
Australia’s 88 S4 regions we are using the Index of Dissimilarity (ID), which can be
expressed as:

Ip=05% |xi—y]| (10.1)
i=1

where 7 is the number of spatial units, 88 regions in this analysis, x; is the proportion
of a particular migrant group living in region i and y; is the proportion of the
reference group (the Australian population here) in region i. It can be interpreted
as the percentage of a particular migrant group, which would have to change region
of residence for its distribution to be the same as the Australian population. This
index varies between 0 and 100, O indicating complete integration—the two
populations have the same spatial distribution—while 100 indicates complete seg-
regation with no one from the migration group in the same region as the reference
population. Values of below 20 are often interpreted as an indication of little spatial
separation, while values above 30 indicate significant segregation and values above
50 extreme segregation. We calculate this index separately for each visa type
distinguishing between recently arrived migrants (2012-2016), settled migrants
(2006-2011), and long-established migrants (2000-2005).

All migrant groups, regardless of their visa status, are more spatially concentrated
than the Australian population. As evident from Table 10.3, the degree of spatial
concentration of permanent migrants diminishes as the length of residence increases.
This process of spatial integration (often referred to as ‘spatial assimilation’) is



10 Settlement and Migration Patterns of Immigrants by Visa Class in Australia 175

Table 10.3 Index of Dissimilarity by visa status and year of arrival

Permanent migrants Year of arrival Index of dissimilarity
Skilled 2012-2016 35.0
2006-2011 28.6
2000-2005 25.6
Skilled (regional) 2012-2016 40.3
2006-2011 34.8
2000-2005 29.5
Family 2012-2016 29.2
2006-2011 24.2
2000-2005 24.2
Humanitarian 2012-2016 50.3
2006-2011 47.9
2000-2005 449
Temporary Skilled 2012-2016 389

Source: 2016 ACMID and ACTEID, authors’ calculations

particularly apparent for skilled migrants. Within a decade of arrival, the Index of
Dissimilarity decreases from 35.0 to 25.6.

As Hugo (2014) notes, this group is more likely to select areas to live according to
socio-economic rather than ethnic factors, although temporary skilled migrants show
a slightly higher degree of concentration. Decreasing, yet consistently high, dissim-
ilarity for humanitarian migrants can thus be explained as a function of (lack of)
relative economic opportunity and this group remains significantly separated in its
spatial distribution more than 10 years after arrival (ID = 44.9). It is important to
recognise that the data used here is not longitudinal and thus represents the experi-
ence of different arrival cohorts rather than single cohort tracked over time. Despite
this limitation, there is clear evidence that the spatial patterns of settlement of
immigrants change over time, as they become more spatially integrated. This
suggests that immigrants are more spatially mobile in Australia in the early years
after arrival. The next two sections examine this process, starting with their overall
mobility level.

10.5 Level of Internal Migration

It is clear from our results that settlement patterns vary considerably by visa class and
that migrants are rather more concentrated than the Australian population at large.
The geographic distribution of the overseas-born is the result of their initial settle-
ment patterns and subsequent relocation within Australia. This section focuses on
the latter by examining internal migration levels by visa class. Drawing on 1-year
transition data, we compute crude migration intensities (CMI) by dividing the
number of individuals who changed place of residence in the last 12 months by
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Fig. 10.2 Crude and age-standardised migration intensity by visa class, all changes of address,
inter-regional migration within a state and inter-state migration. Note that the x-axis intersects the y-
axis at the migration intensity of the Australian population thus representing a benchmark against
which to interpret immigrants’ mobility levels. Inter-regional migration cannot be obtained for all
visa classes because of data scarcity. (Source: 2016 ACMID and ACTEID, authors’ calculations)

the population at risk of moving measured at the time of the census and expressed it
as a percentage. Populations with younger age structures exhibit higher overall
migration levels, simply because young adults are more mobile (Bernard et al.
2014a, b; Rogers and Castro 1981). While all migrant groups are relatively young,
median ages at the 2016 census ranged from 24.2 years for students to 30.7 years for
humanitarian migrants and 34.4 years for permanent skilled migrants, compared
with 38.1 years for the total population (Appendix 2). To robustly compare migra-
tion levels between different types of visa holders, we therefore age-standardise
crude migration intensities (ASCMI), which has rarely been considered in previous
studies. Because of small sample sizes, we use indirect age-standardisation method.>
We compute CMIs and ASCMIs at three spatial scales: all changes of address, inter-
regional and inter-state migration.

Figure 10.2 reports crude and age-standardised migration intensities by visa class
compared with the Australian population. Even once differences in age structure are
controlled for, all immigrant groups remain more mobile than the general popula-
tion, with the exception of family visa holders. This suggests that immigrants’ high
levels of mobility are not only the product of different age structures, but reflect
genuine variations in their underlying propensity to move. Drilling down to variation
by visa class, the level of mobility (all changes of address) varies significantly from

2We compute age-specific migration intensities in five-year age groups for the Australian popula-
tion. We then multiply them by the population in the corresponding age group for each visa class.
The sum of these gives the total number of excepted internal migrants if these visa holders had the
same internal migration behaviour as the Australian population. We then divide the number of
observed migrations by the number of expected migrations to obtain a standardised migration ratio
(SMR). Finally, we multiple the SMR by the observed CMI and obtain age-standardised migration
intensities (ASMISs) that are directly comparable to the total population among visa holders.
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20.4% for regional skilled migrants down to 18.2% of humanitarian migrants to
15.5% for family migrants—on par with the total population—as they presumably
join family members who are already established in Australia. A similar gradient is
observed for inter-regional migration. Note there was no statistically significant
difference in mobility levels between permanent migrants who applied onshore
and those who applied offshore (not shown here), which suggests that the lower
levels of mobility of permanent migrants is not the product of differences in
migration pathways to Australia.

Results from inter-state migration in confirm that skilled migrants are more likely
to move interstate than the general population, particularly regional visa holders with
2.4% changing state of residence every year. This is possibly linked to visa require-
ments permitting departure from regional areas after an initial period of residence,
although the absence of data on place of origin tabulated by place of destination
precludes understanding motivations behind regional visa holders’ movement up
and down the urban hierarchy. Finally, family and humanitarian migrants show
lower levels of inter-state migration than the general population, which probably
reflects the strength of cultural ties and social networks among this groups who show
a high degree of concentration in certain metropolitan areas as discussed earlier.

Some of the variation in mobility between immigrants and the general population
has been explained by the length of residence (Bell and Hugo 2000). Early years in
Australia represent a period of adjustment where immigrants seek to establish
themselves in the labour and housing markets. Figure 10.3 examines this settlement
process by reporting the proportion of migrants changing address by year of arrival
and visa type. Note that migration intensities have been age-standardised and that the
x-axis intersects the y-axis at the migration intensity of the total Australian popula-
tion (15.1%), thus representing a benchmark against which to interpret immigrants’
mobility levels. Figure 10.3 confirms that immigrants display above-average migra-
tion intensities in the early post-arrival years. However, mobility levels decline over
time as length of residence in Australia increases and within about a decade,
permanent migrants display mobility levels on par with the Australian population.
Note that when differences in age structure are not controlled for, it takes 3—4 years
longer for migrants to reach a mobility level similar to the Australian population.
Looking at each permanent migration programme separately shows categorically
lower levels of mobility among family migrants, whose mobility levels converge the
fastest to that of the Australian population. As for temporary skilled migrants we
were only able to trace their moves to 5 years ago, because of the low numbers of
migrants staying on temporary visas over a longer period of time. Their initial
mobility is higher than majority of permanent visa holders, but it is still noticeably
lower than the levels of permanent skilled workers. This is most likely due to the fact
that temporary skilled migrants are typically tied to an employer or a sponsor upon
arrival as opposed to the majority (67%) of permanent skilled migrants who are not
restricted to a particular employer.
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Fig. 10.3 Age-standardised crude migration intensities by visa class and single year of arrival.
Note that the x-axis intersects the y-axis at the migration intensity of the Australian population
(15.1%), thus representing a benchmark against which to interpret immigrants’ mobility levels.
(Source: 2016 ACMID and ACTEID, authors’ calculations)

10.6 Redistribution of Population Through Migration

Migration does not necessarily bring about significant changes in the distribution of
the population because some flows are offset by counter-flows in the reverse
direction. This section examines the extent to which immigrants’ movement con-
tributes to the redistribution of the population. The net redistribution of population is
the product of two parallel processes: (1) the intensity of movement measured by the
crude migration intensity (CMI) discussed in the preceding section and (2) the
degree of asymmetry between flows and counter-flows as measured by the migration
effectiveness index (MEI), which can be mathematically expressed as follows:

MEI = 100 * N/M (10.2)

where N represent the net population redistribution between states and M the total
number of migrants between states. The MEI measures the spatial imbalance of
flows, but does not indicate the overall effect of migration on the settlement pattern.
This is most effectively captured by the aggregate net migration rate (ANMR),
which is the product of CMI and MEI divided by 100 (Bell et al. 2002).
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Table 10.4 Inter-state migration indicators

Migration Aggregate net
Crude migration effectiveness index | migration rate
intensity (CMI) (MEI) (ANMR)
Australian population 1.45 9.42 0.14
Permanent | Skilled 2.25 20.05 0.45
migrants Skilled 2.97 20.54 0.61
(regional)
Family 1.34 16.44 0.22
Humanitarian | 1.63 22.56 0.37
Recently 3.77 28.37 1.07
arrived”
skilled
Temporary | Recently 2.98 14.95 0.45
migrants arrived®
Skilled

Source: 2016 ACMID and ACTEID, authors’ calculations
“Recently arrived migrants settled in Australia between 2012 and 2016, while other migrants settled
between 2000 and 2016

ANMR = 100 ¥ = CMI« MEI/100 (10.3)

Thus, the ANMR quantifies the net shift of population between states per hundred
persons residing in the country. It follows from Eq. (10.3) that the same impact of
migration on population redistribution as measured by the ANMR may be achieved
either through high MEI combined with low CMI or vice versa. Table 10.4 shows
that overall redistributive effect is much higher for all migrant groups than the
Australian population, except family migrants. Recently arrived permanent skilled
migrants recorded the highest migration impact driven by equally high MEI and
CML, followed by regional skilled visa holders. For other visa classes, the impact of
migration is lower, but the sources are quite different. For humanitarian migrants,
low intensity is compensated by high migration effectiveness (i.e. spatially imbal-
anced flows), whereas for recently arrived temporary skilled workers high migration
intensity is absorbed in reciprocal exchanges, resulting in low migration effective-
ness, which limits the extent of population redistribution.

10.7 Spatial Patterns of Migration

The measures discussed in the preceding section provide summary indicators of the
impact of migration on overall population redistribution, but they provide no
information as to its spatial manifestation. We now turn our attention to the spatial
outcomes of population movement, using net migration flows and rates (in-migration
minus out-migration) as simple measures of the redistributive effect of migration
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between states in Table 10.5. Considering the entire population of Australia between
2015 and 2016, Victoria (14,371) and Queensland (10,568) recorded the largest net
migration gains followed by Tasmania (1769), and Australian Capital Territory
(1577), while all the other states recorded net losses, with New South Wales
registering the highest net loss (10,849). Figure 10.4 shows the size and direction
of net migration flows of internal migrants between states and territories. Victoria
gained migrants from all the states, while Queensland gained from all the states but
Victoria and Tasmania. Patterns of gains and losses for other states are more
complex, but there is a clear movement from Western Australia to Victoria, Queens-
land and New South Wales.

Drilling down to visa class (Table 10.5), family migrants display migration
patterns almost identical to the Australian population. Permanent skilled migrants
follow broadly the same pattern, with net gains for Victoria and Queensland and net
losses for almost all the other states (except ACT), although movement away from
South Australia, Western Australia, Tasmania, and the Northern Territory is propor-
tionally larger. Similar patterns characterise regional skilled migrants, with net gains
for Victoria and Queensland and losses for all the other states, particularly Tasmania
and the Northern Territory whose populations are predominantly located in
non-metropolitan regions. This suggests that a significant proportion of regional
visa holders eventually leave regional and remote areas, presumably in favour of
metropolitan areas in Victoria and Queensland. While Victoria records a high net
gain of humanitarian migrants, this group is also moving disproportionally away
from Tasmania and the Northern Territory, ultimately reinforcing humanitarian
migrants’ settlement in major cities. New South Wales records net population
gains only among recently arrived skilled migrants, both temporary and permanent,
which confirms the persistence of Sydney as a gateway for skilled migrants who later
move out. Recent temporary skilled migrants also stand out with a large proportion
moving to Tasmania and to a lesser extent to the Northern Territory, and being the
only group keeping a positive net inter-state rate in Northern Territory.

10.8 Discussion and Conclusion

As the level of international migration increases and the share of temporary migrants
rises, new forms of analysis are required to better understand the nuanced processes
of internal migration of overseas-born populations. This book chapter focuses on the
settlement and migration patterns of Australian migrants by visa class. In doing so,
we provide a novel approach to understanding how international migrants are
distributed within Australia post-settlement and how they compare against the
population at large.

Based on visa class, migrants within Australia can be broken down into two major
categories: permanent and temporary. Permanent migrants are further classified as
skilled, family or humanitarian. Likewise, temporary migrants are classified as either
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Fig. 10.4 Net inter-state migration flows, Australian population, 2015-2016. (Source: Census
2016, authors’ calculations)

skilled, working holiday makers, students, or New Zealand citizens. There are
several dozen sub-classifications, but these are beyond the scope of this analysis.

The overall settlement patterns of international migrants broadly mirror the
population at large. Australia’s population is heavily concentrated on the south-
eastern seaboard, with large numbers in the major cities of Sydney and Melbourne.
International migrants are even more concentrated in major cities, with particular
visa classes such as the humanitarian more so than others. Over time, the dissimi-
larity index indicates that there is spatial de-concentration as the settlement patterns
of the migrant population begin to resemble the non-migrant. This is because
the level and pattern of internal migration of the overseas-born, which differ from
the Australian population in early years, tend to converge towards those of the
Australian-born as duration of residence increases. Interpreted through the lens of
the assimilation theory, which posits that migrants become more similar to the
native-born with increasing length of residence (Glick and Park 2016), these findings
suggest that economic motives may take over social motives as migrants become
more established, with the exception of humanitarian migrants who remain spatially
segregated.

Our analysis has revealed important variations by visa classes that are missed
when migrants are studied together as one group. First, recently arrived migrants are
more mobile than established migrants, even after controlling for differences in age
structures, and they display unique migration patterns characterised by a net gain for
New South Wales, whereas the long-established migrants and the native-born move
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in the opposite direction with net losses for New South Wales (Sydney) and net gains
for Victoria (Melbourne) and Queensland (Brisbane and surrounding regions).
Permanent skilled migrants show migration patterns more broadly aligned with the
Australian population, suggesting that there are similar forces shaping the internal
migration of both groups. Second, family migrants exhibit a level and direction of
internal migration that closely mirrors those of the Australian-born, even in the early
post-arrival years. Because they join family members who are already established
and have close family ties and connections to the Australian population, this group
appears not to follow the same adjustment process as other migrant groups. While
the visa types used in this analysis are specific to Australia, they are underpinned by
distinct reasons for immigrating namely employment, family reunification and
humanitarian motives, which remain the primary drivers of international migration
in most countries.

Overall, a very small proportion of international migrants live outside major
centres, with the notable exception of the skilled regional stream. Past and present
efforts to locate migrants away from cities, including those on humanitarian visas,
have largely been thwarted by a tendency to migrate to major cities as shown by
movement away from Tasmania and the Northern Territory, towards established
centres of humanitarian migrants’ settlement in Melbourne. The movement of
regional visa holders away from Tasmania and the Northern Territory towards
Victoria suggests a low retention of these migrants in non-metropolitan areas.
While successive policy measures have attempted to redress the imbalanced distri-
bution of immigrants in Australia, further investigation is needed into the effects of
these migrations over time to understand the long-term retention of regional visa
holders and the effect of population churn on receiving regions.

Our results confirm that early years post-arrival constitute an important period of
adjustment as immigrants seek to establish themselves in the labour and housing
markets, having shown that this process is particularly pronounced for skilled
migrants who exhibit heightened levels of mobility. As frequent residential reloca-
tion and migrations can be detrimental to mental health outcomes and integration
into receiving communities (Stokols and Shumaker 1982), there is a need to better
understand early years in Australia and the impact of high mobility on a series of life
outcomes. Immigrants’ movement in Australia is closely linked to the transition
from one visa class to another as temporary workers gain the status of permanent
residents and students acquire working rights upon graduation. These processes
remain poorly understood and there is a need for a longitudinal dataset tracking
migrants upon arrival. Building a New Life in Australia is an example of such dataset
for humanitarian migrants. Such a survey could be extended to other visa holders as
there is a need to better understand how migrants transition from one visa to another
as they progress from temporary to permanent residency. While such datasets are
currently not available in Australia, the forthcoming release of a longitudinal census
dataset, which tracks individuals over three censuses, should permit better under-
standing how migrants circulate between places in Australia and offer a longitudinal
perspective that would reveal how migration choices interface across space and time
over the life-course of immigrants who settled in Australia before 2006. Further
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insights into the spatial integration of the overseas-born could also be gained by
considering variation by key socio-demographic characteristics, such as sex, country
of birth, and level of educational attainment. Finally, ACMID and ACTEID provide
an opportunity to analyse the local factors attracting immigrants to particular regions
by drawing on contextual social and economic variables in order to get a more fine-
grained understanding of variations by visa types. These new datasets should
stimulate further regional science research on migration in coming years.

Appendix 1: Visa Types, Classes and Sub-Classes

Visa type

Visa class

Visa Sub-class

Permanent | Permanent
Skilled

Skilled Independent

Independent Entrant (126)

Skilled—Independent (136)

Skilled—Independent (175)

Skilled—Independent Regional (Pro-
visional) (495)

Skilled—Independent Overseas Stu-
dent (880)

Skilled—Independent (885)

Skilled—Independent (189)

Skilled—Nominated (Permanent)
(190)

Skilled—Onshore Independent
New Zealand Citizen (861)

Skilled Entrepreneur

Business Innovation & Investment
(Provisional) (188)

Business Innovation & Investment
(Residence) (888)

Skilled Family or Gov-
ernment Sponsored

Concessional Family—Skilled—-
Australian Linked (105)

Regional Family Sub-Class—
Regional Linked (106)

Skill Matching (134)

State/Territory Nominated Indepen-
dent (135)

Skilled—State/Territory Nominated
Independent (137)

Skilled—Australian Sponsored (138)

Skilled—Designated Area Sponsored
(139)

Skilled—Sponsored (176)

Skilled—Regional Sponsored (475)

Skilled—Regional Sponsored (487)

(continued)
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Visa type

Visa class

Visa Sub-class

Skilled—Designated Area Sponsored
(Provisional) (496)

Skilled—Designated Area Spon-
sored—Overseas Student (882)

Skilled—Regional (887)

Skilled—Other Family or Government
Sponsored (993)

Skilled Employer
Sponsored

Regional Sponsored Migration
Scheme (119)

Labour Agreement (120)

Employer Nomination Scheme (121)

Skilled—Regional Sponsored (Provi-
sional) (489)

Labour Agreement (855)

Employer Nomination (856)

Regional Sponsored Migration
Scheme (857)

Skilled—Onshore Designated Area—
Sponsored New Zealand Citizen (863)

Skilled—Employer Nomination (186)

Skilled—Regional Employer Nomina-
tion (187)

Skilled Other

Business—General (123)

Distinguished Talent (Australian Sup-
port) (124)

Distinguished Talent and Special Ser-
vice (Independent) (125)

Business Owner—Business Skills
127)

Business Skills (Senior Executive)
(128)

State/Territory Sponsored (Business
Owner—Business Skills) (129)

State/Territory Sponsored (Business
Skills—Senior Executive) (130)

Migrants—Investment Linked (131)

Business Talent (132)

Business Owner (160)

Senior Executive (161)

Investor (162)

State/Territory Sponsored Business
Owner (163)

State/Territory Sponsored Senior
Executive (164)

State/Territory Sponsored Investor
(165)

(continued)
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Visa type

Visa class

Visa Sub-class

Skilled (805)

1 November Special (816)

1 November Highly Qualified EP
(818)

Business Owner (840)

Senior Executive (841)

State/Territory Sponsored Business
Owner (842)

State/Territory Sponsored Executive
(843)

Investment—Linked (844)

Established Business in Australia
(845)

State/Territory Sponsored (846)

Distinguished Talent (858)

Skilled—Onshore Australian-
Sponsored New Zealand Citizen (862)

Business Owner (890)

Investor (Residence) (891)

State/Territory Sponsored Business
Owner (892)

State/Territory Sponsored Investor
(Residence) (893)

Family

Family Partner

Spouse (100)

Interdependency (110)

Prospective Marriage (300)

Spouse (Provisional) (309)

Interdependency (Provisional) (310)

Spouse (After Entry) (801)

Interdependency (Permanent) (814)

Spouse (Extended Eligibility) (820)

Interdependency (826)

Prospective Marriage Spouse (831)

Family Other

Child (101)

Child for Adoption (102)

Parent (103)

Preferential Family (104)

Aged Dependent Relative (114)

Remaining Relative (115)

Carer (116)

Orphan Relative (117)

Designated Parent (118)

Contributory Parent (143)

Contributory Parent (Temporary)
(173)

(continued)
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Visa type

Visa class

Visa Sub-class

Dependent Child (445)

Child (After Entry) (802)

Aged Parent (After Entry) (804)

Compassionate Grounds (Family &
Other Close Ties) (806)

Confirmatory (Residence) (808)

December 1989 (Permanent) (812)

Close Ties (832)

Remaining Relative (835)

Carer (836)

Orphan Relative (837)

Aged Dependent Relative (838)

Designated Parent (859)

Contributory Aged Parent (Residence)
(864)

Contributory Aged Parent (Tempo-
rary) (884)

Humanitarian

Humanitarian Refugee

Refugee (200)

In-Country Special Humanitarian
(201)

Emergency Rescue (203)

Woman at Risk (204)

Humanitarian Special
Humanitarian
Programme

Humanitarian—Other Special
Humanitarian (994)

Global Special Humanitarian (202)

Resolution of Status (Permanent)
(851)

Humanitarian Other

Refugee (After Entry) (803)

Camp Clearance (205)

East Timorese in Portugal (208)

Citizens of Former Yugoslavia
(Displaced Persons) (209)

Minorities of Former USSR (Special
Assistance) (210)

Burmese in Burma (211)

Sudanese (Special Assistance) (212)

Burmese in Thailand (Special Assis-
tance) (213)

Cambodian SAC (214)

Sri Lankan (Special Assistance) (215)

Ahmadi SAC (216)

Vietnamese SAC (217)

PRC Citizen (Permanent) (809)

1 November PRC (815)

(continued)
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Visa type

Visa class

Visa Sub-class

Permanent Other

Authority to Return/Return Endorse-
ment (111)

Former Citizen (150)

Former Resident (151)

Family Reunion (New Zealand Citi-
zens) (152)

Return Class A (154)

Emergency (Seeking Permanent Resi-
dence) (302)

Certain Unlawful Non-Citizens (833)

Temporary
Visa

Bridging

Bridging Visa Class A (010)

Bridging Visa Class B (020)

Bridging Visa Class C (030)

Bridging Visa Class D (040)

Bridging Visa Class E (050)

Bridging Visa Class F (060)

Bridging Visa Class R (070)

Special Category (New Zealand)

Special Category (444)

Temporary Work (Skilled)

Temporary Work (Skilled) (457)

Working Holiday Maker

Working Holiday (417)

Work and Holiday (462)

Student

Student (Temporary) (500)

Independent ELICOS Sector (570)

Schools Sector (571)

Vocational Education and Training
Sector (572)

Higher Education Sector (573)

Postgraduate Research Sector (574)

Non-Award Foundation/Other Sector
(575)

AUSAID/Defence Sponsored Sector
(576)

Temporary Other

Temporary Work (Short Stay Activity)
(400)

Temporary Work (Long Stay Activity)
(401)

Training and Research (402)

Temporary Work (International Rela-
tions) (403)

Investor Retirement (405)

Government Agreement (406)

Retirement (410)

Foreign Government Agency Staff
(415)

Special Programme (416)

(continued)
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Visa type Visa class Visa Sub-class

Entertainment (420)

Media and Film Staff (423)

Supported Dependent of Aust or NZ
Citizen Temp in Australia (430)

New Zealand Citizen (Family Rela-
tionship) (461)

Skilled—Graduate (476)

Temporary Graduate (485)

Diplomatic (995)

Regional visa

Skilled—Independent Regional (Provisional) (495)

Regional Family Sub-Class—Regional Linked (106)

Skill Matching (134)

State/Territory Nominated Independent (135)

Skilled—State/Territory Nominated Independent (137)

Skilled—Designated Area Sponsored (139)

Skilled—Regional Sponsored (475)

Skilled—Regional Sponsored (487)

Skilled—Designated Area Sponsored (Provisional) (496)

Skilled—Designated Area Sponsored—Overseas Student (882)

Regional Sponsored Migration Scheme (119)

Skilled—Regional Sponsored (Provisional) (489)

Regional Sponsored Migration Scheme (857)

Skilled—Regional Employer Nomination (187)

Appendix 2: Median Age by Visa Type

Median age
1 Total Population 38.08
4 Permanent Migrants 34.69
4.1 Skilled 34.35
4.1.1 Skilled Independent 34.27
2.1.2 Skilled Entrepreneur 23.32
2.1.3 Skilled Family or Government Sponsored 35.41
2.1.4 Skilled Employer Sponsored 34.08
2.1.5 Skilled Other 33.14
2.1.6 Skilled Regional 33.41
4.2 Family 36.15
4.3 Humanitarian 30.67

(continued)
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Median age

5 Temporary Migrants 28.1

5.1 Temporary Bridging Visa 30.51

5.2 NZ Citizen 38.06

5.3 Temporary Work Skilled 30.63

5.4 Working Holiday Maker

5.5 Student 24.15

5.6 Other Temporary 28.16

Source: 2016 ACMID and ACTEID, authors’ calculations
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Chapter 11 ®)
Culture and the City: An Application s
of Data Envelopment Analysis to Cultural
Performance

Karima Kourtit, Peter Nijkamp, and Soushi Suzuki

Abstract This paper seeks to analyse the significance of cultural amenities in a city
for its socio-economic performance. In particular, our study aims to provide an
evidence-based answer to the question which cities are the most efficient in terms of
their multidimensional economy-culture ratio, and why. This analysis is pursued by
using a large database on 40 global cities extracted from the Global Power City
Index (GPCI) data system. The methodology adopted here originates from Data
Envelopment Analysis (DEA) complemented with a so-called Super-Efficiency
Module (SEM) so as to arrive at unambiguous rankings of the cities at hand on a
global cultural ladder. The DEA results are complemented with a multivariate
analysis and regression models. By analysing the cultural productivity of these
cities, it appears that our empirical results differ often from the usual urban ranking
methods where cities such as London, New York, Paris, or Tokyo rank the highest.
Large Asian cities appear to be able to obtain a good efficiency performance in terms
of the ratio of (multidimensional) economic outcomes versus (multidimensional)
cultural input resources.

Keywords Global cities - Data envelopment analysis (DEA) - Super-efficiency -
Culture - Cultural efficiency - Cultural capability
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11.1 Introduction

In the urban world history, cities are usually regarded as the cradles of culture and
civilisation. Such historically shaped, contextual conditions act as magnets for urban
development and power, as is not only witnessed by ancient cities but also by
medieval and contemporary cities (see Glaeser et al. 2020). Modern cities such as
New York, San Francisco, Paris, Tokyo, Rome or Amsterdam derive their attrac-
tiveness not only from a solid economic structure reflected in agglomeration bene-
fits, but also from a multi-faceted portfolio of cultural and entertainment services that
attract millions of people. So the cultural base of a city may—under certain condi-
tions—be an escalator for urban progress and development. In a recent study
(Kourtit and Nijkamp 2019) an extensive modelling study has been undertaken on
the important magnet function of urban cultural amenities for the attraction of the
creative class and subsequent urban development. In the above study also an
extensive description and operational definition of cultural amenities in the city
has been provided.

In the present paper, we will examine whether the presence of cultural capital
(interpreted in a broad sense as ‘the historical-social and cognitive assets linked to
history, arts and culture’, which embodies many public provisions for arts and
culture, such as museums, art galleries, theatres, cinemas, or sports events; Kourtit
and Nijkamp 2013a, b) has a positive influence on the city’s socio-economic
performance. We aim to assess the urban cultural gravity function from the perspec-
tive of measurable cultural capital in a city. We will apply this question to 40 global
cities. The database on these global cities used in this study will be described in
Sect. 11.3.

We posit in our study that culture is an enabling public amenity in a city. Its
presence does not automatically—as a ‘deus ex machina’—generate economic
growth of a city. It may be a desirable but not sufficient condition for urban
economic development. This enabling role of culture will be called here cultural
capability. This concept will be further articulated in Sect. 11.2.

In examining the role of culture in urban development we should recognise that in
general big cities provide more opportunities to create and enjoy cultural amenities.
Although in the developing world such big cities show often more problematic
features, they are generally also enjoying relatively higher welfare levels compared
to smaller places. In any case, it is a fact that larger cities all over the world score
relatively high on the cultural performance ladder. Clearly, size matters. However,
for an economist it is relevant to look at the scarce resources needed to generate a
desired urban outcome, and to examine whether the translation of urban inputs into
outputs takes place in an efficient way. In other way, for a meaningful comparison of
the urban cultural impact it is pertinent to use an efficiency indicator that relates
urban output to urban input. From this perspective, the notion of cultural capability
receives also an appropriate meaning, as the question is: which cities are able to
produce a maximum level of urban output with a given level of cultural input
resources (or cultural capital)?
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This latter efficiency question is the core of our research. In the present paper we
will use an established method, data envelopment analysis (DEA), to relate multiple
inputs to multiple outputs, and to infer conclusions on the relative efficiency of
40 global cities. For technical details on this DEA approach we refer to a book
publication by Suzuki and Nijkamp (2017). This technique allows to derive an
efficiency ranking of cities, especially if a so-called super-efficiency model is
applied, which leads to an unambiguous ranking of all cities under consideration.
Our study presents thus an application of DEA to the cultural efficiency performance
of large cities. It also attempts to examine the quantitative effects of urban cultural
provisions on general urban development and welfare indicators through the use of
multivariate statistics and regression analysis.

This paper is organised as follows. Section 11.2 presents the storyline of the paper
in which the role of urban culture and cultural capability is described. Then Sect.
11.3 presents the database and the methodological framing of our study. Next, Sects.
11.4 and 11.5 provide the empirical outcomes of our DEA model and of the
econometric regression analysis, respectively. Finally, Sect. 11.6 concludes this

paper.

11.2 Recent Interest in Culture in the City: A Capability
Approach

In recent years we witness a rising interest in culture—as a broad concept referring to
tangible and immaterial expressions of the human mind that create a sense of history,
identity, or recognition—as an integral part of a balanced urban policy, as will be
illustrated by a few examples. The 2030 Agenda for Sustainable Development,
published by the United Nations (2015a) under the title ‘Transforming our
World’, presents a plan of action addressing five major concerns in the contempo-
raneous global policy arena, viz. people, planet, prosperity, peace, and partnership.
It turns out that human settlements—including, in particular, cities—are directly and
indirectly a focal point of this action agenda, witness the emphasis on poverty,
human health, inclusive education, social empowerment, water management, sani-
tation, labour markets, infrastructure, urban safety, resilient cities, environmental
quality, land degradation, and so forth. This UN declaration addresses explicitly also
culture, and states: ‘We acknowledge the natural and cultural diversity of the world
and recognize that all cultures and civilizations can contribute to, and are crucial
enablers of, sustainable development’ (item 36).

Over the past years, a series of policy documents focussing on tangible and
intangible forms of culture (often related to cultural heritage in cities) has been
published as part of a broader international policy agenda on sustainable
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development.' These documents were often produced against the background of
rapid and usually uncontrolled world-wide urbanisation with inevitable—often
adverse—consequences for culture and historical-cultural heritage. The common
policy vision is that cultural amenities are to be harnessed to the benefit of commu-
nities, cities, and regions. In this context, historic towns and areas, cultural amenities
(e.g., art galleries, museums, churches, theatres, festivals), lively historic districts or
streets, or an authentic urban ‘ambiance’ may act as an attraction force for both
residents and visitors, while they may also enable social cohesion and inclusion,
especially if there is sufficient attractive public space for sharing identity, cultural
values and jointly inspiring urban activities. Culture is then an enabler of mixed
urban land use and of urban social buzz externalities favouring livability, inclusive-
ness, and sustainability in the modern urban fabric. In conclusion, culture is not a
luxury, but an urgent necessity in any vital and creative city through its inherent
value articulating the sense of place, history, and identity for inhabitants and visitors.

Studies on the importance of culture for modern life can be distinguished into two
strands, viz. micro-based and macro-based research. In recent years, the micro-
based perspective on culture—defined in a broad sense—has found many applica-
tions in individual perception and preference studies, in particular, in discrete choice
models, contingency valuation models, and conjoint analysis (see e.g., Comim et al.
2008; Tellier 2009; Glaeser 2011; Taylor 2013; Archer and Bezdecny 2016; Acs
2016; Stanley et al. 2017; Kourtit and Nijkamp 2018a, b; Nijkamp 2016; Kourtit
et al. 2015; Throsby 2001; Osth et al. 2021). A macro-based view looks more into
‘cultural complexes’ in the city from a broader and collective policy perspective, and
has found many applications in assessment studies based on cost—benefit analysis,
multi-criteria analysis or urban imagineering studies (see e.g. Fusco Girard and
Nijkamp 2009; Gravagnuolo et al. 2021; Mommaas 2004). A merger of a micro-
based and a macro-based approach to a culture-based urban perspective can be found
in Kourtit and Nijkamp (2013a, b), where individual facebook data were used in an
assessment of alternative meso-development plans for a historico-cultural district in
Amsterdam.

It is noteworthy that culture—as an organised social constellation and product of
the human mind (see Bourdieu 1973)—helps enhance quality of human life, while in
turn it is also shaped by the cognitive and creative ability of humankind (e.g., Sen
1999, 2008). In recent scientific and policy oriented debates on sustainable and
inclusive development two important economic concepts have often come to the
fore, viz. needs (or demand) and capabilities.

1Examplcs are: The Paris Declaration on Heritage as a Driver of Development (2011) (UNESCO,
Paris); The UNESCO World.

Report: Investing in Cultural Diversity and Intercultural Dialogue (2009) (UNESCO, Paris); The
Bali Promise (2011) (World Culture Forum, Bali); The Future We Want for All (2015b) (United
Nations, New York); Cultural Heritage, the UN Sustainable Development Goals and the New
Urban Agenda (2015) (ICOMOS, Paris); Cities of Tomorrow (2011) (European Union, Regional
Policy, Brussels).
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The notion of ‘needs’ has already a long history, in both psychology and
economics. The hierarchical needs ladder advocated by Maslow (1943) forms one
of the cornerstones of behavioural psychology, while needs satisfaction under
scarcity constraints is a core element in traditional economic utility and welfare
theory. The concept of needs is not only relevant in conventional consumer theory
(including marketing) in relation to the appreciation and choice for goods and
services under a regime of scarcity, but has also a clear relevance in an urban context
from the perspective of clients or consumers (residents and visitors); see also a study
by Glaeser et al. (2001).

In a policy document by UN Habitat (2013) on ‘The City We Need’, a new urban
paradigm is launched, based on the premise that ‘the battle for a more sustainable
future will be won or lost in cities’. It is argued that well-planned cities provide all
citizens with the opportunity to lead a safe, healthy, and productive life, while they
do also favour social inclusion, resilience, and prosperity. This UN document
mentions several ‘don’ts’ in urban planning and management in the form of policy
lessons on things to avoid, such as: lack of uncoordinated urban policies, poor
planning, and ‘short-termism’, disregard of urban-rural linkages, poorly regulated
real estate markets, mismanagement by all actors and tiers of government, loss of
urban identity, lack of effective participation, and absence of effective implementa-
tion and financing mechanisms. It is noteworthy that this report refers explicitly to
the loss of urban identity caused by the regretful destruction of cultural heritage,
local bio-diversity, and public space.

Generally speaking, cities have many opportunities—as a result of their indige-
nous resources and their agglomeration advantages—to grow and to become eco-
nomic spearheads. Culture is one of the components of city capital and provides
many development options for the city. It is an enabling factor, hence the term
cultural capability.

Cultural capability is a key concept in our study and is formally defined as the
potential of the city—measured in terms of a portfolio of direct and indirect
(contextual) cultural amenities (cultural interaction capital, livability/environmental
capital, and infrastructural capital)—to deliver a broad package of cultural services
that may not only serve the own citizens, but also to attract in particular external or
foreign visitors. Cultural capability—as a desirable condition for sustaining or
creating culture—can lead to a better (i.e. more efficient) socio-economic outcome
of a city; it is necessary but not sufficient condition: its presence does not necessarily
or automatically lead to better outcomes; the latter depends on the context and on the
use or customer conditions. It may thus be conceived of as an integrated set of
productive input services that may be used as opportunities to generate or favour the
cultural attractiveness of a city, in particular for visitors from elsewhere. Critical
moderator variables are agglomeration advantages from urban size and prosperity
effects from high-welfare urban areas.

In the context of the present study, the focus will be on culture (cultural amenities,
historico-cultural or socio-political attitudes, authentic atmosphere or ambiance in a
city, etc.) as one of the meso-based intermediate enabling constituents of urban
performance (at the aggregate level of a city) and urban well-being or quality life
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(at a meso or micro level of consumers). In this context, the strength of a city is not
formed by a closed ‘island’ character, but by its multi-tasking role in choosing smart
options in a broad urban opportunity space. Open and accessible public spaces in
cities, enabled and enriched by culture, arts, and community interaction, may be an
effective therapy against such urban ‘diseases’ as congestion, crowdedness, social
exclusion or stress, or—in general—urban degeneration. Culture—as an intermedi-
ate social constellation between emancipated citizens (‘urban minds’ or ‘urban
souls’) and beautiful cityscapes (‘urban bodies’)—may be a promising vehicle on
the way to urban regeneration and creative urban environments (Tornqvist 1983;
Santagata 2009; Wahlstrom 2017; Kourtit et al. 2020). Against this background,
cultural clusters and historic urban landscapes may be seen as prominent capability
resources that favour sustainable and inclusive local development (see e.g.,
Allmendinger and Haughton 2009; Amin and Roberts 2008; Cooke and Lazzaretti
2008). Smart sectoral specialisation in a given domain (e.g., culture) may then be a
meaningful developmental strategy of an intelligent or smart city, especially in a
modern digital age (see Kopczewska et al. 2017).

In the same vein as the currently popular Tourism-Led Growth (TLG) concept
(see Castro-Nuno et al. 2013; Inchausti-Sintes 2015; Bride et al. 2016; Liu et al.
2017; Li et al. 2020), we witness nowadays an increasing popularity of Culture-Led
or Culture-Driven Growth (see e.g., Miles and Paddison 2005; Sacco et al. 2004;
Throsby 2001; Wahlin et al. 2016). In various recent studies the notion of cultural
capital or cultural resources is employed as a conceptual framing of the idea that
culture is a productive asset contributing to urban prosperity or performance (see
Snowball 2008). The notion of cultural capital has already a long history. It plays a
major role in the seminal work of Bourdieu (1986) who interprets cultural capital as a
set of accumulated resources that empower individuals and groups to enhance their
cultural competence and socio-economic position, e.g., through upward social
mobility and rise in status of various kinds. Bourdieu’s description of cultural capital
differs from earlier views of Weber (1921) who conceives of local culture as an
institutionalised set of local and historically shaped characteristics that determine the
urban spirit from a structuralist perspective. Finally, the economic concept of
creative and cultural capital and the notion of sustainable development in shaping
urban well-being and quality of life have also quite a long history. They highlight the
added value of urban cultural-oriented amenities which comprise locality-specific
tangible and intangible assets (e.g. historical-cultural heritage, historical atmosphere
in a city, historically determined social and political institutions or attitudes).
Clearly, they also influence the different stakeholders’ thinking and co-determine
their preferences and values, choices, and behaviours. Studies on the latter issues can
again be either micro-based or macro-based (see e.g., Russo and van der Borg 2010;
Arribas-Bel et al. 2016; Romao et al. 2017; Kourtit and Nijkamp 2019).

As mentioned before, in our study we will investigate whether a favourable
cultural profile of a city enables the city to attract cultural consumers (clients) in
the form of visitors and foreign tourists, as might be reflected in its high socio-
economic performance, based on the urban cultural capability approach. This may
clearly lead to a high cultural appreciation, while then the subsequent question is
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whether city size and economic prosperity act as moderator variables for explaining
this cultural performance of the city at hand. This intriguing question bears a clear
resemblance to the so-called Kuznets discussion on the (positive or negative)
relationship between economic growth and income disparity in a country. This
issue has gained quite some prosperity in recent debates on ‘environmental Kuznets
curves’ (see e.g., Wang et al. 2013; Kourtit et al. 2019). In the specific context of our
study we address the question whether a higher level of prosperity and/or a larger
city size is negatively or positively correlated with the cultural performance indicator
of the city concerned. Hence, we refer here to the notion of a ‘quasi-Kuznets’ curve
for a city’s cultural quality with respect to economic welfare and urban size (see also
Kourtit et al. 2019). Clearly, evidence-based empirical research is needed to test the
validity of these concepts. This will be taken up in the subsequent sections.

11.3 Database and Analysis Framework

In our study on urban cultural efficiency performance, we will use the Global Power
City Index (GPCI) system produced by the Institute of Urban Strategies (2019)
(Mori Memorial Foundation). This is a very extensive multi-annual database
(starting off from the year 2009) that captures in a systematic and annually updated
manner a wide range of relevant urban indicators. This GPCI data set comprises
40 global cities from all continents and is, therefore, very appropriate as a database
for comparative research on the cultural significance of cities. We use this data
system as a statistical source for our DEA analysis. If we take the cultural perfor-
mance indicators—conceived of as the ratio between input and output factors in the
urban cultural system—ifrom this GPCI database, we can depict the ranking of the
40 cities according to their aggregate cultural resources (i.e. the input resources in
our DEA approach). This result for all cities can be found in Fig. 11.1, which depicts
the comparative cultural input indicators (C-Index Scores) for all 40 cities under
consideration. These are directly extracted from the GPCI database. These rankings
more or less confirm our prior perceptions.

It should be noted that the comparative results on the cultural achievements of
cities may be somewhat biased due to a statistical level correlation: rich and big cities
may be expected to have a higher cultural performance outcome. To cope with this
bias, it is appropriate to apply a Data Envelopment Analysis (DEA), so that the
output performance is related to the input resources or supply conditions of the city
concerned. Therefore, the next step of our analysis seeks to identify the efficiency in
delivering cultural capabilities and services of the cities concerned.

The high degree of heterogeneity and level-collinearity among these 40 cities
necessitates a subdivision into smaller subsets of cities that are more homogeneous
and thus more similar in terms of size and prosperity level. Therefore, we have
subdivided the 40 cities in a dichotomic classification of big (B) and medium-sized
(M) cities, where the 20 largest cities are denoted as B-cities and the 20 relatively
smaller as M-cities. A similar dichotomic segmentation of our sample is made for
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Fig. 11.1 The comparative cultural input indicators (C-Index Scores) for all 40 cities under
consideration

relatively prosperous cities (H-cities) and relatively poor cities (L-cities). By com-
bining both classifications, we may create a double (dichotomic) classification
matrix, in which each quadrant contains ten cities (see Fig. 11.2). The underlying
data on the two cross-classified indicators for the 40 cities are given in Annex 1, for
each of the four quadrants for Fig. 11.2 (viz., the B-, M-, H-, and L-cities). As
indicated above, this double dichotomic segmentation of the 40 cities at hand shows
in each segment more homogeneity in cultural characteristics, according to size and
in prosperity level, so that statistically more satisfactory results may be expected.
In several recent studies, the efficiency ranking of the 40 GPCI cities and their
performance determinants have been subjected to a careful scrutiny, inter alia by
employing various versions of Data Envelopment Analysis (DEA). DEA is essen-
tially a method to judge the efficiency of the production of goods or services, by
relating the outcomes (often multiple outputs) to the input resources (often multiple
inputs). It is essentially based on a generalised fractional programming algorithm
(see for details Cooper et al. 2006; Suzuki and Nijkamp 2017, 2020). Application of
a comparative DEA to global cities will lead to a more fine-grained and strategic
re-interpretation of the GPCI findings depicted in Fig. 11.1. We will in our study use
a suitable DEA method to address the cultural sector (and its achievements) in the
cities at hand. The specific DEA method employed in our analysis is based on the
Super-Efficiency (SE) principle (SE-DEA) (see for details Anderson and Petersen
1993). The reason to adopt an SE-DEA approach is that in a standard DEA model,
which serves to identify the most efficient actors (or Decision Making Units—
DMUs) among their peers, we may end up with multiple equally-ranked efficient
actors (i.e., several DMUs may have a DEA score equal to 1.0), so that then an
unambiguous and conclusive ranking of DMU s is not possible. To avoid ambiguous
final results, the SE-DEA algorithms aims to cope with this shortcoming by intro-
ducing auxiliary criteria to identify those DMUs which perform best in terms of their
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City Size
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Fig. 11.2 A cross-classified matrix of the 40 cities. (Source: Population datasets collected from
GPCI-2016. GDP per capita datasets collected from The International Monetary Fund (IMF), http://
www.imf.org/external/datamapper/NGDPDPC @ WEO/OEMDC/ADVEC/WEOWORLD)

relative input endowments and output factors (Suzuki and Nijkamp 2017). This
adjusted method will also be employed in our empirical analysis.

Next, to cope with multicollinearity and to reduce the dimensionality of the
selected indicators for the direct and indirect (contextual) cultural amenities among
the 49 relevant sub-indicators, we use first a principal component analysis (PCA) of
each indicator category from the GPCI dataset, in order to reconstruct a smaller
subset of uncorrelated explanatory factors. The PCA appears to allow the identifi-
cation of a reduced number of three main factors, each containing an uncorrelated set
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of explanatory sub-variables that are appropriate for empirical measurement in our

study.?

In our subsequent SE-DEA analysis, we have used the following classes of input
and output indicators, followed by a brief interpretation. The input indicators

extracted from the data set are:

 Input indicators of Factor 1: Cultural Interaction
This main component refers in particular to supply elements, such as Cultural
Ambiance and Amenities for Foreign Visitors, and can be further subdivided into
distinct sub-categories of explanatory supply variables, which are primarily
responsible for sustainable socio-economic development and competitive

advantage.

Cultural Ambiance

¢ Number of Theatres and Concert Halls

¢ Environment of Creative Activities

* Attractiveness of Shopping Options

* Number of Large World Class Cultural Events held

¢ Number of Museums

Amenities for Foreign
Visitors

 Opportunities for Cultural, Historical, and Traditional
Interaction

* Attractiveness of Dining Options

¢ Number of Luxury Hotel Guest Rooms

* Number of Hotels

¢ Number of Stadiums

* Number of Foreign Resident

* Trade Value of Audiovisual and Related Services

* Input indicators of Factor 2: Livability & Environment
This second important factor includes valuable environmental resources, in
particular Safe Environment Quality and Local Attractiveness, and their decom-
position is based on various sub-variables that create an added value regarding
creative, resilient, and sustainable urban development.

Safe Environment Quality

* Water Quality of Rivers

* Number of Medical Doctors per Population

* Disaster Vulnerability

* Openness and Fairness of Society

* Level of Green Coverage

* Comfort Level of Temperature

Local Attractiveness

* Variety of Retail Shops

* Variety of Restaurants

* Number of Companies with ISO 14001 Certification

“Results are available from the corresponding author on request.
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 Input indicators of Factor 3: Accessibility
This indicator comprises two main sub-categories, namely Quality of Trans-
port System and Transport Connectivity. These are composed of interdependent
aspects that may have a positive effect on the production and consumption side of
the socio-economic performance of a city or region.

Quality of Transport System » Commuting Convenience

* Travel Time between Inner-city Areas and International

e Taxi Fare

* Transportation Fatalities per Population

* Punctuality and Coverage of Public Transportation

Transport Connectivity * Number of Arriving/Departing Passengers on International

* Number of Cities with Direct International Flights

* Number of Runways
* Density of Railway Stations

For the output indicators, we have only selected one key variable for urban
cultural achievement, viz. visitors.
e Output Indicator: Visitors
This indicator illustrates the total number of Visitors from Abroad in the cities
concerned.

Magnet Indicator * Number of Visitors from Abroad

Thus, the various types of city assets and resources (inputs) are here decomposed
on the basis of three appropriate categories of direct and indirect (contextual) cultural
amenities and resources and are used to deliver a broad package of cultural services
that may attract (foreign) visitors as an output variable. Consequently, what matters
is the ratio between output and inputs. For this reason, the SE-DEA approach is
adopted (see Sect. 11.4).

11.4 Results of the DEA Approach

The key question is here how to use the above data for a cultural performance
assessment of cities. As mentioned, the SE-DEA approach serves to assess the
efficiency in the production of urban cultural performance, as it relates urban cultural
output to the input needs. The application of the SE-DEA method—as a first step in
our analysis—leads to the following overall ranking of the 40 cities (see Fig. 11.3).

The results from Fig. 11.3 show that an input—output based presentation of
cultural efficiency outcomes leads to significant differences for most cities as
compared to Fig. 11.1. It turns out that several big Asian cities—with a relatively
low supply of input resources for culture—manage to attract quite a lot of visitors,
e.g., Tokyo, Osaka, Bangkok, Hong Kong or Singapore, while also Istanbul scores
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Fig. 11.3 Ranking of SE-DEA efficiency scores for cultural efficiency of 40 global cities

rather high. From an efficiency perspective, New York, London, Paris, Amsterdam,
or Vienna score now much lower. There is apparently a big difference between
absolute cultural performance scores and relative efficiency scores for cultural
achievement. This is further clarified in Annex 1 where the findings for each segment
from Fig. 11.2 are reported. Also, the results from Figs. 11.15 and 11.16 show a high
degree of heterogeneity among cities, both in terms of urban size (viz., B- and
M-cities) and urban prosperity (viz., H- and L-cities). It is noteworthy that even
within the distinct B-, M-, H-, and L-categories the statistical variations are still
significant. Apparently, urban cultural performance is a heterogeneous and
multidimensional concept that may not be explained simply in terms of scale and
prosperity of cities. However, the SE-DEA scores provide interesting results differ-
ent from the C-Index scores.

The SE-DEA results offer thus intriguing results. It turns out that the absolute
cultural indicators—as derived from the GPCI data base—leads to different findings
compared to those derived from the SE-DEA approach. The latter rankings are
efficiency-oriented and may—from an economic perspective—be seen as more
meaningful outcomes on the (relative) cultural performance than the overall absolute
cultural indicators; cultural rankings are in general not very suitable for evaluating
cultural performance.
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11.5 Regression Results of Urban Cultural Performance
and Efficiency in Terms of Size and Prosperity

In Sect. 11.2 a reference was made to a ‘quasi-Kuznets’ phenomenon, in the sense
that urban cultural quality or performance may depend on city size (through agglom-
eration advantages, e.g.) and/or prosperity level (through income-dependent cultural
priorities, e.g.). It may, therefore, be interesting to examine whether the composite
cultural capability indicators (derived from the GPCI data base) and/or the cultural
efficiency scores from the SE-DEA experiments are correlated with either city size or
general welfare level in urban areas.

Since both size and prosperity play essentially a discriminating role, it is pertinent
to examine their distinct roles more explicitly. This calls for application of a partial
OLS regression analysis—for the successive classes of sub-samples of 20 cities—so
as to explore and trace an empirical correlation between performance/efficiency on
the one hand and size/prosperity on the other hand.

We will start our exploratory analysis by mapping out the correlation between the
overall GPCI scores for the 40 cities concerned (C-Index Score) and their SE-DEA
Scores (i.e., the cultural efficiency indicators) (see Fig. 11.4). The correlation
appears to show a positive relationship, while the statistical significance is high.
Clearly, cultural performance indicators are to a large extent also related to cultural
efficiency, but are not a precise linear predictor.

Our next step bears some resemblance to the previous steps in the analysis of
cultural performance scores in Sect. 11.4 and Annex 1. It uses again the classification
of Fig. 11.2 (based on both city size and prosperity) to explain the indicators for
composite cultural performance (the C-Index) and the efficiency in the delivery of
urban cultural amenities (the SE-DEA Score) for B-cities, M-cities, H-cities, and
L-cities separately (see Figs. 11.5, 11.6, 11.7, and 11.8).

Figure 11.5 maps out the regression results for all 40 cities in terms of their
cultural performance scores (C-Index) in relation to their size. The results show a
slightly positive and significant correlation, despite the variety in city size. A more
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Fig. 11.4 Correlation between super-efficiency scores and the total GPCI scores for all 40 cities



206 K. Kourtit et al.

C-Index Score (T-value: 1.409516; P-value: 0.166815)
400.0
350.0
300.0

250.0

200.0 L] y=0.0024x +110.37
¢ R?=0.0497
’ ’ [ 2NUUURRRPRPPPPEEL T o
e ... ° 1 PP PP PP T L T
[ ISP SUPPPRPRTY ¢ LT S . ..... R
................... s
100.0 LR 4 °
° °
°
500 ¢ .
o o
0.0
0 5,000 10,000 15,000 20,000 25,000 30,000

Population 2016 (1000 persons)

Fig. 11.5 Regression results for cultural performance scores and city size for all 40 cities

fine-grained regression analysis according to B- and M-classes (see Fig. 11.6) shows
similar results; a positive and significant relation for the M-cities, and a positive,
highly significant outcome for the B-cities. We find again that size matters!

We will next carry out a similar analysis on cultural performance for the pros-
perity levels of the 40 cities concerned (see Figs. 11.7 and 11.8).

The results from Fig. 11.7 are somewhat ambiguous. The influence of prosperity
on urban cultural performance is small, and the overall result is insignificant. If we
divide the cities according to H- and L-classes (see Fig. 11.8), it turns out that
wealthy cities show a negative significant correlation with cultural performance, and
less wealthy cities a significantly positive correlation.

From Figs. 11.5, 11.6, 11.7, and 11.8, we may infer that generally city size is
positively correlated with cultural performance scores, for both the B- and M-cities.
The results for prosperity are less unambiguous and differ according to the prosperity
class concerned.

The next step will be a similar analysis, but now for the cultural efficiency
(SE-DEA) scores from the SE-DEA model for the cities concerned (see Figs. 11.9,
11.10, 11.11, and 11.12).

The findings from Figs. 11.9 and 11.10 indicate that there is a negligible and
insignificant generic effect of city size on cultural efficiency; urban size has a weak
and insignificant effect on cultural efficiency—and hence cultural capability—for
B-cities, and a slightly positive and weakly significant effect for M-cities.

We will, finally, pursue a similar analysis for the prosperity levels of the cities
concerned (see Figs. 11.11 and 11.12).

The statistical results from Figs. 11.11 and 11.12 are less unambiguous. The
overall correlation displays much heterogeneity and is less convincing. The partial
results according to H- and L-classes are significant and confirm a negative



11 Culture and the City: An Application of Data Envelopment Analysis to. . . 207
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correlation for H-cities and a positive correlation for L-cities. This implies essen-
tially that cities in lower developed nations may—in a relative sense—still perform
rather well in terms of their efficiency in the provision of cultural services.

The general results for cultural efficiency appear to be straightforward for city
size, despite the complex input—output ratio in the SE-DEA calculation of these
efficiency scores. The overall findings for prosperity as a determinant of cultural
efficiency are rather convincing for specific classes of cities, despite the heteroge-
neous nature of the cities in the GPCI sample.
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Fig. 11.7 Regression results for cultural performance scores and the level of prosperity for all
40 cities

11.6 Conclusion

Our study aimed to assess whether the variation in cultural attractiveness of global
cities is related to its size, to its level of welfare or to other moderator variables. The
analysis—based on a ‘cultural capability’ perspective, inspired by Amartya Sen,
combined with a ‘quasi-Kuznets’ approach—was undertaken in two steps, viz. the
aggregate GPCI scores for cultural achievement for 40 global cities and the urban
cultural efficiency scores calculated through a SE-DEA model. The results show
interesting outcomes, in particular:

* the structural urbanisation of our world prompts a strong inter-urban competition,
not only in general, but also in particular regarding the cultural magnet function of
global cities which may strengthen their socio-economic power.

* the systemic effects of size and prosperity of global cities as cultural magnets are
weakly confirmed in our empirical analysis; this holds for both the cultural
capability approach and the ‘quasi-Kuznets’ approach (in particular, in regard
to prosperity).

* the capability theory framework offers a useful and operational contribution to a
better understanding of the drivers of cultural performance and efficiency.

e the overall finding of our study is that cultural performance—as a magnet
influence of large agglomerations—is an important spinoff of urban size and
economic welfare in urban areas.

These results have also a clear policy relevance. Culture is in many cases
associated with size and prosperity of cities, but is by no means a sufficient
condition. Our results have shown that in the case of so many heterogenous cities
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in our world, there is a multiplicity of moderator variables which altogether create
promising conditions for a successful urban ambiance.
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Fig. 11.10 Regression a
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Fig. 11.11 Regression analysis for super-efficiency scores and the level of prosperity for all
40 cities
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Fig. 11.12 Regression
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Annex 1: Cultural Performance Results for Four Classes
of Cities

We will present here the ranking results of the 40 global cities for each major
segment of the double dichotomic classification, viz. for the B-cities and M-cities,
and for the H-cities and L-cities, respectively. These results are given in Figs. 11.13
and 11.14, respectively.

Figure 11.13 shows for the big (B) global cities the expected results, with London
on top and Moscow/Cairo in the lower ranks. For the class of relatively medium-
sized/smaller cities, Barcelona, Milan, and Amsterdam appear to possess the top
positions, while Fukuoka has—in a relative sense—the lowest cultural position.

The ranking results of cities according prosperity outcomes (see Fig. 11.14) show
high scores for New York, Amsterdam, Vienna, and Singapore, and a relatively low
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Fig. 11.13 Ranking results for cities based on two size classes. (a) B-cities. (b) M-cities

performance for Boston. Regarding the ranking results for less prosperous places, it
turns out that London and Paris are at the top, whereas Moscow and Cairo have the
lowest positions in the set of cities considered.
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Annex 2: SE-DEA Cultural Efficiency Results for Four
Classes of Cities

Given the great heterogeneity among these cities, we may rank the efficiency of the
cultural capability of these cities for each subcategory in the matrix in Fig. 11.2, viz.
H-cities, L-cities, B-cities, and M-cities. These results can be found in Figs. 11.15
and 11.16.

Figure 11.15 shows much variation among the class of B-cities, with Tokyo,
Bangkok, and Istanbul on top, while Mumbai and Cairo have the lowest positions.
The ranking of M-cities leads to high positions for Osaka, Kuala Lumpur, and
Vancouver, and to low ranks for Taipei or Boston. It is clear that the size class
matters for the cultural performance assessment of cities.

Next, Fig. 11.16 provides the findings on the impact of urban prosperity on the
cultural performance efficiency scores. From the wealthy cities, Singapore,
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Stockholm, Vancouver, and Hong Kong occupy high positions on the cultural
performance efficiency ladder, with low positions for Frankfurt, Chicago, and
Geneva. From the classes of relatively lower prosperous cities, Tokyo, Osaka,
Istanbul, and Bangkok assume high ranks in terms of cultural efficiency, while
Taipei, Beijing, and Mumbai are the lowest among their peers.
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Abstract This paper develops a dynamic economic analysis of fiscal housing policy
effects on the housing market in Korea. The analytical framework integrates a
standard Computable General Equilibrium (CGE) model with a housing market
model. The housing model accounts for housing demand, investment, user costs,
and multiregional migration. The market is disaggregated into four major regions;
three regions (Seoul, Inchon, and Gyeonggi) in the Seoul Metropolitan Area and the
rest of Korea to incorporate the regional heterogeneity in housing stocks. The policy
simulations using the CGE model show that it would be more effective to increase
the property tax rate than the acquisition tax to stabilize housing prices with a
moderate increase in housing demand.
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12.1 Introduction

Government intervenes in the housing market to achieve socio-economic goals that
include stabilization of housing markets and supplying affordable housing. The
U.S. government has implemented various tax-based policies for the housing mar-
ket, such as mortgage interest deduction, a first-time homebuyer tax credit, or tax rate
changes for capital gains. Fannie Mae and Freddie Mac, which are U.S. government-
sponsored organizations, also play an essential role in stabilizing the mortgage
finance system. The main goals of those policies are to encourage homeownership
and stimulate (or stabilize) the housing market. In China, the government has carried
out active and direct housing market policies to control soaring housing prices. The
housing purchase restriction rule in most Chinese cities prohibits resident house-
holds from buying more than two homes (Wu and Li 2018). Recently, a property tax
pilot program was launched in Shanghai and Chongqing (Cao and Hu 2016). This
was a critical change because the Chinese government has not imposed a property
tax since the Communist takeover.

In Korea, government intervention in the housing market is more pervasive and
more significant than in any other country through application of supply and demand
regulations and fiscal and financial tools. Housing policy is one of the most impor-
tant political agendas in presidential campaigns, and the real estate market is the
major subject of interest. This is a result of the fact that the net worth of Korean
households depends highly on real estate assets," which have been considered to be
the safest and most profitable investment vehicle since the 1970s. This has led to
spatial sorting of wealth based on where people buy their homes. According to Korea
Appraisal Board data, the average housing price increased by 56% between 2003
and 2020,% and the government has come under pressure to correct this housing
market failure. The Korean governments have frequently implemented new sets of
such measures. In particular, the Korean government has announced 22 sets of
measures to invigorate or stabilize housing markets over the last 4 years that focus
on Seoul metropolitan areas.

The socio-economic impact of housing policy has been highly controversial,
along with the appropriateness of government intervention in the housing market.
Researchers and policymakers are still debating whether the government can achieve
its goals and whether their interventions result in better outcomes in the housing
market. However, it cannot be doubted that housing policies using fiscal and
financial tools enormously influence housing and financial markets as well as the
national economy. Many studies shed light on the effect of the government’s
intervention in the housing market and report results in terms of partial equilibrium

'In 2018, 77.8% of total net worth in the Korean household was non-financial assets of which real
estate makes up the vast majority of such assets (http://kostat.go.kr/portal/eng/pressReleases/1/
index.board?bmode=read&aSeq=376338, accessed on February 19, 2021).
2http://www.r—one.co.kr/rone/resis/statistics/statisticsViewer.do?menuld:HOUSE_Z1 111
(accessed on February 192,021).
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prices, stocks, or ownership. Some researchers emphasize that disregarding equilib-
rium effects can lead to misleading results because house prices, renters, supply,
demand, and household welfare are simultaneously determined in response to
government housing policies. Most recently, Floetotto et al. (2016) and Sommer
and Sullivan (2018) analyze the effects of homebuyer tax policies in an equilibrium
framework that allows adjusting house prices, user costs, and quantities according to
the U.S. tax code.

In the same framework, this paper not only suggests the equilibrium effect but
also expands the general equilibrium model to include the dynamic computable
general equilibrium (CGE) model which incorporates heterogeneous regional hous-
ing markets and multiregional migration. The frequent announcements of housing
policy reflect that the Korean housing market is challenging to analyze with static or
partial equilibrium models. Housing demand as a transaction of a consumption good
is directly affected by policy. When the government performs actions to stabilize the
housing market, housing prices stop rising rapidly, but this is mostly temporary. In
practice, the Korean housing market cools down immediately when the government
announces new measures, but the housing price rebounds shortly thereafter. Our
dynamic CGE model includes both the short- and long-term impacts in the Korean
housing market on prices, demand, tax revenue, and social welfare when simulating
different types of fiscal instruments. It allows us to understand the mechanism of the
policy application for the housing market in regional and national economic frames.

This paper analyzes policy impact on four regional housing markets, which work
with localized demand and supply and allow interregional mobility of households as
housing consumers. This is an essential component that reflects the substantial
housing price gap between Seoul, the capital of Korea, and other regions. For
instance, 16% of the total housing units in Seoul are worth over KRW 600 million
(US $537,780 in 2018), on which the comprehensive real estate tax is imposed,
while 2% of the total housing units in Korea are valued at exceeding the price. The
government mainly focuses on stabilizing housing prices in Seoul by imposing a
high tax rate or financial burden on holding houses and supplying houses in its
neighboring regions to push the excessive housing demand out of Seoul. Therefore,
our model classifies regions of interest into (1) Seoul, (2) Incheon, (3) the rest of the
Seoul Metropolitan Area (ROS), Gyeonggi (the present region of highest housing
prices and its neighboring regions), and (4) the rest of Korea (ROK) to find
differential policy impacts on different markets.

This paper addresses how policy tools can contribute to a reduction in the price of
housing in Seoul and affect other regional housing markets over ten periods and is
structured as follows: (1) positive and negative effects of government fiscal tools on
the housing market which are discussed in terms of methods and policy implications,
and (2) the economic effects of housing acquisition and property tax rates on the
Seoul housing market as a measure for the housing market stabilization issue that are
calibrated by developing a CGE housing market model for Korea. Then, a summary
of this approach as well as suggestions for future research are provided. This analysis
from the CGE model provides policymakers and economic agents with practical
insights regarding the costs and benefits of housing tax tools. The remainder of this
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paper is organized as follows: after the introduction, the next section provides some
background on Korean policy in the housing market and reviews previous literature
on the impact of housing policy. This is followed by the empirical section, which
includes the dynamic CGE model structure, policy simulations, and results. The
chapter ends with a summary and conclusion.

12.2 Background Information and Literature Review

The Korean government commonly uses tax policy to intervene in the housing
market, leading to a complicated tax system. There are three types of taxes that are
imposed on homeowners: an acquisition tax when buying a house, a capital gains tax
when selling a house, and a property tax when owning a house. The acquisition and
property taxes are local taxes and apply progressive rates levied on house value. The
capital gains tax is a national tax imposed on profit margins realized through house
sales. The tax rate is basically progressive but depends on whether the owner holds
the property in the short term and has multiple houses and whether the house is
located in a speculation restriction zone. Also, there is a group-targeted tax, called
the Comprehensive Real Estate Tax (CRET), which was introduced in 2003. It is a
national estate tax levied on residential houses that exceed a specific exemption
level, i.e., KRW 600 million (roughly 0.6 million U.S. dollars) as the taxable value.?

The capital gains tax is known to have a lock-in effect that leads homeowners/
investors to hold their assets for a longer time until realization to avoid taxation (Holt
and Shelton 1962). The government has expected to reduce the speculative housing
demand by imposing a heavier capital gains tax and CRET on excessive demands.
Along with adjusting tax rates, regulating mortgage rules is also preferred to reduce
speculative investments in real estate by increasing the cost of loans and tightening
borrowing requirements. These fiscal and financial tools have been mostly applied to
stabilize the housing market. On the other hand, these were also implemented to
revitalize the housing market by lowering tax rates and easing mortgage regulations.

In 2011-13, the government cut the acquisition and capital gains tax rates and
released financial constraints to shore up the housing market, which was depressed
due to a high volume of unsold residential inventory during the global economic
recession. To support the sluggish housing market, the government kept a
low-interest rate and the easing of Loan to Value (LTV) and Debt to Income
(DTI) ratio requirements. This was quite effective in inducing a large amount of
demand and supply by reducing house purchase costs and expanding capital gains.
The revitalization policy dramatically pushed up housing demand and kept prices
high in the short run. However, this instant remedy could cause to fall into a housing
price bubble without taking long-term adverse effects on the financial market into

3The CRET originally was designed with an exemption level at KRW 600 million, but the Korean
government lowered the level to KRW 300 million in 2018.
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Table 12.1 Korean housing tax rates by the latest set of housing policies

Current rates

Revised rates

Real estate acqui-
sition tax (Local
tax)

— 1-3% of the actual market price for
1-3 homes owner

— 4% for multiple-home owners above
4 units

— 1 to 3% of the actual market
price for single homeowners

— 8% for 2-home owners

—  12% for multiple-home
owners above 3 units

Comprehensive
real estate tax
(National tax)

0.5% to 3.2% for a high-value property
above KRW 300 (taxable value), higher
tax rates for multiple-property owners in
speculation restriction zones

0.6% to 6% for a high-value
property above KRW 300 (tax-
able value), higher tax rates for
multiple-property owners in
speculation restriction zones

Property tax
(Local tax)

0.1-0.4% according to the tax base
bracket

0.1-0.4% according to the tax
base bracket

Capital gains tax
(National tax)

— 50% for holding property less than a
year

— 40% for holding property for 1—

2 years

—  6-42% for holding property for

2 years +

— 70% for holding property
less than a year

—  60% for holding property for
1-2 years

—  6-42% for holding property
for 2 years +

Source: http://www.molit.go.kr/policy/stable/sta_b_01.jsp (accessed on February 20, 2021)

account. The new administration, which began in 2017, has been announcing sets of
measures to stabilize the heated housing market but faced the same criticisms that the
previous administration had.

Recently, the Korean government has proposed a set of new real estate regula-
tions that are focused on raising tax rates targeting multiple-home owners in order to
stabilize the housing market. This policy attempts to increase the burden of eco-
nomic cost that speculators or multiple-property owners should pay through the
periods of purchasing, holding, and selling properties. As shown in Table 12.1, the
multiple-home owner is subject to a heavier acquisition tax rate from the current 1 to
4% to a further 12% when they buy an additional property. The property tax rate is
0.15-0.50% of the property values depending on the location of the property and the
type of building. However, property tax rates are imposed up to an additional
0.20-2.80% on multiple-home owners. In particular, the homeowner who has a
high-value property over roughly 0.3 million U.S. dollars as a taxable value, has to
pay the comprehensive real estate holding tax as a kind of wealth tax. Its tax amount
is between 0.6% and 6% of the housing value, depending on the land use type and
the lot size. The capital gains tax is progressive, but the tax deduction is also given to
long-term holdings.

The heavy sales tax is expected to generate a positive effect on reducing specu-
lative investments to earn capital gains from short-term transactions, and the high
property tax allows multiple-home owners to put their housing stocks on the market.
However, the latest housing tax reform raised the tax rates for both transaction and
possession of housing. Opponents argued that either the acquisition tax rate or the
property tax rate should be relatively reduced to inch down the housing price by
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increasing the trading volume of housing units offered for sale in Seoul. Higher tax
rates on acquisition and possession are capitalized and discourage homebuyers from
entering the market.

Government intervention in the housing market has been debated with respect to
its effectiveness because its evaluation is challenging. First, housing as a durable
good has a complicated market linked with many other economic sectors, such as
construction and financial markets. Second, even though governments have the same
policy goals, for instance, promoting homeownership or cooling down inflated
housing prices, they utilize different instruments or combinations to achieve their
goals and to target various groups—i.e., the county as a whole, specific regions,
income groups, homeowners, renters, primary homeowners, or second homeowners.
The policy tools to modify housing markets vary from conventional tools—taxes,
finances, or subsidies—to an aggressive intervention, such as housing purchase
restrictions (Wu and Li 2018). Housing tax reform, however, is still one of the
favorable policy tools that many countries have adopted to moderate housing price
inflation and increase government revenue. As a consequence, a large number of
studies have widely investigated the policy effectiveness of government intervention
through tax policies from various perspectives using theoretical and empirical
approaches. These are also the main research questions underlying this paper.
How do governmental tax instruments affect the housing market and macroeco-
nomic indicators? We evaluate the possible scenarios that the Korean government
has considered with respect to the housing market to moderate housing price
inflation through tax reform.

Housing tax policies are effective for the housing market through tax capitaliza-
tion into user cost rather than a direct intervention like controlling demand or supply.
Considerable studies across countries have been done on housing taxes, such as
property taxes, transaction taxes, or capital gains tax as shown in Table 12.2. By and
large, lower housing prices and the volume of transactions increase due to a tax
burden increase, although the magnitudes of these effects vary across studies and
countries. Those studies empirically analyze the impact of housing tax programs
using various approaches such as hedonic models (Benjamin et al. 1993), difference-
in-difference (Besley et al. 2014; Dachis et al. 2011; Guillaume and Trannoy 2017),
an instrumental variable (Davidoff and Leigh 2013), a panel regression (Fritzsche
and Vandrei 2019; Petkova and Weichenrieder 2017), and other innovative
approaches (Bai et al. 2014; Cao and Hu 2016; Liberati and Loberto 2019). As a
recent work example, Liberati and Loberto (2019) evaluated Italia’s housing market
taxation reforms in 2012 and found that property tax on owner-occupied homes has a
negative effect on property and rental prices, whereas taxes on secondary homes
have qualitatively opposite effects. The extent of property tax capitalization, how-
ever, is partial but significant as 60% on house prices which confirms Palmon and
Smith (1998). Another body of studies focuses on the effect of tax rate reduction,
removal of mortgage interest, or property tax deductibility (Anderson and Roy 2001;
Bruce and Holtz-Eakin 1999; Cho and Francis 2011).

Empirical findings from the existing literature, including those mentioned above,
are mostly based on the partial equilibrium perspective, and only focus on the
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Tax policies

Studies

Methods

Real estate transfer tax
Stamp duty

Benjamin et al. (1993)

Besley et al. (2014)

Bérard and Trannoy (2017)
Dachis et al. (2011)

Davidoff and Leigh (2013)
Guillaume and Trannoy (2017)
Hilber and Lyytikdinen (2013)
Petkova and Weichenrieder (2017)
Fritzsche and Vandrei (2019)

Hedonic model

Bargaining model
Difference-in-difference (DID)
Discontinuity DID
Instrumental variables

DID

Regression analysis
Regression analysis

Fixed effects panel regression

Bai et al. (2014)

Cao and Hu (2016)
Liberati and Loberto (2019)
Poterba (1984)

Anderson and Roy (2001)

Modified DID
Microsimulation model
Searching and matching model
Dynamic asset market model

Property taxes

Tax deductibility Distributional analysis

Tax credit Bruce and Holtz-Eakin (1999) Dynamic numerical simulation
Cho and Francis (2011) DID
Floetotto et al. (2016) General equilibrium
Gervais (2002) Dynamic general equilibrium
Sommer and Sullivan (2018) Dynamic general equilibrium
Others Berkovec and Fullerton (1992) General equilibrium

Chambers et al. (2009)
Peng and Wang (2009)

Overlapping generational model
General equilibrium

differential effects of the housing market. They clearly show that tax policy is
effective in cooling down the housing market. The studies, however, are limited in
that price is endogenously determined and other macroeconomic variables, which
are directly or indirectly affected by the housing policies and prices, are excluded.
For instance, Glaeser and Gyourko (2005) found that an upturn in house prices
provides support to output in the construction sector, as firms find it more profitable
to build new houses that lead to increasing supply and a move to a new price
equilibrium. Several empirical studies demonstrated that housing prices are closely
interrelated with macroeconomic variables (Rosenberg 2019).

Few studies have contributed to equilibrium models in order to analyze housing
market policies. Berkovec and Fullerton (1992) apply a static disaggregated general
equilibrium model that includes owner-occupied and rental housing demand as risky
assets and endogenous consumption and investment decisions. Their simulation
results show that taxes on owner-occupied housing would raise welfare, the overall
rate of homeownership, and the removal of the property tax or mortgage interest
deduction would reduce the amount of homeownership and the stock of housing.
Peng and Wang (2009) develop a general equilibrium model with endogenous
housing quality and prices and examine the effects of the reduction in housing-
related tax policies on housing quality/prices, land rent, and urban structure. They
numerically find housing quality and housing values rise as the urban fringe
expands.
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More recent studies using a general equilibrium model for the housing market
focus on the impact of mortgage interest tax deduction in the U.S. Sommer and
Sullivan (2018) extended their model based on Chambers et al. (2009), who analyze
the relationship between the asymmetric tax treatment of owner- and tenant-
occupied housing and the progressivity of income taxation. They find that eliminat-
ing the mortgage interest deduction causes house prices to decline, decreasing
housing consumption by the wealthy, increasing homeownership by low-wealth
and rent-occupied households, and reducing mortgage debt and improving welfare.
Their findings stand in contrast to previous studies that show the removal of
mortgage interest deductions could depress homeownership and reduce welfare.
For instance, Gervais (2002) argued that repealing the mortgage interest deduction
leads to a decline in homeownership because it increases the cost of ownership but
does not reduce down payment requirements. These results are limited because
house prices are kept fixed, and not endogenously determined.

Floetotto et al. (2016) examine the effects of homebuyer tax credits using a
heterogeneous-agent overlapping-generations general equilibrium model. Their
results suggest that homebuyer tax credits temporarily raise house prices and trans-
action volumes but have negative effects on welfare. We contribute to the evolving
literature by using a dynamic computable general equilibrium model, which allows
us to consider the direct goal of housing market policy and its macroeconomic
effects. Our study quantifies the effect of government housing tax policy on the
macroeconomic system, including housing prices and demand, tax revenue, and
social welfare.

12.3 Analysis
12.3.1 Housing CGE Model

The Computable General Equilibrium (CGE) model is widely used to evaluate the
growth and distribution effects of policies such as those focused on economic
development, public finance, infrastructure, and regional and environmental econo-
mies as implemented in the late 1970s (Kim et al. 2014). The model framework has
also been applied to housing policy studies. Kim and Ju (2003) used a CGE model to
assess the economic effects of the housing supply on urban growth and income
distribution in Seoul. Their results indicated that housing development on industrial
land or green areas increased the Gross Regional Product by approximately 1%
under the deterioration of income inequality. Bye and Avitsland (2003) analyzed the
welfare effects of a neutral housing taxation system in Norway, and developed an
inter-temporal CGE model. They found that housing tax reform increased intra-
temporal efficiency gains but decreased the real wage rate owing to high housing
price inflation. Kim (2008) used the CGE model to evaluate government policies in
terms of housing demand. It analyzed the impact of a comprehensive real estate tax
and the Loan-To-Value ratio on income quintile groups. Their results showed that
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housing tax policy and financial regulations are effective in controlling housing
demand for owner-occupied households.

Keast (2010) developed the bi-regional CGE model to analyze the regional
impacts of housing policies in the South West housing market in the UK. That
study’s results showed that demographic factors stemming from increased space
demands by households put greater pressure on the housing market, leading to a rise
in the price of both new housing and housing services. Park et al. (2014) used the
CGE model to classify households by real estate asset levels in order to analyze the
influence of the economic ripple effect from changes in the real estate holding tax.
They found that changes in the real estate holding tax decreased total disposable
income and the social welfare of consumers by 0.1% to 0.3%. Feltenstein et al.
(2016) examined the effects of tax reforms that reduce by half the taxes on
homesteaded properties and increase the base and rate of the state sales tax in
Georgia, U.S. Their results indicated that the proposed policy has no effect on the
distribution of consumption across income classes but increased the percentage of
owner-occupied housing units. In summary, these previous studies of the housing
market using the CGE model analyzed the effects of housing policies on social utility
in terms of the demand side. Our model, by contrast, addresses housing policies
using a consolidated CGE model to integrate the commodity and service markets,
including housing supplies, demands, and prices. The housing market is divided into
four regional areas to take into account spatial interaction and linkages with respect
to population migration and spillover effects of housing prices and demand.

In principle, the CGE model is an analytic tool based on general equilibrium
theory to quantify impacts of external shocks on the behavior of economic agents. It
achieves Walrasian equilibrium and determines the market price through an adjust-
ment and interaction process with quantity. Namely, the model simultaneously
captures optimal levels of prices and quantities, allowing a variety of functional
linkages between economic agents in a supply—demand structure. The quantity is
derived from maximization of each economic agent’s goal subject to institutional
constraint, and any imbalance between the supply and the demand can be made clear
through price changes. The structure of the CGE model of the housing market in this
paper is based on Kim (2008): a standard neoclassical-oriented CGE model and the
housing market module. The former is composed of the supply, the demand, and the
price equilibrium in industrial sectors. The latter includes housing demand, housing
investment (supply), housing price, user costs, and multiregional migration. The
housing markets are disaggregated into four major regions; three regions (Seoul,
Inchon, and ROS) in the Seoul Metropolitan Area (SMA) and the rest of Korea
(ROK). The economic agents consisted of 13 industrial sectors (housing construc-
tion and housing services by each region, agriculture and mining, manufacturing,
construction, real estate services, and other services), four regional household groups
(in Seoul, Inchon, ROS, and ROK), one central government, and the rest of the world
(ROW).

Figure 12.1 shows our model structure.

The sectoral output is determined by a two-level structure of Leontief production
function with intermediate inputs and value-added in the production sector. The
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intermediate input is equal to the input—output coefficients multiplied by the output
(Eq. 12.1). The value-added is generated by the Cobb—Douglas production function
of traditional factor inputs, i.e., labor and capital (Eq. 12.2). The producer is assumed
to select an optimal set of two factor inputs for profit maximization. The Keynesian
employment condition is applied to the labor market as a macroeconomic closure
rule such that an average wage and total labor demand are exogenous and endoge-
nous variables, respectively (Eq. 12.3).

: . IND;
XD; = min <ﬂ, INDy; ... —f) (12.1)
a; 101; 10ji
VA; = A; L% K~ (12.2)
L,“WA'WdiSti = (X,“PVA,“VA,‘ (123)

XD;: Gross output of industry sector i

IND;;: Intermediate input of industry sector j from i
VA;: Value-added

K;: Capital stock

wdist;: Wage distribution parameter

L;: Labor input

WA: Average wage

PVA;: Value-added price.

The sectoral demand is satisfied with supplies of domestic and imported com-
modities under Armington structure. With the relative price between two commod-
ities and their imperfect substitution, the demander determines their consumption
amounts through cost minimization. On the other hand, the Constant Elasticity of
Transformation (CET) function is applied to specify the interaction between the
domestic and exporting commodities with a fixed output: the profit maximization of
the producer results in an optimal bundle of domestic demand and exporting
commodities (Egs. 12.4-12.9).

SUX: = AC;- (8- M; " + (1 — &) - XXD; ") 7 (12.5)
1
M, ([ & PD\"®
XXD; <1 — 5 PM; (12.6)
max PE, - E; + PD; - XXD; (12.7)

€1
s.tXD; = AT, (y; E + (1 — ;) - XXD/)7 (12.8)
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1
E,’ o 1— Yi . PEZ =T

XXD;: Domestically produced and consumed commodities
PM;: Price of import commodity

PD;: Price of domestic commodity

M;: Import

PE;: Price of export commodity

X;: Composite commodity

E;: Export.

The total income of each regional household is composed of labor and capital
incomes from supplying production factors, government subsidies, and capital gains
from the ROW. By budget constraint, consumers allocate the consumption amount
based on maximization of the utility function, which is expressed by the Cobb—
Douglas function.

YH,, = YLC,, + YKC,, + YSUB,, + YFC,, (12.10)
YD,, = YH,, — YTAX,, (12.11)

YSAV,, = YD,,- YSAVP,, (12.12)

P, PC; = Z(YDm — YSAV,,) - PCES,, ; (12.13)

m

YH,,: Household income

YD,,: Disposable income

YLC,,: Labor income

YKC,,: Capital income

YSAYV,,: Household savings
YSAVP,,: Marginal propensity to save
YSUB,,;: Government subsidy
YTAX,,: Direct tax

YFC,,: Capital gains by the ROW

P;: Price of commodity

PC;: Private consumption

PCES,, ;: Marginal propensity of consumption from industry i in the region m.

There is one consolidated government, which is composed of the national and
regional governments. Government revenue is constructed of an indirect tax from
producers and a direct tax from households. Government expenditure includes
government consumption expenditure, subsidies to households, and government
savings. Total savings is equal to the total amount of investment, consisting of
depreciation, household saving, government saving, and foreign saving.
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GREV = ZINDTAX,- + ZYTAXW + TARIFF (12.14)
GUSE = » GC;+ » YSUB, + GSAV (12.15)

SAVINGS = ) "DEPR; + » YSAV,, + GSAV — FSAV-ER (12.16)

GREV: Government revenue.
GUSE: Government expenditure.
INDTAX;: Indirect tax

SAVINGS: Savings (=Investment).
DEPR;: Depreciation

TARIFF: Tariff

GC;: Government consumption
GSAV: Government savings
FSAV: ROW savings

ER: Exchange rate.

The housing model estimates the housing demand, the housing investment
(supply), the user costs of owner and renter, and multiregional migration by region.
The specification of the housing demand function follows Kim (2008) and Mankiw
and Weil David (1989) in which the independent variables for the demand are
housing price, household income, and demographic attributes such as the number
of household members and ages, and the dependent variable is the area of the house
(m?). Table 12.3 shows the results of the housing demand function, which is
estimated based on user cost, permanent income, and the number of household
members categorized by age cohort. We utilize Korea Housing Survey data in
2010 and 2014 provided by the Ministry of Land, Transport, and Maritime Affairs.
Since age-specific housing demands vary with the number of members and family
structure in each household, this paper estimates the age-adjusted regression coeffi-
cient with a 10-year age cohort (0—14, 15-24, 25-34, 35-44, 45-54, 55-64, over 65)
to reflect a life-cycle pattern. The values of income elasticity and price (user cost)
elasticity are ranges of 0.363 (ROK) to 0.532 (Seoul) and —0.110 (ROS) to —0.071
(Seoul), respectively.

In (HD,,) = By + p1 In (UC,,) + B, In (PL,,) + Zjanxmn + dmagio + €, (12.17)

HD,,: Housing demand (Housing area)

UC,,.: User cost of housing service

PI,,,: Permanent income

X,.n: Number of household members m in age cohort n
dmyg;o: Dummy for the year 2010

m: Household.
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Table 12.3 Estimation of the housing demand function

ln(HDm) = ﬂ() + ﬂl In (UCm) + ﬁZ In (le) + Znanxmn + dmZOlO +€m

Parameter

Variable Seoul Incheon ROS ROK

Po 0.040 1.257 k11,123 k1,491 Hokk
In(UC,,) —0.071 | *#** | —0.092 |**¥* | —0.110 |*** | —-0.102 |***
In(PL,,) 0.532 #kE - 10.379 Rk 10.414 #EE - 10.368 otk
X1 0.086 #akk 1 0.084 #Hk - 10.066 #kE 10,056 otk
X2 0.046 *EE - 0.041 Rk 10.053 *#k% - 10.013 HoAk
X3 —0.002 0.006 0.011 —0.009 | ***
X4 0.010 0.011 0.028 k1 0.011 oAk
X5 0.060 *kE 1 0.066 ek 10.060 #kk 10,052 otk
Xne 0.167 *kE 10,167 Rk 10.148 *kE 10,134 HoAk
X7 0.268 *kE - 10.245 Rk 10.254 *kE - 10.205 HoAk
dmygg —0.058 | *#** | —0.041 #RE 0,115 | FFE | —0.065 | Fk*
Number of samples | 9300 3090 8742 27,792
Adjusted R? 0.433 0.323 0.360 0.355

Note: *, ** and *** mean statistically significant at 10%, 5%, and 1%, respectively

The user cost is defined as the cost of occupying the housing service for a certain
period rather than the housing (sale) price that is determined by an equilibrium
between the housing supply and demand in the market. The user cost relies on an
occupancy type such as owner-occupied or renter-occupied. That is, the cost is built
on utilization not relevant to ownership (possession). The housing user cost is
affected by macroeconomic indicators and the tax burden, taking into consideration
government intervention in the market through regulations. Equations (12.18) and
(12.19) are the formula for the user cost for the owner and the renter, respectively;
these are revised from Kim (2008). Equation (12.20) shows the weighted interest
rate, which is defined as the weighted housing finance loan and general mortgage
(Sohn and Park 2005). The actual tax rate is derived for each household using the
Korean Housing Survey data. The interest income tax rate is applied at 15.4%, which
is the rate currently applied in Korea, and the depreciation rate for housing is 2.5%,
based (ln Lee and Chung (2010). In addition, the growth rate in the housing price is
3.78%.

UCown = {(1 =) '+ ta+ 1y +m— (1 — 15)g} Vi (12.18)
UChen = (1 — 1) 7V + R x 12 (12.19)
r“=rq+r(1-gq) (12.20)

“This is derived from the housing sales price index by KB bank (2003.06-2013.06), and the average
duration of homeownership is 10 years.
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ta=1(1+r)/

UC,wn: User cost for owner-occupied household
UC,cni: User cost for rented household
t.: Interest income tax

r*: Weighted interest rate

q: Ratio of loan to housing price

r: Housing mortgage interest rate

7': Market interest rate

t,: Actual acquisition tax

t,”» Nominal acquisition tax

tp: Actual property (ownership) tax

m: Depreciation rate of housing

te: Actual capital gains tax

g: Inflation rate of housing price

Vi: Housing price

R: Monthly rental price.
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(12.21)

As discussed earlier, housing demand is determined by permanent income rather
than annual income, taking into account the physical durability of the housing unit.
The permanent income is estimated by annual income, assets, consumption, and age
of the household head which is based on Kim (2008). The effects of income and
assets on permanent income, as expected, are positive; the elasticity of current
income with respect to user cost is estimated as 0.617 (Seoul) to 0.705 (ROK)

(Table 12.4).

In (PL,) = fio + fy In (prop,,) + B, In (inc,,) + Brage,, + fjage;,  (12.22)
PI,,;: Permanent income (consumption)
prop,,: Properties (real estate + finance + others)
Table 12.4 Estimation of the permanent income function
In (PL,) = fy + f In (prop,,) + B In (inc,,) + fyage,, + faage, + e

Parameter

Variable Seoul Incheon ROS ROK
Bo 1.124 k| (0.969 k1 0.879 *xk 1 1.008 ok
In(prop,,,) 0.077 k- 10.044 =k 10.072 k- 10.045 Ak
In(inc,,,) 0.617 k10,687 k10,662 k- 10.705 Ak
age,, 0.0301 *xk 1 0.026 k1 0.028 *xk 10,021 ok
age?, —0.0003 | ##* | —0.0003 |*** | —0.0003 |**#* | —0.0002 |***
Number of samples | 9300 3090 8742 27,792
Adjusted R* 0.694 0.698 0.687 0.760

Note: *, ** and *** mean statistically significant at 10%, 5%, and 1%, respectiv

ely
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Table 12.5 Estimation of the Housing Investment (Supply) Function

In(HL,,;) = fo + B1 In (grdp,.,) + B> In (defl)) + B3 In (rate,) + f4 In (Supp, — 1) +
psdummyg; + fedummyo, + fzdummyos + fg In (grdp,,,) * dummyo; +

Po In (grdp,,) * dummyg, + B0 In (grdp,,,) * dummygs + 1

In (rate,) * dummyg; + 1, In (rate,) * dummyg, + f13 In (rate,) * dummygs + ¢,

Variable Parameter Variable Parameter
Po 5.904 3% dummy; —17.705*
In(grdp,,.,) 0.457%%%* In(grdp,,,;) * dummyq; 1.088**
In(defl,) —0.416%%* In(grdp,,,;) * dummy, 1.282%*
In(rate,) —1.041%%* In(grdp,,,;) * dummy; 0.824*
In(supp,; — 1) 0.504%%%* In(rate,) * dummyy), 1.371%*
dummy,; —22.890%* In(rate,) * dummy,, 1.348%*
dummy, —24.650%* In(rate,) * dummy; 1.481%*
Number of samples 377 Adjusted R* 0.742

Note: *, ** and *** mean statistically significant at 10%, 5%, and 1%, respectively

inc,,: Income (= labor + business + properties + transfer)
age,,: Age of householder

The housing investment as the housing supply for the current period is estimated
using the Gross Regional Product (GRP), construction material costs, real interest
rate, and the previous year’s supply amount. To reflect regional effects, a regional
dummy and its interaction variables with the GRP and the interest rate are included
in the model, too. If the GRP increases by 1%, the housing investment will increase
by 0.457%, but this could be reduced by 1.041% by raising the interest rate by 1%
(Table 12.5).

In (HL,,) = py + p, In (grdp,,,) + f, In (defl,) + f5 In (rate,)
+ f4In (supp,, ) + fsdummyy,; + fgdummy,
+ f7dummyg;  + fig In (grdp,,,) * dummy,, + Sy In (grdp,,)
* dummyg, + Sy In (grdp,,) * dummy; + §;; In (rate,)
*x dummy,,, + f3,, In (rate;) * dummyg, + /35 In (rate,)
* dummy; + €5, (12.23)

HI,,,: Total value of order

grdp,,;: Gross regional domestic product

defl;: Construction material costs

rate,: Interest rate

supp,,; — 1: Housing supply for the previous year
dummyy,;: Seoul dummy

dummyg,: Incheon dummy

dummygs: ROS dummy

m: Region (Seoul, Incheon, ROS, and the ROK),
t: Year (1991-2014)
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In the model, the population of the current period is a sum of the natural growth of
the lagged population size and net migration. The out-migration between regions is
assumed to proceed in response to interregional differences in expected incomes, the
population, and the housing prices of the origin and destination regions, which is
revised from Todaro and Smith (2015). The expected income is defined as the GRP
multiplied by the employment rate of the destination region, while Todaro and Smith
(2015) argue that migrants tend to select residential locations based not on actual
income or direct benefit but the income expectation and utility factors after migra-
tion. If the housing price in Seoul goes up by 1%, the number of migrants to Seoul
would decrease by 0.309%. In addition, 1% growth of the share of expected income
in Seoul to other regions induces an increase in the in-migration volume by 0.303%
(Table 12.6).

Table 12.6 Estimation of the Migration Function

In(MOV,,,) = fio + B In (HP,,) + f In (HP,) + i In (EL/EL,) + f; In (pop,/pop,.) +
Psdummyq, + fedummygs + f7 In (HP,) * dummyg, + fg In (HP,) * dummygs +
Po In (EL/EL,) * dummyg, + S0 In (EL/EL,) * dummygs + €,,

Parameter

Seoul Incheon ROS ROK
Variable Destination Destination Destination Destination
Po 30.639%** 25.909%** 17.004 %% 19.522%:%*
In(HP,,) —0.890%*%* 0.286%%** 0.855%%* —0.946%**
In(HP,) —0.309%%#%* —1.379%%%* —1.270%** 0.360%**
In (EI) 0.303%*%#%* 0.140%* 0.161%* 0.063

EL,
In (%) —0.689%*%* —0.698%*%* —0.629%#** 0.422%%*
Pop,,
dummy,; —18.025%** —1.806 2.005
(5.525)

dummy, —11.028%*** —13.326%** 3.427*
dummy; —10.860%%** —14.993#%**
In(HP,,) * dummyy, 1.2907%#*%* 0.310 —0.137
In(HP,,) * dummy, 0.700%%*%* 0.888*#%* —0.337%%*
In(HP,)) * dummyy; 0.761%%%* 1.070%**
In (%) « dummyq, 0.623 —1.310* —0.421%%*
In (SII) « dummy,, —0.862%* 1.371 —0.062
In (g) « dummy s —0.796 0.749
Number of samples 352 352 352 900
Adjusted R? 0.897 0.909 0.884 0.784

Note: *, ** and *** mean statistically significant at 10%, 5%, and 1%, respectively
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In (MOV,,) = B, + S, In (HP,,) + B, In (HP,) + f; In (EI, /EL,)
+ f4In (pop,,/pop,,) + fsdummy, + fgdummy;
+ f7 In (HP,) * dummy,y, + fg In (HP,) * dummyy;
+ B In (EL,/ElL,) * dummy, + 3, In (EL,/EL,)
* dummyg; + €5, (12.24)

MOV,,,,;: Number of migrants from m to n

HP,,: Housing price

EL,: Expected income (GRP per capita * employment rate)
pop,,.: Population

dummyg,: Seoul dummy

dummy,: Incheon dummy

dummyz: ROS dummy

m, n: Origin and destination regions.

The housing CGE model is a recursive or backward-looking dynamic model in
which the value of every exogenous variable, such as government expenditures, is
assumed to following a historical path from one period to another. For example, a
difference between the current capital stock and its previous period’s depreciated
value is equal to new investment demand in a stock-flow model. The model is a
square system of equations with 378 equations and 539 variables, including
161 exogenous variables. The numeraire variable of the model is the foreign
exchange rate for which the prices of all the commodities and services are calculated
on that basis. The Social Accounting Matrix (SAM) is used as benchmark data for
this CGE model of the housing market. The SAM is calibrated using the regional
input—output table in 2013 and the national accounts data from the Bank of Korea. It
consists of six accounts of the production factor, the regional household, the
production, the government, the capital, and the ROW, while the government
account includes economic activities of the national and regional governments.

Traditionally there are three ways to resolve the parameters in the CGE model.
The parameters in the first category are derived from a balancing system between
incomes and expenditures or inputs and outputs in the SAM: those include the tax
and savings rates, and the shift and the share parameters of production, export, and
import functions. Those in the second type are employed to be used in similar works
or model structures such as the elasticity values of the CET and the Armington
functions in international trade. The last category is estimated with econometric
models: all the equations in the housing model and the household consumptions in
this paper are estimated utilizing actual panel or historical data. We examine model
reliability and robustness using an iteration of sensitivity analysis on key parameter
values as argued in Belgodere and Vellutini (2011). In this paper, the sensitivity
analysis is applied to cases of elasticities of substitution for the Armington function
and elasticities of the user cost with respect to the housing demand. Total household
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incomes and government revenues could increase by 0.06—-0.15% and 0.16-0.17%,
respectively, if two elasticity values go up by 10%.> This reveals that the housing
CGE model seems to be stable for counterfactual analysis.

12.3.2 Policy Simulation

This section examines what measure leads to mitigation of housing prices in Seoul
and the increase in housing demands. The Housing CGE model is applied to
business-as-usual (BAU) and two alternative scenarios as follows:

BAU: business-as-usual.

Acquisition Option: increase of the acquisition tax rate by 1% point (from 1.46% to
2.46% at the base year).

Property Option: increase of the property tax rate by 1% point (from 0.34% to 1.34%
at the base year).

The model finds dynamic equilibria path for ten periods by recursively updating
the values of exogenous variables from the adaptive expectation methods proposed
by Devarajan and Robinson (2013). The BAU scenario is a reference case without
changes in the housing tax rates under the existing framework. If an external change
in the housing tax is applied to the Housing CGE model, a new set of equilibria for
the endogenous variables—prices and quantities in the market—could be calibrated.
The simulation results for alternative scenarios are compared with those of the BAU
case.® There is no computational difficulty in finding a set of unique solutions for
multiple periods under the backward-looking approach.

Table 12.7 summarizes the effects of increases in housing acquisition and prop-
erty tax rates on the markets. In principle, imposing higher tax rates has negative
effects on housing transactions, housing demand, the user cost of housing, and
household consumption, but has positive effects on the government revenue and
thereby the government consumption. A 1% point increase in the acquisition tax rate
would augment tax revenue and the housing demand in Seoul by 0.49% and 0.08%
over a 10-period average, respectively. However, as expected, it would reduce the
welfare of Seoul residents by 0.54% despite the drop in housing price by 0.83%
compared with the BAU scenario. In this paper, the welfare index is measured by
compensating variation. Over the ten periods, the positive effect on the revenue and
the negative effect on welfare would be consistent and stable. The effect on tax
revenue ranges from 0.43% to 0.56% over the simulation period. The marginal

5The range is appropriate because the upper and lower limits of the parameter are 10% of the
average value in Belgodere and Vellutini (2011).

5The model cannot deal with housing consumption behavior by household by income class or
property size since the housing CGE model is not classified in terms of property value, the number
of privately owned housing units, the holding period, and the geographical location within regions
due to limitations on data availability for these housing statistics.
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(negative) effect on the housing price would be larger than other variables. Increas-
ing the acquisition tax rate has adverse effects on housing demand in the short run
but turns into positive effects after the first three periods.

The magnitudes of the property tax effects on four variables are more consider-
able than for the acquisition case. Housing prices could fall off by 11.56%, along
with improving housing demand by 1.29%. Welfare would be worsened but be
unlikely to change substantially. The different sizes of scenario effects result not
only from the lower rate of the property tax (0.34% on average) than that of the
acquisition tax (1.23%) but also an intrinsic contribution to the property tax on price
stabilization in the real estate market as argued by Park and Lee (2018). They
showed that countries with a low property tax rate had reduced housing prices,
while countries with already high rates could fail to mitigate housing prices due to
transferring tax burdens to renters. Also, lowering the transaction tax rate would
decrease housing prices. In summary, the government needs to raise the property tax
rate but lower the transaction tax rates, such as acquisition and capital gains, on
residential units if the policy goals are focused on decreasing housing prices and
increasing housing demand. It is worthwhile to note that the trading amount of the
housing sale cannot rise under a high transaction tax rate.

12.4 Summary and Further Research Issues

This paper develops a dynamic economic analysis of housing policy effects on the
housing market in Korea. The framework is composed of the standard CGE model
that integrates the housing market model, which accounts for housing demand,
investment, user cost, and multiregional migration for three sub-regions in the
Seoul Metropolitan Area and the rest of Korea. The policy simulations using the
CGE model show that it would be more effective to increase property tax rate than
acquisition tax to stabilize housing prices with a moderate increase in housing
demand.

To address further research issues, the model needs to be extended into a
multiregional CGE model to estimate spillover effects of housing demand and
housing production on regional economies. In this paper, housing demands and
households are classified into four regions, but producers excluding housing con-
struction and the housing service sectors are regarded as representative of national
economic activity. In addition, it is important to disaggregate the housing market at
least into owned housing, deposit rent housing, deposit and monthly pay-rent
housing, and monthly pay-rent housing according to tenure choice and payment
system, while our model measures user costs only by housing tenure choice. The last
issue is to integrate the CGE model of the housing market with a financial mecha-
nism for housing loans. We define the house as a commodity to consume rather than
as an asset or property in our analysis. However, housing represents 30% of world
wealth, larger than bonds (27%) or equities (19%) (Kim and Bae 2015; Kim et al.
2017). If we can incorporate the expected return on housing investment into our
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model, we can deeply understand consumer behavioral responses to government
policy. This paper shows a positive effect of interest rate on the housing market, but
if we make a linkage between the current model and the loanable market, then the
result might be inconclusive. The impacts of financial tools on the market may
depend on financial portfolio choice for financial instruments (assets) and their costs.
In addition, it would be of interest to examine how housing prices are affected by
housing redevelopment projects to be financed by property tax revenues similar to a
tax increment financing.
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