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Preface

This proceeding records the papers presented at 2021 7th Asia Conference on
Mechanical Engineering and Aerospace Engineering (MEAE 2021), which was
held on June 11–13, 2021 in Wuhan, China. It’s organized by China University
of Geosciences (Wuhan) and hosted by School of Mechanical Engineering and
Electronic Information of CUG (Wuhan).

The success of the conference is inseparable from the unremitting efforts of a dedi-
cated conference team and the strong support of ChinaUniversity ofGeosciences.We
invite all successfully registered authors and listeners to join us, interact with keynote
speakers and invited experts, and most importantly, interact with all fellow partic-
ipants. Without the hard work of many volunteers and the organizing committee,
there would be no such high-quality meeting. In particular, we would like to express
our sincere thanks to the outstanding session chair team and TPC members.

The success ofMEAE 2021 depends on the contributions of many individuals and
organizations. With that in mind, we thank all authors who submitted work to the
conference. The quality of submissions this year remains high and we are satisfied
with the quality of the results procedure. The organizing committee also thanked
the members of the Technical Planning Committee and the chairman of the meeting
for their strong support. The organizing committee is responsible for reviewers, who
voluntarily sacrifice valuable time to evaluate the manuscript and provide authors
with useful feedback.

Finally,wehope that participantswill like this conference andhave the opportunity
to establish contacts with colleagues from all over the world. We also hope that
all participants can learn from this conference and contribute more to your future
exploration and research.

Best wishes,
Wuhan, China MEAE Conference Committee
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Numerical Study on Aerodynamic Performance
of Hypersonic Vehicle with Aerospikes

Yang Xu(B), Shu Zhou Fang, and Shuai Zhang

School of Aerospace and Engineering, Beijing Institute of Technology, Beijing 100081, China
1773123413@qq.com, fsz@bit.edu.cn

Abstract. The drag and heat flux reduction have become an increasing crucial
characteristic for the hypersonic vehicles.Numerical simulations of the hypersonic
flow around the blunt body with aerospike are investigated for the aerospike’s
changing L/D ratios with freedomMach number of 5.75. The effect of the charac-
teristics of the flow field and the aerospike’s L/D ratios on the drag coefficient of
model and the surface pressure coefficient of the nose cone are analysed using a
two-dimensional axisymmetric Reynolds-averaged Navier–Stokes (RANS) equa-
tions coupled with the two equation k-ω shear stress transport (SST) turbulence
model. The numerical simulation results show that the installation of the aerospike
changes the flow field structure of the blunt body vehicle head, which reduces the
drag of the blunt body vehicle significantly in hypersonic flight. The size of the
recirculation region depends on the aerospike’s L/D ratios. Among the different
aerospike configurations studied, the drag reduction effect of aerospike when the
L/D = 1 is the best, and the maximum value of the drag reduction efficiency is
36.4%. Within the scope of this study, as the L/D ratio of the aerospike increases,
the drag reduction efficiency increases gradually.

Keywords: Hypersonic flow · Aerospike · Drag reduction

1 Introduction

Hypersonic vehicle will encounter serious aerodynamic drag and aerodynamic heating
when it re-enters the atmosphere. The severe aerodynamic heating phenomenon will
damage the internal electronic equipment of the vehicle, and the huge shock wave drag
also hinders further improvement of the vehicle speed. Hence, the study of heat flux and
drag reduction of hypersonic vehicle is of great significance to the hypersonic vehicle’s
aerodynamic performance and safety performance.

A great deal of thermal protection methods and drag reduction techniques were pro-
posed and studied in detail. For example, the forward-facing cavity [1], counterflowing
jet [2], the energy deposition [3] and the different combinations of them [4]. Besides
the methods above, attaching an aerospike to the head of the vehicle which flights at
hypersonic speed appears to be a simplest technique which also has a higher efficiency.
The experimental investigations of the aerospike structure began in the 1950s.

Kalimuthu et al. [5] studied the effects of hemispherical model with aerospike on
drag reduction, and the parameters of model in detail. The experimental data indicate

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
H. Ding (ed.), Aerospace Mechatronics and Control Technology, Springer Aerospace Technology,
https://doi.org/10.1007/978-981-16-6640-7_1
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that aerodisk with suitable length-to-diameter ratios and head structure may be able
to decrease aerodynamic drag. Ahmed and Qin [6] studied the effects of aerospike of
variable length and aerodisk of variable size on vehicle drag reduction characteristics
under hypersonic conditions by numerical simulation. The results from the numerical
simulation indicate the optimal size of aerodisk produces the minimum drag, and the
optimal size is inversely proportional to the length of the aerospike. Gerdroodbary and
Hosseinalipour [7] used numerical methods to investigate the aerodynamic performance
of aerospike of different lengths and different shapes of aerodisk for changing angles of
attack. The data indicate that blunt body models’ surface heat flux is reduced meanwhile
blunt bodymodels’ surface pressure coefficient is also reducedwhich have different types
of aerospike, and the size of recirculation region is different among different models.
Ahmed and Qin [8] studied the aerodynamic performance of spiked blunt bodies under
the condition of Ma = 6. The numerical results indicate that the installation of the
aerodisk reduces the aerodynamic heat protection performance of the aerospike, but its
heat protection performance is still better than that of the blunt body model without
aerospike.

Mansour andKhorsandi [9] studied theflownear the blunt bodymodelwith aerospike
under hypersonic conditions. The numerical results show that the model’s drag coeffi-
cient with aerospike descend by 40% than the model which has no aerospike, and the
surface pressure coefficient of the model obtained from numerical calculation is highly
consistentwith the relevant experimental data. Sebastian et al. [10] researchedhypersonic
aerodynamic performance of aerospike for changing angles of attack. The results which
from the numerical simulation are similar to the results from the relevant experimental
investigation. Deng et al. [11] studied the lifting body’s flight aerodynamic characteris-
tics for one model with aerospike, and the other models have no aerospike at Ma = 8.
The numerical results show that the model of L/D = 2 has the optimal drag reduction
efficiency. Huang et al. [12] researched the features of flow field of blunt body model
with and without aerospike under hypersonic conditions, and studied the mechanism of
aerodisk diameter and aerospike length in drag and heat flux reduction. Numerical data
show that the dynamic pressure highly decreases in recirculation region whichmakes the
surface drag and heat flux of the model reduce. Narayan et al. [13] studied the aerospike
with different geometric configurations by numerical and experimental methods for find-
ing out the optimal modified geometry. Both of the numerical and experiment results
show that the geometry with a stepped aerospike has the optimal performance within
the scope of the research for decreasing aerodynamic drag and aerodynamic heating.

2 Geometry Model and Numerical Method

2.1 Geometry Model

Figure 1 gives the schematic diagram of the geometry model. The aerospike is installed
at the head of the hypersonic blunt model, with the geometry model’s center as the
coordinate origin. The diameter of blunt model (D) is 50 mm meanwhile the diameter
of aerospike (d) is 4 mm. The aerospike’s length (L) is variable for studying the effects
of L/D ratios on drag reduction efficiency.
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Fig. 1. Schematic diagram of the geometry

2.2 Numerical Method

The data of numerical simulation have been gained using ANSYS FLUENT CFD ver-
sion 19.2 under the steady state conditions. In this work, two-dimensional axisymmetric
Reynolds-Averaged Navier–Stokes (RANS) equations are chosen to numerical calcu-
lations meanwhile the SST k-ω turbulence model is selected to simulate the viscosity
characteristics for simulating the features of flow field near the aerospike model. At the
same time, the double precision solver is employed to solve the equations.

The air is considered as the perfect gas, besides the Sutherland’s viscosity law is used.
For accelerating the convergence speed of the calculation process, the first order upwind
scheme and the advection upstream splitting method (AUSM) has been selected. On the
other hand, the Courant number is set as 0.5 [14]. When all of the residual values fall for
not less than six orders of magnitude meanwhile difference of mass flow rate between
the calculated inflow and outflow decrease under 0.001 kg/s, the data are assumed to be
convergent.

2.3 Computational Grids and Boundary Conditions

The structural grids have been obtained using commercial software ANSYS ICEMCFD
version 19.2. The schematic diagram of the grid division is showed in Fig. 2. In order
to meet the requirements of the boundary layer, all the walls’ height of the first row of
cells is set to 1 × 10–5 m, and the grid density of all the grids is gathered towards the
wall. The Fig. 3 and Table 1 give the information of boundary conditions for the CFD
simulation in detail.

3 Numerical Method Validation and Grid Independency Analysis

3.1 Numerical Method Validation

In this section, the data from numerical simulation was compared with experimental
results that measured by Kalimuthu [16]. Figure 4 depicts the pressure coefficient dis-
tribution for the hemispherical body with cylinder afterbody. Figure 5 depicts the Mach
number contour obtained by simulation and experiment schlieren picture of Kalimuthu
[16]. The numerical data are very similar to the experimental results, then biggest
difference appears in the vicinity of the stagnation point.
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Fig. 2. Computing grids division

Fig. 3. Boundary conditions and domain

3.2 Grid Independency Analysis

For the stability and accuracy of simulation computation, grid quality is very critical.
Hence, a grid-independent study of the model of L/D = 0.6 has been performed. In
this section, three different grid scales with 150,638, 230,298 and 336,778 grids are
generated. Figures 6 and 7 depict the surface stanton number distribution and surface
pressure coefficient distribution for the grid divisions above, respectively. Both of the
values and the changing trends of stanton number and pressure coefficient of the three
grid scales are roughly similar. Considering the saving of calculation cost, the moderate
grid is selected for following study.
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Table 1. Boundary conditions of the numerical simulation [15]

Part Condition Parameter Value

Inlet Pressure far field Mach Number 5.75

Pressure (Pa) 425

Temperature (K) 140

Outlet Pressure outlet Pressure (Pa) 0.00001

Temperature (K) 295

Body Head Wall Temperature (K) 300

Spike Head Wall Temperature (K) 300

Spike Up Wall Temperature (K) 300

Axis Axis

Fig. 4. Pressure coefficient distribution

4 Computational Results and Discussion

In the current study, six different examples are set up to study the influence of changing
L/D ratios of aerospike on drag reduction efficiency of blunt body. Table 2 shows the
setting of six different examples, where example 1(i.e. L =D= 0 mm) means that there
is no aerospike structure.

4.1 Characteristics of Flow Field

The simulation of hypersonic flow is performed for the blunt body model with and with-
out aerospike. Figure 8 depicts the Mach number contours of the model with aerospike
which has changing L/D ratios. From figure we can see clearly that the bow shock wave
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Fig. 5. Mach contour and schlieren picture

Fig. 6. Stanton number distribution

is converted into an oblique shock wave at the head of blunt body by the aerospike,
which produces lower pressure and temperature than the bow shock wave. The structure
of flow field in vicinity of head of the model has been changed by the installation of the
aerospike, which makes the flow’s separation and reattachment. At a certain distance
from the oblique shock wave’s downstream, the boundary layer on the surface of the
aerospike separates, forming a shear layer and propagating downstream, and then the
shear layer is reattached in vicinity of the shoulder of the model to form a reattachment
shock wave. The reattachment shock wave produced by the head of the model interacts
with the aerospike, which makes the oblique shock wave generate.

Figure 9 depicts the temperature contours and streamline of themodel with aerospike
with changing L/D ratios. From figure we can get that the aerospike produces a recircu-
lation separation flow region of low temperature and low pressure, which protects the
model from the incoming flow. Near downstream of the head of the aerospike up to the
model shoulder’s flow reattachment point, the recirculation region begins to form. The
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Fig. 7. Pressure coefficient distribution

Table 2. Setting of different examples

Examples 1 2 3 4 5 6

L (mm) 0 10 20 30 40 50

D (mm) 0 50 50 50 50 50

L/D 0.2 0.4 0.6 0.8 1.0

temperature near the reattachment point reaches a higher value. The aerospike’s length
has a great influence on recirculation region’s shape, and recirculation region’s size is
proportional to the aerospike’s L/D ratios. Therefore, if we want to obtain the maximum
value of the drag reduction efficiency, the aerospike’s L/D ratios must be appropriately
selected to gain a larger conical recirculation region upstream of the nose cone.

4.2 Influences of L/D Ratios on Drag

The drag coefficient distribution of the model with varying L/D ratios of aerospike is
depicted in Fig. 10, including the drag coefficient distribution of the model without
aerospike. Compared with the blunt body which has no aerospike, the drag coefficient
is reduced by introducing the aerospike, and with the increase of the aerospike’s L/D
ratios, the drag coefficient is gradually smaller.

Table 3 shows the values of drag coefficient comparison for examples with changing
L/D ratios. � is drag reduction coefficient. The formula of Δ is as follows.

�=Cd−Cdref

Cdref
×100% (1)
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(a) L/D=0.0 (b) L/D=0.2 (c) L/D=0.4

(d) L/D=0.6 (e) L/D=0.8 (f) L/D=1.0

Fig. 8. Mach number contours for the changing L/D ratios

(a) L/D=0.0 (b) L/D=0.2 (c) L/D=0.4

(d) L/D=0.6 (e) L/D=0.8 (f) L/D=1.0

Fig. 9. Temperature contours and streamline comparison for different L/D ratios

where, Cd is the drag coefficients for the different examples which have the aerospikes,
and Cdref is the model’s drag coefficient which has no aerospike.



Numerical Study on Aerodynamic Performance 11

Fig. 10. Drag coefficient distribution of different L/D ratios

Table 3. Drag coefficient comparison of examples with different L/D ratios

L/D Cd � (%) L/D Cd � (%)

0.0 0.86438 0 0.6 0.64903 −24.9

0.2 0.82711 −4.3 0.8 0.60006 −30.6

0.4 0.71336 −17.5 1.0 0.55015 −36.4

The model’s drag coefficient is 0.86438 which has no aerospike. The models’ drag
coefficients which have aerospikes are lower than that themodel’s drag coefficient which
has no aerospike. The L/D ratios of aerospike are inversely proportional to the drag
coefficient. When L/D = 1.0 of the aerospike, the value of drag coefficient reaches the
minimum, and the maximum drag reduction efficiency is 36.4%.

4.3 Effects of L/D Ratio on Pressure

Figure 11 depicts the pressure coefficient distribution of the model with aerospike’s
changing L/D ratios, including the pressure coefficient distribution of the model without
aerospike. From the figure we can see the pressure coefficient’s maximum value of the
model without aerospike appears at the stagnation point of the geometry head, then along
the surface of the blunt body decreases gradually, indicating that the flow continues to
accelerate. The huge stagnation pressure on the head caused a lot of drag. The installation
of the aerospike changes the flow field’s features and reduces the pressure coefficient’s
maximum value.

For the model with aerospike, the pressure coefficient increases first of all, then
decreases, and reaches the peak in vicinity of the shoulder of the model. The peak
position of the pressure coefficient, that is, the region near the reattachment point, with
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Fig. 11. Pressure coefficient distribution for different L/D ratios

the aerospike’s L/D ratios continuous increase, the position of the maximum value of
pressure coefficient continues to move backward, that is, the reattachment point’s posi-
tion gradually moves backward, leading to the recirculation region’s size continuous
increase, so drag reduction efficiency increases gradually, which is consistent with the
above analysis results.

5 Conclusions

Numerical simulations of the hypersonic flow in vicinity of the blunt body model with
aerospike are investigated for changingL/D ratios of the aerospike. The numerical results
show that:

(1) The installation of the aerospike changes the flow field structure of the hypersonic
vehicle nose cone and forms the recirculation region of low speed, low temperature
and low pressure, thus significantly reducing the drag of the vehicle in the process
of the hypersonic flight.

(2) The recirculation region’s size depends on the aerospike’s L/D ratios, which is the
main reason for drag reduction. In the aerospike configuration with changing L/D
ratios, the drag reduction efficiency of the aerospike with L/D = 1.0 is the optimal,
and the maximum value of the drag reduction efficiency is 36.4%.

(3) Within the scope of this study, with the increase of the aerospike’s L/D ratios, the
drag reduction efficiency increases gradually. In order to make full use of the drag
reduction performance of the aerospike, the shear layer’s reattachment point on
the surface of the model should be moved backward by selecting the appropriate
aerospike’s L/D ratios to form a larger recirculation region.
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Terminal Multi-Constrained Finite Time Sliding
Mode Guidance Law Based on Truncation

Function for Hypersonic Vehicle

Shenghui Cui(B), Cheng Hu, Xinbin Bai, and Shifeng Zhang

National University of Defense Technology, College of Aerospace Science and Engineering,
Changsha 710073, China
745032917@qq.com

Abstract. In order to solve the terminal guidance problem of the hypersonic
vehicle, a multi-constrained guidance law with position, impact angle and impact
velocity was studied. Firstly, a finite time sliding mode control method based on
truncation function for second order nonlinear system was proposed, and then a
reasonable truncation function was designed according to the dynamic equation
of the terminal guidance phase of the vehicle to form the sliding mode control
function of the longitudinal and transverse planes. Further, the auxiliary control
was obtained and the guidance command was generated. Under the action of the
control quantities, the system was kept on the sliding mode surface all the time,
that is, the global sliding mode can be realized, and the constraints of position
and impact angle can be realized. The guidance parameter was solved iteratively
according to the redundant degrees of freedom in the transverse plane to ensure
the constraint of impact velocity. The simulation verified that the guidancemethod
can meet the requirements of terminal multiple constraints of hypersonic vehicle.

Keywords: Multi-constrained guidance law · Limited time sliding mode
control · The truncation function · Terminal velocity constraint · Impact angle
constraint

1 Introduction

Guidance system is the brain of missile, which directly determines the success of flight
mission. As an important branch of guidance technology, precision guidance technology
develops rapidly in recent decades, which brings a revolutionary change to modern
military.

The design of terminal guidance method in the reentry attack phase directly deter-
mines the success or failure of the attack mission, and it is one of the important parts in
the reentry phase of the vehicle. Aiming at the requirement of the velocity angle at the end
of attack, Lu [1] decomposed the three-dimensional space of flight trajectory into two
orthogonal planes, longitudinal and transverse, based on the proportional method. In the
longitudinal and transverse planes, the parameters of guidance low were updated in real

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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time to ensure that the impact angle meets the requirements of longitudinal and trans-
verse. With the development of guidance low, adaptive guidance low gradually comes
into people’s vision. Domestic Li Huifeng et al. [2] established a closed-loop relation-
ship between the guidance parameters and the flight state, so that guidance parameters
can be updated adaptively to meet the requirements of flight state adjustment in longi-
tudinal and transverse planes. Finally, the accuracy of impact point and angle of impact
were satisfied. Diao Zhaoshi et al. [3–5] proposed the guidance low design with terminal
angle of attack constraint, which well met the requirements of terminal seeker field angle
constraint. The above literatures can effectively solve the problems of impact angle and
the accuracy of the impact point at the end of the attack. However, the problem that some
terminal guidance phase need to control the velocity has not been solved effectively.

Based on this question, Ohlmeyer et al. [6] proposed a terminal guidance method
which takes theweighted residual flight time as the performance index function to control
terminal velocity.He Jianxue et al. [7] proposed amethod to control the falling velocity of
the reentry maneuvering warhead. The idea of this method is as follows: Firstly, an ideal
velocity curvewas designed, and then the actual flight velocitywas as close as possible to
the ideal velocity curve by introducing additional angle of attack, thus realizing terminal
velocity control. Xie Daocheng et al. [8] further considered the attack angle constraint
and obtained the guidance law with impact angle and velocity constraints. However,
the control accuracy of this guidance method is not high, especially in the presence
of state error and external disturbance, there is a large deviation between the terminal
impact angle and the impact velocity and the expected values. Yu et al. [9] based on
the trajectory shaping method, a terminal guidance law with terminal velocity control
was proposed. The guidance law can control the vehicle to attack the fixed target on
the ground at the expected terminal velocity from the near vertical direction, and ensure
that the overload was close to zero at the impact time. The guidance law is robust to
wind disturbance and atmospheric density perturbation, and has high terminal accuracy.
However, the guidance strategy can only ensure that the vehicle can attack the target at
a nearly vertical angle, and cannot control the terminal track yaw angle.

In order to solve the guidance law with impact velocity and impact angle constraints,
in this paper, a finite-time guidance law based on truncation function was proposed. It is
mainly aimed at second-order nonlinear systems, the robustness and convergence of the
closed-loop control system were verified by Lyapunov function. Then, by designing the
truncation function, a finite-time slidingmode guidance lawwas proposed for hypersonic
vehicle, which can control the impact velocity under the constraint of flight path angle
and flight path azimuth angle.
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2 Description of Guidance Problems

2.1 Dynamics Equation of the Reentry Vehicle

The dynamic equation of the vehicle in the trajectory coordinate system is as follows
[10]:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ = V cos γ cosχ

ẏ = V sin γ

ż = −V cos γ sin χ

V̇ = −D

m
− g sin γ

γ̇ = L cos ν

mV
− g cos γ

V

χ̇ = − L sin ν

mV cos γ

(1)

where, [x, y, z]T represents the space position of the vehicle; V is the velocity vector;
γ and χ are flight path angle and flight path azimuth angle respectively; ν is angle of
bank; L and D are respectively lift and drag; m is the mass of the vehicle. In this paper,
the mass of vehicle is taken as 1000 kg, namely m=1000 kg.

2.2 Aerodynamic Model of Hypersonic Vehicle

The lift and drag expressions are as follows [11]:

⎧
⎪⎨

⎪⎩

D = 1

2
CDρV 2SM

L = 1

2
CLρV

2SM

(2)

where, CD and CL are drag and lift coefficients respectively; ρ is atmospheric density;
V is velocity;SM is the pneumatic reference area, this article takes SM=2.5 m2.

2.3 Description of Terminal Multi-Constrained Problem

Considering the attackmissionwith fixed target (T), (x, y, z) is the position of themissile
(M), (xf , yf , zf ) is the position of the target point, γf and χf are the flight path angle and
flight path azimuth angle of the terminal respectively. Then the guidance mission with
impact angle can be expressed as:

lim
t→tf

(x, y, z) = (xf , yf , zf )

lim
t→tf

(γ, χ) = (γf , χf )
(3)
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where, tf is the terminal attack time, and tgo = tf − t represents the remaining flight
time of the missile. Considering the guidance law designed with the altitude as the
independent variable, the guidance mission with the constraint of impact angle can be
expressed as:

lim
y→yf

(x, z) = (xf , zf )

lim
y→yf

(γ, χ) = (γf , χf )
(4)

The geometrical relationship of the three-dimensional missile-target is as follows
(Fig. 1):

Fig. 1. Geometric relation diagram of missile-target

Taking the longitudinal plane as an example, z = χ = 0. Then the guidance task
can be described as:

lim
y→yf

x = xf

lim
y→yf

γ = γf
(5)

Define a new independent variable with respect to altitude Y = y0 − y, and the
derivative of Y is denoted as x

′
, namely:

x
′ = dx

dY
= dx

dt

dt

dY
= −dx

dt

dt

dy
(6)

It can be obtained from (1):

x
′ = − cot γ (7)

The significance of the constraint of impact velocity lies in the effective enhancement
ofmissile damage ability. In the process of flight, if the velocity is too high, it may violate
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the constraints of dynamic pressure, heat flow, overload and so on. If the velocity is too
low, it is easy to be intercepted by the other side’s anti-missile [12]. Then the constrained
guidance task on impact velocity can be described as:

lim
y→yf

V = Vf (8)

3 Finite Time Sliding Mode Guidance Law with Impact Angle
and Impact Velocity Constraints

3.1 State Variables Design

The state variables about the longitudinal and transverse planes are constructed with
reference to the terminal constraint:

λ1 = x − xf + cot γf cosχf (Y − Yf )

ξ1 = z − zf − cot γf sin χf (Y − Yf )
(9)

The derivative is obtained by the above formula with respect to Y :

λ2 = λ
′
1 = − cot γ cosχ + cot γf cosχf

ξ2 = ξ
′
1 = cot γ sin χ − cot γf sin χf

(10)

It can be seen from (14) and (15) that when the four design variables λ1, λ2, ξ1, ξ2
converge to zero at the time of impact, the constraints of terminal position and impact
angle can be satisfied.

3.2 Guidance Law Design

The sliding mode function of the longitudinal plane is designed as follows:

S1 = λ2 + n1λ1
Yf − Y

+ Q1 (11)

where, f (t) = Yf − Y is the truncation function and meets the requirement:Q1(0) =
−λ2(0) − n1λ1

Yf
, the derivative can be obtained with respect to Y : Q

′
1(0) = m1

Yf −Y (λ2 +
n1λ1
Yf −Y ). The longitudinal sliding mode function satisfies when 0 ≤ t ≤ tf , S1 ≡ 0.

The sliding mode function of the transverse plane is:

S2 = ξ2 − n2(2Y + A)

Y 2 + AY + B
ξ1 + Q2 (12)

where, f (t) = Y 2+AY +B is the selection of the truncation function and the parameters
A and B are constants. Since f (tf ) = 0 is to be satisfied, so B = −Y 2

f − AYf can be

obtained. Known Q2(0) = −ξ2(0) + n2A
B ξ1(0), The derivative is obtained with respect
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to Y :Q
′
2 = −m2(2Y+A)

Y 2+AY+B
(ξ2 − n2(2Y+A)

Y 2+AY+B
ξ1). The transverse sliding mode function also

satisfies when 0 ≤ t ≤ tf , S2 ≡ 0.
The sliding mode function of the transverse plane has two design variables, so that

the impact velocity can be adjusted on the premise of ensuring the constrained flight
path azimuth angle. Derivatives of the sliding mode functions in the longitudinal and
transverse planes with respect to Y can be obtained as follows:

S
′
1 = λ

′
2 + (n1 + m1)λ2

Yf − Y
+ (m1 + 1)n1λ1

(Yf − Y )2

S
′
2 = ξ

′
2 − 2n2(Y 2 + AY + B) − n2(m2 + 1)(2Y + A)2

(Y 2 + AY + B)2
ξ1

− (n2 + m2)(2Y + A)

Y 2 + AY + B
ξ2

(13)

Let u1 = λ
′
2, u2 = ξ

′
2 as the auxiliary control quantities of the system, the following

control commands can be obtained:

u1 = − (n1 + m1)λ2

Yf − Y
− (m1 + 1)n1λ1

(Yf − Y )2
− k1Sat(S1)

u2 = 2n2(Y 2 + AY + B) − n2(m2 + 1)(2Y + A)2

(Y 2 + AY + B)2
ξ1

+ (n2 + m2)(2Y + A)

Y 2 + AY + B
ξ2 − k2Sat(S2)

(14)

where, n1, n2, m1, m2 are constants; k1, k2 are the switching gain constants of the
longitudinal and transverse planes.Sat(s) is the saturation function,which is considered
to replace the switching function in order to avoid chattering [13]. The saturation function
is designed as follows:

Sat(s) =
{

ς−1s |s| ≤ ς

sgn(s) |s| > ς
(15)

where, ς is the thickness of the boundary layer, which directly affects the effect of
chattering suppression.

Further derivative of Eq. (10) with respect to Y is obtained as follows:

λ
′
2 = cosχ

sin2 γ
γ

′ + χ
′
cot γ sin χ

ξ
′
2 = − sin χ

sin2 γ
γ

′ + χ
′
cot γ cosχ

(16)

Substitute u2 = ξ
′
2,u1 = λ

′
2 into Eq. (16), and we can get:

γ
′ = (u1 cosχ − u2 sin χ) sin2 γ

χ
′ = (u1 sin χ + u2 cosχ) tan γ

(17)
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For hypersonic vehicle, the guidance commands formed by the designed guidance
law are generally reflected in the control of attack angle α and bank angle ν (BTT). From
the dynamics equation of the vehicle in Eq. (1), the expressions of lift force and bank
angle can be obtained:

L = mV 2 sin γ

√

(
g cos γ

V 2 sin γ
− γ

′
)2 + (χ

′cosγ )2 (18)

The expression of lift coefficient can be further obtained from the expression of lift
force:

CL =
2m sin γ

√
(
g cos γ

V 2 sin γ
− γ

′
)2 + (χ

′cosγ )2

ρSM
(19)

where, ρ is atmospheric density.

ν = atan
cos γχ

′

g cos γ

V 2 sin γ
− γ

′ (20)

Substitute (17) into (19) to obtain guidance commands about lift coefficient. Then
use linear interpolation and MATLAB optimization algorithm (such as fzeros) to find
the real-time angle of attack command.

It can be found that the value of parameter A does not affect the final convergence
result, so the parameter A is considered as an extra degree of freedom to constrain the
terminal velocity. The selection of parameter A is derived as follows:

Under the action of the designed guidance law, the sliding mode functions of the
longitudinal and transverse planes remain in the global sliding mode state, so:

S1 = λ2 + n1λ1
Yf − Y

+ Q1 = 0

S2 = ξ2 − n2(2Y + A)

Y 2 + AY + B
ξ1 + Q2 = 0

(21)

The analytical solutions of λ1, λ2, ξ1, ξ2 can be obtained from the relationship
between the above equation and the design state variables. In order to solve the problem
conveniently, we take the n1 = n2=m1 = m2 = 3 and it can be obtained that:

λ1 = (Yf − Y )3[λ1(0)
Y 3
f

+ (
λ2(0)

Y 3
f

+ 3λ1(0)

Y 4
f

)Y ]

λ2 = (Yf − Y )2[−3(
λ1(0)

Y 3
f

+ (
λ2(0)

Y 3
f

+ 3λ1(0)

Y 4
f

)Y ) + (
λ2(0)

Y 3
f

+ 3λ1(0)

Y 4
f

)(Yf − Y )]

ξ1 = (Y 2 + AY + B)3[ξ1(0)
B3 + (

ξ2(0)

B3 − 3Aξ1(0)

B4 )Y ]

ξ2 = (Y 2 + AY + B)2[3(2Y + A)(
ξ1(0)

B3 + (
ξ2(0)

B3 − 3Aξ1(0)

B4 )Y )

+(
ξ2(0)

B3 − 3Aξ1(0)

B4 )(Y 2 + AY + B)]
(22)
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Further can be obtained:

x = λ1 − cot γf cosχf (Y − Yf ) + xf
y = ξ1 + cot γf sin χf (Y − Yf ) + yf
χ = atan(−(ξ2 + cot γf sin χf )/(λ2 − cot γf cosχf ))

γ = atan(sin χ/(ξ2 + cot γf sin χf ))

(23)

Substitute (22) into (23) to get the analytical solution of x, y, χ,γ with respect to Y .
Further derivative of the results with respect to Y can be obtained as follows:

u1 = λ
′
2 = −2(Yf − Y )[−3(

λ1(0)

Y 3
f

+ (
λ2(0)

Y 3
f

+ 3λ1(0)

Y 4
f

)Y )

+(
λ2(0)

Y 3
f

+ 3λ1(0)

Y 4
f

)(Yf − Y )] − 4(Yf − Y )2(
λ2(0)

Y 3
f

+ 3λ1(0)

Y 4
f

)

u2 = ξ
′
2 = 2(Y 2 + AY + B)(2Y + A)[3(2Y + A)(

ξ1(0)

B3 + (
ξ2(0)

B3 − 3Aξ1(0)

B4 )Y )

+(
ξ2(0)

B3 − 3Aξ1(0)

B4 )(Y 2 + AY + B)]

+(Y 2 + AY + B)2 (4(2Y + A)(
ξ2(0)

B3 − 3Aξ1(0)

B4 )

+6(
ξ1(0)

B3 + (
ξ2(0)

B3 − 3Aξ1(0)

B4 )Y ))

(24)

By substituting the analytical solutions of (22), (23) and (24) into (17), it can obtain
the analytical solution of χ

′
,γ

′
with respect to Y . Then substitute the result into Eq. (23)

to get the expression of the lift coefficient. According to the lift coefficient, the value
of drag coefficient can be deduced, so the value of drag can be obtained. The analytical
solution of given velocity V with respect to Y is: V

′ = −D+mg sin γ
mV sin γ

, and the initial value
of velocity V0 is also known. Using these two known quantities and setting appropriate
integral simulation step size, the velocity of the nextmoment can be obtained. In thisway,
the size of the terminal velocity Vf under A specific parameter can be iterated. Using
this idea, the functional relationship between parameter A and the terminal velocity
Vf can be written, and the expected value of parameter A under the terminal velocity
can be solved by combining with the optimization algorithm (such as: fminsearch) in
MATLAB.

4 Numerical Simulation and Analysis

This section mainly verifies the designed guidance law with impact angle and
impact velocity. The initial position of the hypersonic vehicle in the reentry phase
is set as (x0, y0, z0) = (0, 25000, 0)m, the target position is (xf , yf , zf ) =
(100000, 0, 50000)m, and the initial velocity is V0 = 2500m/s. The guidance param-
eters are n1 = n2=m1 = m2 = 3, switching gains are k1 = k2 = 0.0001 and boundary
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layer thickness is ζ = 0.1. The judgment basis of the end of simulation is that the dis-
tance of the projectile is less than or equal to 10 m or the attitude is less than or equal to
10 m.

4.1 Guidance Law Considering Only the Constraint of Impact Angle, i.e A = 0

Firstly, the initial track angle is set as: γ0 = −6◦, χ0 = −8◦, and the expected impact
angles (γf , χf ) are respectively: (−25◦,−5◦), (−50◦, 25◦), (−85◦, 50◦). The simulation
results are as follows (Fig. 2):

Fig. 2. Simulation results of constrained impact angle only

From the results, it can be found that under the guidance law, the vehicle can attack
the desired target and the impact angle converges to the expected value. The larger the
expected value of the impact angle is, the more curved the flight path will be, and the
greater the amplitude of the corresponding guidance command will be. According to
the curve of guidance command, The curves of attack angle and bank angle are smooth
and continuous, which is beneficial to the tracking of attitude control system. In the
later period of terminal guidance, it can be seen that the bank angle command will be
between 90° and 180°, which indicates that the vehicle has carried out a large angle of
rollover, which is conducive to attacking the target at positive angle of attack. It can be
seen from the sliding mode function of the longitudinal and transverse planes that the
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global sliding mode can be realized, and its curve will produce a slight oversaturation
command in the later stage, but it will also converge to zero at the end of the trajectory.

4.2 Constraints of Impact Angle and Impact Velocity are Considered
Simultaneously

In this example, the initial values of the flight path angle and flight path azimuth angle
are γ0 = −6◦, χ0 = −8◦, and the expected impact angle is γf = −85◦, χf = 0◦. Set
the desired impact speed is Vf = 1500m/s, 1400m/s. According to the above iterative
idea, the parameter A is solved, and the corresponding A of the two cases are −5335.92
and −6332.11 respectively. The simulation results are as follows (Fig. 3):

Fig. 3. Simulation results of simultaneously constraining impact angle and impact velocity

The above examples show that under the guidance law, the vehicle can realize the
multiple constraints of terminal position, impact angle and impact velocity. From the
longitudinal sliding mode control function and simulation results, it can be seen that the
constraint of impact velocity mainly depend on transversal maneuvers. The essence of
adjusting guidance parameter A is to change its transversal flight trajectory.

Without the velocity constraint, the impact velocity is 1629.49 m/s, while under the
impact velocity constraint, the velocity is 1499.99 m/s and 1399.95 m/s respectively,
which has a high control accuracy.
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5 Conclusion

In this paper, a finite time sliding mode control method based on truncation function
is proposed to solve the guidance problem of hypersonic vehicle under the constraints
of impact angle and impact velocity. Based on the flight dynamics equation, the sliding
mode function of the longitudinal and transverse planes are designed, and the global slid-
ingmode is guaranteed by the auxiliary control parameters, the position and impact angle
constraints of the guidance law are guaranteed. Through the analytical solution of the
state quantities, the solutionmethod of the guidance parameters in the transverse plane is
derived, and the impact velocity is constrained by adjusting the transverse maneuver of
the vehicle. Through simulation examples, firstly, it is verified that the guidance param-
eter A= 0 can meet the impact point accuracy and impact angle constraints; secondly, it
is verified that different guidance parameters A can meet the impact speed constraints,
and achieve the expected value. It can be seen that the guidance method proposed in this
paper can meet the requirements of multi-constrained guidance, and has applicability
and reliability.
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Abstract. Air rudder is the actuatingmechanismof the boost-glide aircraft, which
is used to control the flight attitude of the aircraft. Before the flight test, the time
domain and frequency domain identification should be carried out by measuring
the performance indexes of the air rudder, which is used for the 6-DOF simulation
of the aircraft. This paper designs the test platform and test scheme of the air
rudder of the boost glide aircraft, and tests the performance of the air rudder. The
time domain and frequency domain identification methods are used to identify the
four air rudder models of the boost-glide aircraft in this paper, and the verification
scheme of cross-comparison between the time domain identification model and
the frequency domain identification model is proposed. The test results show that
the time domain identification method has low precision and can only represent
the steady-state response of the air rudder. The frequency domain identification
method has high accuracy, which is suitable for characterizing the change process
of the air rudder from the initial response to the stable state, and the identification
results can be applied well in the attitude control system of the boost-glide aircraft.

Keywords: Air rudder · Boost-glide aircraft · System Identification · Dynamic
performance test

1 Introduction

Boost-glide aircraft is a hot research topic at present. By designing the angle of attack
curve, the aircraft glides in the atmosphere and increases its range. Through the boost
phase, glide phase, terminal guidance phase flight, it can accurately hit the target. It can
effectively break through the intercept of the anti-aircraft system, strike the target, and
has a strong battlefield adaptability by maneuvering in the atmosphere.

The air rudder system, as the actuator of the aircraft control system, can control the
flight attitude of the aircraft and the flight trajectory of the aircraft. The computer on the
aircraft sends out control instructions to the rudder system, which converts the received
digital signals into PWM waves, and adjusts the deflection angle of the air rudder by
adjusting the duty cycle of the waveforms. The air rudder rotates and drives the rudder
blades to deflect, generating aerodynamic force and control the aircraft attitude [1]. The

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
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execution efficiency and response characteristics of the rudder system directly determine
the execution effect of the aircraft attitude control system. Thus, it determines the flight
stability and strike accuracy of the aircraft.

The selection of aircraft air rudder requires comprehensive consideration of output
torque, rotational speed and response characteristics. Because the interior of the air
rudder is extremely complex, the design index and the actual index of the air rudder
are difficult to match completely. And the performance of the air rudder and various
indicators will change with the specific environment and time. Therefore, in order to
ensure the stability and reliability of the aircraft actuator, the rudder system must be
fully tested before used, so as to ensure the reliable flight of the aircraft and accurately
hit the target. The actual transfer function and response curve of the air rudder are the
core of the performance indexes of the air rudder, which must be tested and analyzed.

At present, the tests of the air rudder are mostly aimed at a specific air rudder,
and the identification method and scheme platform used for identification are lack of
generality, and are mostly used to identify the model aircraft air rudder. There is almost
not identification for the air rudder system of the aircraft [2–6]. Model of aircraft air
rudder generally has large deflection angle, small torque, good flying environment, it
is easy to identify with high identification accuracy. The design of aircraft air rudder
is complex, and it is faced with bad flying environment, so it needs to carry out large
overload, large maneuver, and have large hinge moment, and require to response fast,
and must deflect in a small limited angle range. Obviously, it has high requirements on
the air rudder. There are some problems, such as difficulty in obtaining flight data, poor
quality of test data and poor identification effect. At present, the identification of air
rudder in literature is mostly limited to time domain identification or frequency domain
identification, and new methods such as neural network [7] and subspace identification
[8] are mostly adopted in the system identification. However, the identification results
are not verified and are not widely applied in engineering with above algorithms.

To comprehensively consider the specific flight environment of aircraft, this paper
designs a small boost-glide technology experimental aircraft (as shown in Fig. 1) and the
general air rudder test platform (as shown in Figs. 2 and 3). The dynamic performance
of the air rudder is planned to test, the time domain identification and frequency domain
identificationmethods and results of contrast each other, determine the relatively reliable
air rudder identification method and the recognition results. The designed air rudder
identification scheme and platform have the advantages of high generality, convenient
operation and low cost, which are suitable for large-scale popularization and application
in the future.

2 Air Rudder Dynamic Performance Test Scheme and Test
Platform Design

The dynamic performance test scheme and test platform of air rudder proposed in this
paper are mainly used for boost-glide aircraft. The design of the boost-glide technology
test aircraft as an example for testing. Its aerodynamic shape adopts a “–×” layout. In
order to improve the rudder efficiency, four air rudders are located at the tail of the test
aircraft for boost glide technology. The overall physical figure is shown in Fig. 1.
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Fig. 1. A physical view of the boost-glide technology test aircraft

2.1 Design of Dynamic Performance Test Platform for Air Rudder

The dynamic performance test platform of the air rudder is mainly to exert torque to the
air rudder, to control the rotation of the air rudder, andmeasure the actual deflection angle
of the air rudder through the angular displacement sensor, so as to continue to adjust
the air rudder deflection, forming the closed-loop control of the air rudder deflection.
In order to simulate the air rudder flight deflection more truly, the control instruction
program is written by the onboard computer, and the control instruction is sent to the air
rudder control system through the onboard computer, and the feedback instruction of the
air rudder is collected. The work compared to a dedicated desktop machine to simulate
the air rudder control instruction, using the onboard computer control air rudder to
deflect directly closer to real flight environment, and can test the communication between
onboard computer and air rudder, which is facilitate to realize program transplantation
and replace the air rudder of tested. The designed test platform has high generality,
air rudder test platform schematic diagram is as shown in Figure 3, the air rudder test
platform for the material object is as shown in Fig. 2.
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Fig. 2. Physical picture of dynamic performance test platform of air rudder

The flight control computer sends deflection instructions to the rudder control sys-
tem through. The rudder control system converts the digital signals into PWM analog
signals, then sends them to the air rudder for execution. The air rudder is mechanically
connected with the rudder blade, and the air rudder drives the rudder blade to rotate.
The rudder control system collects the actual air rudder deflection angle and feeds it
back to the onboard computer to complete the air rudder deflection closed-loop con-
trol. The feedback of the air rudder is used as the input of identification, so the system
identification of the air rudder model is carried out.

2.2 Design of Time Domain Dynamic Performance Test Scheme for Air Rudder

Through the time domain test of the air rudder, the transient performance index and
steady performance of the air rudder can be analyzed, so as to identify the model of the
system. Step signal, pulse signal, slope signal and parabola signal can be used as the
input to test the time domain response. The rudder system in this paper is a position
closed-loop servo system, and the step signal is added to test the dynamic performance
of the air rudder in time domain [9].

When the Mach number is fixed, the lift coefficient of the boost-glide aircraft
increases with the increase of the angle of attack, and when the angle of attack exceeds
the critical value number, the aircraft will be in the state of loss speed. The lift coefficient
not only does not increase, but also decreases sharply, and the aircraft is difficult to con-
trol. Therefore, for the engineering application, the aircraft’s angle of attackαis generally
not more than 20°. For 1° rudder angle δ, the angle of attack generated by the aircraft
body is the operational stability ratio to represent the air rudder operating efficiency,
the general requirements of the operational stability ratio |α/δ| = 1, it require under
extreme conditions |α/δ| ∈ [0. 5, 1. 5]. In order to ensure the flight safety and stability
of the aircraft, the maneuverability can be large through aerodynamic design. Here, the
maneuverability stability ratio under extreme conditions is 1. 5, then 20/1. 5 = 13. 3◦.
Then the air rudder time domain test scheme takes the air rudder test instruction from 1°
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Fig. 3. Air rudder dynamic performance test platform schematic diagram

to 15°, steps for 1° with equispaced variation. Then the time domain performance of the
air rudder can be fully measured, the derivation of the selected value of the test rudder
deflection angle is shown in Fig. 4.

Fig. 4. Determine the value of the tested rudder deflection angle

2.3 Design of Dynamic Performance Test Scheme in Frequency Domain of Air
Rudder

The frequency domain response method is a method to study the performance of the
air rudder system by using the frequency performance of the air rudder. The model
coefficient of the system can be identified by using the deterministic relationship between
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the ratio of stable output to stable input and the frequency of the air rudder. When the
input signal is given, the stable-state output is the signal of the same frequency as the
input signal, but the amplitude and phase are changed. Based on this, the open loop
transfer function of the system can be obtained. Then the performance of the unit closed
loop system can be analyzed by using the open loop transfer function of the system.

In the frequency domain scanning test of the air rudder, point-by-point sweepmethod,
sinusoidal wave combination method, multi-harmonic difference trust sign method
(SPHS) and linear frequency modulated pulse signal method (CHRIP signal) can be
used [10]. The frequency sweep method is easy to operate, and the accuracy is high. It
can fully exert the excitation to the air rudder, so the frequency sweep method is selected
to test the frequency domain response of the air rudder.

The air rudder system of aircraft is a very complex opto-mechanical product, affected
by various factors, there will be nonlinear links, if the test range beyond the linear work
area, the identification accuracy will be reduced. The test instruction should be placed in
the linear working area of the air rudder, and from Eqs. (1)–(8) should be used to select
the test amplitude and frequency in the frequency domain of the air rudder.

With sinusoidal wave as the input signal, the test frequency f in the frequency domain
depends on the maximum deflection angle rate of the air rudder, and the calculation
formula is

2pfASc < δ̇max (1)

In the above formula, f is the frequency to be selected for the frequency domain test
of the air rudder, and A is the amplitude to be selected for the frequency domain test of
the air rudder. In order to improve the test accuracy and process data, the test amplitude
of the air rudder in the frequency domain is set as 1°.

Rated deflection rate of DC servo motor δ̇motor is

δmax=58140 ◦/s (2)

Rated deflection rate of DC servo motor i is

i = 300 (3)

Maximum angular velocity of air rudder δ̇max is

δ̇max = δmax/i = 193.8
◦
/s (4)

The maximum frequency of the air rudder test, fmax can be calculated

fmax = δ̇max/2πA = 30.85Hz (5)

In order to ensure that the rudder is in the linear working area, take the safety factor
Sc as

Sc = 10 (6)

Then the maximum effective frequency of the air rudder test f is calculated

f = fmax/Sc=30.57/10 = 3.57 Hz (7)
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To take the step size of test frequency as 0.2 Hz, then the test frequency f is

f = [ 0.2 : 0.2 : 3 ] (8)

3 Time Domain and Frequency Domain System Identification
Method of Air Rudder

3.1 Method for Identification of Air Rudder Time Domain System

The air-rudder system of the boost-glide aircraft can generally be approximated by the
first-order system, second-order system or third-order system. With the increase of the
order, the accuracy of the system will be improved, but the stability will be reduced. In
actual systems, there are few systems of third-order or above. In this paper, the servo
response is approximated as the following second-order system [11].

G(s) = ω2
n

s2 + 2ξωns + ω2
n

(9)

For the model parameter identification problem, according to the system response
equation of the unit step signal applied to the second-order system, we can know.

If 0 < ξ < 1, it’s called underdamping system

x0(t) = 1 − e−ξωnt

√
1 − ξ2

sin(ωd t + θ) (10)

Which are in the above formula: ωd = ωn

√
1 − ξ2, θ = tan−1

√
1−ξ2

ξ
.

To let step response curve are normalized, the step response data at each time point
is divided by the step signal amplitude, the step response curve is drawn. The peak time
tp and the maximum overshoot Mp are gotten from the figure. The second-order model
parameters ξ, ωn are obtained according to the following equation:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ωn

√
1 − ξ2 = π

tp

ξ
√
1 − ξ2

= − ln
(
Mp

)

π

(11)

Thus, the transfer function of the desired object can be obtained.
For critically damped or overdamped cases, that is ξ ≥ 1, only T and ξ can determine

the transfer function of the system.
G(s) can be broken down into:

G(s) = 1

T 2(s + ω1)(s + ω2)
(12)

In the formula above formulate:ω1= 1
T

[
ξ + √

ξ2 − 1
]
, ω2= 1

T

[
ξ − √

ξ2 − 1
]
ω1, ω2

are all real numbers and they’re all greater than zero,T = 1√
ω1ω2

, ξ = ω1+ω2√
ω1ω2

.
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The transfer function can be reduced to

G(s) = ω1ω2

(s + ω1)(s + ω2)
(13)

Therefore, identification of the transfer function is transformed into a solution ω1
and ω2.

When the input signal is the unit step function, the inverse Laplace transform of
the above equation is applied to obtain the unit step response of the system in the time
domain

y(t) = 1 − ω2

ω2 − ω1
e−ω1t + ω1

ω2 − ω1
e−ω2t (14)

Then

1 − y(t) = ω2

ω2 − ω1
e−ω1t − ω1

ω2 − ω1
e−ω2t (15)

Because of its exponential characteristics, the curve fitting can be realized directly
through the nonlinear least square algorithm. Then ω1 and ω2 can be calculated, the
transfer function of the system can be obtained.

3.2 Identification Method of Frequency Domain System of Air Rudder

The frequency sweep method is adopted to select a series of frequency test points,
and the constant amplitude sinusoidal signal is input at each frequency point as the
excitation of the tested system, and the output signal is sampled to obtain the response
of the system. The amplitude gain and phase difference of the rudder system at different
frequencies can be obtained by means of fitting analysis and correlation analysis, and
then the coefficients of the rudder system model can be identified by Levy method. In
this paper, the correlation analysis method is used to solve the amplitude phase of the
system.

The air rudder control instruction x(t) and feedback voltage signal y(t) expressed as
{
x(t) = A sin(ωt + θ1) + Nx(t)

y(t) = B sin(ωt + θ2) + Ny(t)
(16)

In the above formula: Nx(t), Ny(t) are the noise.
The autocorrelation functions of the two signals are solved by comparing the

identification results and the experimental results
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Rx = 1

T

∫ T

0
x(t)x(t + τ)dt

Ry = 1

T

∫ T

0
y(t)y(t + τ)dt

(17)

If τ = 0.
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The amplitude of the air rudder system at this frequency is

Am = B

A
=

√
Ry(0)

Rx(0)
(18)

And it’s a cross-correlation function of two signals

Rxy(τ ) = 1

T

∫ T

0
x(t)y(t + τ)dt

= 1

T

∫ T

0
[A sin(ωt + θ1) + Nx(t)]

∗ [
B sin(ω(t + τ) + θ2) + Ny(t + τ)

]
dt (19)

If τ = 0, it can be concluded that the phase of the air rudder system at this frequency
is

ϕ = θ2 − θ1 = − arccos
2

AB
Rxy(0) (20)

Based on the test data of different frequencies, the amplitude and phase of the air
rudder system are solved through correlation analysis, and the response data in frequency
domain is obtained.

Assume that the transfer function of the air rudder system under test is

G(s) = b0 + b1s + · · · + bmsm

1 + a1s + · · · + ansn
n ≥ m (21)

In the above formula, s = jω, to make it express easier, it is unified into ω. Then the
numerator and denominator of the system transfer function are written as functions ofω,
they are N (ω), D(ω). Then the transfer function G(s) = N (ω)

D(ω)
. The real and imaginary

parts of the transfer function are also written as functions of ω, they are Re(ω), Im(ω).
The real and imaginary parts of transfer function calculated by the measured data are
also written as functions of ω, they are Re(ω), Im(ω).

The test data in the experiment are


(ω) = Re(ω) + jIm(ω) + ε (22)

In the above formula, Re(ω) = Am cosϕ, Im(ω) = Am sin ϕ.
The error is expressed as ε, ε is white noise, E(ε) = 0. In the frequency ω, the error

between the estimated frequency response and the measured frequency response is

E(ω) = 
(ω) − H (ω)

= (Re(ω) + jIm(ω) − ε) − N (ω)

D(ω)

(23)

Let’s take the index function

J (ω) =
L∑

i=1

‖E(ω)‖2 (24)
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This is a solution to the minimum value problem, the optimization algorithm can
be obtained by polynomial coefficient. Then, the transfer function of the system can
be obtained. Here, it can make the system residual minimum by using the least square
method, then the transfer function of the system can be obtained.

Here, the air rudder system is approximately described by a second-order system,
namely:

G(s) = b0
1 + a1s + a2s2

(25)

Then the transfer function of the system can be expressed as

[
Re(ω)

Im(ω)

]

=
[
1 Im(ω)ω Re(ω)ω2

0 − Re(ω)ω Im(ω)ω2

]⎡

⎢
⎣

b0
a1
a2

⎤

⎥
⎦ (26)

According to the least square principle, the above equation is simplified as

Y = HX + ε (27)

In the above formulate, Y is the observation vector, it is a column vector composed
of the real part and imaginary part of the system transfer function solved by experimental
data.H is the coefficient matrix,X is the parameter vector identified, ε is the error vector.
Assuming that E(ε) = 0.

Then,
∧
X is the least square estimation.

X̂ =
[
b̂0 · · · b̂m â1 · · · ân

]T =
(
HTH

)−1
HTY (28)

Then, the transfer function of the air rudder system obtained through the least square
identification is

Ĝ(s) = b̂0 + b̂1s + · · · + b̂msm

1 + â1s + · · · + ânsn
n ≥ m (29)

The model of the system can be identified by Eq. (29).

4 Test Results and Analysis of Dynamic Performance of Air
Rudder

4.1 Identification Method of Frequency Domain System of Air Rudder

Accomplished the identification of the air rudder transfer function through the following
seven steps:

(1) Contrast air rudder instructions and feedback;
(2) Align instruction and feedback with start time. Align the starting point of feedback

data of air rudder with different deflection angles.
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(3) The step response data is normalized;
(4) Average step response data;
(5) Calculation of step response characteristics;

The maximum point of the averaged step response curve is ymax. The time corre-
sponding to the maximum point is the peak time tp, the overshoot can be calculated
according to the following formula:

σ=ymax − y∞
y∞

× 100% (30)

In the formula above, y∞ is the stable-state value of step response. The mean
value of data from 1 to 2 s is expressed as: y∞=yt=1∼2.

(6) Air rudder transfer function calculation.
The damping coefficient is calculated according to Eq. (10). Then ζ and the natural
frequencyωn can be calculate, the transfer function of four air rudders are obtained.

G1(s), G2(s), G3(s), G4(s) are the transfer functions of four air rudders
respectively, as shown in Eq. (31).

G1(s) = 639.2

s2 + 44.42s + 639.2

G2(s) = 725.1

s2 + 48.13s + 725.1

G3(s) = 457.6

s2 + 38.59s + 457.6

G4(s) = 527.9

s2 + 40.1s + 527.9

(31)

(7) The identification results and experimental results are compared and analyzed.
The results of the rudder 1 are analyzed as the example, the analysis of the other
three steering machines can be obtained in the same way.

Figure 5 shows the comparison between the experimental step response curve
and the identified step response curve of the air rudder 1. The x-coordinate is the
time, and the unit is seconds. Then the rudder starts responding to the deflection
instruction, current time is repressed as original point. The y-ordinate is the feedback
value of the deflection angle collected by the air rudder, and the unit is degree.
‘experiment’ is the test step response curve, and ‘matching’ is the identified step
response curve. As can be seen from Fig. 5, the fitting effect of the stable amplitude
is good, which can accurately represent the characteristics of the air rudder system.
However, the fitting results of the response process are not completely coincident
with the experimental results, the results of identification and actual results are
slightly different a lot. In general, the time domain identification effect is not very
ideal, the identificationmodel is not very accurate. Therefore, the frequency domain
identification method is considered.

4.2 Test Results and Analysis of Dynamic Performance of Air Rudder
in Frequency Domain

The amplitude and phase of the rudder system are solved by the correlation analysis
method, then the coefficients of the rudder system model are identified by Levy method.
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Fig. 5. Comparison of experimental results and identification results of air rudder 1

The test input is a sinusoidal signal with amplitude of 1°, the frequency varies from
0.2 Hz to 3 Hz, step size of 0.2 Hz and initial phase of 0°. For the experimental data
obtained, the correlation analysis method is used to solve the amplitude and phase of the
system. Then Levy method is used to carry out the system identification. The transfer
function of identification is shown in the Eq. (32)

G1(s) = 527.1

s2 + 27.52s + 611.5

G2(s) = 403.5

s2 + 27.32s + 456.9

G3(s) = 367.7

s2 + 27.07s + 410.7

G4(s) = 558.5

s2 + 30.61s + 604.6

(32)

As is shown in Figs. 6 and 7, ‘experiment’ represents the experimental value and
‘matching’ represents the identification value. By analyzing the amplitude-frequency
characteristic curve and phase-frequency characteristic curve, the identification results
are close to the experimental results, which indicates that the identification results are
relatively reliable.

4.3 Mutual Verification Analysis of Time Domain and Frequency Domain
Identification Results

The identification results in frequency domain are put into the step response test data in
time domain to verify whether the identification results are consistent with the measured
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Fig. 6. Amplitude frequency characteristic curve of air rudder 1

Fig. 7. Phase frequency characteristic curve of a air rudder 1

data. The time domain identification results are put into the frequency domain test data
to verify whether the identification results are consistent with the measured data. The
identification results can be verified by mutual analysis.

The results of the rudder 1 are analyzed as example, the analysis of the other three
steering machines can be obtained in the same way.
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(1) Put the frequency domain identification results (Eq. (32)) into the time-domain
step response experimental data, and the results are shown in Fig. 8. The x-ordinate
represents time, the unit is seconds. The y-ordinate is the amplitude of step response,
and the unit is degree. ‘experiment’ represents the step response curve consists of
experimental data. ‘relevant’ represents the step response curve of the identification
results based on correlation analysis.

Fig. 8 Comparison of frequency domain identification results and time domain step response
experimental values of air rudder 1

As can be seen from Fig. 8, the frequency domain identification results are
highly coincident with the step response curves measured by experiments, which
indicates that the frequency domain identification method is feasible and reliable,
and the identification results have been well verified.

(2) Put time domain identification results (Eq. (31)) into the experimental data curve
of amplitude-frequency characteristics and phase-frequency characteristics exper-
imental data in the frequency domain, and the results are shown in Figs. 9 and 10.
In the figure, the x-coordinate represents frequency and the unit is rad/s, and the y-
coordinate represents amplitude gain and the unit is dB in the amplitude-frequency
characteristic curve. The y-ordinate represents phase and the unit is degree in
the phase-frequency characteristic curve. ‘experiment’ represents the amplitude-
frequency characteristic curve and phase-frequency characteristic curve consists of
experimental data, and ‘time domain’ represents the amplitude-frequency charac-
teristic curve and phase-frequency characteristic curve generated by time-domain
identification results.

As can be seen from Figs. 9 and 10, the phase-frequency characteristic curve
of the identification results and the experimental data are in good agreement, while
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Fig. 9. The time domain identification results of air rudder 1 are compared with the experimental
amplitude-frequency characteristic curves in frequency domain

Fig. 10. The time domain identification results of air rudder 1 are comparedwith the experimental
phase frequency characteristic curves in frequency domain

the amplitude-frequency characteristic curves are in poor agreement. The variation
trend of time–amplitude-frequency characteristic curve between the identification
results and the experimental results is relatively close at high frequency, while the
variation trend is quite different at low frequency, which indicates that the high
frequency response characteristics and low frequency response characteristics of
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the rudder are different. This phenomenon is determined by the physical character-
istics of the air rudder itself. The time domain identification method and frequency
domain identification method adopted to the air rudder models are inconsistent,
which results in different identification results. From the identification results, the
frequency domain identification result is more ideal.

4.4 Engineering Application of the Identification Results of Air Rudder

The identified transfer function can be used in the air rudder transfer function module of
the control law verificationmodel in Fig. 11, namely the air rudder transmission function
G(s).When applying the identified transfer function of the air rudder into attitude control
system, themodel of the whole control system can be establishedmore accurately, which
plays a key role in the maneuvering and precision guidance of the boost-glide aircraft
in the atmosphere.

Fig. 11. The application of air rudder identification in attitude control system

5 Conclusion

A test platform for the dynamic performance of the air rudder of the boost-glide aircraft
is designed in this paper, which has the characteristics of high integration, convenient
operation, strong versatility, etc. It realizes the lightweight design. By using the aircraft
onboard computer and air rudder in actual flight to test the air rudder, which close to
the real working state of the aircraft in actual flight. It can not only test the performance
of the air rudder effectively, but also test the communication link between the aircraft
onboard computer and air rudder, which gives full attention to the core control function
of the aircraft onboard computer.

According to the working state and engineering experience of the air rudder during
the actual flight of the boost-glide aircraft, the test schemeof the air rudder in time domain
and frequency domain is determined. The test scheme in time domain and frequency
domain of the air rudder selected has strong applicability. It can flexibly modify the test
parameters according to the performance of the air rudder, and has high versatility.

The time domain dynamic performance test and system identification method of the
air rudder based on the step response and the frequency dynamic performance test and
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system identification method of the air rudder based on the correlation analysis method
are used to complete the performance test and system identification of the air rudder
system, and the two methods verify each other. The test results show that the air rudder
works normally. Both identification methods are real and reliable, and the frequency
domain identification method is more complicated, but the accuracy is higher. The time
domain identification method is easy to operate, but the identification accuracy is lower.
The identification method can be determined according to the actual situation and the
accuracy requirement.

The dynamic performance test and system identification results of the air rudder
can be used to the attitude control system of the boost-glide aircraft and control the air
rudder to complete the specified action. With the air rudders, the boost-glide aircraft
can maneuver in the atmosphere to increasing penetration and deliver precise strikes
on targets. Therefore, the designed air rudder test platform and test scheme have broad
application prospects in the future.
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DSMC Study for Effects of Angles of Attack
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Abstract. In order to study the flow characteristics and the heat flux of cavity
with length-to-depth ratio of 6 on the surfaces of the hypersonic reentry aerospace
vehicles in rarefied gas flow,Direct SimulationMonte Carlomethod (DSMC)with
the adaptive grid is used. The free stream at a Mach Number of 8, an altitude of
60 km, and the angles of attack (AOA) ranging from 0° to 60°.The results show
that the closed cavity changes its type when AOA changes and is back to closed
type when AOA is 60°. Increasing AOA sometimes does not help free-stream to
get into the cavity because the stream strikes the plate on the front edge of the
cavity, and form a shock wave that changes the direction of the free-stream flow.
The low-speed and high pressure region inside the cavity extends to the upper zone
of the cavity due to the shock wave, the speed is getting smaller and the pressure
is getting higher. When AOA is 40° and 50°, the heat flux of three surfaces of the
cavity is higher than other situation.

Keywords: Hypersonic rarefied flow · Direct simulation Monte Carlo method ·
Cavity · Angle of attack · Shock wave

1 Introduction

As for the near-space vehicles, including re-entry vehicles, cruise vehicles, and inter-
stellar exploration vehicles, aerodynamic heat and forces in rarefied gas flow have an
important impact on the design of their structure and thermal protection system. Standing
on the point of design and research, it is usually assumed the surface is smooth. How-
ever, in practical applications, it is difficult to avoid the appearance of various shapes of
cavities on the surfaces of space vehicle, such as the gaps between the heat shields [1],
the hatch and covering cap [2], and some gaps caused by sensor installation. When the
hypersonic flow passes through these structures, the boundary layer may separate at the
entrance. The interference of the cavity will increase the turbulence and accelerate the
transition of the boundary layer. The vortex will be rolled up inside and a lot of heat will
be drawn into the cavity. The radiation heat dissipation effect will be blocked because
of the narrow cavity [3], etc. Therefore, the study of the cavities about their flow field,
thermal environment and internal vortex is very necessary.
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Charwat et al. [4, 5] studied the flow around cavities with different length-to-depth
ratios (the ratio of the length L of the cavity to the depth D), and divided them into three
categories according to the flow field structure: open, closed and transition style. Open
cavity flow (1 < L/D < 10), the external flow directly crosses the cavity, and the shear
layer separated from the frontwall is attached to the top of the backwall, forming a vortex
inside the cavity. Closed cavity flow (L/D> 14), the shear layer adheres to the bottom of
the cavity, and then separates again at the intersection of the backwall and the freestream,
inside the cavity there are two vortexes. The transitional cavity flow (10 < L/D < 14) is
a state between the above two flows. In the 1970s, the Langley Research Center carried
out a series of experiments [6, 7] to study the thermal environment of the cavity. Tong [8]
investigated the heat shields by using N-S equation, he simplified the two-dimensional
gap flow to two linear superposition of two one-dimensional flows. Chun et al. [9]
investigated the temperature, pressure and heat transfer of the seal structure with gap
and cavity by using fluid–structure method, and the results indicated the structural layout
of the seal plays a decisive role in thermal conditions. Qiu et al. [10] investigated the flow
characteristics and thermal environment of gap, they indicated the heat flux distribution
affected by the vortexes inside the gap. Gong et al. [11] and Tang [12] experimented
with a flat plate model in a shock wave wind tunnel to measure heat and studied the
influence of angles of attack, width, depth, and step height on the thermal environment.
Experimental data reveal the peak heating most likely to appear on the top edge of gap.

Above work is carried out in continuum regime, and there are few studies about
cavity in rarefied flow. Compared with the free molecular flow close to the vacuum, the
transition flow is more complicated due to the rarefied gas effect and non-equilibrium
effect etc. Santos [13–16] investigated the heat transfer coefficient, pressure coefficient,
and surface friction coefficient of various shapes of cavities in rarefied flow, such as
forward and backward steps, cavities with varying length-to-depth ratios, etc. Guo [17]
et al. investigated the flowfield of a cavitywith length-to-depth ratio 1–8, he indicated the
cavity turn to closed type when L/D is 6. Jin et al. [18] investigated the effects of rarefied
gas and three-dimensional property on flow-field structure inside the cavity and heat
flux over the surfaces, the results indicated the vortex became slender and the heat flux
concentrated to the top region of the downstream surface of the cavity. Zhang et al. [19]
investigated the flow characteristics of flow field in the cavity by using DSMC method
to simulate different height and the Mach number conditions. The results indicated the
flow structure in the cavity would change in type at specific aspect.

During the re-entry process, the aircraft not only needs to cross different altitudes,
but also needs to change the angle of attack. There is few research concerning about the
AOA. Based on the work of Guo [17], this paper uses the DSMC method to study the
changes in the internal flow field structure and thermal environment of the closed cavity
under different angles of attack situation.
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2 Computational Method and Example Verification

2.1 DSMC Introduction

Bird [20] put forward the concept of Direct Simulation Monte Carlo (DSMC) in 1966,
and verified its feasibility in hypersonic transition flow. The DSMC method is a direct
simulationmethod based on kinetic theory of molecules [22], using simulatedmolecules
to represent a large number of real gas molecules. During the simulation process, the
computer stores the position, velocity and internal energy of the simulated molecule
in the memory. The calculation time step is smaller than the physical collision time
to decouple the movement of the molecule and the collision process. Then a certain
number of collision pairs are selected by statistical methods, and use the collision model
to calculate. Computers update the data of the simulated molecule. After enough time
steps to make the statistical error small enough and ensure the stability of the flow
field, properly sampling the microscopic properties of the simulated molecule to obtain
the gas macroscopic characteristics, such as velocity, temperature, density, shear stress,
pressure, etc.

2.2 Validation of the DSMC Code

The DSMC calculation program in this paper adopts the SPARTA (Stochastic Parallel
Rarefied-gas Time-Accurate Analyzer) program from Sandia National Laboratory in the
United States. This program uses adaptive structural grids. The molecular collision uses
variable hard sphere (VHS) model, and no-time-counter (NTC) method for sampling.
Energy exchange uses Larsen-Borgnakke model. The wall is set to diffuse reflection and
the temperature is constant.

In order to verify the ability of the SPARTA program to capture complex physical
phenomena and the accuracy of numerical simulation, the following will calculate the
scaled model of the Mars Pathfinder (Mars Pathfinder) exploration vehicle—70° blunt
cone vehiclemodel. Allegre et al. [21] selected this model to conduct rarefied flow exper-
iments in multiple independent wind tunnels, and gave a large amount of heat transfer
experimental data that could be used for verification. The corresponding calculation
conditions are shown in Table 1. Reynolds number Re and the gas rarefaction parameter(
V = Mach

/
(Re)0.5

)
is calculated based on the blunt cone head diameter of 50 mm.
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Table 1. Calculation conditions for blunt cone vehicle

Case A B

Gas N2 N2

Velocity 20.2 Mach 20 Mach

Temperature 1100 K 1100 K

Pressure 3.5 Bar 10 Bar

Re 1420 4175

V 0.53 0.31

The schematic diagram of blunt cone is shown in Fig. 1a. The distribution of test
points in the low-density SR3 wind tunnel experiment is shown in Fig. 1b. The heat
is a function of the distance S from the test point to the leading edge stagnation point.
S
/
Rn is a dimensionless parameter about this distance. In the calculation, a structural

grid based on the Cartesian coordinate system is used, the first-level grid is divided into
800 × 800, and the second-level grid is divided by local adaptive technology according
to the mean free path of the particles. The freestream comes from the left boundary and
its direction is parallel to the rotation axis. Other boundaries set free interface.

Fig. 1. Configuration of the blunt cone vehicle and thermocouple locations along the test model

Figure 2 show the heat flux at the windward of the blunt cone is high, and the peak
heat at the stagnation point is about 10–20 kw/m2. At the shoulder area of the model,
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the heat flux drops sharply and the SPARTA’s results is lower than the experiment. But
the overall consistency of the data is good, which proves the correctness and reliability
of the SPARTA to a certain extent.

Fig. 2. Comparison of SPARTA heat flux calculated results and experimental values

3 Simulation Cases and Grid Independence

3.1 Geometry Definition and Freestream Condition

Define the length of the cavity as L, the depth as D, the length of the plate upstream
of the cavity as Lu, and the length of the downstream as Ld. D is fixed at 10 mm, the
length-to-depth ratio L

/
D = 6, and the schematic diagram of the cavity model is shown

in Fig. 3. The origin of the coordinate system coincides with the left vertex of Lu, and the
positive directions of the X-axis and Y-axis are set to flow direction and vertical upward
respectively. In order to facilitate the analysis of the heat flux, the upstream surface of
the cavity is denoted as S1, the bottom surface is denoted as S2, and the downstream
surface is denoted as S3.

Fig. 3. Geometric sketch of the 2-D cavity
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The altitude selected in this paper is 60 km, the free stream Mach number is 8, and
other parameters are all determined byAmerican StandardAtmosphere (1976), as shown
in Table 2. The angle of attack α is set to seven situations: 0°, 10°, 20°, 30°, 40°, 50° and
60°. Knudsen number Kn = 0.026, at this time the model is in the slip region of rarefied
flow.

Table 2. Hypersonic free stream conditions at 60 km

Parameter Value

Altitude (Km) 60

Velocity (m/s) 2520

Density (Kg/m3) 3.097 × 10–4

Temperature (K) 247.02

Pressure (Pa) 21.959

Mean free path (m) 2.62 × 10–4

Number density (m−3) 6.4387 × 1021

3.2 Grid Independence Analysis

The scale of the standard grid is set to 1/3 of the mean free path, so the first-level global
grid is divided into 765 × 251, and the second-level grid uses adaptive technology to
perform 2 × 2 densification for those that do not meet the requirements of the mean free
path. The time step is set to 5 × 10–9, and the sampling time is 160,000. The number
of simulated molecules in each grid keeps at 10 ~ 30. The gas consists 78% N2 and
22% O2. The cavity model with L/D = 6 and α = 0° is taken as an example to test the
grid independence with three grid scales: coarse grid (385,192 mesh cells), standard grid
(768,060 mesh cells) and refined grid (1,584,048 mesh cells). It can be seen from the
Figs. 4 and 5 that three sets of the grid have similar results. so the following will select
the standard grid to reduce the computational cost.
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Fig. 4. The pressure distribution of downstream plate of the cavity

Fig. 5. The heat flux distribution of upstream plate of the cavity

3.3 Simulation Particles Independence Analysis

After setting the standard grid, the area of each grid cell is determined, and the molecular
number density of the atmosphere at 60 km is constant, so the number of molecules in
the grid cell at the initial time is fixed. Therefore changing the Fnum can increase or
decrease the number of simulated particles in the grid cell. The Fnum is setting 1.3 ×
1012, 9.9 × 1011, 8.2 × 1011, represents less, standard and more particles respectively.
The results of different Fnum conditions have few difference in the field of engineering,
a detailed pressure distribution and heat flux distribution of are showed in Figs. 6 and 7.
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Fig. 6. The pressure distribution of downstream plate of the cavity

Fig. 7. The heat flux distribution of upstream plate of the cavity

4 Computational Results and Discussion

4.1 Flow Characteristics of the Cavity with Different AOA

Figure 8 shows the Mach cloud diagram of the flow field and a schematic diagram of the
recirculation area inside the cavity with L

/
D = 6 changing with AOA α at a height of

60 km and a Mach number of 8. When α increases from 0° to 10°, the free-stream flow
cannot enter the bottom of the cavity, the cavity’s type changes from closed to open, and
the two vortex structures in the cavity gradually become a main vortex structure. When
α continues to increase to 40°, an oblique shock wave appears on the plate at the front
edge of the cavity, and the free-stream flow with an AOA is deflected into the direction
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of paralleling the plate after the oblique shock wave. The deflection angle of the shock
wave increases with the rising AOA of incoming flow, and the velocity of the flow field
after the oblique shock wave decreases. There is still a vortex structure whose core close
to the backwall occupies the entire cavity.When theAOAof the incoming flow increases
to 50°, a detached shock wave appears on the front edge plate, and the free-stream flow
enters the cavity. The original vortex structure has a tendency of becoming a large vortex
on the left and a small vortex on the right. The large vortex occupies the length of 4D
inside the cavity. When α = 60◦, the incoming flow separates from the front wall, and
then attaches to the bottom 2D away from the front wall, forming a vortex near the front
wall. The flow separates again at 1D away from the rear wall, and then attaches to the
top of the rear wall, a small corner vortex region is formed near the bottom of the rear
wall.

Fig. 8. The Mach cloud diagram of the flow field and a schematic diagram of the recirculation
area inside the cavity with different angles of attack
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It can be seen from the Mach cloud diagram in Fig. 8 that when the free-stream
has an angle of attack, inside the cavity there is a low-velocity region, which is only
one-tenth of the speed of the incoming flow. And when AOA increases, oblique shock
wave or detached shock wave appears, and the low-velocity region extends to the upper
area of the cavity.

Figure 9 shows the pressure cloud diagram of the cavity’s flow field. When α = 0◦,
there is a high pressure area after the oblique shock wave in the leading edge of the
front plate and another high pressure area near the top of the rear surface because of the
reattachment of the shear layer. Because the influence of the oblique shock wave cannot
affect so far away and the length of the cavity is too long, the pressure inside the cavity
divides two parts: near the front surface is similar to the incoming flow, and near the
rear surface is approximately 4 times higher. When α = 10◦, the high pressure area near
the rear surface gradually extends to the front surface, so the pressure inside the cavity
increases. And there is 2 times pressure increase behind the oblique shock wave. Due
to the expansion of the high pressure area near the rear wall, the distance between the
two high pressure areas decreases. When AOA increases, the pressure of near the rear
surface still increases, the high pressure area inside the cavity is evenly distributed, and
these two parts connect as one region. The max pressure of α = 20◦, 30◦, and 40◦ is
about 5.4 times, 9.6 times, and 10.8 times higher than α = 0◦ respectively. When the
AOA increases to 50° and 60°, the oblique shock wave of the leading edge becomes
detached shock wave, the value of the high pressure region is still rising, but the pressure
of the flow field near the rear surface decreases. So the maximum pressure of the flow
field is not the area near the rear surface anymore, the area after the shock wave now has
the highest pressure.

Combined with the Mach cloud diagram in Fig. 8, When AOA is less than 50°, there
is a bow shock wave formed near the reattachment area and an expansion wave formed
at the junction of the rear surface and plate. When the AOA increases to 50° or 60°, the
reattachment shock wave disappears, and the expansion wave remains.

4.2 Analysis of Heat Transfer Coefficients

The result of the three surfaces inside the cavity in Fig. 10 show that: at front surface
S1, the heat flux is higher near the top, and increases with AOA, but it decreases rapidly
0.1D away from the top, the rate of heat flux decrease has slowed down, the value of heat
flux of α = 50◦ is higher than α = 60°. The maximum of the heat flux of α = 10◦ ∼ 50◦
increases 13.2 times, 50.8 times, 78.7 times, 102.9 times, 146.3 times, 190.5 times than
no AOA situation. At the bottom surface S2, the heat flux is divided in two situations:
one is the flow crossing the cavity which corresponds to α = 10◦ ∼ 40◦, the heat flux
increases with AOA andmaximum value appears near the rear point; the other is the flow
entering the cavity, corresponding α = 0◦, 50◦, and 60◦, the maximum value appears
near the middle of surface and α = 50◦ is higher than α = 60◦. At rear surface S3,
the trend of heat flux is similar to S1, but α = 40◦ has the highest heat flux, α = 50◦
is between the value of α = 20◦andα = 30◦, α = 60◦ is between the value of
α = 10◦ andα = 20◦. Among the three surfaces, the top of the rear surface has the
highest heat flux. And the heat flux of three surfaces are all sensitive to the change of
AOA, so it should be pay more attention if the aerospace vehicle is in such situation.



DSMC Study for Effects of Angles of Attack on Closed Cavity 53

Fig. 9. The pressure cloud diagram of the cavity with different angles of attack
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Fig. 10. The heat transfer coefficient distribution with three surfaces of the cavity
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5 Conclusions

The direct simulation Monte Carlo (DSMC) method was employed to study the effects
of angles of attack on closed cavity, focus on the flow characteristics and the analysis
of heat flux. In this paper, AOA ranging from α = 0◦ to α = 60◦ and there are some
significant conclusion can be obtained, as follows:

(1) The type of cavity changeswhenAOAchanges.Whenα < 50◦, free-stream crosses
the cavity and there is a vortex occupying the entire cavity. When α > 50◦, flow
enters the cavity and the cavity is back to the closed type when α = 60◦.

(2) When the incoming flow has an angle of attack, the hypersonic free-stream strikes
the plate on the front edge of the cavity and forms a shock wave. When α < 50◦,
there is an oblique shock wave that prevents the stream from entering the cavity.
When α > 50◦, there is a detached shock wave and the flow can enter the cavity.

(3) The low-speed and high-pressure region inside the cavity extends to the upper area
of the cavity when AOA increases. Because the flow crosses the shock wave, its
speed will decrease and its pressure will increase.

(4) The three surfaces of the cavity are sensitive to the change of AOA.When α < 40◦,
the heat flux increase with rising AOA, but it will decrease when α > 50◦. The rear
surface has the highest heat flux among the three surfaces.
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Abstract. In this paper, firstly the reasons of aero-engine bearing skid were ana-
lyzed from these aspects of fault phenomenon, skid mechanism, manufacturing
process, practical use, trial run, measurement and inspection by fishbone diagram.
In order to ensure the economy and airworthiness of aero-engine manufacturing,
the use and repair of bearing with skid damage were discussed by means of infor-
mation statistics and trial run experiments. Then the effect of bearing skid on
the engine safety was analyzed. Based on the above research, the possible causes
and preventive measures for bearing skid are expounded. And the repair method,
experimental content and inspection standard of bearing with skid are presented
in detail. The research has important guiding significance for aero-engine bearing
to master its working state, prevent its fault and guarantee the aviation safety.

Keyword: Roller bearing skid ·Manufacturing process analysis · The effect on
aero-engine · Trial run

1 The Mechanism of Bearing Skid

As shown in Fig. 1, The bearing skid is an inherent problem for an engine and directly
related to the engine structural design [1].

The roller bearing is mounted on the turboshaft. When a bearing works, all rollers
should roll purely on the inner and outer ring raceways [2]. Tomake the roller roll purely,
theremust be sufficient dragging force between the raceway and every roller to overcome
the resistance that hinders the normal movement of the roller-retainer combination.
Otherwise, the bearing cannot move according to the relationship between the planetary
gear system [3].

The sliding friction will be formed between every roller and the raceway. As the
sliding friction coefficient is greater than the rolling friction coefficient and some external
factorsmake some rollers form relative friction between the inner and outer ring raceways
that cause skid and scratch marks and local surface wear on the inner and outer ring
raceways, which is called “skid mark”. Theoretically the relative movement between all
rolling bearing components should be pure rolling at all contact spots.

That is so-called that “the linear velocities of two pure rolling components are equal
at the contact spot” [4]. Otherwise, it is not pure rolling but skid. The skid does not
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Fig. 1. The bearing skid mark

necessarily result in failure. However, once a bearing skids, that is, there is a relative
sliding at the contact spot, it may cause sliding damage on the contact surface, which
is called “slide or skid”. But, there will not definitely be sliding failure when skid. Skid
just sets the stage for the sliding failure. On the contrary, a bearing with sliding damage
must have skidded.

2 The Cause Analysis of Skid

2.1 The Engine Manufacturing Process Analysis

As shown in Figs. 2 and 3, the fishbone charts were drawed to find the possible factors of
bearing skid from five aspects of human, machine, material, method and environment.
Then these factors are analyzed one by one in Table 1.

Fig. 2. Fishbone diagram for assembly
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Fig. 3. Fishbone diagram for trial run

2.2 The Investigation of Bearing Skid

By consulting some institutes and factories, the similar skid phenomena also occurred
in the bearings. But it does not affect the bearing use.

In order to reduce bearing skid, during the assembly process, the radial clearance
of bearing, the interference of inner and outer steel sleeves and cleanliness such as
beeswax and vaseline shall be controlled strictly. when measuring the roundness of
outer shaft bushing and the inner diameter of inner steel sleeve and, the positions of the
long and short shafts must be marked; When installing the inner steel sleeve, its long
shaft shall be aligned with the outer diameter of outer shaft sleeve. When the steel sleeve
is cooled, the roundness of inner steel sleeve shall be not more than 0.005 mm. When
measuring the roundness of inner hole on bearing seat, the position of long axis and
short axis should be marked. When installing the outer steel sleeve, its long shaft shall
be aligned with the inner diameter of bearing seat. The combined clearance of bearing
after installation is controlled from 0.10 to 0.15 mm. And the number of measurement
during bearing selection, roundness measurement method, nut tightening etc. should
meet the requirements.

The inspection standards for bearing skid from repair factory are as follows: (a) Single
scratches are allowed on the raceway, not exceeding 0.15 mm in width, not exceeding
0.03 mm in depth, and not exceeding a quarter in length. The axial scratches on raceway
are not allowed. After deburring on bearing with ointment soaked felt, the bearing can
continue to be used. (b) The number of rust spots on raceway working surface shall not
exceed 3, each rust spot shall not exceed 0.2 mm in diameter and 0.05 mm in depth.
The number of rust spots on raceway non-working surface shall not exceed 5, each rust
spot shall not exceed 0.3 mm in diameter and 0.1 mm in depth. (c) The number of
discontinuous distributed pits on inner and outer steel sleeve raceway shall not exceed
3, each pit shall not exceed 0.3 mm in diameter and 0.005 mm in depth. (d) The bearing
roller is allowed to have a single scratch with width less than 0.2 mm and depth less
than 0.1 mm in the circumferential direction. Or two scratches with spacing greater than
3 mm, each with width less than 0.1 mm and depth less than 0.05 mm.
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Table 1. The failure cause analysis for bearing skid

Number Symbol Fault tree analysis [5] Project analysis Proposed measures

1 DH11 Manufacturing process Work reliability Reinspection and
Information sharing

2 DH31 Bar difference [6] Work reliability and
Cleanliness control

Pre-assembly
inspection

3 DH32 Equipment Work reliability Maintenance

4 DH33 Radial clearance Work reliability and
Cleanliness control

Adding measurement
points

5 DH34 Mating the inner steel
sleeve and shaft

Work reliability Controlling the
dimensions of relevant
parts

6 DH35 Roundness of bearing
steel sleeve after
assembly

Work reliability Controlling the
dimensions of relevant
parts

7 DH36 Rotor unbalance [7] Dragging force of
bearing rollers

Meeting the
equilibrium
requirement

8 DH41 Equipment Cleanliness control of
lubricating oil system

Controlling oil grade
and Maintenance

9 DH42 Assembling tightness The stress on bearing Controlling the
fastening value and
Reinspection

10 DH43 Concentricity [8] The stress on bearing Controlling assembly
process

11 DH44 Vaseline The application
amount

Diluting with hot oil
and Increase rotor
rotation

12 DH45 Nozzle flow Lubrication and
cleanliness

Increase oil flow speed

13 DH46 The operators Operation proficiency
and experience
accumulation

Increase training

14 DH51 Oil Viscosity and
cleanliness

Controlling oil grade

15 DH52 Test environment Cleanliness Maintaining
cleanliness

16 DH54 The operators Operation proficiency
and Experience
accumulation

Increase training

(continued)
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Table 1. (continued)

Number Symbol Fault tree analysis [5] Project analysis Proposed measures

17 DH53-1 Starting trial run Starting time and
bearing lubrication
effect

Manually rotating
rotor before starting

18 DH53-2 The process of trial run Bearing lubrication
effect

Avoiding running the
engine at a low speed
for a long time

19 DH53-3 Lubricating oil
pressure

Lubricating oil supply Improving oil system
efficiency

20 DH53-4 Engine unsealing and
running

Bearing lubrication
effect

Manually rotating
rotor before starting

21 DH54-5 Acceleration and
deceleration of engine

Bearing force Reinspection of
bearing design quality

22 DH53-6 Rotational speed and
load of engine

Bearing force Reinspection of
bearing design quality

The inspection results of 5 skid bearings (Serial number:9-1-66, 9-1-31, 9-1-61, 9-
1-51, 9-1-53) are shown in Tables 2 and 3. Through comparison, it is found that the
roughness of skid area is higher than that of non-skid area, and the hardness has no
change.

The datas from100 engineswith bearing skid are analyzed. The datas include bearing
assembly parameter, staff ability, season, bearing batch, engine type etc. The calculation
results show that the statistical value P is greater than 0.05, there is no significant
difference between the above parameters, and the key factor of bearing skid is not found.

The engine trial runs show that the bearing skid occurs during the engine starting
phase. It is preliminarily believed that bearing skid may be due to a higher spot on steel
sleeve raceway. That is to say, The roundness value on working face of bearing inner
steel sleeve is relatively larger, then skid occurs during working. If the higher spot is
removed, the occurrence possibility of bearing skid will be reduced. The above inference
has some rationality through some experiments.

3 the Effect of Bearing Skid

3.1 The Engine Service Status Statistics

In order to further study whether the bearing after polishing repair has an impact on
engine reliability. The usage data of 96 engines with repaired bearing were collected.
Among them, 37 engines have been scrapped, 13 engines have a service life of more
than 200 h, 24 engines have a service life of between 100 and 200 h, and 22 engines
have a service life of less than 100 h.

According to the statistics, these engines are in good use and there is no failure due
to bearing skid. So the method of polished repair on skid bearing is feasible, and the
engine reliability will not be affected by polished bearing.
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Table 2. The inspection records of skid bearings

Project Standard values Unit 9-1-66 9-1-31 9-1-61 9-1-51 9-1-53

�dmp 0 ~ −13 µm −6 −10 −7 −6 −11

Vdp 13 3 4 3 3 2

Vdmp 7 1 2 1 3 0

�Dmp 0 ~ −13 −5 −5 −12 −7 −7

VDp 13 2 2 3 3 3

VDmp 7 2 1 1 1 0

Gr 200 ~ 230 214 215 216 220 213

Roller Group difference 1 0.6 1 0.5 1 1

Ellipse 0.4 0.25 0.25 0.2 0.25 0.2

Height difference 7 5 8 5 5 5

Outer ring raceway size 80 ~ +120 mm +75 +100 +60 +110 +100

Outside diameter of
retainer

166.05 ~ 166.20 166.18 166.20 166.19 166.17 166.19

Guiding clearance 0.893 0.9 0.87 0.945 0.91

Table 3. The measurement records of bearing roughness and hardness

Project 9-1-66 9-1-31 9-1-61 9-1-51 9-1-53 Standard value

Ra (Sliding
zone)

0.133 0.09 0.11 0.094 0.152 0.125

Ra
(Non-sliding
zone)

0.049 0.046 0.058 0.055 0.057

Inner raceway (HRc)

Inner ring
hardness of
no. 9-1-61
bearing

Instrument Sliding zone The transition
zone between
sliding zone and
non-sliding zone

Non-sliding
zone

Terminal face
of inner
raceway (HRc)

Vickers
hardness

61.5 61.5 61.5 61.2

Rockwell
hardness

62 62.2 62 62
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3.2 The Trial Run of Polished Bearing

For a bearing, the free clearance is 0.23 mm, the fit interference between inner steel
sleeve and outer shaft bushing is 0.03 mm and between inner steel sleeve and bearing
seat is 0.07 mm. The combined bearing clearance is 0.14–0.15 mm. After the trial run,
there are two skid marks on the surface of bearing inner steel sleeve, one mark is 80 mm
long and 2 mmwide, and the other mark is 60 mm long and 1 mmwide. The skid surface
was trimmed. After an additional trial run, the bearing had no skid fault.

And it was disassembled and inspected after a long-term trial runwith a total working
time of 370 h 50 min. As shown in Fig. 4, there is a scratch with a width of about
1.0–1.5 mm and a length of about 85 mm on the outer diameter of inner steel sleeve.

Fig. 4. Bearing skid after long-term trial run

From the above tests, the engine works normally and all parameters are stable. No
abnormal situation occurred due to bearing skid. However, it is not clear when the skid
will occur and whether it will affect the engine life.

3.3 The Bearing Inspection After Trial Run

After trial run, the bearing is decomposed and checked. The result shows that the round-
ness and roughness of inner steel sleeve and outer steel sleeve are less than 0.005 and
0.125 mm. The bearing combination clearance is 0.15 mm. These values meet the speci-
fied requirements as shown in Table 4. The inner and outer steel sleeve are brown yellow
and the wear marks on them are normal. The color of bearing retainer and rollers is dark
brown, they are worn slightly and evenly.

Table 4. The roundness and roughness values

Project Test spot 1 Test spot 2 Specified value

Roundness (µm) 2.33 2.262 5

Roughness (µm) 0.1071 0.1130 0.125
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4 Conclusion

From the above analysis, the key cause of bearing skid has been found. And the proba-
bility of bearing skid can be reduced by controlling the radial clearance, the interference
degree of inner and outer steel sleeve and the cleanliness in assembly process. The aero-
engine 300 h trial run with polished bearing shows that bearing skid is not regular. It is
not certain whether the skid will reappear during the trial run. But the polished bearing
will not affect the safe and reliable work for an engine within 300 h.

5 Suggestions and Measures

The polishing bearing can be used according to the test results. Considering the uncer-
tainty of bearing skid, It is suggested that the bearing with skid mark should be treated
as follows.

(1) If the skid area does not exceed 1/2 of bearing raceway surface and no roller is
damaged, no additional test is required for polished bearing. If the skid area exceeds
1/2 but does not exceed 2/3 of bearing raceway surface, and no roller is damaged,
the skid bearing needs to be tested again after polishing repair.

(2) The specific repair methods of bearing skid are as follows. (a) Marking the bearing
skid range firstly. (b) Removing scratches with oil-soaked sandpaper. (c) Polishing
the scratch area with oil-soaked metallographic sandpaper. The polishing range is
slightly larger than the marking range. (d) Cleaning the bearing with gasoline after
polishing.
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nic University (No. 2019YQQ001) and the cultivation project of Anhui Polytechnic University
(Xjky2020005).
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Abstract. Aero-engine blade tip clearance (BTC) is one of the most important
parameters that have decisive influence on engine performance. Thus, it is a typ-
ical inspection indicator during engine assembly. With the higher demand for
consistency of engine performance, the measurability of BTC is required to be
much more accurate and dynamically. However, the traditional BTC detection
method in the assembly process is restricted to lower accuracy, inability of com-
plex structures and lack of dynamic measuring capability. This paper introduces
a visual BTC measuring system based on structured light, which can directly
measure the clearance between rotor and stator casing by observing its position
from the engine principle axial direction. A special laser generator is designed to
project structured light to the surfaces of blade and casing. Simultaneously, the
light is captured by the industrial camera. Compared to the traditionalmethods, the
BTC in whole circumferential phase can be measured rather than single phase.
Meanwhile, the proposed method is not influenced by casing deformation and
installation errors. Finally, the feasibility and capability of the system is verified
by simulation experiment.

Keywords: Aero-engine · Tip clearance · Dynamic measurement · Line
structured light · Visual measurement

1 Introduction

The blade tip clearance (BTC) is an important index that affects the performance of aero-
engines. The value ofBTCdirectly affects the vibration and aerodynamic performance of
the engine. Thus, it is an important technologic parameter in the engine assembly process,
which reflects the final assembly result of the rotor and the casing. The measurement
result of BTC is an important value used to control and evaluate the assembly quality of
the engine.

At present, the measurement method of aero-engine blade tip clearance has been
widely studied, which can be mainly divided into opening hole measurement method,
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half-casing measurement method, virtual assembly evaluation method, and blade tip
sensor method. Among them, the opening hole measurement method is widely studied.
This method is measured by opening a hole in casing which is designed to fix the sensor
directly above rotor blade. It has advantage of good sensor compatibility and good real-
time. The sensors used mainly include discharge probes [1], capacitance [2], inductance
[3], eddy current [4], optical fiber [5, 6] and microwave sensing [7]. It can realize the
measurement of the rotor at high speed [8] and high temperature [9]. Further, researchers
develop tip timing [10] and event capture [11] to make this method more reliable. But it
can only obtain the changing rule of the BTC at one fixed circumferential phase in casing.
However, in order to ensure the quality of the product, large-scale BTC measurement
holes will not be allowed in the factory production process, so this method is not suitable
for real production conditions. The half-open casing measurement method [12] means
that BTC between the rotor and the half stator casing can be measured at the position of
casing mounting edge in assembly process, when only a half stator casing is installed. At
the same time, because of the higher rigidity of the casing mounting edge, it is difficult
to reflect the BTC in other positions. The virtual assembly evaluation method records
the casing run-out and rotor run-out parameters during the assembly process, and uses
these as data basis to predict the BTC after the assembly being completed. This method
takes less consideration of the supporting structure and bearing. But the application is
relatively simple and feasible. Supposing that the support structure and the bearing meet
the requirements, we can use assembly analysis methods such asMonte Carlo method to
predict BTC value after assembly. The blade tip sensor method mainly includes Linipot
[13] and Linigage systems. They fix non-contact sensor on a blade andwind the leadwire
around the rotor. After assembly, workers rotate the rotor and record sensor readings. At
the same time, the lead wire and sensor is taken out, so the BTC can only be measured
once. This method cannot directly obtain the tip clearance value because the relative
position of the sensor to the blade is unknown. This method intuitively reflects the run-
out of the tip clearance. Due to the introduction of a new tooling, so how too taken it out
is very worth considering.

For the BTC measurement in engine assembly process, this paper proposes a visual
measurement method of BTC based on line structured light. The non-contact measure-
ment method is used to measure BTC from the engine principle axial direction. It can
realised be fixed on any circumferential phases of the stator casing tomeasureBTCvalue.
Finally, the feasibility and capability of the system is verified by simulation experiment.

2 The Design of Blade Tip Clearance Detection System Based
on Line Structured Light

2.1 Overview of the Measurement System

For accomplishingmeasurement of BTC, the scalability and stability of themeasurement
need to be satisfied, and the measurement system is required to be able to measure
multiple phases and scenarios. It should not be affected by deformation of the casing
and installation error, so structured light and industrial camera is used to observe in axial
direction. The principle of BTCmeasurement is based on line structured, and the system
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mainly includes line structured light emitter, industrial camera, fixed tooling and so on
(Fig. 1).

Fig. 1. System components.

2.2 Line Structured Light Measurement Principle

In line laser measurement, the laser emits a laser plane to illuminate the surface of the
object to be measured. The reflected light is converged at another angle through the
imaging system, and the linear light bar will be imaged on the camera sensor. When
the surface of the measured object changes, the image formed by the light bar on the
camera would also change accordingly. The light bar in image and actual world has a
unique correspondence relationship. By calculating the corresponding relationship, we
can figure out where the light bar is in the real world. The specificmeasurement principle
is depicted as follows (Fig. 2).

The following four coordinate systems are involved in the figure.Ow − XwYwZw
is world coordinate system, describing the camera position. Oc − XcYcZc is camera
coordinate system, optical center is origin. o− xy is image coordinate system, the origin
is themidpoint of the imaging plane. uv is pixel coordinate system, the origin is the upper
left corner of the image (in openCV). P is a point in the world coordinate system, namely
is a real point in life. p is the imaging point of point P in the image. The coordinates
in the image coordinate system are (x, y), and the coordinates in the pixel coordinate
system are (u, v). f is camera focal length, equal to the distance between o and Oc,
f = ‖o − Oc‖.

Through coordinate transformation and other methods, we can get the conversion
method from the world coordinate system to the camera coordinate system, so the
conversion equation of point P is

⎡
⎣
Xc

Yc
Zc

⎤
⎦ = R

⎡
⎣
Xw

Yw
Zw

⎤
⎦ + T (1)
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Fig. 2. Camera imaging principle.

That is
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1
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Among them,

[
R T−→
0 1

]
is noted as the external camera parameter, M2.

According to the method of similar triangles, from � ABOc ∼� oCOc, �
PBOc ∼� pCOc we can get
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oOc
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pC
= Xc

x
= Zc

f
= Yc

y
(3)

that is

x = f
Xc

Zc
, y = f

Yc
Zc

(4)

written as a matrix
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0 f 0 0
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⎤
⎥⎥⎦ (5)
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Connecting the equation obtained before from the world coordinate system to the
camera coordinate system can be obtained

Zc

⎡
⎣
u
v
1

⎤
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⎡
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1
dx 0 u0
0 1

dy v0
0 0 1
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where

⎡
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dx 0 u0
0 1

dy v0
0 0 1

⎤
⎥⎦

⎡
⎢⎣
f 0 0 0
0 f 0 0
0 0 1 0

⎤
⎥⎦ is recorded as the camera internal reference M1 so the

above formula is expressed as

Zc

⎡
⎣
u
v
1

⎤
⎦ = M1M2

⎡
⎢⎢⎣

Xw

Yw
Zw
1

⎤
⎥⎥⎦ (7)

Obviously, when a certain point P is known, the u and v of the pixel on the camera
can be easily calculated. But when u and v are known, the coordinates of the world
coordinate system of point P cannot be calculated, namely it is not possible to calculate
the three-dimensional information of an object only through a single image. Therefore,
the information provided by binoculars or other auxiliary structured lights is required to
register the 2D points to 3D. The line laser is a light plane emitted by laser, which forms
a linear light bar in the camera coordinate system when it is irradiated on object. The
equation of the line laser plane can be expressed as:

AXw + BYw + CZw + D = 0 (8)

After introducing the line laser, the points on the line laser plane which means the
points on light bar in the image will satisfy equation:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Zc

⎡
⎣
u
v
1

⎤
⎦ = M1M2

⎡
⎢⎢⎣

Xw

Yw
Zw
1

⎤
⎥⎥⎦

AXw + BYw+CZw + D = 0

(9)

Therefore, after obtaining the parameters (A,B,C,D) of the line laser plane equation
and the M1,M2 of the camera, the values of Xw,Yw, and Zw can be calculated from the
u and v on the image. So the 3D information on light bar can be obtained after system
calibration, and the BTC of the engine will be calculated.
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2.3 System Calibration

According to the above analysis, for solving the 3D coordinates of the point on the line
laser, the internal and external parameters of the camera and the line laser plane equation
need to be calibrated. In order to simplify the system calculation process, this paper
selects the world coordinate system as the camera coordinate system, so the external
parameter matrix of the camera is a unit matrix. By using checkerboard calibration
algorithm [14], the overall calibration of the line laser and the camera is completed
using similar process (Fig. 3).

Fig. 3. System calibration method.

According to the constant projection, the proportional line segment in 3D space
will maintain the corresponding projection ratio after being mapped to the 2D space.
Therefore, we can know the corresponding relationship of the points in the 3D space
through the corresponding relationship of the points on the 2D image relationship. Based
on the calibration checkerboard, the light pattern formed by the line structured light on
the calibration platewill be a straight line. The line between two corners of the calibration
platewill also be a straight line.During the calibration process, the corresponding straight
linemaintains the correspondingproportional relationship, as shown in thefigure (Fig. 4).

According to the principle of invariance of projection,

∣∣∣−−−−→
Aw,Bw

∣∣∣∣∣∣−−−−→
Aw,Pw

∣∣∣
=

∣∣∣−→A,B
∣∣∣∣∣∣−→A,P
∣∣∣
= λ is known,

then the coordinates of Pw in the space coordinate system can be calculated through the
relationship between A, B, P on the image, which can be expressed as:⎧⎪⎨

⎪⎩

Xp = XA+λXB
1+λ

Yp = YA+λYB
1+λ

Zp = ZA+λZB
1+λ

(10)

In this way, the 3D coordinates of the points on the line structured light can be
obtained. So the coordinates of all the points on the picture used for calibration can be
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Fig. 4. Line segment mapping

calculated. After a sufficient number of points on the line structured light plane being
obtained, the light plane equation can be obtained by plane fitting (Fig. 5).

Fig. 5. Calibration result

It is obvious that this calibration method can effectively calibrate the relevant param-
eters of the measurement system, which provides a basis for the overall measurement
system.
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2.4 Clearance Recognition and Calculation

For the image obtained by line laser emitter, further processing and calculation are
required to obtain the value of the BTC. For BTC recognition and calculation, the main
process is performed as follows:

1. Laser centerline extraction.

(a) The original image is performed with white balance, binarization and filter
processing.

(b) The center of laser stripe is used closed operation to extract skeleton method.
(c) The laser light stripe area is extracted from the processed image by steger

algorithm.
(d) The line segment formed by the line laser emitter the blade is detected by hough

line detection.
(e) Through identifying and splicing the line segments with similar slopes, the ideal

line segments required for 3D restoration is finally formed (Fig. 6).

Fig. 6. Line structured light extraction.

2. Definition and calculation of blade tip clearance.
For each measurement method, it is necessary to define the specific meaning of

its measurement standard. Therefore, this article defines the BTC as shown in the
figure (Fig. 7).

In the case of 2D projection, the BTC value of point A on the blade tip is the rotor
radius OA extending to point B on the casing. The length of the line segment AB
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Fig. 7. Schematic diagram of tip clearance.

is the clearance value corresponding to point A. Corresponding to the actual picture
on the right, the clearance can be simplified to the distance between the space line
segment O1A and BB1 by ensuring that the line laser passes through the engine axis.
The BTC value can be calculated by calculating the spatial position relationship of
the two space line.

3 Simulation Experiment Verification

Since there is no sufficient accurate means to describe and measure BTC as mentioned
above, in order to accurately evaluate the accuracy of the measurement method, the
simulation rendering experiment is performed for verification. Through comparing the
actual data from the CADmodel and measurement data from simulation experiment, we
can obtain the preliminary accuracy of themeasurementmethod and verify its feasibility.
The 3Dmodel is imported into theKeyShot software, and the line structured light and the
camera is set in the appropriate position to build a virtual experimental system (Fig. 8).

In software, the pictures used for calibration andmeasurement are rendered according
to physical priciples. After the system is calibrated, the calculated value of BTC is
4.22 mm, and the clearance value directly measured from the CAD software is 4.2 mm,
which means the relative error is 0.47%. It confirms this method satisfies accuracy
requirements (Fig. 9).

4 Discussion and Conclusion

In response to the dynamic and full-circumferential measurement of aero-engine BTC.
This article introduces a visual BTC measurement method based on line structured
light, it includes the principle of the system, corresponding calibration and measure-
ment methods, finally verifies the feasibility of the measurement method in a simulated
environment. As a new BTC measurement method, the structured light measurement
method needs to be further improved and optimized. It is further combined with the
actual engine model to design a circumferential mobile tool, so that it can measure BTC
distribution along the entire circumference of stator casing.With detailed picture brought
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Fig. 8. Analog measurement system in software.

Fig. 9. Simulation experiment results.
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by industrial cameras, in the future, the rotor tip clearance, stator casing roundness, rotor
runout and other parameters could be measured simultaneously, which could provide
more diversified data for aero engine assembly inspection.
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Abstract. In modern aero-engine assembly production, the assembly deviation
analysis method plays an important role in product quality and efficiency. Various
mathematical model based analysis methods are studied to realize assembly devi-
ation prediction. However, most established analysis methods require abstraction
and simplification of geometric deviations, which results in the inability to accu-
rately characterizing the surface deviation features and analyzing the impact of
deviation characteristics on the assembly. Therefore, a Skin Model Shapes based
assembly deviation analysis method is proposed to enhance the accuracy and effi-
ciency of deviation identification and assembly. This method enables the analysis
of the assembly deviation caused by the surface deviation feature. The feature
surface is represented by Skin Model Shapes, which is generated from surface
measurement data. An assembly experiment of high pressure turbine components
is performed to illustrate the procedure of this method, and the effectiveness of
the method is verified by comparing the experimental and simulation results.

Keywords: Aero-engine · Stacking assembly · Virtual assembly · Skin Model
Shapes

1 Introduction

The assembly process of the aero-engine largely determines its production efficiency
and performance. Proper assembly instruction can improve the quality and efficiency of
aero-engine assembly production. In modern aero-engine assembly production, assem-
bly deviation analysis results are used for assembly evaluation and guidance. Thus, novel
assembly deviation analysis methods are urgently needed to predict the effects of each
part deviationon the status of the assembly.Relevant researches aremainly focusedon the
mathematicalmodel used to describe the variation of the tolerance zone, and the accepted
analytical method used to evaluate the effect of part deviations on the whole product,
depends on the applicable conditions [1]. Variousmodel-based analysismethods suitable
for different conditions have been presented in the published literature. Desrochers et al.
[2] introduced the topologically and technologically related surfaces (TTRS). In this
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model, parts are represented by a successive binary tree formed by associated elemen-
tary surfaces such as cylinders, spheres, planes and helical, etc. Later, Desrochers et al.
[3] further developed a Matrix model from the TTRS model. It used the homogeneous
transformmatrix, to describe the tolerance zones and the clearances, which is commonly
used in robotic modeling. This method is also applicable to tolerance transmission and
analysis in three dimensions. Chase and Gao et al. [4, 5] proposed the direct linearization
method (DLM) for tolerance analysis of 2D/3D mechanical assemblies. This method
uses the vector loops based model to represent the dimensional chains produced in
the assembly. Dimensional deviation, geometric feature deviation, and deviation due to
small kinematic adjustments in assembly are comprehensively considered. Desrochers
et al. [6] combined the Jacobian model [7] that describes deviation transmission with
transformation matrices and the Torsor model [8] that characterizes tolerance zones to
introduce the unified Jacobian-Torsor model. The Jacobian based method enables the
transformation of single parts deviations to the whole assembly [9]. Davidson et al. [10,
11] proposed the Tolerance-Map (T-Map) model. In the T-Map model, a hypothetical
Euclidean point space is established, whose size and shape reflect the variational possi-
bilities of the target feature. Some other methods, such as Feature based topologically
and technologically related surfaces (FTTRS) [12] and Manufacturing-Map (M-Map)
[13], are derived from the above methods.

However, the methods mentioned above are considered to be difficult to compre-
hensively consider the detail deviation information and the mutual influence on the
connection surface between parts [14]. These model-based methods need to simplify
featured surface to an ideal one (plane, cylinder, circle, etc.), whose rotation and transla-
tion matrixes are applied to deviation analysis. This leads to the difference between the
analysis results and the actual assembly. With the development of computer technology,
some researches about computer aided tolerancing have been done to solve this problem.
Forslund et al. [15] used the 3D scanner data to evaluate turbine structure assemblies.
Schleich et al. [16] proposed the concept of Skin Model Shapes. These methods use
point clouds or surface meshes to represent the surface feature of a workpiece.

Based on the research status, this paper presents an aero-engine assembly deviation
analysis method derived fromSkinModel Shapes. The effect of surface deviation feature
on rigid body assembly is considered. The mesh-represented model also brings the
possibility of multi-physical environment assembly simulation.

The rest of this paper is structured as follows. In Sect. 2, the characteristics of aero-
engine assembly are introduced. The concept of Skin Model Shapes is highlighted is
Sect. 3. The simulation method for aero-engine assembly is presented in Sect. 4. A
case study of rotor component assembly is given based on the simulation method. The
conclusion of this work is given in the last part.
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2 Aero-Engine Stacking Assembly

As the core component of an aero-engine, high pressure rotor puts forward high require-
ments of assembly. Therefore, stacking assembly technology is widely used in aero-
engine rotor assembly to ensure product quality. This technology is realized by using
the Part Measurement and Stacking Prediction System (SPS), as shown in Fig. 1.

Fig. 1. The part measurement and stacking prediction system.

This system is mainly composed of two parts: The air bearing table, including an air
bearing, a self-aligning and tilting mechanism, an angular encoder and a chuck for hold-
ing workpiece. The measuring system, including the displacement sensors, adjustable
clamps for sensors and an industrial PC for data acquisition.

The process of the rotor stacking assembly is shown in Fig. 2. After the SPS device
starts up, each part is installed on the air bearing platform to be measured. During the
measurement, the geometric parameters of the part need to be input firstly. Then, the
air bearing platform is rotated gently. The measurement datum of the part is determined
by two sensors, and the remaining sensors are used to measure the runout of the vital
surface. Thereafter, the collected data is input into the built-in model of the SPS, and an
optimized result is fed as assembly guidance. After the assembly, the new component is
measured again, and the stacking optimization is performedwith the newlymeasurement
data as before. The above steps will be repeated until the assembly is completed.
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Ideally, the assembly results should be consistentwith themodel optimization results.
However, the prediction results of the SPS device are possible to be incompatible with
the actual assembly results. A variety of reasons can lead to this result, such as parts
deformation, deviation caused by the operation, unexpected clearance between interface
and so on. After a preliminary analysis, the built-in analysis model of the SPS device
might be derived from the Jacobian-Torsor method, which neglected the effect of surface
deviation feature. Therefore, the research is focused on finding a method which can
transfer the influence of contact surface deviation feature to the final assembly results.

Fig. 2. High pressure rotor stacking process diagram.
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3 Concept of Skin Model Shapes

Skin Model is an abstract model of the physical interface between a part and its environ-
ments, in contrast to other models for computer aided analysis make strict assumptions
to the target surface. It comprises the deviations brought in bymanufacturing and assem-
bly processes [17]. However, the initial Skin Model is an infinite model, which is not
suitable for computer analysis. Thus, a discrete Skin Model Shapes method is proposed
for computer processing. The point clouds or surface meshes are used in Skin Model
Shapes to represent the surface feature of a workpiece. The idea of Skin Model Shapes
is to add deviation to the nominal model. The deviation could be generated by random
theory, trained by samples, or directly observed [3]. It is suitable for various applications
such as tolerancing, manufacturing, and inspection.

Fig. 3. Skin Model Shapes generation diagram.

Generally, the Skin Model Shapes based assembly deviation analysis method is
consists of three steps as shown in Fig. 3: (1) the construction of Skin Model Shapes,
(2) assembly simulations, and (3) characteristic extraction.

Firstly, 3D Skin Model Shapes is generated from the nominal model of a part. Then,
the key surface is extracted from 3D model. The deviation is added to the extracted
surface. At last, the surface with deviation information is returned to the nominal model.
After completing the steps above, a Skin model Shape is ready for analysis. At present,
Skin Mode Shapes based applications are mainly oriented to rigid bodies. However, it is
possible to combine it with Finite Element Modelling to realize the Coupling analysis
of mechanics and geometry.

4 Virtual Assembly Analysis

Base on the concept of SkinModel Shapes, virtual assembly analysis is proposed through
three steps: First, the Skin Model Shapes of workpieces are constructed from measured
data. Then, a virtual assembly is realized by a collision detection algorithm. At last, the
characteristics of the final assembly are calculated.
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4.1 Assembly Analysis Modelling

The model in this work is mainly consisting of two parts: the description of surface
feature at the interface and the description of deviation transmission.

Fig. 4. Spatial dimensional chain and its parameters.

The description of deviation transmission is achieved by the spatial dimensional
chain. All workpieces are assumed to be rigid bodies. Hence, the general spatial
Dimensional Chain model can be expressed by:

�lF = �l1 +�l2 + ... +�ln (1)

where the vector �lF represents the functional requirement of final assembly, �li(i =
1, 2, ..., n) is the vector that represent the relative position of feature within a workpiece,
the vector �li is shown as:

�li = li · [ cosβi cosβi sin βi ]
⎡
⎣
cosαi

sin αi

1

⎤
⎦ (2)

where li is the length of the unit in dimension chain, αi and βi are the two attitude angles
of vector �li, as shown in Fig. 4.

In order to preserve the surface feature information as complete as possible, the
surface is represented by the Skin Model Shapes generated directly from the measured
data rather than a mathematical model. An ideal plane of each surface is generated for
assembly simulation and characteristics calculation. But unlike the other model-based
model, those ideal planes are used for deviation transmission analysis rather than contact
deviation analysis, as shown in Fig. 5.
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Fig. 5. Different between assembly analysismethods.a Ideal surface assembly.bFeatured surface
assembly

As depicted in the figure above, a new vector ��li,i+1 is introduced into the dimen-
sional chain. This is the displacement caused by non-ideal surface contact. Hence, the
modified spatial dimensional chain is represented as:

�lF = �l1 + ��l1,2+�l2 + ��l2,3...��ln−1,n +�ln (3)

where vector��li,i+1(i = 1, 2, ..., n−1) is generated according to the SkinModel Shapes
based assembly simulation results.

4.2 Contact Deviation Analysis Method

The model introduced in the last section requires the following inputs: the length of
each workpiece in the dimensional chain li, the attitude angle αi and βi and the vector
��li,i+1 represents the interface state. li can be obtained by measuring the geometric
feature of the workpiece, while attitude angle αi and βi can be obtained by measuring
concentricity. However, the contact deviation vector ��li,i+1 is unmeasurable. Thus, a
contact deviation analysis method is needed to calculate ��li,i+1.

This problem is solved by using collision detection algorithm in Unity3D (Fig. 6).
The generated Skin Model Shapes must be converted to mesh form. Then, mesh model
are imported into Unity3D software. Key components including the MeshCollider and
Rigidbody are added to the 3DModel to perform contact analysis. The contact deviation
vector��li,i+1 is then calculated according to themesh informationofSkinModelShapes.
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Fig. 6. Contact analysis inUnity, key componentsmeshes (in left) used for analysis and calculated
vector (in red)

5 Simulation and Assembly Test

The proposed analysis method is verified by the stacking assembly of the aero-engine
test component. These test components including two workpieces: the high pressure
turbine disk and the high pressure turbine drum. The 3D model of the component is
shown in Fig. 7.

Fig. 7. 3D model of the test component

Firstly, the geometric data of the workpieces is measured by trilinear coordinates
measuring instrument. In this experiment, the heights between two end surfaces of work-
pieces are essential data to establish the spatial dimension chain. Thus, the vertical dis-
tance between two installation flanges of high pressure turbine disk and that between two
installation flanges of high pressure turbine drum aremeasured. Themeasured geometric
data is shown in Table 1.
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Table 1. The geometric data of test pieces

No Part name Geometric characteristics Unit Values

1 HPT* disk Height of top and bottom flanges mm 116.09

2 HPT drum Height of top and bottom flanges mm 262.71
*HPT: High pressure turbine

Thereafter, a reference coordinate is established to describe the spatial dimension
chain.

Fig. 8. Spatial relationship of different coordinates

In the process of the experiment, by using the SPS Device, the key surface run out
of every single part is measured. Then, geometric tolerance is calculated through the
measured data. Two conjoined coordinates are established for each part. Coordinate Oi

0
is attached to the bottom surface, which is also the datum, the origin point locates at
the center of the bottom circle. The axis x points to the position of 0° phase angle. The
axis z points from Oi

0 to Oi
1. The axis y is determined by the right-hand rule. Oi

1 is
attached to the top surface. The origin point locates at the center of the top circle, and the
determination of the axes is the same. Hence, the length of each vector �li is determined
by measured geometric data and the vector �li points from Oi

0 origin to Oi
1 origin. The

spatial relationship of coordinates is shown in Fig. 8.
The spatial relationship between Oi

0 origin and Oi
1 origin is inferred from the toler-

ance information, which can be calculated by the SPS Device. Thus, the next step of the
experiment is to measure the surface runout of the workpiece. The measurement results
are shown in Table 2.
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Table 2. Measurement of workpiece geometric tolerance

Measured
items

Concentricity Parallelism Datum

Value (mm) Phase angle (°) Value (mm) Phase angle (°)

HPT disk
front flange
axial runout

\ \ 0.0058 110 HPT disk rear
flange

HPT disk
front flange
radial runout

0.0049 30 \ \ HPT disk rear
flange

HPT Drum
front flange
axial runout

\ \ 0.0113 256 HPT drum rear
flange

HPT Drum
from flange
radial runout

0.0057 42 \ \ HPT drum rear
flange

Thereafter, Skin Model Shapes of key surfaces are generated from the measured
runout data, as is shown in Fig. 9. Since the existing equipment is a point contact
displacement sensor, repeated measurements are implemented to generate a surface.
After the Skin Model Shapes are generated, contact deviation analysis is performed by
the developed Unity3D program.

Fig. 9. Skin Model Shapes generated from measurement data. a Skin Model Shapes of drum end
surface. b Skin Model Shapes of HPT disk end surface

After the deviation vector is obtained by contact deviation analysis, a complete
numerical assembly analysis can be carried out. According to the optimal assem-
bly phase angle predicted by the SPS device, a workpiece assembly simulation is
carried out. Then, workpieces are assembled and measured. The prediction of the SPS
device, the prediction of the proposed method, and the measurement results are shown
in Table 3.

It can be seen from Table 3 that the prediction result of the proposed method is
30% more accurate in phase angle, and 55% more accurate in concentricity. However,
there is still a difference between the prediction and the measurement result. This may
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Table 3. Comparison of different prediction results and the assembly results

Measured items Measured result SPS prediction Model prediction

Concentricity, value, drum to disk 0.0355 mm 0.0101 mm 0.0240 mm

Concentricity, phase angle, drum to disk 203° 180° 219

be caused by many factors, such as inaccurate measurement, elastic deformation of
the workpiece, internal stress between parts caused by the assembly, and so on. Future
works in these aspects are designed to achieve a more accurate prediction model under
the multi-physical environment.

6 Conclusion

Aiming at the stacking assembly process of aero-engine rotor components, this paper
presents a new virtual assembly method combining 3D dimension chain and SkinModel
Shapes. To improve the prediction accuracy of aero-engine stacking assembly, the influ-
ence of surface feature deviation on assembly accuracy is analyzed by Skin Model
Shapes, and the influence of geometric deviation transfer between parts is modelled by
spatial dimension chain. The effectiveness of the proposedmethod is validated by numer-
ical simulations and assembly experiments. Results show that the simulation accuracy
can be effectively improved by considering the influence of surface feature deviation on
assembly accuracy.
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Abstract. Considering the ground-to-flight difference in solid rocket motor and
uncertainties on motor performance parameters at the shutdown point, this paper
proposes a method for online identification and prediction of solid rocket motor
performance. The calculation model of the nozzle throat diameter and the pro-
pellant burning rate are established based on the analysis of internal correlation
between motor parameters. Then by means of the real-time measured data from
the missile-borne sensor, throat diameter and burning rate can be calculated. After
the model parameters of throat diameter and burning rate were identified by the
recursive least square algorithm, the shutdown time and thrust-time characteristics
can be predicted based on identification results and prediction model. The simula-
tion results show that this method has high identification and prediction accuracy,
and could provide a feasible solution for online identification and prediction of
the performance parameters of solid rocket motor.

Keywords: Solid rocket motor · Online identification · Prediction

1 Introduction

Solid rocket motor (SRM) has been widely used in launching vehicle and missile.
Because the uncertainty of flight environment and ground-to-flight difference would
cause a degree of fragmentation in motor performance parameters, such as thrust, shut-
down time, which would cause deviation in speed and position at the shutdown point.
Hence, the ground-to-flight difference has aroused extensive attention from international
scholars in order to refine the design and control [1].

A great deal of researches have been conducted on SRM flight performance. By
studying different elements that influencing the flight performance of VEGA motor
which developed by European Space Agency (ESA), the ablation of the nozzle throat
would cause obvious change in thrust efficiency and combustion efficiency [2–4]. By
means of numerical simulation, it found out that thrust and pressure could be influenced
by throat ablation and burning rate, and the change of throat ablation and burning rate
had a great influence on pressure and thrust [5, 6]. Through analysis of the influence
on motor performance which caused by thermal protection & liner ejected mass and
deposition mass, it pointed out that further research should be taken on the changing
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low of deposition quality and throat diameter under flight overload condition [7, 8]; In
terms of static firing tests, it found out that lateral flight overload would cause eccentric
ablation of nozzle throat lining [9]; Based on apparent acceleration model and motor
internal ballistic model, the identification of specific impulse could be realized [10,
11]; Based on static firing test, identification model of nozzle throat ablation that could
reflect the throat diameter changing law was established, and it could provide help for
the prediction of the motor internal ballistic performance [12]. The change of the throat
diameter could be regarded as a grey-box system, and differentmodelwere established to
describe the change of the throat diameter, then the model parameters could be identified
[13]. By means of neural network, the complex nonlinear relationship between specific
impulse and its influencing factors could be described, and the prediction level of SRM
performance could also be improved [14].

The above researches show that the ablation of nozzle throat and the deviation of
propellant burning rate in actual flight are important influencing factors for thrust devi-
ation. In this paper, SRM motor performance calculation model is proposed based on
measured data. Subsequently, online identification is performed to identify the model
parameters based on calculation result. Finally, motor performance shutdown time and
thrust-time data are predicted. This work could serve as a basis for the online trajectory
planning and guidance of the aircraft in the boost stage and the subsequent flight stage.

2 The Strategy of Online Identification and Prediction

Fig. 1. Process of online identification and prediction of SRM parameters.

System identification is used to determine the mathematical model of the system
through measurable input and output data [15]. If the system model structure has been
determined, system identification could be simplified to the problem of model parameter
estimation, namely parameter identification, which involves the mathematical model of
the system, the input and output data of the observed system, and parameter estimation
methods.
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In order to realize parameter identification of SRM, it first needs to establish the
parameter model to be identified. However, the relationship between the motor perfor-
mance parameters, such as the shutdown time, thrust, mass flux, and throat diameter are
related to each other, so the online identification of motor performance parameters is a
dynamic iterative process. Then by means of establishing appropriate aircraft dynam-
ics model, such as motor performance calculation model, parameter model that need
to be identified, and prediction model, the performance parameters could be estimated
and updated, based on real-time measured information in actual flight, and the internal
ballistic performance of the motor could be predicted.

In order to simplify the model and make it suitable for online identification, the
following four assumptions are proposed [12, 16]:

(a) C∗ denotes propellant characteristic velocity, it is known and remains unchanged
during the identification process.

(b) Compare to the thrust, the aerodynamic force in the booster stage is a small amount.
Therefore, the aerodynamic coefficient has no deviation in actual flight.

(c) The burning surface-wall thickness changing law obeys the design.
(d) The cross-sectional area of the nozzle outlet Ae is a constant value. Based on the

above assumptions, our identification and prediction strategy is shown in Fig. 1.

3 Online Identification and Prediction Method

3.1 SRM Performance Calculation Model

According to the real-time apparent acceleration of the aircraft measured by the missile-
borne sensors and the real-time updated aircraft mass m and aerodynamic drag X , the
current thrust F∗ can be calculated through the aircraft dynamics model [3].

F∗ = ma + X (1)

m = m0 −
ta∫

0

PCAt

C∗ dt −
ta∫

0

mindt (2)

X = 1

2
ρV 2CX S (3)

In the above formulas, m0 is the take-off weight of the aircraft, t is the current time,
pc is the pressure of the combustion chamber, min is the mass flux corresponding to the
negative mass of the engine, and is the known quantity determined through ground tests,
ρ is the atmospheric density, V is the current flight speed, CX is the aerodynamic drag
coefficient, and S is the reference area of the aircraft.

Take the initial throat area as the initial value of the throat area iteration At,i, then
the corresponding mass flux ṁi can be obtained by Eq. (4).

ṁ = pcAt

C∗ (4)
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Since Ae is constant value during the flight, the value of Ae/At can be obtained. Then
through equation pe/pccan be obtained.

Ae

At
= �

(
pe
pc

) 1
k

√
2k
k−1

[
1 −

(
pe
pc

) k−1
k

] (5)

In the formula, the specific heat ratio k and � of gas are obtained through
thermodynamic calculation.

Bring pe/pc into the following Eq. (6), the exhaust speed and vacuum exhaust speed
can be calculated. ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ueo =
√√√√ 2k

k − 1
RTf

[
1 −

(
pe
pc

) k−1
k

]

uefo = ueo + Aepe
CDAt,ipc

(6)

In the formula, CD = 1/C∗.
After obtaining the vacuum exhaust velocity uefo and the mass flux ṁi, the

corresponding thrust can be calculated by Eq. (7).

Fi = ṁ · uefo − AePa (7)

In the formula, Pa is the ambient atmospheric pressure, which is calculated by the
atmospheric parameter model and the altitude of the aircraft.

The function relation between thrust, mass flux and throat area Fi = f (ṁAt) is
established.

After obtaining the actual thrust F∗, construct the iteration format as follows:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ε = At

εi+1 = εi + (F∗ − Fi)
�ε

(F ′ − Fi)

Fi = f (ṁ, εi)

F ′ = f (ṁ, εi + �ε)

(8)

Set�ε = 1e−8m, and the termination condition of iteration is that the error between
F∗ and Fi is less than 0.1 N.

With the calculated throat area At and mass flux ṁ, the throat diameter d and burning
rate r can be calculated by the follow formulas.

d =
√
4At

π
(9)

r = ṁb/ρpAb (10)

In the formula, ρp is the propellant density, and Ab is the burning surface calculated
by the known burning surface—thickness law.
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3.2 Throat Diameter Model and Propellant Burning Rate Model

The mechanism of throat ablation is related to the propellant components and the type
of throat liner. Although the influencing factors are complex, but most of the changes in
throat diameter over time can be described by polynomial models [12, 13]. For studied
motor in this paper, the throat ablation law obtained from ground tests approximately
satisfies the linear ablation law, so this article uses a quadratic polynomial to describe
throat diameter d:

r(t) = a0 + a1(t − t1) + a2(t − t1)
2 (11)

In the formula, a0 is the coefficient of the zero degree term, a1 is the coefficient of
the first order term, and a2 is the coefficient of the quadratic term, t1 is the time when
the throat diameter begins to change, t is the current moment.

Regardless of the influence of erosive burning, the burning rate model adopts the
exponential model in Eq. (12).

r = apnc (12)

In the formula, a is the burning rate coefficient, and n is the burning rate pressure
index.

Because the coefficients in the burning rate model need to be identified online, the
model needs to be linearized. A convenient form can be obtained by taking the logarithm
of both sides of Eq. (12)

ln(r) = ln(a) + n ln(pc) (13)

Based on the selected burning rate and throat diameter models, it is considered that
the order and structure of the throat diameter and burning rate models remain unchanged
during flight, while the model parameters would change. Therefore, the five coefficients
of a0, a1, a2, a, n need to be identified online.

3.3 Online Identification Method

Commonly used online identification algorithms include recursive least squares method
(RLS), recursive maximum likelihood method, Kalman filter method and so on. The
recursive maximum likelihood method can identify both linear and nonlinear models,
while the recursive least square method is suitable for linear models. Considering that
the throat diameter and burning rate models used in this article can be converted into
linear models, so the recursive least squares algorithm is used for SRM parameters
identification. The principle of this method is as follows:

Suppose the model of the parameters to be sought is

y(j) = hξ (j)ξ + υ(j) (14)

In the formula, ξ is the parameter vector to be estimated. In this section, ξ̂j is used
to refer to the parameter estimated value obtained by the observation data before time j,
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y(j) is the observation vector, υ(j) is the observation noise, and hξ (j) is the observation
matrix. Then the total equation composed of time j and the observation equation before
time j is

Y (j) = H (j)ξ + Vξ (j) (15)

So there is

Y (j + 1) =
[

Y (j)
y(j + 1)

]
(16)

H (j + 1) =
[

H (j)
hξ (j + 1)

]
(17)

HT (j + 1)H (j + 1) =
[

H (j)
hξ (j + 1)

]T[
H (j)

hξ (j + 1)

]
(18)

Define the informationmatrixB = HTH , note thatP = B−1, according to thematrix
inversion formula

P(j + 1) = P(j) − K(j)hξ (j + 1)P(j) (19)

Among them, the gain matrix

K(j) = P(j)hTξ (j + 1)
[
I + hξ (j + 1)P(j)hTξ (j + 1)

]−1
(20)

Combined with the least squares estimation criterion

ξ̂j =
[
HT (j)H (j)

]−1
HT (j)Y (j)

ξ̂j+1 =
[
HT (j + 1)H (j + 1)

]−1
HT (j + 1)Y (j + 1)

(21)

Derive the parameter estimation in the recursive form:

ξ̂j+1 = ξ̂j + K(j)
[
y(j + 1) − hξ (j + 1)ξ̂j

]
(22)

Equations (20), (21), (23) constitute the calculation equations of the recursive least
square method.

3.4 Motor Performance Prediction Model

The motor performance prediction model is the motor interior ballistic model which
based on online identification results to update motor parameters. With the identification
results, the prediction model can realize the prediction of the motor shutdown time and
the thrust-time data.

pc = (
aρC∗Ab/At

)1/(1−n) (23)
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F = CFpcAt (24)

CF = �

√√√√ 2k

(k − 1)

[
1 −

(
pe
pc

) k−1
k

]
+ Ae

At

(
pe
pc

− pa
pc

)
(25)

In the above equations, At and r are both updated by online identification. The
definition of each parameter in the formula can be found in reference [11].

4 Numerical Simulation

4.1 Example Design

Taking a single-chamber dual-thrust solid rocket motor as an example to verify the
feasibility of online identification and prediction of motor performance parameters. By
comparing the deviation between thrust-time data under design conditions and online
prediction data, evaluate the performanceof online identification andpredictionmethods.
To acquire the actual measured value of the sensor in actual flight, using the simulation
method that adding themeasurement error on the acceleration and pressure data obtained
by the standard ballistic simulation to construct the measured data.

The motor throat liner adopts C/C composite material, and the propellant adopts
a three-component composite solid propellant. The parameters in the throat diame-
ter model and the propellant burning rate model are taken respectively a0 = 0.04,
a1= 3.0853e − 4, a2= −1.0992e − 5, a = 0.010325, n = 0.25 as the design reference
value.

Suppose the sampling frequency of the measuring sensor is 200 Hz, the range of
the pressure measuring sensor is 0-10 MPa, and the acceleration measurement range is
0–10 g. In order to test the influence of the sensor accuracy on the identification result,
three simulation verification examples were designed by combining different accuracy
of the sensor, and the indicators are shown in Table 1.

Table 1. Combination of sensor accuracy.

Example Pressure (FS) (%) Acceleration (FS) (%)

1 0.05 0.1

2 0.05 0.5

3 0.1 0.5

4.2 Result and Analysis

Based on the throat diameter and burning rate calculated online, the recursive least
squares algorithm is used to identify a0, a1, a2, a, n in the throat diameter and burning
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rate model. The identification results of the model parameters are shown in Figs. 2,
3, 4, 5, and 6. The identification results of most parameters converge to the reference
value within 3s. The change of measurement accuracy has a obvious influence to the
identification results. Among these examples, the combination example 1 with the high-
est measurement accuracy has the highest identification accuracy, and the combination
example 3 with the lowest measurement accuracy has the worst identification accuracy.
The results of parameter identification accuracy under different measurement accuracy
are shown in Table 2.

Table 2. Parameter identification accuracy.

Parameter Example 1 (%) Example 2 (%) Example 3 (%)

a0 0.002 0.005 0.006

a1 0.8 2.5 3.5

a2 0.15 0.2 5

a 0.4 1.5 0.9

n 0.21 0.30 0.33

Fig. 2. Identification curve of a0.
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Fig. 3. Identification curve of a1.

Fig. 4. Identification curve of a2.
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Fig. 5. Identification curve of a.

Fig. 6. Identification curve of n.
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After obtaining the parameters of the throat diameter model and the propellant burn-
ing rate model, by means of the motor performance prediction model, the performance
parameters can be predicted. Adopt the identification result of example 3, the predic-
tion result of motor performance is shown in Fig. 7, tp represents the time when the
prediction starts, and based on the identified parameters acquired at this time, the motor
performance is predicted in the remaining time.

Figure 7 implies that when the predictions are taken from the 1 s and 2 s, the motor
performance prediction exists a certain degree of deviation on shutdown time and thrust-
time data, and when the prediction starts from 3 s, the prediction result is more consistent
with the reference value. The reason is that the values of the parameters to be identified
directly affect the prediction accuracy, and the online identification algorithm needs to
accumulate certain data before the identification results converge to the reference value.
As shown in Figs. 2, 3, 4, 5, and 6, the identification parameters converged after 3 s, so
when the prediction started from this moment, the motor performance prediction value
has a higher accuracy.

Fig. 7. Prediction of motor performance.

5 Conclusion

In order to address the problem of ground-to-flight difference in motor performance
might caused by throat ablation and change in burning rate, this paper proposes amethod
of online identification and prediction for SRM parameters. Based on the online mea-
sured data, throat diameter and propellant burning rate can be calculated. By means of
constructing the model of throat diameter and propellant burning rate, the model param-
eters are identified, then the prediction of motor performance is realized, based on the
identification results. The simulation results show that:
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(a) The proposed online identification and prediction strategy can complete the online
identification of motor throat diameter and burning rate model parameters, could
realize the online prediction of thrust-time performance, and it would also pro-
vide support for online trajectory planning and guidance in the boost phase and
subsequent flight phases.

(b) The accuracy of the measuring sensor has an important influence on the accuracy of
online identification and prediction. To ensure the effectiveness of online identifi-
cation and prediction, the accuracy of acceleration and motor combustion chamber
pressure measurement should be improved as much as possible.

The method in this paper provides a feasible solution for online identification and
prediction of the performance parameters of SRM. However, withnot considering the
influence of aerodynamic deviation and thrust deflection on identification and prediction,
the relatedmotor performancemodel is simplified to a certain extent. So these researches
will be carried out in the future.
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Abstract. Due to the error of target indication, the existing laser beam riding
guidance weapon system is difficult to intercept the long-range target accurately.
In order to solve this problem, a multi-missile coverage interception strategy is
proposed in this paper: the total number ofmissiles determined is decomposed into
a finite batch, and the interception probability is improved by adjusting the posi-
tion of the same group of missiles in the interception plane. In addition, this paper
proposes an Improved Grey Wolf Optimizer (IGWO). Based on the traditional
Grey Wolf Optimizer, this algorithm generates the initial population uniformly
by Hammersley sequence, and adopts a nonlinear convergence factor adjustment
method, which can quickly and effectively optimize the location of the missiles.
The simulation results show that the improved grey wolf optimizer improves the
search accuracy, stability and convergence speed greatly. The multi-missile cover-
age interception strategy based on the improvedgreywolf optimizer can effectively
improve the interception accuracy.

Keywords: Multi-missile coverage interception strategy · Improved grey wolf
optimizer · Hammersley sequence

1 Introduction

Themodern battlefield environment becomesmore andmore complex,many countries in
theworld attachmore andmore importance to long-range precision strikeweapons [1]. In
many types of guided munitions, the guidance technology mainly includes autonomous
guidance technology, remote control guidance technology, homing guidance technology
and compound guidance technology. Remote guidance is a kind of guidance technology
that sends guidance information to the ammunition through the guidance station to guide
the ammunition to the target or the predetermined area [2]. Among all kinds of guidance
technology, Optical (laser) beam riding guidance is an important way of remote control
guidance.Under the continuous promotion of the development of laser technology,China
has been equipped with a large number of laser beam guided ammunition.

Beam riding guidedweapon system iswidely used because of its strong anti-jamming
ability, simple structure and low cost [3]. After the missile is launched, the guidance
station generates the guidance beam with the center line of the beam aligned with the
target. The missile senses its relative position in the guidance beam by the equipment
on the missile, generates control command to guide the missile to fly along the center
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line of the beam, and finally hits the target. However, the existing beam riding guidance
system is difficult to intercept the long-range target accurately. The main reason for this
phenomenon is that the guidance station has the target indication error in the process
of controlling the guidance beam to track the target, and the error increases with the
increase of the distance between the guidance station and the target. For example, when
a missile intercepts a target 10 km away, an indication error of 0.5mil will result in a
deviation of 5 m in the intercept plane, which greatly reduces the probability of the
missile intercepting the target.

In order to solve this problem, this paper proposes a multi-missile coverage inter-
ception strategy under beam riding guidance system. This strategy divides the missiles
into some groups. Meanwhile, an improved Wolf pack algorithm with high searching
accuracy, good stability and fast convergence is proposed to optimize the intersection
positions of the same group of missiles. The interception accuracy of the beam steering
guidance system against the long-range target is greatly improved.

2 Multi-missile Coverage Interception Strategy

2.1 Brief Description of the Strategy

When a ground weapon system intercept s an important target, it usually needs to launch
multiple missiles to increase the interception probability. If the target has no damage
accumulation and each batch launches 1 missile with the same probability, then the
probability of missiles can be expressed as

Pn = 1 − (1 − P1)
n (1)

It can be seen from Fig. 1 that the increase of interception probability is not directly
proportional to the number ofmissiles consumed. It is inefficient to increase the intercept
probability simply by increasing the number of missiles consumed.

Therefore, this paper proposes a multi-missile coverage interception strategy, which
mainly includes:

(1) Decompose the determined number of missiles into finite groups.

n = n1 + n2 + · · · nm (2)

(2) Adjust the intersection position of the same group of missiles and calculate the
intercept probability Pni .

(3) Calculate the overall intercept probability.

Pn = 1 −
n∏

i=1

(
1 − Pni

)
(3)
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Fig. 1. Interception probability of n missiles

2.2 Intercept Probability of Multiple Missiles in the Same Group

The experimental data and theoretical analysis show that under the influence of the
indication error, the virtual target point pointed by the center line of the beam is normally
distributed near the real target point [4]. In the intersection plane ofmissile and target, the
real target point is taken as the coordinate origin, then the distribution density function
of virtual target point is

f (y′, z′) = 1

2πσyσz

√
1 − r2yz

exp

⎡

⎣− 1

2
(
1 − r2yz

)
((

y′)2

σ 2
y

− 2ryzy′z′

σyσz
+

(
z′

)2

σ 2
z

)⎤

⎦ (4)

where σy and σz are the respective root mean square differences of guidance error along
y′ axis and z′ axis, and ryz is the correlation coefficient of the linear correlation degree
of the two-dimensional random variable of guidance error.

The guidance information of a missile mainly comes from the deviation between
itself and the center line of the beam which can only point to the virtual target point.
Therefore, in this paper, the coordinate origin is shifted to the virtual target point, then
the distribution density function of the real target point position corresponds to (5).

f (y, z) = f (−y′,−z′) = 1

2πσyσz

√
1 − r2yz

exp

⎡

⎣− 1

2
(
1 − r2yz

)
(
y2

σ 2
y

− 2ryzyz

σyσz
+ z2

σ 2
z

)⎤

⎦

(5)

Set the killing range of the missile as R, then the rendezvous between multiple
missiles in the same group and the target is shown in Fig. 2.
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Fig. 2. Missile and target distribution

The missile interception probability can be expressed as

P =
¨

�

f (y, z)dydz (6)

where� represents the impact coverage area of the missile, when the number of missiles
in the same group is single

� = �m1 : (x − xm1)
2 + (y − ym1)

2 ≤ R2 (7)

when there are multiple missiles in the same group, the impact coverage area of the
missile is given by

� =
n⋃

i=1

�mi (8)

To calculate (6) by numerical integration, it is necessary to define the boundary of
the intercept coverage area. However, when there are more than one missile in the same
group, the boundary of the covered area is difficult to be expressed. For this reason, this
paper adopts the stochastic simulation theory to complete the calculation of interception
probability through the following three steps.

Step 1: Produce a large number of real target points (yt, zt) according to the
distribution density function (5).

Step 2: Decide whether the real target point is in the intercept coverage area and
record it.

Step 3: Count all points in the intercept coverage area and divide that number by the
total number of points in step 1 to get the intercept probability.

In the stochastic simulation theory, the selection of the total number of random
points has a great influence on the accuracy of calculation results. The Coefficient of
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variation (C · V ) of interception probability can reflect the calculation accuracy of the
above algorithm. C · V is a normalized measure to evaluate the degree of dispersion of
a statistic and is defined as the ratio of standard deviation to mean value.

The algorithm is run 1000 times, each time the algorithm produces N points and the
interception probability is calculated.

The coefficient of variation curve as shown in Fig. 3.

Fig. 3. The coefficient of variation curve

Figure 3 showsC ·V of interception probability corresponding to differentN . As can
be seen from Fig. 3, when n = 2, 3, 4, 5, the coefficient of variation decreased with the
increase of the total number of random points, which indicated that that the reliability
improves when the total number of random points increases. However, the increase of
the total number of random points will also lead to a rapid increase in the simulation
time. Therefore, the total number of random points is set as 1000 in this paper.

3 Missile Location Optimization Based on IGWO

Obviously, when the number of missiles in the same group is only one, the intersection
position of missiles in the center of the intersection plane will maximize the probability
of interception. When the number of missiles in the same group is more than one, the
optimal intersection position of the group of missiles cannot be obtained intuitively, and
it needs to be calculated by the optimization algorithm. In addition, in this case, the
interception probability can be regarded as a function whose independent variable is the
position of the interchange point of the same group of missiles. To solve the optimal
value of the function, at least 2ni(i = 1, 2 · · · ,m) functions need to be considered, which
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requires high optimization ability of the optimization algorithm. Therefore, this paper
uses an improved grey wolf optimization algorithm to solve the optimal interception
probability.

Grey Wolf Optimizer (GWO) is a new group search method which simulates the
social hierarchy mechanism and predation behavior of grey wolf in nature [5]. GWO
algorithm is widely concerned because of its advantages of fast convergence and few
parameters [6, 7].

However, the basic GWO algorithm, like other group search methods, is easy to
fall into local optimality. In order to avoid falling into local optimum, Zhu proposed a
hybrid GWO algorithm for function optimization based on the DE algorithm [8]. By
introducing the dynamic evolutionary population technique into GWO algorithm, the
global optimization ability of GWO algorithm is improved [9].

In this paper, the initial population is generated uniformly by Hammersley sequence,
and then a nonlinear convergence factor adjustment strategy is proposed to enhance the
global optimization ability of GWO algorithm.

3.1 The Traditional Grey Wolf Optimizer

The grading mechanism of gray wolf population is shown in Fig. 4, which consists of
four grades: α, β, δ, ω. Lower-ranking wolves strictly obey higher-ranking wolves. In
the process of hunting, the three wolves with the best ability in turn are α, β, δ, these
three wolves guide the other wolves to the target search.

Fig. 4. The Wolf group level distribution

GWO defines a form of operation ‘.∗’ which means to multiply the corresponding
elements of two vectors.

The main algorithm to update the positions in GWO are (9) and (10).

D = |C. ∗ XP(t) − X(t)| (9)

X(t + 1) = XP(t) − A. ∗ D (10)

whereXP is the location of the prey,X(t) represents the position vector of the individual
gray wolf in the t generation,A and C are coefficients, A and C can calculated by (11)
and (12).

A = 2a. ∗ r1 − a (11)
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C = 2r2 (12)

where the elements of r1 and r2 are pseudorandom numbers from 0 to 1, the elements
of a decrease linearly with the number of iterations from 2 to 0.

When |A| > 1, the wolf pack spreads out, expanding the search area, corresponding
to the global search, when |A| < 1, the grey wolf pack shrinks the area surrounded,
corresponding to local search.

The whole pack reaches the prey and attack by updating the position based on the
best locations of the α, β, δ.

Dα = |C1. ∗ Xα − X(t)| (13)

Dβ = ∣∣C2. ∗ Xβ − X(t)
∣∣ (14)

Dδ = |C3. ∗ Xδ − X(t)| (15)

X1 = Xα − A1. ∗ Dα (16)

X2 = Xβ − A2. ∗ Dβ (17)

X3 = Xδ − A3. ∗ Dδ (18)

X(t + 1) = (X1 + X2 + X3)/3 (19)

The convergenceof theGWOalgorithmcanbeprovedbyMarkovprocess. Therefore,
after a finite number of iterations, the optimal solution can be obtained with the GWO
algorithm.

3.2 Improved Grey Wolf Optimizer

3.2.1 Initialize the Grey Wolf Population with a Hammersley Sequence

For the swarm intelligence optimization algorithm based on population iteration, the
quality of the initial population affects the global search speed and the quality of the
algorithm greatly, and good diversity of the initial population can effectively improve the
optimization performance of the algorithm [10]. However, the standard GWO algorithm
uses random population initialization before iteration, which makes it difficult to ensure
initial population diversity. Therefore, this paper proposes a population initialization
method based on Hammersley sequence.

Hammersley sequence is a low-difference sequence that covers thewhole spacemore
completely, and its mathematical description is as follows [11]:

For any non-negative integer i and prime base p, Define a set of sequences

i =
r∑

k=0

akp
k (20)
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i =
r∑

k=0

akp
k (21)

where ak ∈ [0, p − 1].
	p(i) can be determined by (20) and (21), and 	p(i) ∈ (0, 1).
In D-dimensional sampling space, take a sequence of isomers p1, p2, . . . , pD−1.

Correspondingly, we can get the sequence	P1,	P2 , . . . , 	PD−1 .The Hammersley point
is defined as

xi =
(

i

N
,	P1(i), · · · ,	PD−1(i)

)
, i = 0, 1, 2, · · · , n − 1 (22)

Pseudo-random sequence (PN sequence) and Hammersley sequence (HM sequence)
were used to generate 200 individuals of the initial population, respectively. As shown in
Fig. 5, it is obvious that Hammersley sequences are more uniform than pseudo-random
sequences. Therefore, using Hammersley sequence to generate the initial Wolf pack can
uniformly cover the whole space, effectively avoiding the algorithm falling into the local
optimal solution, and improving the global convergence.

Fig. 5. Initial grey wolf population

3.2.2 Convergence Factor Adjustment Strategy

All swarm intelligence optimization algorithms have two kinds of behaviors in the opti-
mization process: global search and local search. We can only quickly and accurately
find the global optimal solution by balancing these two behaviors. Strong global search
ability can maintain the diversity of the population, but increase the convergence time
of the algorithm. Strong local search ability can realize small area accurate search, but
can be easy to fall into local optimal. Therefore, it is necessary to coordinate the ability
of global search and local search to increase the optimization performance of GWO
algorithm.

In GWO algorithm, the value of A affects the global search and local search ability
of GWO algorithm. As can be seen from (11), the change of A mainly comes from
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the change of the convergence factor a, which decreases linearly from 2 to 0 with the
number of iterations. However, GWO changes non-linearly in the search process, and
the linear decreasing mode of convergence factor a cannot fully reflect the actual search
process [12]. Therefore, this paper proposes a new formula for the convergence factor
of nonlinear change:

a(t) = 2 cosk
(

π t

2T

)
(23)

where a represents the element of a,t is the number of current iterations, T is the max-
imum number of iterations, k is the nonlinear regulation coefficient. In this paper, the
value of k is 0.1.

From (23), it can be seen that the convergence factor a changes non-linearly and
dynamically with the increase of iteration times, effectively balancing the global search
ability and local search ability.

3.3 Missile Location Optimization Process

The optimization process of the missile position on the intersection plane is shown in
Fig. 6.

Fig. 6. Missile location optimization process

4 Simulation

4.1 Simulation of IGWO

In order to illustrate the superiority of IGWO algorithm, this paper compares IGWO
algorithmwith basic GWOalgorithm and PSO algorithm, conducts optimization tests on
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common benchmark test functions, and conducts comparative analysis from the aspects
of algorithm mean value and standard deviation. Table 1 gives the specific information
of the benchmark functions, where F1,F2 are single-peak benchmark functions, F3
is multi-peak benchmark function, and F4 is fixed-dimension multi-peak benchmark
function.

In order to reduce the impact of randomness on the results, each algorithm is used
to solve the same function for 200 times. The average value of the 200 running results is
used to evaluate the optimization ability, and the standard deviation is used to evaluate
the stability of the optimization result. The optimization results of IGWO algorithm,
GWO algorithm and PSO algorithm for the test function are shown in Table 2.

Table 1. Benchmark function details

Name Test function Dimension Range Min

Sphere F1(x) = ∑n
i=1 x

2
i 30 [−100,100] 0

Quartic F2(x) = ∑n
i=1 ix

4
i + random[0, 1) 30 [−1.28,1.28] 0

Rastrigin F3(x) = ∑n
i=1

[
x2i − 10 cos(2πxi) + 10

]
30 [−5.12,5.12] 0

Goldstein
Price

F4(x) =
[
1 + (x1 + x2 + 1)2

(
19 − 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22

)]

×
[
30 + (2x1 − 3x2)

2 ×
(
18 − 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22

)] 2 [−2,2] 3

Table 2. Simulation Result

Function IGWO GWO PSO

Mean Standard
deviation

Mean Standard
deviation

Mean Standard
deviation

F1 8.817e-53 2.142e-52 7.829e-31 1.375e-30 0.000134 1.55e-4

F2 3.4394e-04 1.4314e-04 0.0015 7.6286e-04 0.0845 0.04

F3 0.04 0.8 2.64 3.84 89 20

F4 3.00002 2.262e-05 3.00004 4.599e-05 3 0

As can be seen from Table 2, compared with GWO algorithm, IGWO algorithm is
superior to GWO algorithm in both mean value and standard deviation. Compared with
PSO algorithm, except F4, the global optimization ability and optimization stability of
IGWOalgorithm are obviously better than PSO algorithm. Therefore, we believe that the
IGWO algorithm is effective, showing obvious advantages in finding the global optimal
solution and algorithm stability.
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Figure 7 shows the convergence curves of three algorithms for different benchmark
functions. As can be seen from Fig. 7, compared with GWO and PSO algorithm, IGWO
has faster convergence speed and higher convergence accuracy.

Fig. 7. Function convergence curve

4.2 Simulation of Multi-projective Coverage Interception Strategy

When the indication error exists, the main factors that affect the interception accuracy
are guidance deviation, missile killing range, and the number and location distribution of
missiles. This paper mainly studies the influence of the number and location distribution
of missiles on the interception probability when the guidance deviation and the killing
range of missiles are determined.

Therefore, parameters related to guidance deviation and missile killing range are set
as follows

[
σy, σz, ryz

] =
[√

2m, 1m, 1/
√
2
]

(24)



116 B. Song et al.

R = 1m (25)

Figures 8 and 9 show the optimal coverage with 3 and 4 missiles in the same group.
In the case of limited number of missiles, by adjusting the position of the same group
of missiles on the interception plane, the possible actual target points are covered to the
maximum extent. This indicates that the interception strategy proposed in this paper is
effective.

Fig. 8. Beat coverage with 3 missiles in the same group

Fig. 9. Beat coverage with 4 missiles in the same group

Table 3 shows the optimal interception probability corresponding to different cover-
age interception strategies when the number of missiles is fixed. It can be seen that for
a given number of missiles, the interception probability can be effectively improved by
changing the coverage interception strategy, adjusting the number of missiles in different
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groups and optimizing the missile position. In addition, firing only one missile at a time
in each group or using all missiles in the same group does not yield optimal intercep-
tion probabilities. Therefore, it is also necessary to determine the number of missiles in
different batches.

Table 3. Optimal interception probability

Total number of missiles Missile group Interception probability (%)

n = 1 n = n1 = 1 35.9

n = 2 n = n1 + n2 = 1 + 1 58.9

n = n1 = 2 61.2

n = 3 n = n1 + n2 + n3 = 1 + 1 + 1 73.7

n = n1 + n2 = 1 + 2 75.1

n = n1 = 3 74.1

n = 4
n = n1 + n2 + n3 + n4

= 1 + 1 + 1 + 1
83.12

n = n1 + n2 + n3 = 1 + 1 + 2 84.06

n = n1 + n2 = 1 + 3 83.4

n = n1 + n2 = 2 + 2 84.95

n = n1 = 4 83.12

5 Conclusion

The interception probability model of multiple missiles in the same group is established
according to the stochastic simulation theory, and the influence of the total number of
random points on the calculation accuracy of the interception probability is analyzed.

By using Hammersley sequence to generate the initial population evenly, the search
space was covered effectively. This paper proposes a strategy to adjust the convergence
factor of GWO. By controlling the change speed of convergence factor, the global search
ability and local search ability are balanced effectively. From the optimization simulation
results of several benchmark test functions, it can be seen that the search accuracy and
convergence speed of the improved algorithm are greatly improved.

Indicating error has a great influence on interception accuracy in laser beam guidance
system. In order to solve this problem, this paper uses the improved grayWolf algorithm
to optimize the intersection position of multiple missiles in the same group, which
effectively improves the interception probability of the group of missiles. When the total
number of missiles is determined, the number of different batches of missiles is adjusted
to further improve the overall interception accuracy.
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Abstract. Themirror subassembly is the key component of the space optic remote
sensor and the mirror shape is always required to reach high accuracy due to the
crucial importance to the system’s imaging quality. However, the mirror shape
is usually influenced by gravity, temperature, forced displacement and launch
vibrations to distort after leaving earth. The support structure of the subassembly
plays an important role to minimize the impact of above factors while the conflict
of the mirror’s static accuracy and the subassembly’s dynamic strength needs to be
studied. Therefore, based on a � 260 mm-aperture mirror subassembly, a whole
set of flexible support structures was researched. Combiningwith the conventional
ring-type lateral support structure, a discrete-type flexible mounting scheme was
proposed. Materials of the mirror and cell, the micro-stress mounting strategy and
parameters of the flexure hingeswere established aiming atmaintaining high static
precision of the mirror under multi-conditions, and the resilient connector was
optimized by stress deconcentration and viscoelastic materials damping to obtain
adequate dynamic strengthmargin. Finally, the comprehensive performance of the
subassembly was verified eligible by finite element analysis that themirror surface
error RMS was superior to 0.002 λ under objective static conditions with enough
safety margin in the harsh vibrations. In conclusion, the flexible support structure
brought forward by this article is feasible which has general compatibility for
other small-size space mirror.

Keywords: Space mirror · Support structure · Flexible hinge

1 Introduction

The optical mirror is the core component of the space remote sensor whose surface
figure accuracy is of critical importance for the system’s image quality. However, the
surface fidelity usually suffers from static precision aberrations caused by gravitational
release, thermal deformations, and alignment errors during the deployment or working
procedure [1].

Therefore, developing a reasonable support structure is the key approach to achieve
adequate mirror surface fidelity under multiple complex conditions [2]. The support
structures generally involved can be divided into 3 types: lateral support, central support
and bottom support, of which the first way is the simple one that is often adopted for
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mirrors of small aperture. Typically, the mirror is set in a metal ring-type substrate and
rigidly mounted on the main frame. But when the mirror’s size increases to 260 mm or
greater, this strategy can hardly meet the requirements on the mirror’s surface precision
claimed by the optic system [3]. In order to reduce the surface error brought by temper-
ature and assembly as well as ensure adequate strength to stick up to gravity effect and
dynamic environment, research about different kinds of flexible mirror support structure
were carried out successively [2–6].

In this article, a �260 mm-diameter space mirror was expected to maintain surface
figure error root mean square (RMS) at the high precision of less thanλ/60 and survive in
launch vibrations at the same time, thus the idea of combing lateral support with flexible
mounting structure was proposed and a vibrationmitigationmethod by application of the
viscoelastic damping adhesive was studied. Finally, the whole approaches were verified
by the finite element method to be effective and satisfactory.

2 Conventional Lateral Support Structure

A typical method to laterally support the small mirror was using distributed adhesives
to connect the mirror with an annular cell at the lateral side, see Fig. 1. The mirror
subassembly consisted of mirror, annular cell, axial clamps, radial glue spots and axial
glue spots. The mirror was upholded by the cell through the radial glue while the axial
glue only worked to limit the moving range for protection [7].

Usually, the cell was made of titanium alloy and the clamps were connected to the
main frame rigidly. Under this circumstance, when temperature goes up or down, the
mirror will be strongly dragged by the cell to expand or contract as the coefficient of
thermal expansion (CTE) of the two was rather different, and when the subassembly is
mounted with inevitable alignment error or the fitting surface deforms, the mirror will
also be strongly forced to distort. All these factors may cause surface figure degradation
of the mirror.

Fig. 1. Typical mirror support structure.
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3 Study of the Flexible Support Structure

3.1 Research Goal

The mirror discussed in this paper is 260 mm in diameter which was required to keep
the surface figure RMS superior to 1/60λ(λ = 632.8 nm) throughout the whole lifecycle
and withstand the launch vibrations without plastic deformation or failure.

The working conditions taken into consideration include: (1) 1G (9.8 m/s2) gravity
in the assembly direction; (2) Temperature rise of 5 °C; (3) 0.02 mm translational or 10”
rotational aberration of the fitting surface; (4) Target level of random vibration.

With such high precision demand, the goal of this paper is to reduce the surface error
RMS caused by (1) ~ (3) to less than 0.002λ and ensure the stress safety margin of all
parts to be higher than (3 in 4).

3.2 Kinematic Support Principle

To largely release the distortion stress passed from themain frame, the kinematic support
method was investigated. As Fig. 2 presents, the mirror-cell-clamp (MCC) module was
mounted on the main frame through three connectors. In order to set the module at
a determinate position free of redundant restrictions, a statically determinate structure
with zero degree of freedom (DOF) was proposed.

Fig. 2. 2 DOF of the MCC’s connector.

The DOF of the spatial mechanism without general constraint is shown as follow [8]

W = 6(n − 1) −
5∑

k = 1

(6 − k)Pk (1)

where W denotes the whole DOF of the mechanism, (n − 1) denotes the number of
moving parts, Pk denotes the number of k-level kinematic pair and k denotes the number
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of kinematic pair’s constraints. As for the mirror subassembly in Fig. 2, each connector
has a 2 DOFmotion pair with the revolving DOF Rt and Rr which takes on 4 constraints.
Therefore, P1 ~ P3, P5 = 0, P4 = 3, and (n − 1) = 1. It can be deduced that the MCC’s
DOF is zero which can meet the requirements for exact restriction.

3.3 Preliminary Design

3.3.1 Structure Composition

Due to the inevitable frictions, fit clearance, transmission error and creep issues of the
rigid motion pairs would greatly increase the design complexity and impair the sys-
tem accuracy [9], the specially designed resilient connector which could realize high-
precision movement in a small range [10] will be used to simulate the required rotational
DOF. The mirror subassembly consisted of the MCCmodule and three resilient connec-
tors, which adopted 2 orthogonal circular-arc flexible hinges to simulate the 2 rotational
DOF with relatively high rigidity and good machining accuracy, see Fig. 3.

a) Model of the mirror subassembly

b) Detailed characteristic of the connector

Fig. 3. Preliminary structure composition

3.3.2 Material Selection

The silicon carbide (SiC) ceramics has relatively high rigidity, low CTE, moderate
density and good dimensional stability, so it was choosed as the mirror material to
design a lightweight and stable optical element. To reduce the optical distortion caused
by the mirror and cell’s inconsistent expansion or contraction, materials of both need
to be thermal adaptive. Carbon fiber reinforced silicon carbide ceramic matrix (C/SiC)
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composites, as a promising structural material in the aerospace field, has relatively high
specific strength with CTE close to the SiC ceramics. So, it was choosed as the cell
material to provide reliable and compliant support for the mirror.

As the other parts were not joint with the mirror directly and expected to be high-
strength and lightweight, so the titanium alloy was choosed in synthetical consideration.

Materials of the main components of the mirror subassembly and their detailed
performance parameters are listed in detail in Table 1. In awhole, themirror subassembly
only weighs 2.1 kg.

Table 1. Performance parameters of materials.

Material Elastic modulus
E/(Gpa)

Poisson’s ratio μ Density ρ/(g/cm3) CTE α/(μK−1)

SiC 350 0.17 3.12 2.5

C/SiC 70 0.3 2.5 1.6

Titanium alloy 110 0.32 4.5 9.1

3.3.3 Mounting Principles

Based on the flexible support structure, a micro-stress mounting strategy was proposed
to further reduce the initial discomfort of the mirror brought by assembly. The overall
idea is firstly, fit the MCCmodule to the main frame at the theoretical position through a
special non-contact tooling, secondly locate the connectors by the corresponding clamp
and assemble them to the main frame with bolts, then remove all the temporary toolings,
finally inject the glue filler to the jagged clearance through the injection channels and
holes with the help of the dedicated tooling and wait the glue filler became dry, see
Fig. 4. That is, the clamps and connectors will join with tiny stress.

3.3.4 Parameter Design of the Flexible Hinge

The parameters of the flexible hinge are associated with the bracing stiffness of the
connector which need to be suitable to resolve the conflict between error unloading
capability and dynamic carrying capacity. The rotational stiffness of the circular-arc
flexible hinge K is the key to design which can be expressed as [11]

K = Mz/αz ≈
(
2Ebt5/2

)
/
(
9πR1/2

)
(2)

where Mz denotes the torque exerted on the hinge, αz denotes the rotation angle of
the hinge, E denotes the material’s elastic modulus, b denotes the width of the hinge, t
denotes the thickness of the thinnest place of hinge section, and R denotes the radius of
the circular arc, see Fig. 5.

According to Eq. (2), the argument t impacts most which need to be focused on
in subsequent optimization. Therefore, the value of b and R were pre-set based on
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a) Make up of the clamp-conncetor module

b) The reselient connector hidden

Fig. 4. Assembly elements of the clamp-connector module.

Fig. 5. Parameters of the circular-arc hinge.
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the structure size and process requirements. Suppose bi, Ri and ti denotes the relative
parameters of the flexible hinge i (see Fig. 3), b1 = 28 mm, b2 = 48 mm, and R1 = R2
= 0.5 mm. With the aid of finite element analysis (FEA), the optimal value of t1 and t2
were finally found at 0.6 mm to meet the forced displacement unloading need.

4 Analysis and Improvement

4.1 Static Precision Analysis

To show the beneficial effects of the support structure proposed by this paper, the surface
error RMS of the following two types of mirror subassembly were analyzed by the FEA
method respectively: (A) Typical type: the subassembly fitted with hard link, using
the titanium alloy cell; (B) New type: the subassembly fitted with the special resilient
connectors, using the C/SiC cell.

Then the following 5 working conditions were simulated (based on Fig. 6): (a) A
~ C fixed with 1G gravity along -Y; (b) A ~ C fixed with temperature rise of 5 °C; (c)
B and C fixed while A was given 0.02 mm displacement + Z; (d) B and C fixed while
A was given 10” displacement about + X; (e) B and C fixed while A was given 10”
displacement about + Y.

Fig. 6. Definition of the simulation.

By simulation, the mirror’s surface figure RMS was obtained, see Table 2. Clearly
that the typical type cannot fit the bill in the (b), (c) and (e) conditions with RMS error
greater than the requested 0.002λ, while the new type structure behaved as expected
whose results all satisfied the demand.

Table 2. Surface RMS of the 2 types in 5 working conditions.

RMS /λ (a) (b) (c) (d) (e)

(A) 0.00059 0.00469 0.00690 0.00010 0.00304

(B) 0.00080 0.00155 0.00017 0.00002 0.00009
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4.2 Dynamic Strength Analysis

The constraint modal of the subassembly was carried out based on FEA and the fun-
damental frequency was found at 118 Hz showing as the mirror’s translation along the
optical axis. Then, the frequency response in 3 directions from 20 to 2000 Hz was sim-
ulated. Overall, the Z-direction response at 118 Hz manifested as the harshest condition
which has the highest stress level.

On this basis, the random response of acceleration and stress under given level of
random vibration (5G RMS from 20 to 2000 Hz) was obtained. Overall, there was only
one risk area of the subassembly (see Fig. 7) whose Von-Mises stress level was high to
the yield limit. The maximum stress RMS appeared at the section center of the flexure
hinge and reached 258Mpa. According to the 3σ clipping rule [12], the maximum stress
was 774 Mpa, close to the titanium alloy’s yield limit 810 Mpa. Therefore, the safety
margin is inadequate and need to be improved urgently.

Fig. 7. Maximum stress area of the resilient connector.

4.3 Improvement

The stress concentration and the flexure design caused high stress level in the connector
which could be solved following the two ideas: (a) removing the materials of the stress
concentration region; (b) adopting the damping anti-vibration method.

In terms of the first approach, a hole cutting through the flexure hinge centre was
set which removed the top 80% high stress solid, see (a) in Fig. 8. For the second
approach, shear deformation occurred in the viscoelastic damping materials to turn the
vibration mechanical energy into heat and dissipate, thus to reduce the response [13].
The viscoelastic materials’ low elastic modulus and high shear loss factor in specific
temperature and frequency are critical parameters for the damping effect [14]. In order
to take full advantage of the shear properties of the damping material, the adhesive was
arranged along the tangent of the flexure hinge to bear the shear force, see (b) in Fig. 8.

By calculation, themaximumstress of the resilient connectorwas reduced to 243Mpa
(based on 3σ rule) with safety margin of 3.33 which verified the subassembly’s dynamic
strength to be eligible.
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a) First approach

b) Second approach

Fig. 8. Improvement of the resilient connectors.

4.4 Recheck of the Static Precision

The improved structure’s static precision related with gravity, temperature and assembly
need to be re-assessed in the conditions same as Sect. 4.1. Table 3 compares the surface
figure error RMS of the original and the improved structure. It can be verified that the
improvement didn’t cause bad impact on the static precision of the subassembly and the
modified scheme was feasible.

Table 3. Surface RMS of the original and improved structure.

RMS /λ Gravity Temp 0.02 mm along + Z 10” about + X 10” about + Z

Original 0.00080 0.00155 0.00017 0.00002 0.00009

Improved 0.00125 0.00155 0.00003 0.00001 0.00013

5 Conclusion

This paper studied the flexible support structure for a �260mm-diameter space mirror.
In order to suffice the comprehensive requirements of static precision and dynamic
strength under multi-conditions, a statically determinate discrete support scheme was
proposed based on the kinematic analysis method, combining the conventional ring-type
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lateral support structure with resilient connectors disposed at the periphery. Targeting
at minishing the optical degradation against thermal variation and forced displacement
from the fitting area, parameters of the connector’s flexure hinge were optimized, and
the micro-stress mounting strategy was applied while materials of the mirror and cell
were creatively choosed to be CTE consistent. Later, the comprehensive performance
relatedwith gravity, temperature and assemblywas evaluated to be eligible. As the safety
margin in random vibration was insufficient, the resilient connector was optimized to
be stress deconcentrated and damp-increased with viscoelastic materials, which notably
improved the safety margin to be eligible with undisturbed error unloading capability.
The flexible support structure put forward by this paper is of reference meaning for
design of other the small-size space mirror subassembly.

Acknowledgements. Financial supports from the National Key Research and Development
Program of China (No. 2016YFB0500501) are gratefully acknowledged.
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Abstract. In order to explore the effect of the overall vortex flow distortion on the
performance of the low-speed axial compressor, this paper carried out the com-
pressor characteristic experiment under the overall vortex flowdistortion generator
based on the overall vortex flow distortion generator, and measured the perfor-
mance of the swirl flow distortion generator. The generated swirl field obtains the
pressure ratio and efficiency characteristics of the compressor under the conditions
of uniform intake and swirl intake. The results show that the overall vortex flow
distortion increases the pressure ratio of the compressor, reduces the efficiency of
the compressor, and at the same time causes the stability margin of the compressor
to decrease.

Keyword: Bulk swirl · Low-speed axial compressor · Swirl distortion generator

1 Preface

In recent years, with the development of modern warfare, in order to meet the require-
ments of stealth and high mobility [1, 2], a series of complex inlets such as S-curved
inlets have been applied to more and more fighters. While improving the performance
of the fighter, the changes in the intake duct structure and the complexity of the fuselage
made the swirl distortion generated by the engine inlet more serious, which adversely
affected the stable operation of the engine.

Swirl distortion is mainly divided into four types [3]: overall vortex flow, counter
vortex flow, concentrated vortex flow (winding vortex flow) and transverse vortex flow,
of which the overall vortex flow occurs most frequently. And it has a greater impact on
engine performance and stability.

In the past few decades, a lot of research work has been carried out at home and
abroad to explore the effects of swirl distortion. Sheoran et al. [4–6] designed a vortex
flowdistortion enerator, and carriedout numerical and experimental researchon the effect
of vortex flow on compressor performance. Domestic Jiang Jian et al. [7–9] designed a
vane-type swirling distortion generator to generate counter-vortex flow. TuBaofeng et al.
[10–12] designed a vane-type swirling distortion generator and carried out numerical
simulation and experimental research.ChengBangqin et al. [13–18] designed a chamber-
type swirl distortion generator and swirl distortion net, and carried out corresponding
numerical simulations.
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Based on the overall swirl flow distortion generator designed and processed, this
paper carried out an experimental study on the effect of overall swirl flow distortion
on the performance of low-speed compressors. The downstream flow field of the swirl
distortion generator was measured in detail, and uniform intake air was obtained. And
compressor characteristics under swirling air intake conditions.

2 Laboratory Equipment

2.1 Low-Speed Axial Compressor Test Bench Structure

Figure 1 is a schematic diagram of the structure of the compressor laboratory, which is
mainly composed of a bell mouth, a swirling distortion section, a stator section, a throttle
valve, a stepping motor, a synchronous motor, a torque meter and a fluid pipeline. The
power source of the compressor is a 30KWACmotor, which is controlled by a frequency
converter, and can obtain any speed from 0 to 3000 rpm. The inlet of the compressor
adopts a bell mouth design to make the air intake uniform. After the air flow passes
through the swirl distortion generator, it flows through the fairing, is compressed by the
rotor and enters the exhaust section, and finally flows out of the compressor. A throttle
valve controlled by a stepping motor is installed in the exhaust section to control the
size of the intake air flow. The isolated rotor adopts an equal diameter design with a hub
radius of 200 mm and a casing inner wall radius of 300 mm. There are 45 blades in total,
a design speed of 3000 rpm, and a design pressure ratio of 1.025.

Fig. 1. Compressor experimental test system

2.2 Swirl Distortion Generator

The swirling distortion generator adopts a blade-type swirling distortion generator pre-
viously designed by this research group, and its specific design ideas can refer to the
literature [17]. Figures 2 and 3 respectively show the three-dimensional effect diagram of
the vortex flow distortion generator and the installation effect diagram of the test piece.
The resin material is used for 3D printing, and post-treatment is carried out to increase
the surface smoothness and anti-oxidation treatment.
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Fig. 2. Three-dimensional diagram of the overall vortex flow distortion generator

Fig. 3. Test piece for vortex flow distortion generator

2.3 Swirl Field Measurement Program

In the experiment, the flow field at a position 500 mm downstream of the swirling
distortion generator was measured. Five-hole probes were arranged above and on the
side of the pipe, and the five-hole probes were fixed on the displacement mechanism
by clamps. As shown in Fig. 4, the experiment measures 12 circumferential positions,
10 radial positions, and a total of 120 measuring points. In the experiment, the rotation
distortion generator is used to measure different circumferential positions, and the radial
position of the probe is changed by controlling the displacement mechanism.

The swirl distortion evaluation index proposed by SAE is introduced here. The swirl
distortion evaluation standard proposed by SAE is based on the swirl angle and uses three
indexes and two sub-parameters to evaluate swirl distortion. The three indicators are the
swirling sector, swirling intensity and swirling direction, and the two sub-parameters
are the circumferential range and swirling sector.
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Fig. 4. Schematic diagram of measuring points

The definition of swirl angle is:

α = tan−1
(
Uθ

Ux

)
(1)

Uθ Circumferential velocity component at a point on AIP
Ux The axial velocity component of a point on the AIP

3 Experimental Result

3.1 Swirl Field Characteristics

Ten measuring loops are set up in the flow field (Fig. 5). Figure 6 shows the swirl angle
cloud diagram of the AIP after the air flows through the overall vortex flow distortion
generator. Figure 7 shows the simulation results and the comparison of the experimental
results. It can be seen from Fig. 7 that the simulation results are relatively close to the
experimental results.

Figure 8 shows the changes and differences of swirl angles on different measuring
rings. Here, we only take the swirl angle distributions on the first, fourth and seventh
measuring rings as an example.

3.2 The Effect of Integral Vortex on Rotor Performance

The experiment measured three speed lines: 80%, 70% and 60% of the design speed.
Under the action of the overall vortex flow, the change of the rotor characteristic line is
shown in Figs. 9, 10 and 11. It can be seen that under the three speed lines, the pressure
ratio characteristic line of the rotor moves to the upper right under the action of the
reverse swirl flow, and the supercharging capacity increases slightly, but the reverse
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R1R2R3R4R5R6R7R8

0°

360°

R1=285mm
R2=255mm
R3=225mm
R4=195mm
R5=165mm
R6=135mm
R7=105mm
R8=75mm

Fig. 5. Schematic diagram of AIP measuring loop

Fig. 6. Swirl angle cloud diagram at AIP after the overall vortex flow distortion generator

overall swirl flow causes the rotor stall point to advance and stable operation The margin
decreases, and as the speed increases, the greater the loss of stability margin. At the
three speeds, the stall point flow coefficient increased by 7.27%, 12.08% and 11.79%
respectively. Affected by the reverse swirling flow, the efficiency characteristic line of
the rotor moves downward. Under the three speed lines, the peak efficiency is reduced
by 4.9%, 9.3% and 5.7% respectively. In addition, near the blockage point, compared
with uniform intake, the efficiency characteristic line changes from steep to gentle under
the action of reverse swirl.
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(a) numerical simulation

(b) Probe X to measure 
flow field

(c) Probe Z measures the 
flow field

Fig. 7. The Institute of Numerical Simulation and Experiments obtained the overall vortex flow
angle cloud map

4 Conclusion

Based on the overall vortex flow distortion generator, this paper carried out an experi-
mental study on the effect of the overall vortex flow on the performance and stability of
the rotor. The specific conclusions are as follows:

(1) The designed overall vortex flow distortion generator can accurately simulate
the overall vortex flow, and the error between experimental data and numerical
simulation data is small;

(2) The overall vortex flow improves the pressurization capacity of the compressor, but
reduces the stable working margin of the rotor, which advances the stall point of
the rotor. At 60%, 70% and 80% of the design speed, the stall point flow increases
respectively. 7.27%, 12.08% and 11.79%.
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(a) R1

(b) R4

(c) R7
Fig. 8. AIP and swirl angle distribution on the measuring ring under the action of the overall
vortex flow
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(a) Pressure ratio

(b) Efficiency characteristics

Fig. 9. The effect of the overall swirl flow on the rotor characteristics (1800 rpm)

(3) The overall vortex flow has a negative impact on the rotor efficiency. At 60%, 70%,
and 80% design speeds, the peak efficiency is reduced by 4.9%, 9.3%, and 5.7%,
respectively.
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(a) Pressure ratio

(b) Efficiency characteristics

Fig. 10. The effect of the overall swirl flow on the rotor characteristics (2100 rpm)
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(a) Pressure ratio

(b) Efficiency characteristics

Fig. 11. The effect of the overall swirl flow on the rotor characteristics (2400 rpm)
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Abstract. For image-guided missile, it is important to localize the target and its
surrounding area using the images taken by seeker. In this paper, we propose a tar-
get localization method that combines on-board IMU data and image information.
This method does not require equipment such as GPS or optoelectronic platform,
nor does it need prior knowledge or templates of the target. Firstly, a selection
strategy is proposed to determine keyframes, which are used to solve the pose of
the seeker camera and the 3D coordinate of the target in the camera coordinate
system. Then nonlinear optimization is used to reduce the reprojection error and
obtain the optimal solution of the seeker camera pose and the 3D coordinate of
the target. Finally, the scale uncertainty of the seeker monocular camera is solved
by combining the on-board IMU data with images to obtain the coordinate of
the target in the shooter coordinate system. The proposed method is validated
in the flight data of a certain type of image-guided missile, and a high-precision
localization result is obtained at a long missile-target distance.

Keywords: Target Localization · Passive Ranging · Image-Guided Missile

1 Introduction

Target localization can be achieved by solving for both the missile pose and the rel-
ative position of the missile-target in two steps. Typically, the missile pose (position
and attitude) can be obtained from ground station, GPS (Global Positioning System) or
on-board IMU (Inertial Measurement Unit) data. With the known missile pose, target
localization is equivalent to determining the missile-target distance and direction [1].
Distance measurement methods are mainly divided into active ranging method and pas-
sive ranging method. Active ranging method, as laser ranging and electromagnetic wave
ranging, has the advantages of long range and high accuracy, but requires active signal
emission, which not only increase the burden of the missile platform, but also signifi-
cantly reduce the concealment and be susceptible to enemy interference. On the other
hand, passive ranging method such as visible image method, is inexpensive, stealthy and
adaptable for many platforms. With the improvement of image sensor sensitivity and
imaging resolution, passive ranging method based on visible image is receiving more
and more attention [2].

Image-guided missiles are widely equipped in the military, which observe the bat-
tlefield, search and lock onto the target by on-board seeker. At the same time, the seeker
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transmits abundant battlefield image information back to the ground launch vehicle
through optical fiber. If this image information can be used to solve for the position of
the target and its surrounding area, the attack effect can be improved in many ways, such
as designing optimal guidance law that satisfies the fall point constraint and fall angle
constraint [3], assisting in developing cluster attack strategy, or enhancing battlefield
situational awareness. Therefore, how to quickly and accurately locate target and its
surrounding area using on-board image information in the battlefield has become the
focus of current research.

In the rest of this paper, the structure is as follows. Section 2 provides an overview of
research on visible-image-based target localization methods. Then Sect. 3 presents the
framework of our method in detail, i.e. how to localize target with image and on-board
IMU data. Subsequently, Sect. 4 provides the result of performance of our method on
the flight data, which is gathered by a certain type of image-guided missile. Finally, a
brief conclusion and discussion are given in Sect. 5.

2 Related Work

The image sequence method is a commonly used passive ranging method, and the basic
principle of it is to extract the features (such as grayscale, boundary, area, location and
other obvious features) from the target and infer the missile-target distance from the
change of features between adjacent image frames. In earlier work, Wu [4] and Fan [5]
used the principle of pin-hole imaging to infer the change of missile-target distance from
the change of the target imaging area between adjacent frames, and finally solved the
missile-target distance at any flight process moment by iterative method, or the known
true size of the target. However, this method is difficult to be applied to long-distance
localization, especiallywhen the target imaging area is small and susceptible to sub-pixel
error, resulting in poor result. Wang [6] and Yu [7] proposed to use the “feature linearity”
to describe the target. The feature linearity is visible on both adjacent frames, has 3D
rotational invariance, and is only related to the missile-target distance. The change of
the feature linearity can be used to deduce the change of the missile-target distance,
but this method is difficult to be implemented on targets with insignificant linearity
features. Xu [8] photographed the tank in all directions beforehand and saved the feature
points extracted from the tank images as templates. Then this method compared the
tank images captured by seeker with the saved templates and matched the feature points
to estimate the position and attitude of the target tank at the same time. However, this
method required a long preparation time and a large computational cost, resulting in its
low generality.

In addition to image sequence method, Tao [9] firstly extracted the optical flow of
the target on the image, and then derived an explicit expression of missile-target distance
and the optical flow by the relation of camera motion and the change of the optical flow.
However, this method required that the target be located in the center of the image and
the feature points of the target are distributed on the same plane.

Zhou [10] and Cai [11] proposed a target localization method utilizing the photo-
electric imaging platform and GPS. Firstly, GPS was used to obtain the position and
attitude of the airborne optoelectronic platform, and the information such as azimuth
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angle and height angle of target is measured by optoelectronic platform. Then the target
localization geometric model is established, which is able to solve multi-target location
simultaneously according to the target imaging in the pixel plane. However, there is no
equipment such as optoelectronic platform and GPS on an image-guided missile.

3 Proposed Method

To address the problems and limitations of the above target localization methods, we
propose a method which does not require GPS or optoelectronic platform, nor does it
need the prior knowledge or templates of target, and can simultaneously localize the
target and its surrounding area by using only the on-board IMU data and the image
information gathered by seeker. Firstly, keyframes are selected from a period of time
based on a selection strategy, which are used to solve camera poses by epipolar constraint
and PnPmethod, and target location by triangulation [12]. Then, the solved camera poses
and target position are optimized using nonlinear optimization to reduce the reprojection
error caused by computational and observation errors [13]. Finally, the scale uncertainty
of the seeker monocular camera is solved by utilizing the on-board IMU data.

3.1 Coordinate Systems

Our method involves three coordinate systems: shooter coordinate system (w), missile-
body coordinate system (b) and camera coordinate system (c), and the relationship
between the three coordinate systems is shown in Fig. 1.

Fig. 1. Shooter, missile-body and camera coordinate system

The shooter coordinate system is inertial reference system, its origin Ow is the mis-
sile launch vehicle, Owyw is perpendicular to the ground in upward direction, Owxw
is perpendicular to Owyw, facing the same direction as the missile launcher and Owzw
determined according to the right-hand rule.



Target Localization on Image-Guided Missile 143

The origin of the missile-body coordinate system Ob is located at the mass center of
missile, Obxb faces to the head of missile, Obyb is perpendicular to Obxb and lies in the
missile’s main symmetry plane, which coincides with the xwOwyw plane at the moment
of missile launch. Obzb is determined according to the right-hand rule. The velocity and
Euler angular velocity of the missile are measured by the on-board IMU equipment,
and their integration yields the missile pose Hwb ∈ R

4×4 at each moment, expressed as
formula (1).

Hwb =
[
Rwb twb
0 1

]
,

Rwb =
⎡
⎢⎣ cos θ cosψ sin θ − cos θ sinψ

− sin θ cosψ cos γ + sinψ sin γ cos θ cos γ sin θ sinψ cos γ + cosψ sin γ

sin θ cosψ sin γ + sinψ cos γ − cos θ sin γ − sin θ sinψ sin γ + cosψ cos γ

⎤
⎥⎦
T (1)

where twb ∈ R
3×1 and Rwb ∈ R

3×3 denote the position and attitude of the missile in
the shooter coordinate system, respectively, and Rwb ∈ R

3×3 is determined according
to three Euler angles (pitch angle ϑ , yaw angle ψ , roll angle γ ).

The origin of camera coordinate system Oc is camera optical center, which usually
does not coincide with the mass center of missile, and tbc ∈ R

3×1 is used to denote the
relative transition between the camera optical center and the mass center of missile.Oczc
passes through the geometric center Op of the camera imaging plane, OcOp’s length is
the camera focal length f , Ocyc aligns with the imaging plane longitudinally, and Ocxc
aligns with the imaging plane laterally. The camera intrinsic parameter is denoted by
K ∈ R

3×3 (Fig. 2).

Mass Center

Camera

Optimal Center

Focal Length

Pixel Plane
Camera Imaging Plane

Fig. 2. Missile-body coordinate system, camera coordinate system and imaging plane

The rotation matrix between the camera coordinate system of seeker and the missile-
body coordinate system is denoted by Rbc ∈ R

3×3, determined according to the yaw
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frame angle α and pitch frame angle β, with the positive direction of α being opposite to
the positive direction of missile yaw angle ψ . Obxb aligns with Oczc, Obzb aligns with
Ocxc, and Obyb’s positive direction is opposite to Ocyc, so Rbc is expressed as formula
(2).

Rcb=
⎡
⎣0 0 1
0 −1 0
1 0 0

⎤
⎦ ∗

⎡
⎣ cosα cosβ sin β sin α cosβ

− cosα sin β cosβ − sin α sin β

− sin α 0 cosα

⎤
⎦ (2)

The transform relation of the camera coordinate system relative to the shooter
coordinate system is expressed as formula (3).

Rcw = Rcb ∗ Rbw, tcw = Rcb ∗ tbw + tcb (3)

3.2 Target Localization Method

Our method is divided into the following four steps, and the flow diagram is shown in
Fig. 3.

Fig. 3. Target localization method flow diagram

(1) Feature points extraction and tracking
Extract Fast feature points on selected reference frame, and track feature points
on the subsequent frames using the LK optical flow method. Select keyframes
according to the size and direction of the optical flows.

(2) Solving the keyframes’ camera poses and the feature points’ 3D coordinates
Basing on the observation of feature points onmultiple frames, solve the keyframes’
camera poses by epipolar constraint and PnP method, as well as the feature points’
3D coordinates by triangulation in the camera coordinate system of the reference
frame.
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(3) Nonlinear optimization
Project the solved 3D coordinates of the feature points to all keyframes (if the
feature point is observed on that keyframe), and the pixel distance between its
reprojection coordinate and its observation coordinate is called reprojection error.
The reprojection error function is built and the keyframes’ camera poses and feature
points’ 3D coordinates are optimized using nonlinear optimization method.

(4) Determining the scale factor
Align the camera motion trajectory solved by images with the motion trajectory
obtained from the IMU data to determine the scale factor, and then add the scale
factor to the keyframes’ camera poses and the feature points’ 3D coordinates. The
pose of the reference frame in the shooter coordinate system can be obtained from
the IMU data, so transform the keyframes’ camera poses and the feature points’ 3D
coordinates to the shooter coordinate system according to formula (3). Finally, the
target location is determined by finding the feature points of the target.

3.2.1 Feature Points Extraction and Tracking

Aframe is selected as the reference frame during the flight, and its camera coordinate sys-
tem rotation matrix is set to identity matrix I , and the coordinate is set to (0, 0, 0)T . The
subsequent frames’ poses and feature points’ coordinates are calculated in the reference
frame camera coordinate system.

200 Fast feature points are extracted on the reference frame and are tracked using
LK optical flow method on the subsequent frames. Because of the forward flight of the
missile, the count of feature points will reduce due to the loss of optical flow tracking or
the leaving of feature points from image area. A small count of feature points will result
in large calculation error, so new feature points will be extracted to replenish the count
of feature points on each frame to keep the count of feature points at 200. A feature
point library is created to store all extracted feature points, recording the global number
of each feature point, the numbers of all image frames on which it is observed and its
pixel coordinates on those image frames.

Due to the high frequency of seeker camera, processing each image frame would
require lots of computation cost. On the other hand, the optical flow between adjacent
frames is too small to facilitate feature point triangulation. Therefore, a keyframe selec-
tion strategy based on the optical flow of feature points is proposed, and a frame is
selected as a keyframe if the following four conditions are satisfied.

(1) the average optical flow length of all feature points is greater than 4 pixels.
(2) more than 80% feature points’ optical flows move downward.
(3) after the previous keyframe, if none of the subsequent 4 frames is selected as a

keyframe, then the 5th frame will be selected as a keyframe.
(4) the optical flow is accumulated from the reference frame, and the length of the

accumulated optical flow of keyframe should be less than 60 pixels.
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3.2.2 Solving the Keyframes’ Camera Poses and the Feature Points’ 3D Coordi-
nates

After Sect. 3.2.1, the feature points jointly observed on the reference frame and the last
frame are already known, as well as the pixel coordinates of these feature points on these
two frames. Therefore, the rotation matrix Rc1ck and translation tc1ck of the last frame
(number k) relative to the reference frame (number 1) are solved according to epipolar
constraint.

In Fig. 4, when the camera observes the same landmark P at different viewpoints,
the imaging of the landmark (pixel coordinates of the feature point) on these two frames
will also be different, but satisfying the epipolar constraint of formula (4).

pT2 Fp1 = 0 (4)

Fig. 4. Epipolar constraint

where p1, p2 ∈ R
2×1 are the pixel coordinates of the landmark on the two frames respec-

tively, and their 3 × 1 homogeneous coordinates are used here. F ∈ R
3×3 represents

the fundamental matrix of the epipolar constraint, which has 9 unknown parameters.
But due to the monocular camera scale uncertainty, only eight equations are needed to
solve for F . A constraint equation like formula (4) can be obtained from each landmark
observation, and usually 8 jointly observed landmarks are needed. When there are more
than 8 jointly observed landmarks between two image frames, the optimal solution is
found by random sampling consistency (RANSAC).

F=K−T t̂RK−1 (5)

The required Rc1ck and tc1ck can be solved by formula (5), where K is the camera
intrinsic parameter and t̂ is the skew symmetric matrix of t.

After the Rc1ck and tc1ck of the last frame relative to the reference frame are known,
triangulation is used to solve for the 3D coordinates of the jointly observed landmarks.
Figure 5 shows the triangulationmethod.When two cameras observe the same landmark,
landmark’s 3D coordinates can be estimated by its pixel coordinates. In Fig. 5, Rc1l and
tc1l are the pose of the last frame I2 relative to the reference frame I1, p1 and p2 are the
pixel coordinates of the landmark on the two frames, s1 and s2 are the distances of the
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landmark P to the optical centers of the two cameras, respectively. In the left image, P
must be located on the line of O1p1, and in the right image, P must be located on the
line of O2p2, and the intersection point of the two lines is the 3D position of P, which
satisfies the formula (6)

s2p2K
−1 = s1Rc1ck p1K

−1 + tc1ck (6)

Fig. 5. Triangulation

Left multiply formula (6)’s both sides by (p2K−1)̂

s2(p2K
−1)̂(p2K

−1) = s1(p2K
−1)̂Rc1ck (p1K

−1) + (p2K
−1)̂tc1ck (7)

The left of the formula (7) equals to 0, and the right is only related to s1, therefore
s1 can be solved. So we can obtain the 3D coordinates of the landmark in the reference
frame coordinate system. However, the two lines do not intersect strictly due to errors
caused by calculation and observation, so there is a subsequent need to optimize the
triangulation results.

At this point, the pose of the last frame relative to the reference frame is known, as
well as the 3D coordinates of the landmarks jointly observed on these two frames, so
the poses of other keyframes could be solved by PnP method (Fig. 6).

The PnP (Perspective-n-Point) method is used to solve for the camera pose based on
the correspondence between the 3D structure and the 2D image when the 3D coordinates
of the landmarks and their 2D pixel coordinates on an image frame are known. The
commonly used PnP methods are P3P [14], EPnP (Efficient PnP) [15], and nonlinear
optimization, etc. The EPnP method is used in this paper.

After solving the camera poses of all keyframes, the remaining feature points in the
feature point library are triangulated.

3.2.3 Nonlinear Optimization

As stated above, there is reprojection error between the solved camera poses and the
coordinates of the landmarks due to the calculation error and observation error, etc.
Reprojection error is shown in Fig. 7.
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Fig. 6. PnP method

Fig. 7. Reprojection error

By projecting the 3D landmark P back to each keyframe (if it is observed on that
frame), the difference e between the reprojected coordinate p̂2 and the observed coor-
dinate p2 of the landmark is called reprojection error. Let the pose of the i-th image
frame in the reference frame camera coordinate system be Rcic1 and tcic1 , then the 3D
coordinates of P in the i-th image frame camera coordinate system P′ is

P′ = Rcic0 ∗ P + tcic1 (8)

The reprojection coordinate p̂2 is calculated by formula (9).

p̂2 =
[
KP′[1]
P′[3] ,

KP′[2]
P′[3]

]T
(9)
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where K is the camera intrinsic parameter and P′[m] denotes the m-th dimension of p̂2.
And the observation coordinate p2 is known, then the reprojection error e is

e = ∥∥p̂2 − p2
∥∥ (10)

The number of landmarks is n and the number of keyframes is k. All reprojection
errors are summed up, and all keyframe camera poses H and all landmarks’ coordinates
P are optimized using nonlinear optimization method to minimize the reprojection error.

(H ,P)∗ = argmin
H ,P

n∑
j=0

k∑
i=0

eij (11)

3.2.4 Determining the Scale Factor

The images are used to solve for all the keyframe poses H and the coordinates of the
landmarksP. However, because of the scale uncertainty of the seeker monocular camera,
we cannot know the absolute position, for example, the position coordinate of the last
frame is found to be (1, 1, 1)T in the reference frame camera coordinate system, but
it cannot be determined whether the 1 here indicates 1 m, 5 m or 10 m in the shooter
coordinate system, i.e., it can be scaled freely. Nevertheless, the seeker camera motion
obtained from IMU data has absolute scale information, so the scale factor s can be
determined by aligning the cameramotion trajectories solved by the images and obtained
from IMU data (Fig. 8).

Camera Motion Trajectory Solved by Images

Camera Motion Trajectory from IMU data

Scale Factor 

Fig. 8. Determining the scale factor

The upper right letter is specified to indicate the coordinate systemwhere the variable
is located in, c1 is the reference frame camera coordinate system, and w is the shooter
coordinate system. For two adjacent keyframes, let the first frame be i and the second
frame be j. Then the translation A between image i and j is

A = (Rc1bi )
T ∗ (Tc1

c1cj − Tc1
c1ci ),Rc1bi = Rc1ci ∗ Rcibi (12)

where, Rc1ci is the rotation matrix of i-th image frame relative to the reference frame,
Rcibi is the rotation matrix of i-th image frame relative to missile-body, Rc1bi is the
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rotation matrix of i-th image frame’s missile-body relative to the reference frame camera
coordinate system, determined bymultiplyingRc1ci andRcibi . T

c1
c1ci represent the position

of i-th image frame camera in the reference frame camera coordinate system.
The translation b obtained from the IMU data is

b = Rc1w ∗ (Tw
wbj − Tw

wbi ) + (Rc1bi )
T ∗ Rc1bj ∗ tbc − tbc (13)

whereRc1w is the rotationmatrix of the reference framecamera coordinate system relative
to the shooter coordinate system, Tw

wbi
is the position of i-th image frame’s missile-body

in the shooter coordinate system, and tbc is the relative translation of the camera optical
center and the mass center of missile.

Therefore, the required scale factor s satisfies formula (14)

b = A ∗ s (14)

Left multiply formula (14)’s both sides by AT , it becomes

ATb = ATA ∗ s (15)

There exists such a formula between every two frames, and for all keyframes, sum
up all ATA and ATb, then s could be determined.

k−1∑
i=1

ATb =
k−1∑
i=1

ATA ∗ s (16)

The scale factor s will be multiplied into the keyframes’ poses and landmarks’
coordinates in the reference frame coordinate system. Finally, the reference frame camera
pose Rc1w and tc1w in the shooter coordinate system can be obtained from the IMU data,
so all the results are transformed into the shooter coordinate system according to formula
(4).

4 Results

The image-guided missile is launched at a missile-target distance of about 6000 m to
attack a static target, and the frequency of both the on-board seeker camera and the IMU
data is 50 Hz, and the image size is 1000 × 1000 pixel.

1000th frame is selected as the reference frame, and 14 keyframes are finally selected
by the optical flow selection strategy: 1000, 1003, 1005, 1009, 1014, 1018, 1023, 1026,
1029, 1034, 1038, 1043, 1046, 1050. The optical flow tracking result is shown in Fig. 9.
The white dots indicate the position of the feature point on the current frame, and the
white lines are the size and direction of the optical flow, indicating the movement of
the feature point from the previous frame to the current frame. The feature points in
the lower area of the image are closer to the seeker, so the optical flows of these feature
points aremore obvious, while the optical flows of the feature points in the upper area are
small. The target is located in the middle region of the image. When the missile-target
distance is long, the target imaging area is small, and there is only one stable feature
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point on the target. According to the optical flow tracking result, the time histories of
the target feature point pixel coordinates are shown in Fig. 10. In the image, the missile
has locked onto the target and has been keeping the target in the center of the image, so
the pixel coordinate change of the target feature point is small, and the slight jitter in the
Y direction is caused by the image jitter during the missile flight.

Fig. 9. Optical flow tracking result

The feature points jointly observed on the reference frame and the last keyframe
are shown in Fig. 11. The white dots represent the positions of the feature points on
the images. The feature points are extracted on the reference frame, while the feature
points on the last keyframe are obtained by optical flow tracking, so the two feature
points connected by a line segment actually correspond to a same landmark. The line
segments are almost parallel, which indicates that the distribution of feature points on
the reference frame and the last keyframe is the same, and the optical flowmethod tracks
the feature points very well.

The reprojection coordinates before and after the nonlinear optimization are shown
in Fig. 12. The light gray straight line in the image is a road, from which some feature
points are extracted. The reprojection before optimization has deviated from the road, but
after optimization it goes back to the road again, which shows that the reprojection error
is reduced by optimizing the keyframe camera poses and the coordinates of landmarks.

Figure 13 shows the comparison of the camera motions solved by images and
obtained from the IMU data. It can be seen that the motions are coincident in all three
directions. There is small jitter in the Y direction and Z direction, which is caused by
image jitter during the missile flight. 127.9 m transition in X direction, 1.31 m transition
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Fig. 10. The time histories of the target feature point pixel coordinates

Fig. 11. The feature points jointly observed on the reference frame and the last frame

Fig. 12. The reprojection coordinates before (left) and after (right) the nonlinear optimization
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in Y direction, and 12.1 m transition in Z direction, so the main motion is in X direction,
and the jitter in the other two directions does not affect the results too much. Finally, the
scale factor s is determined to be 112.3.

Fig. 13. Camera motions solved by images and obtained from the IMU data

The target localization result is shown in Table 1. With the missile-target distance at
about 3390 m, the target localization error is only 93.38 m. The two main reasons for the
error are as follows: (i) at the long missile-target distance, a small error in pose solution
or landmark observation would greatly affect the localization results, though we have
optimized it; (ii) there is a jitter in the image frame which results in inaccurate target
pixel coordinate.

Table 1. The target localization result

X(m) Y(m) Z(m)

Seeker position of the reference frame 2826.92 210.37 219.13

Real target location 6211.83 26.09 227.73

Estimated target location 6300.90 17.91 254.56

Error 89.07 8.18 26.83

The distribution of all the landmarks on the shooter coordinate system Owxwzw
plane is shown in Fig. 14, which is consistent with the image observation, where the red
dot is the target location. The landmarks in the lower area of Fig. 14 are closer to the
missile, so they are denser. On the other hand, the landmarks in the left upper area are
distributed discrete and separated by a large distance, whose distance from the missile
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are too far and the optical flows of their feature points are too small, leading to the
inaccuracy triangulation results. Therefore, the localization results of these landmarks
are less credible.

Fig. 14. The distribution of landmarks on Owxwzw plane

5 Conclusion

In this paper, a method was proposed to localize the target and its surrounding area only
using the on-board IMU data and image data. The feature points were extracted on the
reference frame and tracked to get the observation coordinates of the same landmark on
each of keyframes, which were selected by optical flow. Then the seeker camera poses
and the 3D coordinates of the landmarks were solved using the keyframes, and were
optimized using nonlinear optimization to reduce the reprojection error. The scale factor
was determined by aligning the camera motion trajectory obtained from the on-board
IMU data with the one solved by the images. Finally, all the results were transformed
from the reference frame camera coordinate system to the shooter coordinate system to
complete the localization of the target. The method was validated on the flight data of a
certain type of image-guided missile. The target localization error was only 93.38 m at
the missile-target distance of 3390 m, and the distribution of landmarks was consistent
with the image observation.

For the follow-up research, there are two prospects.

(1) The images taken by the seeker camera are not high definition and there are many
textureless areas, which easily lead to the optical flow tracking error or lost, and
finally cause the error of localization result. Nevertheless, there are obvious roads in
the image from which feature lines can be extracted, so the combination of feature
point and feature line can be used to improve the tracking result of features.
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(2) This method considers all feature points to be static, but in the actual use ofmissiles,
they usually attack dynamic targets, so it is necessary to conduct a research on the
method of dynamic target localization. The dynamic target and static background in
the image can be distinguished by classifying the optical flow, and then the position
and motion of the dynamic target can be estimated after estimating the camera pose
using the feature points on the static background.
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Abstract. The high dynamic characteristics of agile micro-nano satellites will
introduce noncommutativity error in the attitude updating process. Therefore, the
attitude updating algorithm of the traditional micro-nano satellite is no longer
applicable. This paper proposes a modified attitude updating scheme applied to
agile satellites. The method adopts the coning motion as the research scene, in
which the influence of noncommutativity error is the worst. Firstly, traditional
attitude updating algorithm is presented, and based on the shortcoming of the
algorithm, the rotation vector algorithm is introduced. Then, combined with the
agile micro-nano satellite’s characteristics, the upper bound and lower bound of
the algorithm’s sampling number are given. Besides, referring to the least-squares
algorithm, we carry out angular velocity fitting and calculate the required equal
interval angular velocity. Finally, the rotation vector compensation algorithm is
derived to gain the updating attitude. The proposed algorithm does not need equal
interval angular velocity sampling and can achieve higher estimation accuracy
in a dynamic environment than the traditional algorithms. The simulation results
validate the effectiveness of the proposed scheme.

1 Introduction

In recent years, the performance, reliability, and lifespan of micro-nano satellites have
been improved by a wide margin. Therefore, micro-nano satellites have been success-
fully applied in various civil and military tactical applications [1]. With the increasing
complexity of space missions, some micro-nano satellites are required to be able to
maneuver rapidly around three axes [2]. These satellites are called agile micro-nano
satellites. Compared with traditional micro-nano satellites, agile micro-nano satellites
have characteristics of high precision pointing, fast multi-target acquisition and track-
ing. Besides, the attitude maneuver speed has been dadvanced by nearly one order of
magnitude, which increases the complexity of the attitude calculation process [3].

According to Euler’s rotation theorem, noncommutativity error will be introduced
when integrating the dynamic angular velocity [4]. The angular velocity integral is
involved in satellite attitude updating algorithms, so it is inevitable to introduce non-
commutativity error. At present, the typical algorithms are the extended Karman filter
(EKF) [5], the unscented Karman filter (UKF) [6], the cubature Kalman Filter (CKF)
[7] and the particle filters (PFs) [8].

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
H. Ding (ed.), Aerospace Mechatronics and Control Technology, Springer Aerospace Technology,
https://doi.org/10.1007/978-981-16-6640-7_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6640-7_13&domain=pdf
https://doi.org/10.1007/978-981-16-6640-7_13


Attitude Updating Algorithm Based on Agile Micro-Nano Satellites 157

Traditionalmicro-nano satellites usuallywork in steady-statemodewith slight veloc-
ity and demand relatively low attitude estimation accuracy.Hence, the noncommutativity
error can be ignored. Unlike traditional micro-nano satellites, agile satellites are usually
in high dynamic situations and require high attitude estimation accuracy. The impact of
noncommutativity error is too high to ignore [9].

There is little research on c errors in the field of satellite, but there is much studying
in the field of inertial navigation. Bortz proposed the equivalent rotation vector equation
[10] in 1971, which could compensate for the noncommutativity error. On this founda-
tion, Ben et al. derived a conic optimal attitude algorithm in the form of angular rate input
[11], Chen et al. proposed an attitude algorithm based on the secondary optimization
of the periodic term error compensation coefficient under angular rate input [12]. Tang
et al. established an attitude optimization goal based on the least-squares principle and
proposed a new conic optimization algorithm under angular rate input [13, 14].

However, in practice, the attitude updating frequency of micro-nano satellites is
much lower than that of the inertial navigation system. Further, the gyroscope accuracy
is lower. The above factorsmake the optimization algorithm not directly applicable in the
satellite’s attitude determination system. In this paper, combined with the specific prob-
lems in micro-nano satellites’ engineering, an improved attitude updating algorithm for
agile micro-nano satellites is proposed based on the above algorithms. Finally, through
simulation, the correctness of the proposed algorithm is verified.

2 Traditional Attitude Updating Method

Whether utilizing angular velocity integral to update attitude directly or estimating by
filtering algorithms, the essence is to solve the differential equation of kinematics:

q̇ = 1

2
q ⊗ ω (1)

where q denotes the attitude quaternion and ω denotes the angular velocity of the satel-
lite. The usual method is to use the one-order approximated Peano-Baker Quaternion
algorithm to obtain the solution of the attitude quaternion differential equation as follows:

q(tk+1) = e
1
2

∫ tk+1
tk

M (w)dt · q(tk) (2)

Adopt notation as follows:

�� =
∫ tk+1

tk
M (w)dt =

∫ tk+1

tk

⎡

⎢
⎢
⎣

0 −wx −wy −wz

wx 0 wz −wy

wy −wz 0 wx

wz wy −wx 0

⎤

⎥
⎥
⎦dt

=

⎡

⎢
⎢
⎣

0 −�θx −�θy −�θz

�θx 0 �θz −�θy

�θy −�θz 0 �θx

�θz �θy −�θx 0

⎤

⎥
⎥
⎦

(3)
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where �θ denotes the attitude angle increment.
For the sake of simplicity, the most commonly used is the first-order approximation

algorithm:

q(tk+1) = �� · q(tk) (4)

where q(tk) denotes the attitude quaternion of the last moment.
Ordinarily, the integral process of Eq. (3) is approximately calculated, where the

angular velocity is regarded as constant or first-order curve as follows:

�θ=
t+�T∫

t

w(τ )dτ ≈ w · �T ≈ wt + wt+�T

2
· �T (5)

where wi denotes the angular velocity of the satellite at i-time.
Traditional micro-nano satellites require low attitude determination precision. The

variety of angular velocity is negligible, so the approximation error brought by Eq. (5)
has little effect on the attitude estimation. The attitude accuracy requirements for agile
micro-nano satellites are high, and large-angle fast maneuvers are required, leading to
a complex angular velocity curve. Therefore, the approximate processing method in
Eq. (5) will bring significant errors. It is necessary to perform sufficient high-precision
fitting angular velocity.

Besides, since the agilemicro-nano satellites don’t rotate on afixed axiswhenmaneu-
vering, the direction is constantly changing in space. That is, the angular increments
gained by Eq. (5) are inconsistent with the actual angular increments, and the noncom-
mutativity error is introduced. In sum, the traditional Peano-Baker Quaternion algorithm
is not suitable for agile micro-nano satellites.

3 Rotation Vector Algorithm

3.1 Rotation Vector Algorithm

To reduce noncommutativity error, the rotation vector equation proposed by Bortz is
used to update the attitude, which can be expressed as:

�̇=w + 1

2
� × w + 1

|�|2
[

1 − |�| sin|�|
2(1 − cos|�|)

]

� × (� × w) (6)

where w denotes the angular velocity of the satellite, � denotes the rotation vec-
tor. The sum of the last two terms on the right side of the equation represents the
noncommutativity error.

In the application of practical engineering, one takes the first two terms to guarantee
real-time and the convenience of calculation:

�̇=w + 1

2
� × w (7)
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As can be seen from Eq. (7), when the direction of the angular velocity remains
invariable, theEuler axis of rotation is parallel to the direction of angularmomentum.The
vector product of the rotation vector and the angular velocity is zero, and the incremental
angle calculated by Eq. (5) is nearly error-free at this time. When the direction of the
angular velocity changes, the vector product is nonzero, so the angular increment directly
calculated by Eq. (5) has a missing term relative to the actual angular increment, which
is noncommutativity error.

When theEuler axis of rotation is perpendicular to the angular velocity, the introduced
noncommutativity error is themaximum. This kind ofmotion scene is the coningmotion.
Suppose there is a coning motion rotating around the x-axis of the inertial coordinate
system:

�=[
0 α cos(�t) α sin(�t)

]
(8)

where α is the half cone angle, � denotes the angular frequency. The corresponding
angular velocity is:

w =
⎡

⎣
−2� sin2(α/2)

−� sin α sin(�t)
� sin α cos(�t)

⎤

⎦ (9)

3.2 Coning Error Compensation Algorithm

According to Eq. (8), the quaternion of coning motion is:

q(t) = [
0 sin α

2 cos(�t) sin α
2 sin(�t) cos α

2

]
(10)

It can be drawn to the theoretical quaternion increment from time t to (t + T) as
follows:

�q =

⎡

⎢
⎢
⎣

− sin2 α
2 sin(�T )

− sin α sin �T
2 sin

[
�

(
t + T

2

)]

sin α sin �T
2 cos

[
�

(
t + T

2

)]

1 − 2 sin2 α
2 sin

2 �T
2

⎤

⎥
⎥
⎦ (11)

When the Euler angle is tiny, one obtains the corresponding rotation vector increment
as follows:

��=
⎡

⎣
−2 sin2 α

2 sin(�T )

−2 sin α sin �T
2 sin

[
�

(
t + T

2

)]

2 sin α sin �T
2 cos

[
�

(
t + T

2

)]

⎤

⎦ (12)

Integrating the theoretical angular velocity directly according to Eq. (9), we get the
angular increment within a period as follows:

�θ=
t+T∫

t

w(τ )dτ =
⎡

⎣
−2�T sin2 α

2
−2 sin α sin �T

2 sin
[
�

(
t + T

2

)]

2 sin α sin �T
2 cos

[
�

(
t + T

2

)]

⎤

⎦ (13)
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Comparing Eq. (12) with Eq. (13), one can notice that the second and third com-
ponents are precisely the same and periodically change. But there is a constant devia-
tion between the first item, which is equivalent to a constant angular velocity integral
deviation. Therefore, the compensation algorithm aims at minimizing the constant error.

Assuming that the initial time is t, the angular velocity of each sampling point is:

wi =

⎡

⎢
⎢
⎣

−2� sin2(α/2)

−� sin α sin
(
�

(
t + i−1

n−1T
))

� sin α cos
(
�

(
t + i−1

n−1T
))

⎤

⎥
⎥
⎦, i = 1, 2, ν, n (14)

The following relationship can be found from each sampling value of the angular
velocity of each point:

wi × wj =

⎡

⎢
⎢
⎢
⎣

�2 sin2 α sin
(

j−i
n−1�T

)

2�2 sin α sin2 α
2

{
cos

(
�

(
t + i−1

n−1T
))

− cos
(
�

(
t + j−1

n−1T
))}

2�2 sin α sin2 α
2

{
sin

(
�

(
t + i−1

n−1T
))

− sin
(
�

(
t + j−1

n−1T
))}

⎤

⎥
⎥
⎥
⎦

(15)

It can be seen from the above equation that in the cross-product result of the sam-
pling point, the first term is constant. And the second and third terms change period-
ically, whose integral results are close to zero. Furthermore, the constant term con-
tains the period T, and its value varies with the sampling data. Hence, the vector prod-
uct of the angular velocity at different sampling point can be used to compensate for
the noncommutativity error:

��̂=�θ̂ + T 2
n−1∑

i=1

Kiw1 × wi+1 (16)

where Ki is the compensation coefficient.
The optimization objective is to choose appropriateKi whichminimizes��x−��̂x:

��x−��̂x= − 2 sin2
α

2
sin(�T ) + 2�T sin2

α

2
− T 2�2 sin2 α

n−1∑

i=1

Ki sin

(
i

n − 1
�T

)

= 2 sin2
α

2

∞∑

k=2

(−1)k−1 (�T )2k−1

(2k − 1)! − T 2�2 sin2 α

n−1∑

i=1

Ki sin

(
i

n − 1
�T

)

(17)

Equation (17) can be simplified as:

∞∑

k=2

(−1)k−1 (�T )2k−1

(2k − 1)! = 2T 2�2
n−1∑

i=1

Ki

∞∑

k=1

(−1)k−1 (�T )2k−1

(2k − 1)!
(

i

n − 1

)2k−1

= 2
n−1∑

i=1

Ki

∞∑

k=1

(−1)k−1 (�T )2k+1

(2k − 1)!
(

i

n − 1

)2k−1
(18)
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To facilitate the account, reformulate Eq. (18) to matrix form as:

[
(�T )3 (�T )5 (�T )7 · · · ]

⎡

⎢
⎢
⎢
⎣

C1

C2

C3
...

⎤

⎥
⎥
⎥
⎦

=[
(�T )3 (�T )5 (�T )7 · · · ]

⎡

⎢
⎢
⎢
⎢
⎣

A11 A12 · · · A1(n−1)

A21
. . .

... A2(n−1)

Apq
...

...
...

⎤

⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎣

K1

K2
...

Kn−1

⎤

⎥
⎥
⎥
⎦

(19)

where Ci = (−1)i−1

(2i+1)! , i = 1, 2, 3 · · · ; Apq = 2 (−1)p−1

(2p−1)!
(

q
n−1

)2p−1
, q = 1 ∼ n − 1, p =

1, 2, 3 · · ·
The value of Ki can be gained by ensuring the first (n-1) terms of AK and C are

the same. This algorithm is called the n-sample rotation vector attitude algorithm under
angular rate input. Generally speaking, the more samples we obtained, the higher the
compensation accuracy is. When the period is small, the compensation accuracy can be
expressed as:

ε=1

2
α2

⎛

⎝Cn −
n−1∑

j=1

AnjKj

⎞

⎠(�T )2n+1 (20)

4 Modified Attitude Updating Algorithm

The derivation of the rotation vector method is based on the theoretical angular veloc-
ity function. However, in practice, we can only get the gyro sampling data other than
the theoretical value. The sampling angular velocity contains noise, which limits the
compensation accuracy of the rotation vector attitude algorithm. When the number of
samples reaches a certain value, the compensation accuracy will not be improved any-
more. Consequently, the number of samples should be analyzed combining with the
actual gyro instead of increasing blindly.

In the light of Eq. (16), gyro noise is introduced into the equation in the form of vector
product. Nomatter howmany samples are, the magnitude of compensation accuracy can
not be less than that of noise. According to this, the upper bound of the number of samples
can be approximately selected as follows:

v2g ≤ 1

2
α2

⎛

⎝Cn −
n−1∑

j=1

AnjKj

⎞

⎠(�T )2n+1 (21)

where vg is gyro random noise.
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EKF is the most prevalent algorithm in satellite attitude estimation, in which gyro
bias is usually chosen as another estimated parameter. From EKF filtering theory, the
bias between ��x and �θx is considered to be part of the gyro bias. As a consequence,
the influence of the noncommutativity error on attitude angle updating can be neglected.
Instead, it is mainly reflected in the bias estimation, so the lower bound of the number
of samples can be defined as:

b̃ ≥ 1

2
α2

⎛

⎝Cn −
n−1∑

j=1

AnjKj

⎞

⎠(�T )2n+1 (22)

where b̃ is the estimation accuracy index of gyro bias.
It can be found from Eq. (13) and Eq. (16) that the theoretical angular velocity

function is used in the derivation. Nevertheless, we can only fit the angular velocity
curve with samples in practice. Both gyro noise and the number of samples will affect
the fitting accuracy. The n-sample rotation vector attitude algorithm obtains n new equal
interval sampling values every period. Assuming that four-sample algorithm is adopted,
the fourth-order angular velocity curve can be fitted:

w(t) = a + 2bt + 3ct2 + 4dt3 + 5et4 (23)

The parameters can be calculated by substituting the sampling values into Eq. (23):
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a = wt=0

b = 1

6T

(−25wt=0 + 48wt=T/4 − 36wt=T/2 + 16wt=3T/4 − 3wt=T
)

c = 1

9T 2

(
70wt=0 − 208wt=T/4 + 228wt=T/2 − 112wt=3T/4 + 22wt=T

)

d = 1

3T 3

(−20wt=0 + 72wt=T/4 − 96wt=T/2 + 56wt=3T/4 − 12wt=T
)

e = 1

15T 4

(
32wt=0 − 128wt=T/4 + 192wt=T/2 − 128wt=3T/4 + 32wt=T

)

(24)

One gets the angular increment by integrating Eq. (23):

θ̂=aT + bT 2 + cT 3 + dT 4 + eT 5

= T

90

(
7wt=0 + 32wt=T/4 + 12wt=T/2 + 32wt=3T/4 + 7wt=T

) (25)

In fact, it is possible to get angular velocity at non equidistant sampling points,
which leads to the unavailability of Eq. (16) and Eq. (25). Considering the timestamp of
sampling points can be obtained at the same time, therefore, the angular velocity can be
described by m-order curve:

wi = [
1 t1i · · · tmi

]
X + vi (26)

where wi is the ith sampling angular velocity;ti denotes the time of the ith sampling
value;vi is the gyro’s noise; X is the (m+ 1)-dimensional vector and represents the fitted
coefficient.
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When there are n(n≥m) sample values during one period, we can estimate the fitted
coefficient by the least square algorithm:

X̂ =
(
TTT

)−1
TTW (27)

where T =
⎡

⎢
⎣

1 t10 · · · tm0
...
...
. . .

...

1 t1n · · · tmn

⎤

⎥
⎦,W = [

w0 w1 · · · wn
]T

Compared with the equal interval fitting method, the least square fitting method’s
disadvantage is that the coefficients need to be recalculated every period. But its merits
are: There is no need for equal interval sampling; the equal interval angular velocity can
be calculated, and Eq. (16) is still applicable; the gyro’s noise can be reduced to a certain
extent.

In sum up, the modified attitude updating algorithm for agile micro-nano satellites
can be described as follows, which is called modified n-sample algorithm:

(1) Combining with the gyro’s parameters and precision requirements for gyro bias,
calculate the upper and lower bounds of the number of samples according to
Eq. (21) and Eq. (22). Then choose the appropriate n-sample algorithm and find
compensation coefficient K;

(2) Sample at least n data, and fit the angular velocity curve of the current period;
(3) Calculate n equal interval angular velocities from the fitted angular velocity

function;
(4) Update attitude according to Eq. (16).

5 Simulation

Considering an agile micro-nano satellite equipped with a gyroscope and a star sensor,
the EKF algorithm based on MRPs is used as the attitude estimation algorithm. The
relevant parameters are shown in Table 1.

Table 1. Simulation parameters

Parameter Description Value

�t Simulation step 1 s

J The inertia moment of the satellite diag([1.2 1.2 1.5])kg.m2

vg Measurement accuracy of gyro 0.003°/s

b0 Initial bias of the gyro [0.2 −0.2 0.5]T°/s

vs The noise of the star sensor [50 10 10]T arcsecond

Set the coning motion angle frequency � = 2 Hz, and half coning angle α = 2° in
the light of Eq. (9). Precision requirement for gyro bias is ten arcsec per second. Then
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we can calculate that the lower bound of the number of samples is two-sample, and the
upper bound is three-sample based on Eqs. (21), (22).

The conventional algorithm (that is, one-order Peano-Baker Quaternion algorithm),
the traditional two-sample algorithm, and the modified two-sample algorithm are used
for comparison. For the sake of improving the fitting accuracy of angular velocity, the
modified two-sample algorithm samples five new angular velocities in each period. The
root mean square error of estimation error after convergence is summarized in Table 2.

Table 2. Accuracy comparison of compensation algorithms

Algorithm Attitude angle estimation accuracy(′′) Gyro bias estimation accuracy(′′/s)
Roll
angle

Pitch
angle

Yaw
angle

Roll
axis

Pitch
axis

Yaw
axis

Conventional 336.08 939.13 939.79 428.87 60.64 82.77

Traditional
two-sample

11.42 6.29 6.28 128.06 1.24 1.70

Modified
two-sample

9.27 3.12 3.09 1.78 1.01 1.63

From Table 2, the results report that the conventional algorithm is not applicable to
the coning motion, whose bias estimation accuracy is one order of magnitude lower than
the index. Compared with the conventional algorithm, the traditional two-sample accu-
racy is increased by four times, but it is still not meeting the requirement. By contrast,
the modified two-sample algorithm uses six samples to fit the angular velocity curve and
gets two new equispaced angular velocities, which improves the fitting accuracy and
indirectly reduces the gyro’s noise, so the accuracy is better and satisfies the demand.
These findings suggest that the proposed algorithm is more effective.Simultaneously, to
verify the upper and lower bound formulas, the following types of simulations are consid-
ered: single-sample algorithm, two-sample algorithm, three-sample algorithm, and four-
sample algorithm. The table below illustrates the algorithms’ RMS after convergence.
It can be seen that the accuracy of the roll axis’s bias estimation of the single-sample
algorithm and the four-sample algorithm does not meet the target. The principal reason
is that the single-sample does not compensate for the noncommutativity error, which
only carries out the curve fitting. According to the coning motion parameters setting, we
can calculate that the difference of ��x and ��̂x is about 137′′ in the single-sample.
Since the attitude determination period is 1 s, the noncommutativity error is equivalent
to introducing 137′′/s in the roll axis’s gyro bias, corresponding to the results in Table. 3.
And the decrease of bias accuracy in the three-sample algorithm is mainly caused by the
gyro noise. That is because the three-sample method is the upper bound’s critical value,
and the upper bound calculation formula is approximate, so it may also be affected by
noise. It is apparent from this table that the two-sample algorithm is the most suitable,
implying the method to determine the upper bound and lower bound is correct.
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Table 3. Accuracy comparison of modified algorithms for different samples

Algorithm Attitude angle estimation
accuracy(′′)

Gyro bias estimation accuracy(′′/s)

Roll
angle

Pitch
angle

Yaw
angle

Roll
axis

Pitch
axis

Yaw
axis

Single
sample

9.01 3.06 3.07 136.93 0.83 1.85

Two
sample

9.00 3.03 3.05 1.06 0.82 1.84

Three
sample

9.00 3.06 3.05 27.99 0.82 1.83

Four
sample

9.00 3.07 3.05 43.37 0.82 1.83

6 Conclusion

This paper focuses on attitude updating of agile micro-nano satellites. Firstly, the short-
comings of traditional algorithms are analyzed, implying that angular velocity fitting
accuracy and noncommutativity errormust be considered. On this basis, anmodified atti-
tude updating scheme is proposed. The simulations representing the proposed method’s
bias estimation accuracy are two orders of magnitude higher than the traditional algo-
rithms. This research provides a timely and necessary study of the agile micro-nano
satellites’ attitude determination.

Acknowledgements. This work was supported by Primary Research and Development Plan
of Zhejiang Province, key technologies of Nano remote sensing satellites, 209C05004; Zhe-
jiang Provincial Key Laboratory of Micro-nano Satellite.

References

1. Li JQ, Wang QY, Zhao SZ (2020) Spacecraft engineering 29(04):126–132
2. Baoyin HY (2020) J Dyn Control Syst 18(04):1–11
3. Zhao X, Wang SC, Yang DF, Luo YG (2011) J Chin Inertial Technol 19(02):163–169
4. Zhi X, Jianye L, Yanping W (2003) J Southeast U: Nat Sci Ed 33(04):419–423
5. Wang S, Zhang S, Zhou B, Wang X (2019) IEEE Access 7:20060–20075
6. Lee D, Vukovich G, Lee R (2017) J Aerospace Eng 30(4)
7. Yuan X, Zhang C, Shi C (2017) The Cubature Kalman Filter and its application in the satel-

lite star-sensor/gyro attitude determination system. In: The 8th China Satellite Navigation
Conference, 1. Shanghai, China

8. XiaoLei H, CongZhe Z, Yong L, YiLan PQ (2020) J Astronautics 41(08):1032–1041
9. Yin J, Meng Y, Zhang WL, Hong C (2016) Comput Simulat 33(07):147–152+174
10. Bortz JE (1971) IEEE T Aero Elec Syst AES-7(1):61–66
11. Ben Y, Sun F, Yu, Wei GF (2009) IEEE T Aero Elec Syst 45(4):1565–1572



166 Y. Chen et al.

12. Chen JF, Zhu XC (2012) J Chinese Inertial Technol 20(02):131–135
13. Tang CY, Li XC (2013) J Chinese Inertial Technol 21(04):456–461
14. Tang CY, Song XC (2014) J Southeast Univ 30(04):439–444



Autonomous Navigation and Attitude
Determination System Design for Micro-Nano

Satellites with Limited Sensors

Chaoyu Du1, Tao Meng2,3(B), Jun Wang4, and Zhonghe Jin2,3

1 School of Information Science and Electrical Engineering, Zhejiang University, Hangzhou
310027, China

2 School of Aeronautics and Astronautics, Zhejiang University, Hangzhou 310027, China
mengtao@zju.edu.cn

3 China Micro-Nano Satellite Research Laboratory of Zhejiang Province, Hangzhou 310027,
China

4 Operations Center, China Satellite Communications, Beijing 100190, China

Abstract. Autonomous system design has received extensive attention for orbit
and attitude determination, since the traditional ground station-based orbit deter-
mination is difficult to meet the multi-satellite needs. With a combination of
limited sensors, this article presents an autonomous navigation-attitude determi-
nation system for low-earth-orbit micro-nano satellites. By adding the area-to-
mass ratio to state vector, the atmospheric resistance is effectively considered. By
introducing an infrared earth sensor, the limitations of the orbit type and eclipse
period are compensated, with the consideration of computational burden. Sim-
ulation based on ZDPS-2 satellites show the estimation accuracy of this paper
is improved by 23% compared with the magnetometer/sun sensor combination,
reaching 1.08 km, 1.16 m/s (RMS); whereas for an equatorial orbit, estimation
accuracy remains 1.11 km (RMS). While completing navigation estimation, the
system attitude pointing accuracy reaches 0.347° (RMS), which meets the basic
mission requirements of micro-nano satellites.

Keywords: Navigation · Magnetometer · Earth sensor · Micro-nano satellite

1 Introduction

A growing interest has been expressed in micro-nano satellites which offer advantages
such as low cost, short development period and standard with large quantities. For the
attitude control system, orbital parameters are an indispensable input for any attitude
determination algorithm. The traditional ground station-based orbit determination is
difficult to meet the multi demands as formation flying plays a more important role in
space missions. Therefore, autonomous operating system design has received extensive
attention for orbit and attitude determination.
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Navigation based on GPS/GNSS or star sensor, has been popular among recent
research [1–3]. Whereas for micro-nano satellites which are equipped with limited sen-
sors, it can be useful explorations on autonomous determination, if no additional sensitive
components are added.

Since the magnetometer-based satellite navigation was first proposed by research
team at Cornell, studies have been carried out focusing on geomagnetic navigation. The
scalarmagnitude of themagnetic fieldwas introduced asmeasurement vector to establish
the orbit determination [4]. A state estimator for a low-earth near-polar orbit reached a
position accuracy of 2.5–3 km [5]. Further discussions were made by analyzing the basis
of the accuracy effects, such as dynamic model, orbit types, measurement calibration,
and linearization of measurement model [6].

In order to further improve system accuracy, Psiaki was among the pioneers who
added sun sensor data to the geomagnetic navigation system [7], and with the measured
magnetic field data of DE-2, MAGSAT, and LACE satellites [8], a batch filter and EKF
algorithm reached an position error of 2.19 km, but the integrated system showed low
accuracy in eclipse. Comparedwith EKF, a particle filter was verified and showed similar
position accuracy, but better convergence rate [9]. Simplifications were introduced and
testified on Jacobian calculations and polynomial model for fast magnetic field calcu-
lation [10]. Calibrations on bias and scale factors of the magnetometer were discussed
[11]. By introducing a horizon sensor with UKF, a less than 500 m accuracy of position
and less than 1 m/s accuracy in velocity are found with 0.1 nT magnetometer and 0.05°
horizon/earth sensor [12].

The second approach for magnetometer measurements in dual estimation, on the
other hand, choose the three-axis magnetic vector measurements instead of the scalar
magnitude to perform the coupled navigation and attitude determination [13–16]. While
the current attitude is neededwhenmeasurements arewithin the coordinate body system,
a series–parallel hybrid determination strategy based on both magnitude and vector was
proposed, in which the error covariance matrix was utilized as the switch [15].

However, there is lack of consideration fully focused on low-earth-orbit micro-nano
satellites, as well as computational burden, to get fully use of the limited equipped
sensors while meeting a proper system accuracy.

In this paper, based on the commonly equiped attitude devices: magnetometer, sun
sensor and infrared earth sensor, an autonomous navigation-attitude determination sys-
tem (low power consumption, full orbit, full time) is proposed. The solution excludes the
considerations of low-earth perturbation, influence of orbit inclination, sub-system inde-
pendence, as well as sensor redundancy. Finally, through simulation based on ZDPS-2
satellites, the proposed algorithm and system design is verified.
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2 Design Guidelines

In this section, analyses on orbital perturbation, orbital inclination, measurement form
of the magnetic field are given for low-earth-orbit satellites, which provides a design
guideline for the navigation estimator and the combined determination system.

(1) Atmospheric perturbation cannot be ignored.
The orbital acceleration due to perturbation such as geopotential and atmospheric
drag, the solar radiation pressure, and the sun and moon’s gravity are calculated.
The following table shows a calculation based on a 25 kg satellite with a 0.4 m2

windward area.
As shown in Table 1, the non-spherical perturbation of the Earth has the greatest

impact. For low-earth orbit satellites (400–600 km), the impact of atmospheric drag
perturbation cannot be ignored. Therefore, the ballistic coefficient of the satellite
is required to be estimated [6], which equals to the product of the drag coefficient
and the area-to-mass ratio.

Table 1. Orbital perturbation

Perturbation Orbit (400 km) Orbit (1000 km)

J2 10–3 10–3

Other non-spherical 10–6 10–6

Atmospheric drag 2 × 10–6 10–9

Solar radiation pressure 10–9 10–9

Solar gravitational attractions 3 × 10–8 5 × 10–8

(2) Orbital description method.
The estimated state of the autonomous navigation filter can be the satellite Cartesian
coordinate position, velocity vector [4, 6], the six Keplerian orbital elements [12],
and other parameters forms. In contrast, the Keplerian form is easier for orbit
description, and more suitable for calculation of the earth’s magnetic field, but it
requires a large amount of computing resources. On the other hand, the Cartesian
form is more convenient for numerical integration.

(3) Different orbital inclinations need to be considered.
A magnetometer-based orbit determination is based on the principle that the distri-
bution of the geomagnetic field along the orbit has adequate resolution to identify
the specific orbit. Therefore, the data range of the geomagnetic field along the orbit
should be large enough to allow a precise orbit reconstruction [6]. The range of the
measured data is highly dependent on the type of orbit.

A verification simulation is set on a 500 km orbit (eccentricity = 0), with a
10 nT magnetometer. The filtering estimation result is shown in Fig. 1. When the
orbital inclination is 90°, the position estimation accuracy is better than 5 km;
while the error increases as the orbital inclination becomes closer to zero, due to
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the low variation of the equatorial geomagnetic field. As a result, the evaluation
of a magnetometer-based navigation system, should be verified at different orbit
inclinations.

Fig. 1. Evolution of the position errors for different orbital inclinations

(4) Convergence of the coupled determination system.
When the three-axis magnetic vector measurements (excludes the knowledge of the
attitude in the orbit determination) take place of the scalar magnitude, the coupled
navigation-attitude system faces higher convergence rates. The larger estimation
error of either sub system becomes, the longer it will take to be convergent. Results
might be divergence as well [15].

3 System-Level Design

Based on the discussed design guidelines:

(1) In this paper, only the scalar magnitude of the geomagnetic is selected, to asure an
attitude-independent orbit determination. System convergence, especially attitude
determination, plays a very important role at early stage of the mission.

(2) An infrared earth imaging sensorwas introduced asmeasurement to further enhance
the observability of the commonly usedmagnetic/sun sensor combination;when the
sun sensor becomes unavailable in eclipse, there are still continuous observations
for information fusion.
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The infrared earth sensor introduced in this article is shown in Fig. 2. The earth
is projected onto the image plane and through image processing, the roll and pitch
angle can be calculated by the following formula, with which the three-dimensional
earth vector is obtained.

α =

⎧
⎪⎪⎨

⎪⎪⎩

arctan

(
Y1−Y0
X1−X0

)

(Y1 − Y0) ≤ 0

360 − arctan

(
Y1−Y0
X1−X0

)

(Y1 − Y0) > 0

β = arctan

(√
(X1 − X0)2 + (Y1 − Y0)2

f

)

(1)

Fig. 2. Schematic principle of the static infrared earth sensor

(3) System design is shown in Fig. 3, where the fusion selector is to verify working
status of the equipped sensors, they either face unavailable environment such as
eclipse to sun sensor, or disabled due to self failure or under ground instructions.
The status help select the latter fusion combination and algorithm.

In addition, processing of the magnetometer measurement is shown in Fig. 4,
where the magnitude, and sun/earth vector angle are inputs of the navigation filter;
the three-dimensional vectors are for the attitude estimator.

4 Navigation Estimator Design

TheCartesian formof coordinates is chosen for its conveniency for numerical integration.
The navigation state vector is defined as follows

x = [
rT vT B∗ ]

(2)

where r and v are the position and velocity vectors in inertial frame, and B* is the inverse
value of satellite’s ballistic coefficient, which is the multiplication of the drag coefficient
and the area-to-mass ratio.
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Fig. 3. System design of the autonomous navigation and attitude system

Fig. 4. Magnetometer measurement processing
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4.1 Orbital Dynamic Model

The satellite, defined by multiplication of the drag coefficient and the area-to-mass ratio,
and is modeled as a random walk, in which the state vector can be expressed as

ṙ = v

v̇ = ag + ad + w1

Ḃ∗ = w2

(3)

where ag denotes the geopotential acceleration, ad denotes the acceleration due to
atmospheric drag. w1 an w2 are system process errors, which can be approximated
as zero-mean Gaussian noise. For state propagation, can also be written as:

ẋ = f (x) + w (4)

where w denotes a combination of w1 and w2. Q is the system noise covariance matrix.

E
(
wwT

)
= Q (5)

The Jacobian calculation of Eq. (5) can be written as

F(x) = ∂f (x)
∂x

=
⎡

⎣
03×3 I3×3 03×1

Gr + Dr Dv DB

01×3 01×3 01×1

⎤

⎦ (6)

whereGr denotes the derivative of ag,Dr,Dv,DB denote derivatives of ad. Drags and J4
perturbations have been included for the orbital simulation, aswell as the J2 perturbation,
to obtain higher estimation accuracy with limited computational burden.

4.2 Measurement Function

Measurement model of the scalar magnitude of the geomagnetic can be written as

y1 =
√

BT
mesBmes ≈

√

BT
actBact + ny1 (7)

the statistics of ny1 are as follows:

E
(
ny1

) = 0,E
(
ny1n

T
y1

)
= σ 2

m (8)

the measured dot product of the magnetic field vector and the sun direction vector y2,
and with earth direction vector y3, can be shown as
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y2 = BT
mesSmes ≈ BT

actSact + ny2

y3 = BT
mesEmes ≈ BT

actEact + ny3
(9)

the statistics of ny2 and ny2 are as follows:

E
(
ny2

) = E
(
ny3

) = 0,

E
(
ny2n

T
y2

)
= σ 2

B + BT
mes

(
I − SmesSTmes

)
Bmesσ

2
S

E
(
ny3n

T
y3

)
= σ 2

B + BT
mes

(
I − EmesET

mes

)
Emesσ

2
E

(10)

The measurement function combined can be written as

y = h(x) + ny

E
(
nynTy

)
= R

(11)

where ny is a combination of ny1, ny2 and ny3. R is the measurement error covariance
matrix. The Jacobian calculation of Eq. (11) can be written as

H (x) = ∂h(x)
∂x

=

⎡

⎢
⎢
⎢
⎣

∂y1
∂Bact

∂Bact
∂re

∂re
∂r 01×4

(
∂Bact
∂re

∂re
∂r Sact

)T
01×4

(
∂Bact
∂re

∂re
∂r Eact

)T
01×4

⎤

⎥
⎥
⎥
⎦

3×7

(12)

where re is the position vector in geocentric coordinates.

4.3 EKF Procedure

The dynamics of orbit can be represented as follows

�ẋ(t) = F(t)�x(t) + G(t)W

�y(t) = H(t)�x(t) + V
(13)

(1) Equation of the extrapolation value can be shown as

�x̂k+1|k = �k�x̂k|k
�k = I9×9 + F(t)T

(14)

where the state transition matrix F propagates the state vector in each time step T.
H is known as the observation matrix, and G maps the process noise into the state
vector. xk and xk-1 denote the current and previous state vectors.
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(2) The covariance matrix of the extrapolation error is formulated as

Pk+1|k = �kPk|k�T
k + GkQkG

T
k (15)

where Qk =
⎡

⎣
σ 2
r I3×3 03×3 03×1

03×3 σ 2
v I3×3 03×1

0 0 σ 2
B*I1×1

⎤

⎦

7×7

is the covariance matrix of system

noise W.
(3) Filter-gain of EKF can be shown as

Kk+1 = Pk+1|kHT
k+1

(
Hk+1Pk+1|kHT

k+1 + Rk+1

)−1
(16)

where Rk+1 =
[

σ 2
b I3×3 03×3

03×3 σ 2
s I3×3

]

6×6

is the covariance matrix of measurement

noise V, which has diagonal elements built of the variances of magnetometer and
earth sensor measurement noises σb, σs

�x̂k+1|k+1 = �k�x̂k + Kk+1[�yk+1 − Hk+1�k�x̂k|k ] (17)

Pk+1|k+1 = (I − Kk+1Hk+1)Pk+1|k (18)

With the update of the estimation and the covariance matrix of the filtering error
shown in (17) and (18), the equations given above represent the Extended Kalman
Filter (EKF), which fulfils the recursive estimation.

5 Simulation

Performance of the algorithm and system designwas verified based on the ZDPS-2 satel-
lites, which were launched in September 2015. Simulations are based on the equipped
and limited ADCS sensors, shown in Table 2.

Table 2. ZDPS-2 ADCS sensors

Sensor Parameter Value Unit

Magnetometer Accuracy 50 nT

Sun sensor Accuracy 0.5 deg

Earth sensor Range Hemispheric

Accuracy 0.1 deg
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The following combination types, listed in Table 3, are the simulations to be taken
into consideration.

Table 3. Combination and navigation-attitude mode

Sensor Combination Characteristic

1 Mag only Minimum filter Low accuracy, with limitations

2 Mag/Sun ZDPS-2 in orbit Back to scenario 1 during eclipse

3 Mag/Sun/Earth Full-sensive The proposed system design

5.1 Navigation Simulation

Based on the original orbit of ZDPS-2 satellites, the navigation accuracy of each sensitive
combination is analyzed and compared. The orbit altitude is 524 km (with eccentricity of
0.00125), and the inclination is 97.389°. As shown in Figs. 5, 6, 7 and Table 4, when the
satellite area-to-mass ratio is integrated asB* andbrought into thefilter state equation, the
estimation accuracy is improved by 12.6%, thus the perturbation caused by atmospheric
drag is effectively considered for the low-orbit satellite. The full-sensitive combination
(mag/sun/earth) proposed in this paper has improved estimation accuracy by 23.0%
compared with the mag/sun combination, reaching 1.08 km, 1.16 m/s (RMS); due to
the addition of new independent measurement, the improved observability shortens the
filter convergence rate from 3.1 h to 1.4 h. Compared to the mag/earth combination,
the full-sensitive combination has limited accuracy improvement, but has stronger fault
tolerance and anti-interference ability.

Fig. 5. Comparison with state vector B* at 97° inclination
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Fig. 6. Position estimation accuracy at 97° inclination

Fig. 7. Velocity estimation accuracy at 97° inclination

Table 4. Position and Velocity estimation accuracy of the navigation system

No. Sensor Position estimation accuracy Velocity estimation
accuracy

RMS/km Max/km Convergence (5 km) RMS (m/s) Max (m/s)

1 Mag (without B*) 1.637 4.378 4.2 h 1.801 3.621

2 Mag 1.454 4.161 4.2 h 1.648 3.555

3 Mag + Sun 1.328 2.868 3.1 h 1.289 2.197

4 Mag + Earth 1.105 2.376 1.5 h 1.194 2.043

5 Mag + Sun + Earth 1.078 2.319 1.4 h 1.158 1.960
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The comparison simulation group carried out at the orbital inclination of 0°, as
shown in Fig. 8 and Table 5. The position accuracy of the mag/sun combination becomes
10.45 km (RMS), due to the 1/3 eclipse period; however the fully-sensitive combination
proposed in this paper remains 1.11 km (RMS).

Fig. 8. Position estimation accuracy at 0° inclination

Table 5. Navigation accuracy at 0° orbit inclination

Sensor Navigation accuracy (Position error)

RMS/km Max/km

Mag 10.447 16.166

Mag + Sun 8.238 10.572

Mag + Sun + Earth 1.105 2.553

5.2 System Simulation

After the convergence of the navigation sub-system, the full-sensitive attitude filter are
calculated with the prior information of the orbit estimation. System estimation error are
summarized in Fig. 9 and Table 6. The accuracy of the attitude determination is improved
within the full orbit range to 0.347° (RMS). The results show that the navigation and
attitude determination system proposed in this paper are full orbit autonomous, with the
navigation accuracy of 1.08 km and 1.16 m/s, while the three-axis pointing accuracy
meets the basic mission requirements of micro-nano satellites.

6 Conclusion

A full-sensive autonomous navigation and attitude determination system is proposed.
With the low-earth-orbit navigation considerations, and without the ground staion sup-
port or any other high-precision sensitive components added, the proposed algorithm and
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Fig. 9. Autonomous system attitude pointing accuracy

Table 6. Summaryof improvedfilter estimation accuracy for the combinednavigation and attitude
system

No. Sensor Navigation accuracy/km
(RMS)

Attitude accuracy/°(RMS)

RMS/km Max/km Sun Eclipse Dipole

1 Mag 1.454 4.161 2.8243

2 Mag + Sun 1.328 2.868 1.633 / 1.633

3 Mag + Earth 1.105 2.376 0.553 /

4 Full-sensive 1.078 2.319 0.347
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system meets the basic platform requirements, and can be a useful exploration for the
integration, improvement and practical design of the Micro-nano satellites navigation
attitude system.
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