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Preface

We are in the era of the Fourth Industrial Revolution that is a new chapter in human
development enabled by extraordinary technological advances and making a funda-
mental change in the way we live, work, and relate to one another. It is an opportu-
nity to help everyone, including leaders, policy-makers, and people from all income
groups and nations, to harness converging technologies in order to create an inclu-
sive, human-centered future. Big data, IoT, and machine learning are three important
components of 4.0 Industrial Revolution. To do this, we must prepare our graduates
and researchers to conduct their research using Industry 4.0-related technologies
such as big data, machine learning, Internet of things, robotics, augmented reality,
virtual reality, 3D printing, and so on. As part of our efforts to achieve sustain-
able development, we must develop and put into effect policies that are focused on
the components of 4.0 Industrial Revolution. Considering this fact, we organized
the International Conference on Big Data, Internet of Things (IoT) and Machine
Learning (BIM 2021) on September 23–25, 2021. Initially, we planned to organize
BIM 2021 at Cox’s Bazar, Bangladesh. However, due to the COVID-19 pandemic
situation, BIM 2021 took place in full virtual mode. Althoughwe had to arrange BIM
2021 virtually, the research community reacted amazingly well at this challenging
time. The support partners of BIM 2021 were CUET Intelligent Computing Lab,
IEEE Computer Society Bangladesh Chapter, and the Center for Natural Science
and Engineering Research (CNSER).

There were three main tracks at BIM 2021. These are data science and big data,
Internet of things, and machine learning. There were a total of 263 submissions from
fourteen different countries at BIM 2021. The submitted papers underwent a double-
blind review process soliciting expert opinion from at least three experts: at least
two independent reviewers and the respective track chair. After the rigorous review
reports from the reviewers and the track chairs, the technical committee has selected
59 high-quality papers for presentation in the conference and possible inclusion in
LectureNotes onDataEngineering andCommunicationsTechnologies.Wehope that
the papers published in this volume will help researchers, professionals, and students
to enrich their knowledge to continue their research with cutting-edge technologies.

xiii



xiv Preface

We are thankful to authors who have made a significant contribution to the confer-
ence and have developed relevant research and literature in data science, IoT, and
machine learning. We would like to express our gratitude to the members of inter-
national and national advisory committees, general chairs, general co-chairs, orga-
nizing committee members, and technical committee members for their uncondi-
tional support to make BIM 2021 a grand success. We are highly grateful to the
faculty members of the Department of Computer Science and Engineering, Chit-
tagong University of Engineering and Technology, for their wholehearted support
for BIM2021.We are grateful toMr.AnindaBose,Mr. NareshkumarMani, and other
members of Springer Nature for their continuous support in coordinating this volume
publication. Last but not least, we thank all of our volunteers for their tremendous
support during this challenging time to make BIM 2021 a successful one.
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Performance Analysis of Classifier for
Chronic Kidney Disease Prediction Using
SVM, DNN and KNN

Md. Omaer Faruq Goni, Abdul Matin, Tonmoy Hasan,
and Md. Rafidul Islam Sarker

Abstract Disruption of the regular operation of the kidney is named chronic kidney
disease (CKD).CKD iswidespread, and the death rate due to this increases rapidly. To
reduce the amount of death, early detection of CKD is necessary. This paper aims to
help medical practitioners to diagnose CKD patients by applying machine learning
(ML) techniques. We have applied several ML algorithms to the chronic kidney
disease dataset which is archived at the machine learning repository of the University
of California Irvine (UCI). The classification approaches have been analyzed in
this study including deep neural network(DNN), support vector machine (SVM)
and K-nearest Neighbor (KNN). To fulfill this study, the missing values have been
imputed with different techniques according to the characteristics of the features
and relations among them. Hyperparameters of each algorithm have been tuned
through experiments. The proposed approach has been evaluated with the best-tuned
parameter. The assessment has done based on different performance metrics such
as train–test sensitivity, accuracy, f-measure, specificity and Matthews correlation
coefficient (MCC). The empirical result shows that SVM and KNN have enhanced
accuracy, and DNN shows the most optimistic result with 100% accuracy compared
to the existing.

Keywords Chronic kidney disease · Support vector machine · Deep neural
network · K-nearest neighbors

1 Introduction

It is called chronic kidney disease when it fails to perform its regular operation. It
is also called kidney failure. It refines our blood by removing wastes and spare fluid
as urine. It has some very critical effects such as damage to the nerve and immune
system that adversely reduce living standards and the chance of living. The number
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of CKDpatients increases due to diabetes, high blood pressure and unsound habit [1].
Gradual failure of the kidney leads to death. The number of CKD patients increases
globally [2]. Hence, an early screening system is required.

In the recent world, there is a large number of available data that requires proper
usage, otherwise it will be useless. Data mining is the technique to make the appro-
priate use of large data. Using statistical methods and machine learning (ML) algo-
rithms, it discovers exciting patterns and interactions in data which helps in making
useful predictions [3]. In this paper, we use different MLmethods that include SVM,
KNN and DNN for early diagnosis of CKD in CKD dataset recorded at the machine
learning repository of the UCI.

In real-world data, there is a probability of missing and erroneous values that
can fail the actual purpose. Adequate data cleaning and missing value imputation
techniques are required. It has a crucial impact on model accuracy. CKD dataset is
imputed using different techniques. Again, the best feature subset is selected to make
themodel more efficient. Performance of all themodels is assessedwith some perfor-
mance metrics including train–test precision, accuracy, recall, specificity, sensitivity,
f -measure and MCC.

This study is structured as follows. In Sect. 2, existing methods on CKD patients
classification are discussed. Section 3 represents the detailed explanation of CKD
dataset aswell as the proposedmethods. Section 4 illustrates the result and discussion
of this study. Section 5 implies the conclusion.

2 Literature Review

Charleonnan et al. [4] have performed a comparative study of SVM, KNN, decision
tree (DT) and logistic regression (LR) classifiers for predicting CKD. SVM has
achieved the highest accuracy of 98.3%.

Salekin and Stankovic [5] have analyzed SVM, KNN and ANN with and without
imputing the missing values for classification. Feature selection techniques have also
been employed. Among them, KNN has achieved the highest prediction accuracy of
0.993 in terms of F1-measure with missing values imputation.

Polat et al. [6] have analyzed the effect of feature selection on the performance
of a ML classifier for CKD patients classification. To conduct the analysis, SVM
has been examined with different feature subset searching methods and evaluators.
Among all the combinations, SVM obtained a great accuracy of 98.5% where the
filtermethod and the best first search have been considered as feature subset evaluator
and the feature selector, respectively.

Sara and Kalaiselvi [7] have introduced a hybrid feature selection (FS) technique
HWFFS, which combines the warper and the filter method of FS. With and without
HWFFS, a performance comparison of NB, SVM and ANN has been conducted.
SVM-HWFFS has achieved the highest accuracy of 90%.

Almansour et al. [8] have performed a comparative study of not only the most
prominent but also strong classifiers, ANN and SVM in the diagnosis of CKD
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patients. All the missing values have been filled with the mean value of associ-
ated features. ANN has achieved the highest accuracy of 99.75% while SVM has
also attained a great accuracy of 97.75%.

3 Materials and Methods

This study has been conducted into four stages, data imputation, feature subset selec-
tion, training & testing of ML model and assessment using performance metrics on
CKD dataset recorded at the machine learning repository of the UCI. All the stages
are discussed in brief in the next sections. Figure1 represents the steps of this study.

3.1 Dataset Description

The chronic kidney disease dataset used in this research is openly accessible from
the machine learning repository of UCI. It has 400 instances, 24 features, 11 numer-
ical and 13 nominal features. The nominal features are albumin, anemia, appetite,

Fig. 1 Proposed
methodology



6 Md. O. F. Goni et al.

bacteria, coronary artery disease, diabetes mellitus, hypertension, pus cell, pus cell
clumps, pedal edema, red blood cells, specific gravity and sugar. The numerical fea-
tures are age, blood glucoses, blood pressure, blood urea, hemoglobin, packed cell
volume, potassium, red blood cell count, serum creatinine, sodium and white blood
cell count. These 400 samples contain 250 (62.5%) CKD patients and 150 (37.5%)
non-CKD patients. The dataset has 1012 (10.1%) missing values.

3.2 Dataset Cleaning

It is very important to prepare data before implementing the data for a classification
model. CKD dataset has only 160 instances that do not have any missing attributes.
That means more than 50% of instances have missing values. There are three things
to do with missing values.

(a) By using a strong and rapid nonlinear classifier that can manage missing values
as well as noisy data together. But data cleaning should be such that it can be
applied to any model.

(b) Eliminate the missing values, but there is a problem of losing a large amount of
data that may contain important data patterns.

(c) Imputation of missing value . But due to poor imputation, a classifier may be
biased to the imputed value. If missing values are imputed properly, it can over-
come all the problems.

Missing values can be imputed in different ways.

Imputation using mean value
All the missing values can be imputed with the mean value of the corresponding
feature. In this experiment, age, Bp, Sg, Bgr, Bu, Sc, sod and pot are imputed using
this method.

Imputation using maximum occurrence
This method can be used for missing nominal data types. In this study, this technique
is used for all themissing data of the nominal type using themost frequently occurred
value of the corresponding feature.

Imputation using regression model
To apply this technique, it is required to study the interaction between features and
find relation among the features if there is any. Then fit a regression model using
the related features and predict the missing values. In Fig. 2, it shows the interaction
of bu, hemo and pcv with rc. We can fit a regression model to impute the missing
values.

In this study, at first, someof themissingvalues of rc are imputedwith the predicted
value of the linear regression model fitted by hemo and rc. Then the second part of
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Fig. 2 Interaction of bu, hemo and pcv with rc

the missing values is imputed in the same way, and the model is fitted by rc and pcv.
The rest of the missing values of rc are fitted with the mean of rc. And finally, missing
values of pcv, hemo and bu are imputed using a regression model fitted using rc and
corresponding features.

3.3 Feature Selection

All the dataset features do not have enough impact on decision making. It is better
to remove less important and irrelevant features, and this technique is called feature
selection [9]. The efficiency of a classifier along with its effectiveness is greatly
impacted by feature selection. It reduces the time consumption of a model and makes
it faster and efficient [10].

In this study, to select the best features, different feature subsets are created accord-
ing to the feature importance and tested with the models. The best feature subset
consists of 11 features. Feature importance can be calculated in many ways. In this
paper, a random forest model is used to do this job, and the best feature subset is
selected using the feature importance shown in Fig. 3.
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Fig. 3 Feature importance

3.4 Normalization

As part of data preparation for machine learning, technique of normalization is used
sometimes to adjust the numeric column values to a standard scale in the dataset,
without altering the differences in the value ranges [11]. Each dataset does not need
normalization for machine learning. It is applied only when dataset features have
different ranges. There are several approaches to normalization that include z-score,
logistic,min–max, tah, lognormal, etc. To conduct this study,min–maxnormalization
has been used. Mathematically, it can be expressed as follows:

reshaped: Z = Z − min(Z)

max(Z) − min(Z)
(1)

where Z is the column required to normalize.
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3.5 Performance Metrics

Mathematical expression of each performance metrics is given below.

Accuracy = (TP + TN)

(TP + TN + FP + FN)
∗ 100% (2)

Sensivity = TP

(TP + FN)
∗ 100% (3)

Specificity = TN

(FP + TN)
∗ 100% (4)

Presission = TP

(TP + FP)
(5)

Recall = TP

(TP + FN)
(6)

F − measure = 2 ∗ (Presission ∗ Recall)

(Presission + Recall)
(7)

MCC =
(TP ∗ TN) − (FP ∗ FN)√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(8)

where, true positive (TP) = counts CKD as CKD, true negative (TN) = counts not
CKD as not CKD, false negative (FN) = counts CKD as not CKD, false positive (FP)
= counts not CKD as CKD.

3.6 Classification Models

Three classification models (e.g., DNN, SVM and KNN) have been applied in our
approach.

Deep Neural Network (DNN) A deep neural network is a feed-forward neural
network with multiple layers [12]. Data travels only one direction, input layer to the
output layer and between them there is hidden layer containing the different or same
number of neurons [11]. All the neurons of one layer are linked to the neurons of
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the forward layer. DNN does not contain any loops or cycles. Learning the weights
of each neuron is done using the backpropagation method [13]. Each neuron has an
activation function.

Support VectorMachine (SVM) For both classification and regression, the support
vector machine is a strong supervised machine learning algorithm [14]. It is widely
used due to its simplicity and flexibility. Using hyperplanes, the dataset is divided
into classes. It can be applied for both cases: linearly separable data and linearly
non-separable data. The major objective of SVM is to locate a maximum marginal
hyperplane (MMH) by using a different kernel function.

K-Nearest Neighbors (KNN) K-nearest neighbor (KNN) is a supervised machine
learning algorithm. It can be used for both the classification problem and the regres-
sion problem. It is called the lazy Learning algorithm because instead of learning
a discerning function, it memorizes the training data [15]. It is also a nonparamet-
ric method because the number of parameters increases with the size of the training
dataset [16]. Here, only the unknown parameter is k, which is a small integer number.

4 Result and Discussion

The classification task is performed using three ML models including KNN, SVM
and DNN with data cleaning and selecting the best feature subset. After observing
the type, characteristics and relation between each other, the missing values are filled
in three different ways including mean value, maximum occurred value and using a
regression model. Best feature subset is selected using the feature importance shown
in Fig. 3 which consists of the first 11 features. The dataset has been split into a ratio
of 70:30 for training and testing purposes.

For better outcomes, hyperparameter tuning has been performed for the DNN
model. The best parameters obtained in the DNN model consist of 11 input nodes,
while the number of hidden layer is 5 having each 50 nodes. ReLu has been used
for each node as activation. HeNormal has been used as initializer for the weight
initialization of hidden layers. Adam has been used as model optimizer and MSE as
loss function.

KNN and SVM, both of them, have achieved improved accuracy of 100% train
and 99.17% test accuracy. They show a specificity of 97.92% and sensitivity of
100%. DNN has achieved the highest accuracy of 100%. Figure4 shows the training
accuracy, test accuracy, specificity and sensitivity of KNN, SVM and DNN. Figure5
shows the recall, precision, f-measure and mcc score of them.

In Table1, a comparative investigation of proposed approaches with the existing
methods is represented. The DNN model outperforms the existing methods. The
empirical result and statistical analysis indicate the effect of adequate data cleaning
tasks.
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Fig. 4 Graphical comparison of classifiers in terms of train accuracy, test accuracy, sensitivity and
specificity of KNN, DNN and SVM

Fig. 5 Graphical comparison of classifiers in terms of precision, recall, F-measure and MCC of
KNN, DNN and SVM
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Table 1 Comparison of proposed approaches with existing methods

Author Model Accuracy (%)

Charleonnan et al. [4] SVM 98.30

LR 96.55

DT 94.80

KNN 98.10

Sara & Kalaiselvi [7] NB 66.67

SVM 73.33

ANN 70

NB-HWFFS 76.67

ANN-HWFFS 78.79

SVM-HWFFS 90

Almansour et al. [8] ANN 99.75

SVM 97.75

Polat et al. [6] SVM 98.5

Proposed approach DNN 100
SVM 99.17

KNN 99.17

As the proposed model achieved the highest accuracy in this CKD dataset, the result has been
marked as bold in the table

5 Conclusion

An automatic system that serves early detection with precision is crucial in medical
diagnosis and very helpful for medical personnel. It can reduce the mortality rate of
CKD patients. Again, the effectiveness of such a system depends on proper prepro-
cessing (like missing value imputation, outlier detection, etc.). This paper represents
a robust and effective deep neural network with decent imputation of missing val-
ues. The best feature subset is selected based on their importance to make the model
more efficient. SVM andKNN provide improved accuracy. DNN has achieved 100%
accuracy and also outperformed the existing methods. It can be used to classify CKD
patients more accurately. In future, a GUI can be designed to use this model in real
life.
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Comparative Analysis of Machine
Learning Techniques in Classification
Cervical Cancer Using Isolation Forest
with ADASYN

Fariha Iffath, Sabrina Jahan Maisha, and Maliha Rashida

Abstract Cervical cancer is a form of cancer that forms in the cervix area. Majority
of this form of cancer are related to human papillomavirus infection. Cervical cancer
is linked with a number of risk factors. It is important to consider the importance
of cervical cancer test factors when categorizing patients based on the findings. In
this paper, we have performed a comprehensive analysis on cervical cancer predic-
tion using various machine learning algorithms. We have applied seven different
machine learning algorithms which are artificial neural networks (ANN), logistic
regression (LR), decision tree (DT), random forest (RF), gradient boosting classifier
(GBC), K-nearest neighbor (KNN), and AdaBoost (ADA) for predicting cervical
cancer. Adaptive synthetic sampling method was used in this paper for filling out the
missing data. For reducing the dimension of the dataset, linear discriminant analysis
was used. In addition, we have used isolation forest outliers detection method for
detecting outliers. From the comprehensive analysis, we have concluded that attains
the maximum accuracy of 95%. We have performed our experiments on publically
available cervical cancer dataset. This dataset is available in UCI machine learn-
ing repository. Overall, decision tree algorithm with outlier detection approach has
performed comparatively well with comprehensive accuracy for predicting women
exhibiting clinical symptoms of cervical cancer.

Keywords Cervical cancer ·Machine learning ·Outlier detection · Isolation forest

1 Introduction

The most common form of cancers that occur in the reproductive tract of a woman
are gynecological cancers. Cervical cancer is one of the most critical gynecological
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cancers among them. Cervical cancer develops in the cervix cell—the lower portion
of the uterus that connects to the vagina. Various forms of sexually transmitted virus,
the human papillomavirus (HPV), are a crucial factor for causing cervical cancer [7].
Themortality risk amongwomen for cervical cancer is high due to a lack of awareness
for early detection of cervical cancer [17]. According to a study, cervical cancer is the
cause of 7.5% of female cancer deaths worldwide [14]. Early diagnosis of this life-
threatening cancer canpotentially reduce thedeath rate.Machine learning algorithms,
for instance, applied to medical science data [16], are growing significantly due to
their high efficiency in early predicting outcomes and making real-time life-saving
decisions. Machine learning model can be used to predict the outcome of the biopsy
by indicating the likelihood of the presence/absence of cervical cancer in patients.
However, it is very difficult to predict the findings of the biopsy because there are
a number of missing values in the dataset due to privacy concerns. In addition, the
high dimension in the attributes and the presence of outliers in the dataset result in
poor accuracy in the prediction result.

An outlier is an sample that lies in an abnormal distance from other samples
provided in a dataset [1]. One probable reason of outlier is due to the experimental
error, data collection error, etc. Outliers present in the dataset influence the mean
and median values of the dataset [2]. It can also induce over-fitting of classification
models. Removing outliers can also increase the accuracy of prediction result [5].

In this paper, we applied seven machine learning algorithms, namely random for-
est (RF), logistic regression (LR), artificial neural networks (ANN), gradient boost-
ing classifier (GBC), decision tree (DT), K-nearest neighbor (KNN), and AdaBoost
(ADA) in predicting cervical cancer. At first, we performed necessary data prepro-
cessing steps including label encoding, missing value imputation, data balancing
using ADASYN [10], dimensionality reduction using linear discriminant analysis
(LDA) [20], outlier detection using isolation forest [8]. Then, we applied ML mod-
els after cleaning data and determined most efficient model for predicting cervical
cancer. The contribution of our work can be summarized as follows:

• We have shown a higher prediction accuracy of cervical cancer after missing value
imputation.

• We have implemented linear discriminant analysis (LDA) for dimensionality
reduction and Adaptive Synthetic sampling approach (ADASYN) to properly bal-
ance the dataset and got better outcome.

• Using isolation forest algorithm, we have effectively identified outliers in cervical
cancer datasets and removed them from the dataset.

• We have performed a variety of cancer dataset studies to evaluate the efficacy of
our outlier detection method.

• We have developed an effective classifier model for cervical cancer prediction
using different ML techniques and evaluated the accuracy of the models with
different evaluation approach to obtain higher performance efficacy.

The rest of the paper is organized as follows: Sect. 2 reviews related works of
cervical cancer prediction. We present our proposed method of outlier detection in



Comparative Analysis of Machine Learning Techniques … 17

cervical cancer dataset and deployment of ML models in Sect. 3. Our experimental
result is discussed in Sect. 4. The last Sect. 5 concludes the paper and outlines the
future work.

2 Related Work

Various researches have been accomplished so far on outlier detection in dataset as
well as cervical cancer prediction. Parikh and Menon [15] applied three distinct ML
techniques, K-nearest neighbor (KNN), decision tree classifier (DT), and random for-
est (RF) to the cervical cancer dataset. They aimed at the variable number of features
for each algorithm. Hence, observed that KNN outperforms the other two algorithms
and, therefore, has the best AUC and F1-values of 88% and 94%, respectively. In
this study, however, separate numbers of training and test data samples from cervical
cancer datasets were used for each algorithm.

Abdullah et al. [4] developed a predictivemodel using twoMLalgorithms, random
forest (RF), and support vector machine (SVM). The dataset used gene expression
profiling, with 58 samples and 714 features. Their predictive model for cervical can-
cer diagnosis is 94.21% accuracy in case of a random forest algorithm. RF algorithm
is, therefore, performed better than SVM in cervical cancer prediction.

Wu andZhou [21] proposed two extended SVMmethods, support vector recursive
feature elimination (SVM-RFE), and support vector machine principle component
analysis (SVM-PCA) to analyze malignant cancer samples. They examined cervical
cancer dataset that included 32 risk factors and 4 target variables. The four targets
were analyzed and labeled using the three SVM-based approaches, respectively.
Hence, SVM-PCA was shown to have the highest accuracy in cancer prediction.

Sobar et al. [18] analyzed a dataset that was obtained by designing the question-
naire. Eight featureswere included, and nine questionswere included on each feature.
The questionnaire was approached to 72 respondents. Later, the data obtained from
the respondent were analyzed using twoMLmethods, naive Bayes (NB), and logistic
regression (LR), to estimate the probability of cervical cancer dependent on behav-
ior and its determinant with accuracy of 91.67% and 87.5%, respectively. Therefore,
they found naive Bayes (NB) had a higher rate of accuracy over logistic regression
(LR) in prediction of cervical cancer risk factor.

Abdoh et al. [3] have used synthetic minority oversampling technique (SMOTE)
in addition to random forest (RF) algorithm with two feature reduction methods, (i)
recursive feature elimination (RFE) and (ii) principal component analysis (PCA),
to predict risk factors for cervical cancer. They used a sample composed of four
target variables and 32 risk factors. The four target variables used in their work
were cytology, Schiller, Hinselmann, and biopsy. After comparing the results, they
fond that the combination of a random forest classification technique with SMOTE
increases the efficiency of the classification. They also found that RFE and PCA can
be used for accurate prediction for diagnosis of patients with cervical cancer. But,
SMOTE-RF gives better accuracy than RFE and PCA in cervical cancer predictions.
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Muhammad et al. [11] developed a model of cervical cancer prediction for early
cervical cancer prediction. Two outlier detection methods used such as density-
based spatial clustering of noise applications (DBSCAN) and isolation forest (iFor-
est). As oversampling method, they used synthetic minority oversampling technique
(SMOTE) and SMOTEwith Tomek link (SMOTETomek). At the end, random forest
(RF) classifiers were deployed for prediction. They also contrasted their proposed
model with other ML classifier techniques and found that RF had the maximum
accuracy.

A great deal of research has been conducted on outlier identification in datasets.
For instance, Mascaro et al. [12] presented an outlier detection method, using
dynamic and static Bayesian network models to augment the efficiency of the detec-
tion. Sun et al. [19] identified numerous outlier detection methods that could be
differentiated into univariate versus multivariate procedures along with paramet-
ric versus non-parametric procedures. Aggarwal and Yu [6] formulated a process
capable of identifying low-dimensional representations that are locally sparse. As
a consequence, their approach is ideal for outlier identification in high-dimensional
data. Mohamed and Kavitha [13] implemented a model to identify the data of the
sensor node in different categories, such as a local or cluster outlier or a network
outlier, using a conventional support vectormachine (SVM).Hautamaki et al. [9] pro-
posed an indegree number (ODIN) algorithm based onK-nearest neighbor for outlier
detection. A certain improvements are also made to the current KNN distance-based
system.

Cervical cancer dataset is imbalancedwith a substantial amount ofmissing values.
However, recent findings have demonstrated that the cervical cancer dataset consid-
ered in different studies has eliminated instances of missing values and provided
less priority in evaluating important attributes. Eventually, it is difficult to process
with missing values in the dataset, to evaluate the exact features and to obtain better
accuracy of estimation. Therefore, our proposed work is designed to face all these
challenges.

3 Methodology

In this section, overall methodology of our proposed model will be described. Ini-
tially, we preprocessed the raw dataset for normalization of the features. Secondly,
we impute missing values in features using decision tree (DT) classifier. Next, we
apply an oversampling method to reduce data imbalancing. After that, we perform
linear discriminant analysis (LDA) for dimentionality reduction. Following that, we
use an approach for outlier detection and elimination using isolation forest tree algo-
rithm. Hence, we evalute the efficacy of our proposed model in predicting cervical
cancer. The step by step approach of our model is presented in Fig. 1.
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Fig. 1 Proposed methodology for cervical cancer prediction

3.1 Dataset and Data Preprocessing

In our work, we used a dataset collected from the “Hospital Universitario de Caracas”
in Caracas, Venezuela. The dataset consists of 858 patients’ demographic statistics,
activities, and historical health records. This dataset includes 35 features as well as
a target feature. The target feature is cervical biopsy prediction, which is typically
performed due to detection of an abnormality during cytology (detect abnormal cells
in the cervix). As a result, the biopsy prediction acts as an indicator/diagnosis of
cervical cancer.

In the data preprocessing approach, initially, it is observed that the features “STDs:
time after first diagnosis” and “STDs: time after last diagnosis” have approximately
85% null values. As a result, we remove those columns. Besides this, the features
“smokes” and “first sexual intercourse” have a few missing value; therefore, we
eliminate those missing records from the two columns. Finally, we split the features
into numerical and categorical sections.

3.2 Missing Value Imputation

Medical sector being the most sensitive arena playing significant role in human lives
needs proper handling of data values. Moreover in real world, missing of real data
values is a common well as challenging factor to deal with. Traditional statistical
methods such as mean, median, or mode technique implementation in case of data
imputation method have not shown satisfactory results. So in the process of filling
up the fields of missing data in our proposed system, machine learning models have
been used. Algorithm 1 shows the procedure for missing value imputation.
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Algorithm 1 Imputation of data values in columns
1: procedure Missing Value Imputation
2: Identify the columns with missing values as Y
3: Create independent column list X excluding the columns that requires imputation Y
4: Repeat
5: for i ← 0 to X do
6: if row == null then Fill up row using Median or Mode
7: end if
8: end for
9: Set TestData := Missing values of Y and TrainData := Filled values of Y
10: Build a ML model:
11: training → filled values of Y & prediction → missing values of Y
12: Implement ML model according to column data type:
13: DecisionTreeRegressor → (t ype)Numerical Columns
14: DecisionTreeClassi f ier → (t ype)Categorical Columns
15: end procedure

3.3 Oversampling Technique for Imbalanced Data

Dataset sometimes includes patient data that impact the output to a greater extent not
being an important factor to consider resolving that issue. Furthermore, often in real
world, there canbe certain instances havingunequal distribution of number of data per
class; i.e, values of some classes can be fewer in comparison to other existing classes
withmore amounts of data. This phenomenon in dataset is stated as “imbalanced.” To
fix such kind of disparity, oversampling measures must be undertaken. Usually, the
actual data values of classes having lesser data are duplicated till being equivalent to
the higher number of data value classes. Though duplication of actual sample values
may bring out models with higher accuracy but it can question out reliability of such
a system whether it is able to predict complex and different types of sample cases. In
this purpose, an advanced sampling approach named as “ADASYN” can outperform
to show better results solving oversampling issue.
ADASYN is an Adaptive Synthetic algorithm that generates complex, rare, and
different artificial data rather not representing replica of the actual dataset in minority
classes. The core strategy of this method is to determine the weighted distribution
based on the level of difficulty to train each existing instances per minority classes.
UsingADASYN, our proposed systemcan achievemore efficiency over data learning
resolving two important factors (a) scaling down of the impact of biasness introduced
due to imbalance and (b) alteration of the classification decision boundary by means
of adaptive learning of rare cases. According to the data distribution of the samples,
this approach processes by simultaneously and automatically fine-tuning the weights
and adaptive learning mechanism.
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3.4 Linear Discriminant Analysis (LDA)

Linear discriminant analysis is a technique that is used for dimensionality reduction
of supervised multi-class classification problems. The prime concern is to reduce
the “curse of dimensionality” by transforming the higher space features into a lower
dimensional space assuring good separability among the labeled classes. LDA basi-
cally focuses on two points: (a) to ascertain the parameters that associates a certain
class more precisely and (b) to build up a good model for separating the groups.
The features that distinguish this kind of modeling technique is its ability to perform
data categorization, computation of direction through the axes, and to outline class
separability in unambiguous and explicit measure to solve more accurately multi-
classification cases.
Through the execution of LDA for the datasets of cervical cancer, feature redun-
dancy and dependency can be eliminated to a greater extent. Moreover, it analyzes
the labeled classes to a deeper form in order to extract features to define the output
classes more definitely.

3.5 Isolation Forest-Based Outlier Detection

Isolation forest [19] is an outlier detection technique which aims on segregating
outliers. Usually, outlier detection algorithms concentrate on creating a profile of
“normal” instances, after which outliers are reported in the dataset as those that do
not comply to the normal profile. Whereas, isolation forest directly isolates outlier
points in the dataset. Isolation forest is based on two properties of outlier data points
in a sample. They are made up of fewer instances and have feature values that vary
greatly from those of “normal” instances. They constitute the minority.

The outlier score of an instance is calculated by observing that the arrangement
of “iTrees,” which is similar to binary search trees. The estimated average h(x) for
the termination of the outlier node is the computed using the following equation c =
Z m = x n = y x = m

Z(x) =

⎧
⎪⎨

⎪⎩

2H(x − 1) − 2(x−1)
x for x > 2

1 for x = 2

0 otherwise

(1)

In the above equation, n refers to the size of testing data, m refers to the size of
sample set, and H denotes the harmonic number. This can be estimated by

H(i) = ln(i) + 0.5772156649. (2)

Here, the value of c(x) means the average h(m) for a given x . Later, it is used to
normalize h(m) and obtain an estimation of the outlier score for a given instance x :
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s(m, x) = 2
−E(h(m))

c(x) (3)

where E(h(m)) denotes the average value of h(m) from a set of “iTrees”. Finally, if
the value of s instance m is assigned to outlier is near to one, else if the value of s
is smaller than 0.5, then m is considered to be in normal instance. After identifying
outliers, isolation forest is used to remove all the outliers to evaluate the system’s
improved performance in terms of classification accuracy. We employed seven tradi-
tional machine learning classificationmethods, which are gradient boosting classifier
(GBC), artificial neural network (ANN), K-nearest neighbor (KNN), random forest
(RF), logistic regression (LR), decision tree (DT), and AdaBoost classifier (ADC)
to predict cervical cancer.

4 Experimental Evaluation

In this section, we will describe the experimental analysis of this work.We have used
performance metrics precision, recall, accuracy, and F1-score to test our model.

4.1 Result Analysis on the Original Dataset

In the first experiment, we have tested all the mentioned method on the original
dataset. From Table 1, we can see that ANN gives the highest accuracy, precision,
and F1-score than other used algorithms, and the percentages are 90%, 93%, and
95%, respectively, whereas LR gives the highest recall rate of 98%. LR algorithm
gives better accuracy after ANN, and the percentage is 72%. GBC gives the accuracy
of 71%, in case of KNN which is 70%. Apart from this, ADA and RF give accuracy
rate of 68% and 62%, respectively, and hence, DT gives the lowest accuracy rate
(58%) on original dataset. The precision rate is observed between 70 and 75% in
case of remaining six algorithms. Hence, ANN gives the better result than other
algorithms.

4.2 Result Analysis on the Resampled Dataset

In the methodology section, we described that we resampled the dataset and imputed
missing values using ADASYN algorithm. From Table 1, we can see that all the
mentioned algorithms give accuracy, precision, recall, and F1-score above 90%.
Among the mentioned algorithms, GBC and ADA achieve the highest accuracy rate
which is 95%, and in case of LR, RF, and DT, the accuracy rate is 94%, and finally,
KNN has the lowest accuracy of 93%. LR, GBC, and DT obtain the best precision
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Table 1 Result analysis of different machine learning algorithms

Algorithm
name

Type of
dataset

Accuracy Precision Recall F1-score

ANN Original
dataset

0.90 0.93 0.97 0.95

After
resampling

0.93 0.97 0.96 0.96

After outlier
detection

0.94 0.98 0.96 0.97

LR Original
dataset

0.72ty 0.72 0.98 0.83

After
resampling

0.94 0.99 0.95 0.97

After outlier
detection

0.95 0.97 0.98 0.97

RF Original
dataset

0.62 0.7 0.82 0.76

After
resampling

0.94 0.98 0.96 0.97

After outlier
detection

0.95 0.99 0.96 0.97

GBC Original
dataset

0.71 0.72 0.98 0.83

After
resampling

0.95 0.99 0.98 0.97

After outlier
detection

0.94 0.99 0.95 0.97

KNN Original
dataset

0.7 0.74 0.92 0.82

After
resampling

0.93 0.95 0.96 0.97

After outlier
detection

0.94 0.94 0.97 0.97

DT Original
dataset

0.58 0.72 0.67 0.69

After
resampling

0.94 0.99 0.95 0.97

After outlier
detection

0.96 0.99 1.00 0.98

ADA Original
dataset

0.68 0.73 0.88 0.8

After
resampling

0.95 0.98 0.97 0.97

After outlier
detection

0.94 0.97 0.97 0.97
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rate of 99%. RF and ADA attain 98% precision, and in case of ANN and KNN, the
rate is 97% and 95%, respectively. The highest recall rate is achieved by GBC, and
the percentage is 98%. After GBC, ADA obtain the better recall rate of 97%. The
recall rate in case of ANN, RF, KNN is similar, and its percentage is 96%. Hence,
LR and DT give the lowest recall score of 95%. Finally, it can be observed that all
the algorithms give similar F1-score of 97% except ANN. In case of ANN, the rate is
96%. Hence, we can say that after resampling, GBC performs better than remaining
six algorithms.

4.3 Result Analysis on the Dataset After Removing Outliers

Using isolation forest algorithm, we have removed all the outliers to improve the
classification accuracy of the machine learning models. We can observe that the
classification accuracy of cervical cancer detection gained substantial improvement
after removing outliers except for ADA and GBC. The proposed method shows
improved performance in terms of accuracy, precision, recall, and F1-score values.
Table 1 shows that DT classifier attains the highest accuracy, precision, recall, and
F1-score, and the percentages are 96%, 99%, 100%, 98%, respectively. The accuracy
rate of ANN, GBC, KNN, and ADA is 94%. LR and RF give accuracy of 95%. After
analyzing the precision score, it can be observed GBC, RF also give the highest
precision rate of 99% as the DT classifier. From the remaining classifiers, ANN
gives better precision rate of 98%. LR and ADA obtain similar precision rate of
97%. Lastly, KNN gives the lowest precision score of 94%. From the recall score,
we can observe that LR classifier achieves the highest recall rate of 98% after DT.
After LR, ADA and KNN obtain the highest percentage of recall, and it is 97%.
Apart from these, ANN and RF give recall rate of 96%, and GBC obtains the recall
rate of 95% which is the lowest rate till now. Lastly, apart from DT, all the classifiers
give F1-score of 97%.

Hence, we can come to a conclusion that all the algorithms are giving the highest
accuracy, precision, recall, and F1-score after detection of outlier except GBC and
ADA, and the overall performance of DT is better than the remaining classifiers
(Fig. 2).

5 Conclusion

In this paper, we present an approach to predict biopsy result of cervical cancer. In
this approach, at first, we imputed decision tree, a machine learning algorithm, for
missing value imputation. Then, we have done data balancing using an oversampling
method called Adaptive Synthetic algorithm for data balancing, and following that,
we have reduced the dimension of data using linear discriminant analysis method
to eliminate data redundancy and dependency. After that, we have used isolation
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Fig. 2 Performance analysis of various machine learning algorithm in original dataset, resampled
dataset, and outlier detected dataset

forest algorithm for the detection of outliers in the features and removed outliers
for the better performance of our method. We have used seven machine learning
classifiers for the prediction of cervical cancer and have found that the performance
of decision tree classifier is superior while considering the overall evaluationmetrics.
Our model would be a cost-effective solution for low- and middle-income people.
Apart from that, this model will help medical experts predict cancer more accurately
than traditional approaches. Furthermore, this model may help in the faster diagnosis
of cancer in its early stages.We will try to use more social, cultural, and eating-habit-
related features in the future. For performance enhancement, our future work will
include utilizing CT-scan images of cervix and extracting the features using deep
learning architectures.
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Computer-Aided Cataract Detection
Using Random Forest Classifier

Tasmina Tasin and Mohammad Ashfak Habib

Abstract Cataract is one of the most common causes of vision impairment, partic-
ularly in aged people. Early diagnosis and treatment of cataracts will prevent vision
impairment from progressing to blindness. Medical facilities in remote areas are
limited and ophthalmologists use a slit lamp to diagnose cataracts which is costly.
As a result, a simple and effective auxiliary diagnostic method is suggested here. As
our main focus is to detect cataracts from iris images, the iris area has been extracted
using a contour detection process from the binary mask image. Two types of texture
feature Gray-Level Co-occurrence Matrix (GLCM ) and Histogram texture features
are extracted from the images. Random Forest classifier is used for the automatic
detection of cataracts. By achieving an overall accuracy of 97.92%, the proposed
method classifies cataracts effectively.

Keywords Cataract detection · Image processing · Texture features ·Machine
learning · Random forest classifier

1 Introduction

One of themost essential sensory organs in the human body is the eye. Eye disease is a
serious health problem that affects people all over theworld.One of themost common
eye diseases is cataracts. Since the dawn of civilization, cataract has been recognized
as the most common cause of blindness. About 16–20 million people suffering from
blinding cataracts. The clouding of the eye lens is known as cataract. Proteins in our
lens tend to break down as we get older, and the lens becomes cloudy. Since cataracts
normally grow slowly and do not obstruct vision at first, people may not even know
they have one. About 90% of people have a cataract by the age of 65, and half of those
aged 75–85 have lost any vision due to a cataract. The leading causes of blindness are
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refractive error (123 million), cataract (65 million), glaucoma, corneal opacities, and
diabetic retinopathy.According to the 2001WorldHealthReport, there are 20million
people worldwide who are bilaterally blind due to age-related cataracts. By the year
2021, the figure would have risen to 40 million. Cataract has a significant economic
and public health impact, especially in developing countries. According to a World
HealthOrganization (WHO) study on global blindness, developing countries account
for roughly 90% of global cataracts, with more than 82% of all blindness occurring
in people aged 50 and up. Seva and the International Agency for the Prevention of
Blindness (IAPB) released a situational study in June 2018 to provide a snapshot of
the eye care background in Bangladesh’s Cox’s Bazar district in Rohingya refugee
camps and eye care suggests that they have a high rate of cataracts and need eye
glasses. In refugee camps, 30% of those seeking eye care had cataracts. In 2013,
Bangladesh had 1193 cataract surgeries per million, compared to 6353 in the United
States.

There are several reasons of cataract formation. Most of the cataracts are age-
related. Some inherited genetic disorders, other eye problems, previous eye surgery or
medical conditions such as diabetes, long-term use of steroid medications, can cause
cataracts to develop. To detect cataracts, ophthalmologists use different tools such as
a slit lamp camera or an ophthalmoscope. However, there are some drawbacks to use
these machines, such as the need for specialized training. The contribution of image
processing techniques and machine learning approaches is more prevalent in the
modern medical domain. Machine learning methods can automatically learn critical
features and incorporate feature learning into themodel-building process, resulting in
a more accurate model. We have proposed an effective method for cataract detection
using image processing and machine learning techniques which can be used as a
backend model of an android application of cataract detection.

The rest of the paper is organized as follows: Sect. 2 presents the relatedworks and
the contributions of this study. Section3 describes the methodology. Experimental
outcomes are discussed in Sect. 4. Finally, Sect. 5 concludes the paper and discusses
some considerations for future work.

2 Related Works

Previously, several works have been done on cataract detection. All of the studies
applied different feature extraction and classification methods. In Zhang et al. [1]
proposed a solution that aims to develop a system by using the Deep Convolutional
Neural Network (DCNN) to detect and grade cataracts automatically. It also displays
some of the feature maps at the pool 5 layer along with their high-order empirical
semantic sense. The effect of the G-filter on removing unequal illumination of fundus
images and the classification accuracyofDCNNwereverified separately in this paper.
The accuracy they got is 86.69%. Kaur et al. [2] developed an android application
system for detecting cataracts. They used a microscopic lens in the mobile camera
for capturing retinal images. For the rooted method implementation, they used a
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modified Neural Network. Network is a Java application for neural training that runs
on a personal computer. In [3], Dong et al. provided a solution for the classification
of cataract fundus image using deep learning. For feature extraction, a CNN model
was trained. Five convolution layers were used. Following the feature extraction
step, SVM and Softmax were used to classify the features extracted from the CNN
model. They stated that because of the image’s high quality, training the current
sample took a long time, and if the number of images grows rapidly, they will face
significant challenges. Harini et al. [4] developed a system of automatic cataract
classification using the SVM classifier, and the fundus image was graded as non-
cataract or cataract. The RBF network was used to grade the cataract image as mild
or extreme. The dataset they used was not so large(60 images). In Fuadah et al. [5]
used K-Nearest Neighbor (k-NN) as a classification model, which was implemented
on an android smartphone. Their findings show that dissimilarity, contrast, uniformity
are the best texture features to combine. The system’s highest level of accuracy is
97.5% using a dataset of 160 images. Pathak et al. [6] presented a texture-based
algorithm for detecting cataracts in adult human subjects from digital eye images.
Experiments were performed on true color images obtained from a compact digital
camera. Ik et al. [7] aimed to develop an alternate cataract screening solution with a
flash enabled smartphone. In this method, a red reflex flash method was used. Eye
image of the patient was captured in a dark room. Before capturing images, eyes
were dilated using a drop and all of these steps are done by an ophthalmologist. They
used a smartphone that must have greater light intensity ensuring no light sources
are present when an image is captured. In Li et al. [8] established a new system
for automatic grading of nuclear cataracts (AGNC) by merging clinical and image
analytic knowledge. The grades of nuclear cataracts were predicted using support
vector machine (SVM) regression and features taken from the lens anatomy.

In Zhang et al. [9] proposed a solution for cataract classification that used an
approach dependent on residual focus. The B-Scan Eye ultrasound image dataset
was used. An object detection network, three pretrained classification networks:
DenseNet-161, ResNet-152, ResNet-101, and a model ensemble module made up
the proposedmodel. Nayak et al. [10] developed a solution that aims to grade normal,
cataract, and post-cataract images of the eye. Edge Pixel Count (EPC) and Object
Perimeter of the optical eye images were extracted. For automatic classification, the
same features were used in an automatic classifier such as SVM. They used a small
dataset (174 images) and trained their model using NMR images. In Jagadale et al.
[11] presented a system that detects cataracts at an earlier stage by combining slit
lamp images from an ophthalmologist at an eye hospital with computer-aided image
processing. The use of the Hough circle detection transform for lens detection and
SVM for categorization improves overall accuracy. Miguel et al. [12] proposed a
system that used ultrasound images to diagnose the nuclear cataract early, classify
its intensity, and extract features from the collected signals, which were then used
to train and test various classifiers to reliably distinguish normal and cataractous
lenses. Jindal et al. [13] used image processing methods which were used on eye
images to assess the presence and intensity of cataracts. On a dataset of images of
eyes with differing degrees of cataract, two separate image processing algorithms
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Fig. 1 Block diagram of the proposed system

were applied. In Hu et al. [14] proposed an algorithm whose major objective was to
automatically classify the cataract severity based on the photometric appearance of
the crystalline lens using smartphone-based slit lamp pictures from individuals with
various cataract severity. The study provided a framework for automated nuclear
cataract severity grading which is inspired by grafting, combines deep learning and
classical feature extraction approaches, and achieved 93.48% accuracy. Hossain et
al. [15] proposed an automatic cataract detectionmethod based onDeep Convolution
Neural Network that can distinguish between cataract and non-cataract images in the
retinal fundus. For cataract detection, a trained classifier model based on Res-Net50
was utilized. They used 4000 retinal fundus images to train the cataract detection
system and tested it on 1418 images obtaining a 95.77% accuracy.

Most of the discussed works are based on retinal-based fundus images. A fundus
camera, also known as a retinal camera, is a specialized low-power microscope with
an attached camera for photographing the eye’s internal surface. In the medical field,
cataract detection methods rely on either a fundus camera or a Digital Single-Lens
Reflex (DSLR) camera, both of which are highly expensive.

In this paper, we have developed a computer-aided cataract detection technique
based on iris images. We have used 3004 iris images which are captured by a normal
camera. Several images preprocessing and machine learning techniques have been
applied to the system, and we have obtained a satisfactory result.

3 Methodology

A framework for automatic cataract detection is shown in Fig. 1. Initially, data of
eye images for both cataracts and normal eyes are collected. Then, the images are
processed for formatting and removing the anomalies. Next, data is augmented for
increasing the quantity of the dataset. After that, several features are extracted from
the augmented data. Lastly, the Random Forest classifier is used for classifying the
cataract or normal eye.
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3.1 Collection of Images

We have collected images from google and Kaggle [16]. More than 300 images of
cataracts and normal eyes were collected. The images were checked one by oneman-
ually, and 19 images from a total of 332 images were removed, because of blurriness
and poor quality. We have collected 150 cataract images (positive samples) and 150
normal eye images (negative samples). Then, we augmented the data using three
data augmentation techniques-random rotation, horizontal flip, change brightness
and made a whole of 3004 images (cataract and normal).

3.2 Eye Detection

We have detected eye using Haar cascade Classifier. OpenCV provides a pretrained
Haar Cascade model to detect eye from an image. The required XML file is loaded
using the cv::CascadeClassifier::load method after a cv::CascadeClassifier has been
developed. The detection process is then completed, yielding boundary rectangles
for the detected eyes. Now, if the system detects eye from the image, we will proceed
for the further steps to detect cataract. Otherwise, the procedure will be stopped.

3.3 Iris Area Extraction and Image Preprocessing

Since the images were unconstrained, some data preprocessing and data cleaning
steps were applied in the first phase to prepare the input images and make them
available for model input. To preprocess our images, we have followed several steps.
The steps are demonstrated in Fig. 2. At first, the true color RGB images are con-
verted to the grayscale image for reducing complexity. Then, the region of interest is
extracted in two steps. In the first step, an optimal threshold value is selected, then a
binary masked image is found from that. After that, morphological closing has been
applied. To extract areas inside or near the iris, contours are used. In the second step,
with the coordinates of the contour, the region of interest from the original image
frame is extracted. All the images are resized into 256× 256 so that every image has
the same number of pixels. It means the images have 256 pixels in horizontal and
256 pixels in vertical dimensions. In order to denoise the images, the Gaussian filter
has been applied. A 5× 5 kernel is used for Gaussian blurring. After that, histogram
equalization is done for enhancing the contrast of each of the images. All of this
steps are shown in Fig. 3.
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Fig. 2 Image preprocessing steps

Fig. 3 Image preprocessing steps applied on a cataract eye image. a True color image; b grayscale
image; c extracted iris area; d resize image (256× 256); e Gaussian blur; f histogram equalization

3.4 Feature Extraction

Feature extraction is a dimensionality reduction method that reduces a large collec-
tion of raw data into smaller groups for processing. Two types of texture features
have been used in our method. The first-order statistical texture method and the
second-order statistical texture method are the two methods of statistical texture
analysis. The first-order statistical texture method produces a function dependent
on the histogram image’s characteristics. In certain cases, the first-order statistical
method cannot distinguish between images. So, we have applied both to extract fea-
tures from our dataset. We have used two histogram features-mean intensity and
standard deviation. Since the whitish color of cataract eyes comes from the lens,
so cataract eyes have higher intensities than normal eyes. A low standard deviation
value means that pixel values appear to be very similar to the average value and
vice-versa. Figure4 shows that cataract eyes have higher intensity values than the
normal ones. The co-occurrence matrix is a second-order histogram that looks at
the gray-level distribution of pixels in pairs. We have extracted five GLCM features
named Contrast, Dissimilarity, Homogeneity, Correlation and Entropy.
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Fig. 4 Histogram analysis of both cataract and normal eye. a Cataract eye; b histogram of cataract
eye; c normal eye; d histogram of normal eye

3.5 Classification by Random Forest Classifier

RandomForest classifier is a supervised learning algorithm.RandomForest classifier
generates decision trees from randomly chosen data samples, obtain predictions from
each tree, and vote on the best solution. Space is divided into classes depending on
the training data classification; in this case, there are two classes: normal and cataract.
The testing images are classified as Cataract or Normal based on their resemblance to
two groups. When comparing the accuracy of the Random Forest classifier to that of
the other classifiers, it has been found that the Random Forest classifier gives higher
accuracy than the other classifiers.

4 Experimental Outcomes

The system is implemented on a computer having operating systemwindows 10 with
a 2.50 Core i3-4100 processor and 4GB RAM. Python 3.6.7 (version) was used to
develop the system. The dataset consists of 1502 cataract images and 1502 normal
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Fig. 5 GLCM texture features of both cataract and normal eye

images. 3004 image’s feature values are saved in the Random Forest model file. The
whole dataset is split into two parts, where 75% of the dataset is used for training
the model and the remaining 25% is used for testing.

4.1 Analysis of Extracted Features

The related features of each cataract and normal images are extracted. Then, the
extracted features are combined to create amatrix, which is stored as amatrix format.
This matrix file is the classifier’s input, the relevant features of the test image are
also extracted and combined to create a matrix format, which is then used to test the
image. Normal and cataract images are used to train the random forest classifiers. The
classifiers classify the input images into normal or cataract based on the extracted
features.

Figure5 shows the distinct values of GLCM feature value for cataract and normal
eye images. It is observed that cataract and normal class have distinct values for
dissimilarity’ (2.57 and 3.98) and entropy’ (7.72 and 6.85) features, respectively.
Whereas the other three features have almost the same values for both categories.
The mean intensity value for a normal eye fluctuates between 40.83 and 108.33 and
the standard deviation is found to be less than 70.65 and more than 21.32. Whereas
the mean intensity value for a cataract eye is greater than 124.62 and the standard
deviation is above 70. Figure6 shows the distinct values of histogram features for
cataract and normal eye images.
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Fig. 6 Histogram texture features of both cataract and normal eye

Table 1 Confusion matrix of random forest model

Target

Cataract Normal

Testing result Cataract 374 19

Normal 7 350

4.2 Performance Analysis

True Positive, True Negative, False Positive, and False Negative are the four param-
eters that determine the accuracy of any machine learning algorithm. Confusion
Matrix displays (Table1) all four parameters, and other parameters such as recall,
precision, F-Score, and Receiving Operating Characteristic (ROC) evaluated based
on the confusion matrix which is shown in Fig. 7. Table1 illustrated that our model
classified 724 samples correctly among 750 samples. The number of the true positive
and true negative are 374 and 350, respectively.

ROC Curve: We have applied k-fold stratified cross-validation for determining the
actual accuracy.Datawere foldedfive times. Then, themean of this five-fold accuracy
is counted. The ROC curve of this framework is represented in Fig. 7. From the curve,
we can visualize that our true positive rate is very high and accuracy is around 97%.
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Fig. 7 ROC curve of the proposed model

Table 2 Comparison with existing method

Method Precision (%) Recall (%) F1 score (%) Accuracy (%)

GLCM + KNN [5] 90.46 91.76 90.07 90.23

Statistical parameter +
SVM [11]

88.29 87.06 87.42 88.83

GLCM + histogram +
random forest (proposed)

97.16 98.72 97.93 97.92

4.3 Comparison with Recent Works

The analysis of the result revealed that our model is an effective one to classify
cataracts from iris images. Thus, we compared the performance of our model with
some existing techniques to assess its effectiveness. We implemented previous meth-
ods on our dataset and recorded the accuracy. Table2 shows a summary of the com-
parison.

The result shows that ourmodel outperforms the previous techniques by achieving
the highest accuracy (97.92%).
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5 Conclusion and Future Works

Cataract is one of the most common diseases associated with aging, and as a result,
many people suffer from it. The described system is based on a combination of
machine learning and image processing algorithms. This technique can be used to
diagnose cataracts in a user-friendlymanner. The proposedmethodology is compared
to SVM and KNN, with the results indicating that the Random Forest-based method-
ology outperforms both. Due to the Covid-19 pandemic situation, we couldn’t collect
real-time images of cataract patients so, in the future, we will try to collect real-time
images, and for further research, we will implement the model on a smartphone to
develop an android application to make it portable and simple to use.
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COV-Doctor: A Machine Learning Based
Scheme for Early Identification
of COVID-19 in Patients

Ferdib-Al-Islam and Mounita Ghosh

Abstract The COVID-19 pandemic brought about by the SARS-CoV-2 keeps on
representing a critical danger to worldwide wellbeing. The most approved indicative
test for Coronavirus, utilizing reverse transcriptase-polymerase chain response (RT-
PCR) kit has deficiency sometimes in low-income countries. This adds to expanded
disease rates and defers basic preventive measures. Successful screening empowers
fast and effective analysis of Coronavirus and can relieve the burden on medical care
services. Machine learning (ML) models are being used to anticipate the presence of
COVID-19 in patients to support clinical staff worldwide, particularly with regards
to restricted medical services assets. In this research, machine learning models have
been developed to identify COVID-19 in the early stage of sickness using the infor-
mation of symptoms and exterior activities of patients. Among the four machine
learning classifiers, the Decision Tree and Extreme Gradient Boosting (XGBoost)
performed equally better with 98% of accuracy, precision, and recall. The feature
importance scores have been calculated also to understand the feature’s impact on the
development of the machine learning model. The proposed work has outperformed
the existing works with better execution.

Keywords COVID-19 · Decision tree · XGBoost · Correlation · Feature
importance score

1 Introduction

The spread of COVID-19, a respiratory illness triggered by the SARS-CoV-2, is a
severe and burning universal concern. The World Health Organization (WHO) has
stated a pandemic caused by the COVID-19 virus. According to WHO figures as of
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14 May 2021, it had caused over fifteen million cases and 3,499,979 deaths world-
wide [1]. Initially, coronavirus infections were thought to cause harmless respiratory
human symptoms that were not lethal. However, the beta variant of coronavirus
was later linked to the emergence of serious and fatal respiratory disorders such as
the “Severe Acute Respiratory Syndrome (SARS)” and the “Middle East Respira-
tory Syndrome (MERS)”. SARS and MERS were responsible for about 9.7% and
35.8% of all deaths correspondingly. Machine learning has been adapted to classify
the most relevant and meaningful clinical signs that will forecast real COVID-19
positive events [2].

The most frequent COVID-19 symptoms, such as fever and cough, are close
to those of a variety of other communicable illnesses making rapid identification
difficult for health practitioners. According to reports, results from the RT-PCR,
which is at present the most accurate indicative test, frequently take more than a
week to become usable [3]. On the other hand, the latest growth in the use of modern
quick diagnostic tests, which are susceptible to certain accuracy problems, may raise
the threat of inadequate health resource allocation [3]. However, the process of RT-
PCR tests is difficult, and it normally takes 5–6 hours or lengthier to obtain the data.
Furthermore, due to little virus counts in initial COVID-19 sufferers, RT-PCR studies
yielded false-negative findings in a variety of cases. It has significantly hampered
global pandemic prevention and management. As a result, it is critically important
to develop a fast indicative model to monitor high-threat patients for COVID-19
contagion [4]. This pandemic threatens to strain medical services around the world
in a variety of ways, comprising sharp spikes in demand for clinic beds and acute
scarcities of medicinal supplies, as many healthcare staff has been contaminated.
As a result, the ability to make immediate treatment decisions and use healthcare
services effectively is critical [5]. For these difficulties, COVID-19 improved cases
are frequently restricted to data accumulated at the country level, are obtained only
from verified cases, and can vary depending on the concept of “recovery” or form of
authorization [6].

Models focused on symptoms such as deficiency of smell and taste have been
suggested as useful instruments for predicting COVID-19 detection as well as early
markers of the efficacy of containment strategies in new outbreaks. Researchers
have also been interested in new methods focused on ML algorithms, which have
recently been utilized to study and forecast olfactory dysfunction [7]. As opposed
to traditional statistical approaches, ML methods rely on algorithms that can be
extended to a population-based systems approach, modeling dynamic relationships
and correlations between multiple variables [7].

In this research, machine learning techniques (Logistic Regression, Random
Forest, Decision Tree, and XGBoost) have been utilized in the COVID-19 symp-
toms dataset to predict the patient is suffering from COVID-19 or not in the early
stage and to show the most relevant symptoms (features) of patients by calculating
feature importance scores that impact the creation of the machine learning model.

The organization of this paper is as follows—Section 2 expresses the recent works
on COVID-19 detection, Sect. 3 explains the implementation of the work in detail,
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Sect. 4 represents the results obtained from this study and finally, Sect. 5 presents
the conclusion of the paper.

2 Literature Review

In this section, the recent researches on COVID-19 prediction utilizing machine
learning, and other related techniques have been explained.

Reddy et al. [2] developed a model that used supervised machine learning algo-
rithms to recognize specific features to predict COVID-19 accurately. These features
included gender, breathing difficulty, observation of fever, as well as clinical details
like the cough as well as lung infection and congestion. Somemachine learning tech-
niques had been implemented and the precision was computed. For both age groups,
the highest precision was greater than (50%) of actual patients. The information
was gathered from COVID-19 supportive patients, an anonymous study, and a social
survey conducted at research centers. Following that, they used different approaches
such as data pre-processing, model validation, and statistical analysis. For a greater
understanding, the probability and precision of a patient were shown using different
techniques of Machine learning.

Batista et al. [3] used machine learning to forecast the likelihood of a positive
COVID-19 diagnosis by using the data from crisis attention tests. The data was
obtained from 235 mature patients of which 102 (43%) obtained a positive result
of COVID-19 via RT-PCR tests. On an arbitrary sample of 70% of the data, 5 ML
techniques were applied. The support vector machines got the best predictive results
(AUC: 85%; Sensitivity: 68%; Specificity: 85%; Brier Score: 16%). The quantity of
lymphocytes, leukocytes, and eosinophils were the three most significant variables
for the algorithm’s predictive efficiency.

Sun et al. [4] developed a system for predicting earlyCOVID-19. That study aimed
to derive threat elements from medical data of primary COVID-19 diseased patients
using 4 conventional machine learning methods for quick COVID-19 identification.
The findings showed that the LR model has a higher accuracy rate of 95%, a region
under the AUC of 97%, and an increased sensitivity rate of 82%, making it ideal for
early COVID-19 infection screening. Zoabi et al. [5] developed a machine learning
method that was applied on 51,831 tested individuals and tested on data from the
following week. Using just eight features, their model accurately predicted COVID-
19 test results: Gender, age over 60, aswell as a history of concussionswere all factors
to consider. Mackey et al. [6] adapted a study in which a total of 4,492,954 tweets
containing words similar to COVID-19 indications were received. A total of 3465
(1%) tweets contained user-produced discussions about interactions that users shared
with potential COVID-19 symptoms and other illness involvements after using BTM
to classify related subject clusters and eliminating redundant tweets. These tweets
were divided into 5 groups: first and second-hand accounts of indications, indication
identification simultaneous with a lack of testing, discussion of healing, clarification
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of a negative COVID-19 analysis after testing, and users remembering indications
and wondering if they had previously been affected with COVID-19.

Wu et al. [8] developed a study where 11 principal blood indices were found out
using a random forest method to create the ultimate associate perception method
from 49 clinically obtainable blood test data obtained using commercial blood test
equipment. The approach demonstrated a robust performance in reliably identifying
COVID-19 from several suspicious patients with identical CT information or signs,
with the precision of 97.95% and 96.97% for the cross-validation and test set corre-
spondingly. The tool also performed admirably on an exterior validation range that
was entirely free of the modeling procedure, achieving sensitivity, precision, and
overall accuracy of 95.12%, 96.97%, and 95.95% correspondingly. Furthermore, 24
samples from COVID-19 contaminated patients from other countries were used to
perform an in-depth clinical examination with a precision of 91.67%.

Yan et al. [9] built an analytical model based on the XGBoost technique which
was used to test 29 patients. Their model identified three main clinical characteristics
namely lactic dehydrogenase, and lactic de, lymphocytes, and high-sensitivity C-
reactive protein (hs-CRP), lactic dehydrogenase, lactic dehydrogenase, and lactic
dehydrogenase frommore than 300 features. The prognostic prediction model based
on three indices was developed and it was able to calculate the death chance and
provide a medical pathway for distinguishing critical cases from serious cases and
certain instances.

3 Methodology

The methodology of the proposed work has been separated into the following steps:

• Data Collection and Preprocessing
• Exploratory Data Analysis
• ML Algorithms for Classification

The architecture of the proposed work has been demonstrated in Fig. 1.

3.1 Data Collection and Preprocessing

The dataset that has been utilized in this research is available on Kaggle [10]. The
dataset contains the symptoms of COVID-19 which was seen in patients provided by
the “World Health Organization (WHO)” [11]. This dataset contains 5434 instances
of 20 features and a target variable. The target variable is “COVID-19”. The data
distribution of each attribute has been listed in Table 1.

In machine learning, most of the algorithms require numerical values as input
because computing machines cannot deal with categorical variables. So, it is needed
to convert the categorical features into numerical format before feeding them into the
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Fig. 1 Proposed system architecture

Table 1 Dataset details Attribute name Data distribution

“Breathing problem” Yes (67%), No (33%)

“Fever” Yes (79%), No (21%)

“Dry cough” Yes (79%), No (12%)

“Sore throat” Yes (73%), No (27%)

“Running nose” Yes (54%), No (46%)

“Asthma” Yes (46%), No (54%)

“Chronic lung disease” Yes (47%), No (53%)

“Headache” Yes (50%), No (50%)

“Heart disease” Yes (46%), No (54%)

“Diabetes” Yes (48%), No (52%)

“Hyper tension” Yes (49%), No (51%)

“Fatigue” Yes (52%), No (48%)

“Gastrointestinal” Yes (47%), No (53%)

“Abroad travel” Yes (45%), No (55%)

“Contact with COVID patient” Yes (50%), No (50%)

“Attended large gathering” Yes (46%), No (54%)

“Visited public exposed places” Yes (52%), No (48%)

“Family working in public exposed
places”

Yes (42%), No (58%)

“Wearing masks” Yes (0%), No (100%)

“Sanitization from market” Yes (0%), No (100%)

“COVID-19” Yes (81%), No (19%)
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machine learning models. Label encoding is a general method to do this task. In this
work, label encoding has been used to convert the categorical inputs into numeric
form. Feature scaling is the principle to bring all the features to the same scale. In
this research, min–max feature scaling or normalization for every feature has been
applied. It is a scaling procedure where esteems are rescaled in the range of 0 and 1.
The principle for applying normalization has been given in (1):

A′ = A − Amin

Amax − Amin
(1)

whereAmax andAmin are the top and the bottom values of the feature correspondingly.

3.2 Exploratory Data Analysis

Exploratory Data Analysis (EDA) is a method of analyzing or interpreting the data
and exploring insights or fundamental attributes of the data. In this step, at first, the
correlation among the variables has been computed. Correlation has control over
feature significance. As two features/variables are related, a variation in one will
create variation in another. So there is no reason to keep each of them. In Fig. 2, the
correlation of the variables has been illustrated. It can be seen that no input variables
have strong correlations among them, so, no feature is eliminated from the input
feature list. “Wearing Masks” and “Sanitization fromMarket” contain only one type
of category (“No”), so, these variables do not correlate with others. However, symp-
toms like “Breathing Problem”, “Fever”, “Dry Cough”, “Sore throat” and external
activities like “Abroad travel”, “Contact with COVID Patient” and “Attended Large
Gathering” are the main cause to get affected with COVID-19.

3.3 ML Algorithms for Classification

Before applying ML algorithms for classification, the dataset has been split using
the “percentage split” concept. 70% of data has been used in the training set for
constructing the model and the leftover 30% of the data has been used in the test set
for testing. There were 3803 instances in the training set and 1631 instances in the
test set. “Grid Search CV” algorithm has been utilized to obtain the finest parameters
of the classifiers [12].

Logistic Regression Logistic regression is one of the most basic and generally
utilized machine learning algorithms [13]. Logistic regression isn’t a regression
method yet a probabilistic classification algorithm. Themotivation in Logistic regres-
sion is to solve the problem as a summed up linear regression algorithm as in
(2):
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Fig. 2 Correlation among variables

ŷ = β0 + β1x1 + . . . + βnxn (2)

where ŷ = predicted esteem, x = independent features, and the β = learning coef-
ficients. The selected parameters’ values for the logistic regression classifier have
been listed in Table 2.

Random Forest It is a supervised learning technique. The “forest” it accumulates,
is a collection of decision trees, normally trained with the “bagging” principle [13].
The general motivation of the “bagging” principle is that an arrangement of learning
models builds the general consequence. Accordingly, in a random forest, just an
irregular subset of the features is selected to part a node. Even it can be made trees

Table 2 Chosen parameter
values for logistic regression
classifier

Parameter name Chosen value

“C” 0.01

“penalty” “l2”

“solver” “lbfgs”
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Table 3 Chosen parameter
values for random forest
classifier

Parameter name Chosen value

“n_estimators” 100

“random_state” 5

“max_depth” 30

Table 4 Chosen parameter
values for decision tree
classifier

Parameter name Chosen value

“criterion” “gini”

“max_depth” 200

“random_state” 5

more uninformed by also developing thresholds for each feature instead of searching
for the most perfect thresholds (like a general decision tree does). The selected
parameters’ values for the random forest classifier have been listed in Table 3.

Decision Tree A Decision Tree is a non-parametric supervised learning technique
applied for classification tasks [14]. It learns from the data sample to estimate a
sine arc with a collection of if-then-else decision rules. As the depth of the tree
increases, the rules and the fitter of the model becomes more complex. A decision
tree is a hierarchical tree configuration where an inner node demonstrates a feature,
the branch demonstrates a system, and every leaf node demonstrates the outcome.
The selected parameters’ values for the decision tree classifier have been listed in
Table 4.

XGBoost Among the gradient boosting (ensemble) methods in tree-based machine
learning algorithms, ExtremeGradient Boosting (XGBoost) is one of themainstream
algorithms that possesses improved and quick execution [15]. In the collection of
ensemble learning methods, XGBoost represents the boosting method set. A set of
classifiers which are the combination of several models that are used for delivering
superior classification performance is the concept of ensemble learning. XGBoost
algorithm is the advancement of gradient boosting methods that have regularization
factors. The selected parameters’ values for the XGBoost classifier have been listed
in Table 5.

4 Result and Discussion

It was mentioned earlier that, Logistic Regression, Random Forest, Decision Tree,
andXGBoost classifier has been utilized to predict COVID-19 in patients. The imple-
mented system performance was measured using different performance metrics—
accuracy, precision, and recall using the principles presented in (3), (4), and (5)
respectively.
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Table 5 Chosen parameter
values for XGBoost classifier

Parameter name Chosen value

“colsample_bytree” 0.3

“learning_rate” 0.1

“max_depth” 50

“alpha” 10

“n_estimators” 1000

“objective” “binary: logistic”

“booster” “gbtree”

Accuracy = TP + TN

TP + FP + FN + TN
(3)

Precision = TP

TP + FP
(4)

Recall = TP

TP + FN
(5)

The detailed classification report of each classification model has been repre-
sented in Table 6. Among the 4 machine learning models, the decision tree and
the XGBoost model performed equally better than the other models with 98% of
accuracy, precision, and recall.

The feature importance scores of both the DT and XGBoost model have been
represented in Figs. 3 and 4 respectively. “Sore throat”, “Breathing Problem”, and
“Abroad travel” is the top-3 significant feature from DT model, where “Hyper
Tension”. “Asthma”, and “Heart Disease” is the top-3 significant feature from
XGBoost model. A contrast between the proposed work and other existing works
has been represented in Table 7.

Table 6 Classification report of machine learning models

Model Class Accuracy (%) Precision (%) Recall (%)

Logistic regression Yes 97 98 98

No 92 92

Random forest Yes 88 87 100

No 100 41

Decision tree Yes 98 100 97

No 91 99

XGBoost Yes 98 99 98

No 92 98
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Fig. 3 Feature importance
scores from DT model

Fig. 4 Feature importance scores from the XGBoost model
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Table 7 Proposed work comparison with other works

Author Model used Accuracy
(%)

Precision/PPV
(%)

Recall/Sensitivity
(%)

Feature
importance
score
calculation

Reddy
et al. [2]

Logistic
regression

50 N/A N/A No

Batista
et al. [3]

Support vector
machine

N/A 77.8 68 No

Sun et al.
[4]

Logistic
regression +
Feature
selection

91 N/A 87 No

Zoabi et al.
[5]

Gradient
boosting

N/A N/A 87.3 No

Proposed
work

Decision tree 98 98 98 Yes

XGBoost 98 98 98

It has been shown that the proposed work obtained better performance than the
existing works in different performance metrics along with the feature importance
score, which was not computed in the existing works.

5 Conclusion

COVID-19 is a contagious disease and so it has been turned into a pandemic rapidly.
Early detection of COVID-19 in patients can prevent further damages in the body,
help to reduce mortality, and also allow to spread of infection in other humans. In
this study, COVID-19 symptoms and people’s exterior activities have been consid-
ered. Only symptoms can’t be used for detecting COVID-19 in asymptotic patients.
Machine learning models have been built to anticipate the status of COVID-19 in the
patient. Among the models used in this research, the Decision Tree and XGBoost
model outperformed other models and also existing works with superior perfor-
mances in different metrics as—accuracy (98%), precision (98%), and recall (98%).
This research can help clinicians to identify COVID-19 rapidly and also when the
test kits are limited.
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Ovarian Cancer Prediction from Ovarian
Cysts Based on TVUS Using Machine
Learning Algorithms

Laboni Akter and Nasrin Akhter

Abstract Ovarian Cancer (OC) is type of female reproductive malignancy which
can be found among young girls andmostly thewomen in their fertile or reproductive.
There are few number of cysts are dangerous and may it cause cancer. So, it is very
important to predict and it can be from different types of screening are used for this
detection using Transvaginal Ultrasonography (TVUS) screening. In this research,
we employed an actual datasets calledPLCOwithTVUSscreening and threemachine
learning (ML) techniques, respectively Random Forest KNN, and XGBoost within
three target variables. We obtained a best performance from this algorithms as far as
accuracy, recall, f1 score and precision with the approximations of 99.50%, 99.50%,
99.49% and 99.50% individually. The AUC score of 99.87%, 98.97% and 99.88%
are observed in these Random Forest, KNN and XGB algorithms. This approach
helps assist physicians and suspects in identifying ovarian risks early on, reducing
ovarian malignancy-related complications and deaths.

Keywords Ovarian cancer · Transvaginal ultrasonography (TVUS) · KNN
imputer · Smote ·Machine learning · Feature correlation

1 Introduction

Ovarian cancer (OC) has been the world largest seventh leading causes of death
and disability in women [1]. In the year 2018, 295,414 women were diagnosed with
OC, and 184,799 women died as a result of the condition [2]. Ovarian cancer is
a disease of the ovaries, the woman reproductive structures that generate eggs and
generate estrogen and progesterone. Ovarian cancer treatment is developing, and
the best results are usually shown whenever the cancer is detected early. Epithelial
ovarian cancers (EOC) orOCare themost typical types of ovarian cancer [3]. Ovarian
cysts are fluid-filled sacs or pockets that form within or on the ovarian membrane.
Despite the fact that post-menopausal females have a higher chance of malignancy to
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premenopausal women, the most of ovarian cysts in postmenopausal women with no
unequivocal malignancy markers, such as solid regions, papillary features, or thick
unevenmembers to develop, are benign [4]. The growing utilization ultrasonography
in ovarian screenings and new progress in image analysis have boosted the detection
of ovarian cysts in untreated post—menopausal females.

Analyzing a vast number of data acquired via several actual patients’ databases
yields a wealth of data for providing high-quality healthcare at lower prices. The
key to lowering the fatality rate from ovarian cancer is early identification. The
physicians will use an efficient and trustworthy screening technique to make an
initial prognosis. Conventional diagnostic approaches for ovarian cancer include
serum cancer antigen 125 (CA-125) screening and transvaginal ultrasonography
(TVUS). The significance of categorizing ovarian cancer patients between low—
and high categories has prompted numerous healthcare and bioinformatics research
groups to investigate the use of machine learning (ML) technologies. As a result,
these methods have been used to model the progression and therapy of malignant
diseases. Furthermore, the capability of ML algorithms to find essential variables in
complicated dataset demonstrates their value. In cancer research, a range of these
strategies, such as KNN, Random Forest, and XGBoost, have been widely used to
construct prediction algorithms resulting in efficient and precise making decisions.

In this study, the main approach is that many researchers have done a lot of work
on ovarian cancer but no author has done the work of predicting ovarian cancer
from cysts using ML. So it can be said that this work is the principal to predict
ovarian cancer from ovarian cysts. From an unprocessed set of data, this paper applies
machine learning algorithms to create an understanding method for early ovarian
cancer diagnosis.

2 Related Work

Yasodha and Ananthanarayanan [5] analyzed big datasets to develop an experience
and understanding method of OC for earlier diagnosis. They had used three algo-
rithms for this work that was Multiclass SVM, ANN, and Naïve Bayes. To properly
categorize data either normal or abnormal, PGSO is utilized to improve the rough
set feature minimization. The performance for SVM, ANN Naïve Bayes of accu-
racy were 98%, 95%, 93%, specificity 96.7%, 92.9%, 91.4%, sensitivity 99%, 97%,
96% respectively. Guan et al. [6] approached to predict OC frommetabolomics liquid
chromatography spectrometry data SVMwas used. The SVM algorithm being tested
on LC/TOF MS metabolomics data, with the goal of identifying pairings of putative
metabolic diagnostic biomarkers. With 90% accuracy, 37 OC patients. Alqudah [7]
classified a evaluation of ML and feature selection systems for OC utilizing serum
proteome profiling and wavelet features. There are 207 no cancers and 262 ovarian
cancers in the given dataset.With 44 features, they employed ANN, SVM,KNN, and
ELM ML methods. The accuracy 99%, 99.45% sensitivity 93.21% precision which
combining PCA with SVM. Lu et al. [8] performed to predict ovarian cancer using
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three machine learning algorithms which are DT, LR, and ROMA. They used 235
patients’ data where 89 BOT and 146 OC for DT model and 114 patients where 89
BOT and 25OC for ROMAand LRmodel with 49 variables. The training data gained
the accuracies 79.6%, 87.2%, 84.7% for DT, LR, ROMA algorithms and test data
gained 92.1%, 95.6%, 97.4% DT, LR, ROMA algorithms respectively. For training
data highest for sensitivity DT was 82.2% and specificity 100% for LR whereas for
test data the sensitivity 100% for ROMA and specificity 97.8% for LR. Wang et al.
[9] accomplished the HE4 seems significant to identifying OC, particularly in the
post—menopausal community, according to ameta-analysis consisting on 32 reports
that looked at the prognostic significance of HE4, CA125, and ROMA. ROMA and
CA125 remain better tests for detecting OC in post—menopausal women. Zhang
et al. [10] developed the dual markers that indicated the quantity of epidemiological
data in the onset also progress of OC, therefore a linear multi-marker system incor-
porating CA125, HE4, estradiol, and progesterone was developed. While associated
to CA125 or HE4, their multi-marker approach was much better at distinguishing
BPM from EOC patients. Chen et al. [11] designed a model of earlier demise in indi-
viduals with left-testis malignant tumor with accuracy of 76.1 percent AUC 0.621,
sensibility 0.130, positive 0.659 and F1 score 0.216. In this work clinical variables
were obtained since a unit of 273 ovarian cancer patients with phase I and II and a
ML algorithm for L2 Regression was developed because of number of patients with
mortality forecast issue under 20 months, the twenty-fifth percentile of total survival.

3 Methodology

The methodology part has been divided into several sections.

• Data Collection
• Data Preprocessing
• Imbalanced Data Handling by SMOTE Analysis
• Dataset Splitting
• Feature Scaling
• Machine Learning Algorithm for Classification\
• Model Result and
• Performance Evaluation Methods

The work’s procedure flow-diagram is shown in Fig. 1.

3.1 Data Collection

The data collected in this research work from PLCO dataset of National
Cancer Institute (NCI), United States [12]. This dataset has a number of
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Fig. 1 Flowchart of methodology

attributes that aren’t required for this purpose. As a result, have selected eigh-
teen separate features from the dataset, as well as a parameter with a target.
In this work, taken a number of approaches which are numcystl, numcystr,
ovary_diaml, ovary_diamr, ovary_voll, ovary_volr, ovcyst_diaml, ovcyst_diamr,
ovcyst_morphl, ovcyst_morphr, ovcyst_outlinel, ovcyst_outliner, ovcyst_solidl,
ovcyst_solidr, ovcyst_suml, ovcyst_sumr, ovcyst_voll, ovcyst_volr, “ovar_result” as
the class.

3.2 Data Preprocessing

Missing Data Handling by KNN Imputer
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Fig. 2 Dataset distributions by class before and after SMOTE

In this dataset there have lots of missing value. First of all, we have selected a
feature that has the lowest missing data value. However, a small amount of missing
data remains. So, then we used KNN Imputer. Several techniques are available to
counter missing values in a dataset. In this research work, the KNN imputer has been
applied. In scikit-learn, KNN Imputer is a popular approach for imputing missing
data. It is largely accepted as a viable alternative to typical impute methods. Inhere
k = 5 number of neighbors to eliminate missing data contained in the dataset [13].

3.3 Imbalanced Data Handling by SMOTE Analysis

We found data imbalances for several categories when doing the categorization func-
tion. Due to the fact that this was an actual medical datasets, unbalanced classifica-
tions were unavoidable. When faced with unbalanced datasets, traditional machine
learning system analysis methods fail to accurately characterize proposed system.
SMOTE(syntheticminority oversamplingmethod) is one of themost often usedover-
sampling approaches for dealing with the imbalanced class problem [14]. Figure 2
shows the classwise imbalanced data before the SMOTEand the data set has balanced
after SMOTE.

3.4 Dataset Splitting

The dataset was split into binary parts: a training set and a test set. The training
dataset contained 80% of the whole data, while the test set contained 20% of the
total data. The ML establishes a relationship with the independent and dependent
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parameters in order to foresee or choose an alternative, and then the test data is used
to determine whether the ML approach is effective [15].

3.5 Feature Scaling

Feature scaling is a technique for bringing most of the features to the same scale. We
used min–max feature scaling (normalization) for all of the features in this study.
It’s a rescaling approach in which estimations are shifted and resized till they’re
someplace between 0 and 1. Therefore, it’s known as normalization. This is a method
for normalizing the level of data’s self-sufficient features. It is usually done as part
of the data pre-treatment procedure [16]. The Standard Scalar Python Library was
applied in this research.

3.6 Implemented Machine Learning Algorithms

KNN (K Nearest Neighbor)
The KNN classifier is a common basic ML method which is being utilized to cate-
gorize images. It is dependent on the feature vector separation, and we have labeled
data to categorize and recover the image’s exact class. The Euclidean distance was
employed as the similarity function. Model performance is linked to determining the
optimal number of neighbors. KNN had a neighbor number of 9 in this study [17].

Random Forest
Because of classification, RandomForest (RF) is a supervisedML technique, is used.
We concluded that a forest is made up of trees, and that the additional trees there
are, the more powerful the forest. Similarly, the RF algorithm proposes DT on data
tests and then receives the urge to every one of these before selecting the optimum
configuration using voting form projection procedures. It is a way of dressing that
reduces over-fitting by averaging the results [14].

XGBoost (Extreme Gradient Boosting)
XGBoost is a DT based ensemble ML approach that uses gradient boosting. In unor-
ganized dataset forecasting, ANN outperform all established techniques or systems.
The XGBoost algorithm was used to do classifying in the dataset. We split the
data using percent split methodology, with 80% of the data in the training data and
20% of the data in the test data, and have used classification algorithms. On clas-
sification problems, XGBoost works effectively on small data sets. Boosting is a
grouping strategy in which newer versions are introduced to resolve current models’
combination [16].
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3.7 Performance Evaluation Methods

The ML outcomes depending on confusion matrix findings were analyzed to deter-
mine the efficiency of the deployed ML methods. Accuracy, recall, f 1 score and
precision are the performance metrics. Four arithmetical keys, like false positive
(FP), false negative (FN), true positive (TP), and true negative (TN) were generated
to compute the accuracy, precision, recall, and f 1 score of this methodology. The
accuracy, recall, precision, and f 1 score were calculated as follows:

Accuracy = (TP+ TN)/(TP+ TN+ FP+ FN) (1)

Recall = TP/(TP+ FN) (2)

Precision = TP/(TP+ FP) (3)

F1 score = 2× (Precision× Recall)/(Precision+ Recall) (4)

4 Result and Discussion

Through this portion, we analyze and evaluate the outcomes obtained by the ML
methods. Figure 3 shows the feature correlation matrix. This matrix calculates the
correlation across two features in order to reveal their link. The correlation value runs
ranging from −1 to +1, with ±1 denoting negative/positive correlation is a optimal
and 0 denoting no connection at all. The diagonal components of this symmetrical
matrix are all+1. We clearly see a strong positive correlation between the numcystr
and a strong negative connection between the ovary_voll in the matrix. That means
that the ovarian cancer class is heavily impacted by the characteristics.

Figure 4 shows the results of KNN, Random Forest, XGBoost algorithms
for predict the ovarian cancer with three classes “Negative”, “Abnormal, suspi-
cious”, “Abnormal, non-suspicious”. The accuracy of the KNN, Random Forest,
and XGBoost were 93.82%, 99%, 99.50% respectively. The precision was gained
of KNN, Random Forest, and XGBoost were 93.83%, 98.99%, 99.49% respec-
tively. The recall values which was achieved of KNN, Forest, and XGBoost 93.75%,
99.01%, 99.50% respectively. The F1 Score were obtained of KNN, Random Forest,
and XGBoost were 93.73%, 98.99%, 99.50%.

Table 1 shows the comparison between proposed work and the previous study of
some papers to predict the ovarian cancer. From this table we can see that some of
the author’s was not calculated the precision, recall and f 1 score and the number
of features was also a lot where in this work the number of features is less and the
accuracy is high than others.
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Fig. 3 Feature correlation matrix

Fig. 4 Accuracy, precision, recall and f 1 score of KNN, random forest and XGBoost algorithms

We utilize the Area Under the Curve (AUC) and the Receiver Operating Char-
acteristics (ROC) curve to graphically examine the outcomes of the three classes
categorization. AUC is a measurement of distinction over classifications obtained by
a given classifier while ROC is a probability curve. In this situation, the algorithms
performedwell in terms of categorization accuracy. The ROC andAUC for the KNN,
Random Forest, and XGBoost method in categorizing the three classes are shown in
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Table 1 Comparison table with existing work

References Number of
features

Algorithms Accuracy
(%)

Precision
(%)

Recall (%) F1-Score

[6] N/A Multiclass
SVM
ANN
NB

98 96.7 99 N/A

[7] N/A SVM 90 N/A N/A N/A

[8] 44 ANN
SVM
KNN

99 93.21 99.45 N/A

[9] 49 ROMA
DT
RF

84.7
(Train)
97.4 (Test)

100 82.2 N/A

Proposed
result

18 KNN
RF
XGBoost

99.50 99.49 99.50 99.50%

Fig. 5 The ROC curve of random forest, KNN, XGBoost algorithms

Fig. 5. In the three classes’ organizations, for Random Forest, KNN, XGBoost the
AUC score was determined to be 99.87%, 98.97%, 99.88% correspondingly.

5 Conclusion

In this study, we dispensation ML techniques a forecast of ovarian cancer from
ovarian cysts of TVUS screening. We obtained high accuracy 99.50%, f 1 score
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99.50%, recall 99.50%, precision 99.49% from this KNN, RF, XGBoost algorithms
respectively with “Negative”, “Abnormal, suspicious”, “Abnormal, non-suspicious”
classes. In this work, the missing is handle by KNN Imputer and the imbalanced
data is handle by SMOTE. The use of as an approach will result in a much more
precise assessment of system forecasting accuracy. Further study will combine the
suggested approachwith additional techniques like as ultrasonic imaging recognition
and merge all utilizing machine learning and deep learning approaches to improve
selection process effectiveness. The implementation of this work for early detection
of ovarian cancer may beneficial of this deadly disease.
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A Comprehensive Analysis of Most
Relevant Features Causes Heart Disease
Using Machine Learning Algorithms

Faria Rahman and Md. Ashiq Mahmood

Abstract Coronary artery disease is a very knownword to us because day by day the
number of affected people is increasing dramatically, where equally occurs almost
both men and women. Globally this disease is the number one causes of death. Low-
income and middle-income country’s people suffer most. By analyzing biological
data we can extract the possible reason for it so in our proposed model, we feed the
data and try to mark the most relevant possible outcome of early heart disease. In this
paper, we have used two methods for focusing on features: Pearson’s Correlation
Heatmap and Chi Squared Test, three algorithms of classification: SVM (Support
VectorMachine), Decision Tree and K-Nearest Neighbor, three boosting techniques:
Ada boost, Gradient boost, XG Boost and two ensemble techniques: Stacking and
Voting. 10-fold cross validation has been used by us. By using the top rank features
which are coming out through Pearson’s Correlation Heatmap run over Stacking
ensemble technique where our proposed model has given 97.00% accuracy on it.

Keywords Heart disease · SVM · Decision tree · K-nearest neighbor · Stacking ·
Voting

1 Introduction

CVD which means cardiovascular disease is an important phrase that encloses a
number of fields which affect the heart. Irregular heartbeats, disease of the heart
muscle, blood vessel issues, chest pain and so on are related to this [1]. Heart disease
is such a leading public health concern because thewhole body suffers when the heart
traces some problems. Cardiovascular disorders, such as heart attacks and strokes,
affect 17 million people worldwide each year [2]. Heart disease caused by rheumatic
and different cardiovascular diseases are examples of CVDs and other conditions
where heart attacks and strokes cause four out of every five CVD deaths, with one-
third of these deaths occurring before the age of 70 [3]. It’s more important to find
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out what’s causing the issues, as well as the risk factors and conditions that come
with heart disease.

Heart fails to do normal functional work because of irregular responses from its
several organs. But by maintaining a healthy lifestyle and diet many problems can
be preventable. Many symptoms vary from different heart states, but these are very
known alarming signs include shortness of breath, fatigue, light-headedness, chest
pain or pressure and numb or cold extremities etc. To maintain our required essential
nutrition and oxygen in body parts heart plays an important role on it [4]. The proper
working of the heart ensure the life of any organism because the other organs are
fully depend on its proper functionality [5]. The health system can be modernized
with the new technology, improving the overall population’s life expectancy. Leading
diseases such as Heart Disease and Cancer are major causes of death worldwide, and
every year, the risk of death from coronary heart disease rises at a shocking rate [6].

From the survey ofWHO (2016), cardiovascular disease causes 31% of all deaths
worldwide including heart attacks and stroke which accounts 85% of all deaths [7].
Disease diagnosis is the process in the medical field which can be taken as a way
of decision making, where unknown and new cases are analyzed from the medical
databases [8]. To make the analyzing process easy, more accurate and faster we used
some techniques of machine learning in our proposedmodel. Techniques ofMachine
learning have the ability to learn the input from the system and generate cases based
on the previous output and try to improve the final result with the help of previous
experiences [9]. In our experiment,wefirst identified the features that aremost closely
related and generated a good impact onCleveland heart disease dataset by performing
two feature selection methods, then for each of the feature selection methods KNN,
SVM, Decision Tree, Stacking and Voting has been used. The better efficiency
comes out with nine extracted features fromPearson’s CorrelationHeatmap applying
Stacking.

2 Related Work

In the previous paper [10] for successful calculation and to raise and improve the
performance, LMT techniques, Hoeffding Tree, Random Forest, SVM and Gaussian
NB were used. Each algorithm was put to the test on the dataset, and the outcomes
were measured in terms of accuracy. They identified that Random forest suits better
and the initial and final accuracy was 88.52% and 95.08% respectively. Prakash et al.
[11] they used Information gain to discover the best features which plays important
role to predict the output from it they extracted age, blood sugar (fasting) > 120,
chest pain type and sex mark as top features. Then applied Random Forest, XG-
Boost, Support Vector Machine, Logistic Regression and Naive Bayes.Where, SVM
(79%) and LR (79%) both has given better accuracy. Patra and Khuntia [12] has
proposed a model where they applied Information gain concept for best attribute
selection then used J48, KNN, RBF, Naive Bayes with the support of weka tool and
KNN, SVM, Decision Tree through the support of python tool. Where, decision tree
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classification technique holds good accuracy 93.4%. Naseer et al. [13] in this paper
they has described a Mamdani Fuzzy Inference based expert system for diagnosing
heart illness that effectively has recognized heart disease. The current study has
taken six favorable factors in an exploratory pattern for the goal of fuzzy logic
technical advancement in the analysis of heart disease and overall performance of
the proposed DHD-MFI expert system is 94.00%. Kasbe and Pippal [14] this article
has employed a fuzzy expert system for heart disease diagnosis. The Cleveland heart
disease dataset has run in this study where 13 input and 1 output parameters has used
in the proposed fuzzy expert system. As a development tool, MATLAB is utilized.
The proposed system has given 93.33% accuracy.

Chauhan et al. [15] in this paper they used data mining methods to predict heart
disease and had a 60% success rate. Jesmin Nahar et al. [16] here they used UCI
Cleveland dataset and apply three algorithms for generating rules Ttertius, Predictive
Apriori andApriori.Anooj [17] aweighted fuzzy rule-basedCDSS for risk estimation
of heart disease patients was introduced in this paper.

2.1 Justification

In the previous work [10], the authors applied LMT techniques, Hoeffding Tree,
Random Forest, SVM and Gaussian NB over Cleveland dataset that contain 303
cases. The results pointed out that Random forest works better and the initial and
final accuracy was 88.52% and 95.08% respectively. In our experiment, we used two
methods for marking features to identify the most related features that have a strong
effect on the Cleveland heart disease dataset, and then we usedKNN, SVM,Decision
Tree, Stacking and Voting on each of the feature selection methods. Stacking with
nine extracted features from the Pearson’s Correlation Heatmap generated better
results, with an accuracy of 97.00%.

3 Proposed Work

The method of extracting useful information from raw data is known as data mining.
The all process is done by following some steps for analyzing properly the desired
output. The steps are like data collection, data preprocessing, handling the data and
applying machine learning algorithms etc.

In our proposedwork, at first we applied data preprocessing, due to thisweworked
on missing values, handle the noisy data because the existence of these values make
the process complex for analyzing a dataset. In the Cleveland dataset some values
are absent, so many ways to handle absent values but here we just replace it with
zero. Then we use Pearson’s Correlation Heatmap and Chi-squared test two effec-
tive feature selection methods. Those methods at first make a ranking by calculating
independent variableswith respect to target value and Pearson’sCorrelationHeatmap
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rated attributes by calculating one another relations. The dataset is analyzed using
tenfold cross validation through K-Nearest Neighbors, SVM, Decision Tree classifi-
cation algorithms. Beside this, Stacking and Voting ensemble methods similarly give
an outcome to predict the diseases. Two rank based collection of features used after
preprocessing where the rank value indicates how tightly each variable is attached
in the dataset. These feature selection algorithms are capable of dealing with large
amounts of information. Classification is described as the procedure of identifying
each target class while also preparing the dataset to return a desired state of boundary.

Here we usedK-Nearest Neighbor, Decision Tree and SVMand applied ensemble
techniques Stacking and Voting also, it built up the thought that not to depend only
on a single decision, take many and come to a decision on the basis of overall
outputs. It gathers all outputs from poor learners and decides on the final one based
on those. A different model can be used for each base learner. We run XG Boost
models, Gradient Boosting, Ada Boost and among them select the best performance
by Voting and KNN, SVM, Decision Tree are run and among them Stacking allows
us to choose the best results. Recall, ROC accuracy, F-measure and Precision were
also measured to see how well the predictive model performed (Fig. 1).

3.1 Dataset

We use Cleveland datasets for early heart disease prediction in our model. This is
the original dataset of heart disease presented by UCIMachine Learning Repository.
There are 303 samples and 14 attributes in total, as well as a target attribute. This
Cleveland datasets contain 76 attributes but among them a subset of 14 attributes
used, based on the reference of all published experiments. Patients without heart
disease have a target attribute of 0 and patients with heart disease have a target
attribute of 1. In Cleveland dataset 164 samples belong to class 0 and 139 belong to
class 1.This data helps to predict heart disease early. The features that exist inside
the dataset are shown in Table 1.

3.2 Experimental Design

To find out the most related features, we picked features using the Pearson’s Corre-
lation Heatmap and Chi-squired test methods. This improves the accuracy of our
model for predicting diseases. We have collected six features by using Chi-squired
test; we get nine features from another method. Then, ruled KNN, SVM, Decision
Tree and ensemble techniques (Voting and Stacking).

Beside this, for raising the accuracy of themodel ensemble techniques are applied.
When we are performing any of the machine learning techniques to predict the target
variable, bias and variance are the key difference in predicted and actual values. To
minimize these factors here we try to use ensemble methods. By measuring multiple
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Start

Load Dataset

Preprocessing

Feature Selection

Decision 
tree

SVM KNN Stacking 
&Voting

Accuracy, Recall, ROC accuracy, F-measure and Precision of the 
attributes that have been chosen.

End

Fig. 1 Flowchart of proposed model

models, ensemble learning aims to improve machine learning performance. Table 2
shown all experimental schemas,

4 Outcome

For the implementation purpose in this work, ‘python 3’ programming language and
scikit library has been used. We applied the criterion value as ‘gini’ in the decision
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Table 1 Features from Cleveland datasets

Features Description

1. age Years

2. sex: Male = 1; Female = 0)

3. cp Chest pain type
angina (typical) = 1
angina (atypical) = 2
pain (non-anginal) = 3
asymptomatic = 4

4. trestbps Resting blood pressure

5. chol Serum cholestoral in mg/dlin mg/dl

6. fbs Blood sugar (fasting) > 120 mg/dl
true = 1;
false = 0

7. restecg Electrocardiographic results (Resting)
normal = 0
having ST-T wave Abnormality = 1
Possible or definite left ventricular hypertrophy by Estes’ criteria = 2

8. thalach Achieved maximum heart rate

9. exang Angina caused by exercise
yes = 1
no = 0

10. oldpeak Exercise-induced ST depression compared to rest

11. slope The slope of the ST portion of the peak exercise
up sloping = 1
flat = 2
down sloping = 3

12. ca The number of large vessels colored by flourosopy (between 0 and 3)

13. thal Normal = 3;
fixed defect = 6;
reversable defect = 7

14. num Without heart disease = 0
with heart disease = 1

tree algorithm. In our proposed model at first we pre-processed our data by removing
noisy values then applied two methods Chi Squared Test and Pearson’s Correlation
Heatmap for deciding features. After that we applied three classification algorithms.
Then we used stacking ensemble technique where we run KNN, SVM and Decision
Tree algorithms and stacking ensemble technique calculated the most relevant output
from those algorithms. We also applied three boosting techniques and used voting
ensemblemethods then generated the possible output.Whenwe loaded theCleveland
datasets in our model after pre-processing we applied two feature selection methods
Chi-squired test and Pearson’s Correlation Heatmap. Chi squired test extracted six
features from the dataset based on the top rank. The extracted attributes are shown
in Table 3.
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Table 2 Experimental design Schema No. Feature selection Schema
initial

No. of features

1 Chi squires test DT-6 6

2 Chi squires test SVM-6 6

3 Chi squires test KNN-6 6

4 Chi squires test Stacking-6 6

5 Chi squires test Voting-6 6

6 Correlation
heatmap

DT-9 9

7 Correlation
heatmap

SVM-9 9

8 Correlation
heatmap

KNN-9 9

9 Correlation
heatmap

Stacking-9 9

10 Correlation
heatmap

Voting-9 9

Table 3 Selected features
from Cleveland dataset

Chi squired test Correlation heatmap

1. thalach 1. thalach

2. ca 2. ca

3. oldpeak 3. oldpeak

4. thal 4. thal

5. exang 5. exang

6. chol 6. cp

7. slope

8. sex

9. age

After the chi squared test method we run extracted features over three classi-
fiers, stacking ensemble method, three boosting and voting ensemble method.Where
the accuracy of K-Nearest Neighbor, SVM and Decision Tree 73.00%, 93.33%
and 77.00% respectively. Accuracy from the boosting techniques Ada boost given
87.10%, Gradient boost 87.10% and XG boost 90.30%.The Ensemble techniques
Stacking and Voting has given accuracy 93.00% and 90.00%. Using this feature
selection methods SVM generated best output and the accuracy 93.33%, precision
100%, recall 92.00%, f1_value 92.00% and roc_auc 95.00% (Fig. 2).

From Pearson’s Correlation Heatmap we selected nine features from the dataset
based on the top rank. Next Pearson’s Correlation Heatmap method, in the same
way we run selected features over three classifiers, stacking ensemble method, three
boosting and voting ensemble method. Where the accuracy of K-Nearest Neighbor,
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77.00%
93.33%

73.00%
93.00% 87.10% 87.10% 90.30% 90%

Chi squired Test

Accuracy

Decision Tree SVM KNN Stacking

Ada Boost Gradient Boost XGB Boost Vo ng

Fig. 2 Accuracy for the Chi squired test feature selection

SVM and Decision Tree 77.00%, 96.66% and 90.32% respectively. Accuracy from
the boosting techniques Ada boost given 86.90%, Gradient boost 86.90% and XG
boost 88.50%. The Ensemble technique Stacking and Voting has given accuracy
97.00% and 88.50%. Using this feature selection methods Stacking generated best
output and the accuracy 97.00%, precision 100%, recall 100%, f1_value 96.00% and
roc_auc 96.00% (Fig. 3).

From above all results we can define easily that using Pearson’s Correlation
Heatmap with Stacking ensemble technique has given better result where the
accuracy 97.00% (Figs. 4 and 5).

90.32% 96.66%
77.00%

97.00% 86.90% 86.90% 88.50% 89%

Pearson’s  Correla on Heatmap

Accuracy

Decision Tree SVM KNN Stacking

Ada Boost Gradient Boost XGB Boost Vo ng

Fig. 3 Accuracy for the pearson’s correlation heatmap feature selection
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97.00%
93.33%Cleveland

dataset

Accuracy
Chi squired Test (SVM) Pearson’s  Correla on Heatmap (Stacking)

Fig. 4 Best accuracy from pearson’s correlation heatmap and chi squired test feature selection

85.00%
90.00%
95.00%

100.00%
105.00%

Chi squired Test (SVM) Pearson’s Corela on 
Heatmap(Stacking)

Compare best performance between two feature Selection 
methods

Accuracy Precision Recall f1-measure ROC_auc

Fig. 5 Compare best performance between pearson’s correlation heatmap and chi squired test

5 Conclusions

The model we proposed here has four phases: first, we gathered relevant data, and
then we used two methods for selecting features to identify the far more common
characteristics that were traced with a decent sign over the output. Utilizing 10-
fold cross validation, the third stage consists of K-Nearest Neighbors (KNN) , SVM
(SVM) and Decision Tree, after applying those algorithms, we have further used
Stacking and Voting ensemble techniques for better results. Using chi squired test
the accuracy of K-Nearest Neighbor, SVM and Decision Tree is 73.00%, 93.33%
and 77.00% respectively with ensemble techniques Stacking and Voting has given
accuracy 93.00%and90.00%.On the other side usingPearson’sCorrelationHeatmap
the accuracy of K-Nearest Neighbor, SVM and Decision Tree is 77.00%, 96.66%
and 90.32% respectively, with ensemble techniques Stacking and Voting has given
accuracy 97.00% and 88.50%. Our model performed better when we have used
Pearson’s Correlation Heatmap with Stacking, giving us 97.00% accuracy. Here we
have usedmachine learning algorithms because it has the capability to make possible
decisions based on the input data. Some limitations exist in every model. Our model
has also some limitations that it takes more time to generate outcomes due to large
amount of data where processing the raw data is also an important part because
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noisy value affects the output accuracy as well as we need to train more data samples
to classify how our model works so well with such large amounts of data and to
run several algorithms for training the dataset. In the future, we would like to run
different disease’s dataset for early disease prediction in our model.
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Abstract With a devastating health impact, heart attack prediction is an essential
aspect of human health due to well understood early heart attack symptoms. The
recent advancement of Artificial Intelligence (AI) and Machine learning (ML) pro-
vides a significant part in illness detection as well as prediction upon many phe-
nomena. This makes AI and ML great techniques to predict heart attack prediction.
This research chose the well-known Logistic Regression (LR), Naive Bayes (NB),
Random Forest (RF), Decision Tree (DT), Support Vector Machine (SVM), and k-
Nearest Neighbor (k-NN) algorithms to predict heart attacks. A comparative study of
the algorithmic performances is performed to identify the best algorithm that could
be useful in the clinical decisions system.
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1 Introduction

With 17.9 million deaths due to cardiovascular disease globally, it is take out the
proper take out priority to paymedical attention to patientswith severity and potential
subjectivity. A heart attack or Myocardial infarction (MI) is the utmost medical
emergency where blood towards the heart is instantaneously occluded [4, 9]. This
kind of unavailability from the blood in the center may grimly impair one’s heart
muscle and be frequently life-threatening.

The three types of heart episodes are ST-elevationmyocardial infarction (STEMI),
non-ST-elevation myocardial infarction (NSTEMI), as well as coronary spasm [8].
However, these leading causes of death, i.e., heart attack [16] early symptoms, are
well understood. However, this knowledge is little utilized to save enough souls and
minimize damages by detecting and preempting, and caring for the patients.

Artificial Intelligence (AI) is one of the advancements of technology that has
emerged as a feasible tool in medical treatment in recent years. Most medical pro-
fessionals and experts still depend on the primordial way of medical treatment. A
part of the medical professionals seems that irremediable diseases might be cured
flawlessly by using AI techniques.

Utilizing the AI diagnosing and finding the severity of the risk of the heart disease
of a person help both an individual and the hospital decision support system. Conse-
quently, this research focuses on finding the potential treat based on some small set
of essential features and employing machine learning techniques.

The assembly of this paper is structured as follows. In the following Sect. 2, a
literature assessment on the topic of concern has beendiscoursed. Section3 represents
the material and methods of the study used to develop the proposed model. Section4
illustrates the experimental results, and finally, Sect. 5 concludes the paper.

2 Related Work

A number of literature has proposed the detection and prediction system for heart
disease and heart attack probabilities [1, 24, 25]. Reference [18] studied machine
understanding classification techniques in line with the Naive Bayes as well as Sup-
port Vector Machines in which the system showed accuracy as well as predicts
attributes, for example, age, intercourse, blood stress, and blood sugar levels and the
likelihood of a diabetic patient obtaining a heart illness.
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A heart disease warehouse for heart attack prediction is proposed where the infor-
mation is pre-processed, and data mining methods are in place [19]. Here, the K-
means algorithm is used to cluster the relevant data related to a heart attack. Next, the
MAFIA algorithm [7] is employed to find frequent patterns mined from the clustered
data. Reference [22] proposed utilizing the Tanagra tool [10] to classify data while
evaluating the system by N-fold cross (N = 10) validation. The NB, k-NN, decision
list [23] methods are used as a classifier in this study.

Reference [17] applied the adaptive neuro-fuzzy inference system (ANFIS) [12],
where heartbeat, exercise, bloodstream pressure, grow older, cholesterol, upper body
pain kind, blood sugars, and sexwould be the input towards the fuzzy techniques. The
output provides four different outputs (small, low, substantial, and extremely high) of
the heart attack probability. A random forest-based ML algorithm is used to classify
the heart disease in reference [5]. Reference [5] proposed a mobile device-based
heart disease detection system using the camera, mobile stethoscope. A fuzzy-based
data mining is adopted as a decision system.

Reference [6] proposed a decision system for the predicted heart attack risk by uti-
lizing the Bagging method, an ensemble machine learning classifier. Reference [15]
proposes an IoT-based heart rate monitoring system and intelligent blood pressure
system to accommodate heart attack detection. Reference [21] proposed a primary
cardiac disease risk prediction method utilizing Classification Tree, NB, RF, and
SVM algorithms. A majority voting ensemble method for heart disease prediction
technique is presented in [3]

Reference [13] utilized RF, DT, and Hybrid models (Hybrid of RF and DT) on
Cleveland heart failure dataset to predict heart illness.Reference [26] provided a com-
parative performance analysis of DT, NB, SVM, k-NN, LR, and RF. Reference [8]
developed a wearable sensor subsystem and a smart heart assault detection as well
as a warning subsystem. The sensor subsystem information the heart’s electric activ-
ity utilizing an electrocardiogram (ECG) find, subsequently employing a portable
decision-making subsystem, center attack signs and symptoms are discovered.

3 Proposed Methodology

In this section, we present the framework of the heart disease detection method the
central architecture of the proposed system, as shown in Fig. 1. The proposed system
consists of several steps, including data acquisition, pre-processing, feature/attribute
selection, classifications, and performance evaluation, briefly described below.
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Fig. 1 The proposed architecture of heart disease detection model

3.1 Data Acquisition

We collected two datasets, specifically, the Cleveland cardiovascular disease dataset
(Dataset I) andHungarian cardiovascular disease dataset (Dataset II), available online
in the University of California Irvine (UCI)1 and Kaggle2 repository. The datasets
have two classes: having heart disease or not having heart disease (1 = yes, 0 = no).
The Dataset I consists of 303 patients information, with pre-classified 165 patients
with heart disease and 138 patients who do not have heart disease. Likewise, Dataset
II consists of 1025 instances in which 525 instances belong to the heart disease class.
In contrast, the rest of the 500 instances belong to not having a heart disease class.
It is noteworthy to mention that both datasets have similar attributes. The properties
of the datasets’ attributes are shown in Table1.

3.2 Data Pre-processing

Data pre-processing is a process associated with transforming uncooked data into
meaningful patterns. In this step, we exploit the data de-noising and normalization
techniques. Denoising is the task of removing noise (i.e., missing values, outliers)
from the data. However, machine learning techniques provide the best overall per-

1 https://archive.ics.uci.edu/ml/index.php.
2 https://www.kaggle.com/ronitf/heart-disease-uci.

https://archive.ics.uci.edu/ml/index.php
https://www.kaggle.com/ronitf/heart-disease-uci
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Table 1 Characteristics of the dataset

Feature Attribute Feature name Type Description Values

f1 age Age Numeric Patient age 26–88

f2 sex Sex Nominal Male 1

Female 0

f3 cp Chest muscles pain
variety

Nominal Atypical angina 0

Normal angina 1

Asymptotic 2

Non-anginal ache 3

f4 trestbps Relaxing blood force Numeric mmHg 94–200

f5 chol Serum cholesterol Numeric in mg/dl 120–564

f6 f bs Fasting blood
glucose levels

Nominal True 1

False 0

f7 restecg Resting
electrocardiographic
benefits

Nominal Normal state 0

Abnormality in
ST − T

1

LV hypertrophy 2

f8 thalach Maximum pulse rate
achieved

Numeric heart per minute
(bpm)

71–202

f9 exang Exercise induced
angina

Nominal Yes 1

No 0

f10 oldpeak ST depressive
disorder induced by
simply exercise in
accordance with rest

Numeric – 0–6.2

f11 slope The slope in the
peak exercising ST
message

Nominal Up sloping 0

Flat/no slope 1

Down slope 2

f12 ca Number of major
vessels colored by
flourosopy

Nominal – 0

1

2

3

f13 thal Thalium stress result Nominal Normal 0

Fixed defect 1

Reversible defect 2
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formance once the input information have 0 mean and 1 variance. Therefore, we
normalize3 the dataset to make it far better for the classification.

3.3 Feature Selection

The feature selection technique selects themost beneficial features among each of the
features within a dataset. It is noteworthy to mention that due to irrelevant features in
the dataset, the classification performance degrades. Therefore, we used the attribute
selection technique to enhance classification accuracy. In this step, Fast Correlation-
Based Filter (FCBF) [28] and Minimal Redundancy Maximal Relevance (mRMR)
[20] methods are used for the selection of optimal features to send the classifications
step.

3.4 Classifications

In this subsection,wepresent themachine learning techniques used todetect heart dis-
ease. In the experiment, we used six classification models, namely, Logistic Regres-
sion (LR), Naive Bayes (NB), Random Forest (RF), Decision Tree (DT), Support
Vector Machine (SVM), and k-Nearest Neighbor (k-NN), briefly described in what
follows [14].

Logistic Regression. LR is a statistical technique, that discovers a formula that fore-
casts an outcome for any binary variable (i.e., Y ) in one or several input parameters
(i.e., X ). Throughout logistic regression, linear regression productivity is passed over
the activation function called your Softmax function. This function enables to cal-
culation of the possibilities of the events. However, the output on this function is
actually in the stove [0,1], and the sum of the productivity values is adequate to 1.
More technically, LR classifies insight to type 1 if the output on this function can be
closed to 1 along with classifies to class 2 if the output can be closed to 0.

Naive Bayesian. NB classifier is dependant on the likelihood theory (i.e., Bayes
theorem) [14]. This design is popular because this gives a great performance as well
as requires much less computational period for instruction the design. It calculates
some probabilities through counting the actual frequency as well as combinations
associated with values inside a dataset. The probability of the feature within the
dataset comes by determining the rate of recurrence of function value inside a class
of the training information set. Usually, the instruction dataset is a subset of the

3 To accomplish this, first, we estimate the necessarily mean value along with standard deviation of
each one feature. Up coming, we take away the necessarily mean value via each attribute. Finally,
we divide the significance of every single feature by simply its normal deviation. Mathematically:
x ′ = x−x

σ
, where x will be the original attribute vector, x will be the mean value of these feature

vector, along with σ can be its normal deviation.
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dataset accustomed to train the actual classifier model by utilizing known ideals for
forecasting unknown ideals.

More technically, the Naive Bayesian classifier can be described as follows [11]:
P(A|B) = P(B|A)∗P(A)

P(B)
, where, P(A) as well as P(B)would be the probability asso-

ciated with A and B, respectively. They are called the last probability, and their
own values could be computed in the training information. P(B|A) is known as
the conditional likelihood, which indicates the likelihood of B because A occurs.
P(A|B) indicates the likelihood of A because B occurs. It is known as the posterior
likelihood.

However, the NB classifier algorithm works as follows, where each patient’s
information is modeled as a vector D with its feature values:

1. Let T D function as the training dataset along with class labeling. Each per-
son’s record is actually represented through an n-dimensional vector, D =
(d1, d2, ....., dn).

2. Consider that there are m classes (in our case, m = 2) c1, c2, c3, ...., cm . Let U
be an unlabeled patient’s record which we want to classify, the classifier will
forecast that U belongs to the class with the highest posterior likelihood. More
particularly, the NB classifier assigns patient U to the class having the disease
if and only if P(disease|U ) > P(not-disease|U ).

RandomForest. RF is a supervised algorithm used in machine learning to do regres-
sion and classification tasks. This algorithm has a large number of small decision
trees, each one of them called an estimator. Each estimator generates its predictions,
and then the random forest generates an accurate prediction from the combination
of them. However, compared to other algorithms, a random forest algorithm has the
following advantages: It avoids the overfitting4 problem; it might be used intended
for both classification and regression chores, and it might be used intended for large
datasets.

The RF algorithm includes two stages. The first example may be to generate a
random forest, and the second reason is to come up with a prediction through the
random forest classifier. However, the randomly selected RF classifier algorithm
works as follows.

1. In the first stage, we start selecting the data points randomly from the total data
points. Then, we use the best split point method to calculate the node and split it
into smaller nodes. We repeat those steps until we get the total number of trees
we want.

2. In the second stage, we assign a number for each decision tree and then find
the predictions for each decision tree. After that, we calculate the votes for each
prediction to find the winner category.

4 Overfitting is a modeling error within the machine understanding methods, it occurs whenever a
classifier fits working out (training) data as well tightly and does not generalize well to test data.
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Decision Tree. DT is a compelling and popular machine understanding classifier
due to the simplicity, also it gives great results by utilizing less storage. The steps
performed by the DT classifier are as follows:

1. Set the most effective attribute (according to information acquired and entropy)
with the dataset because of the root with the tree.

2. Divide working out (training) dataset into subsets, where every subset consists of
data using the same value to have an attribute.

3. Repeat step 1 and step 2 on every single subset until eventually finding leaf nodes
as well as terminal nodes to all the branches in the tree.

4. Repeat step 1 and step 2 for every subset till setting the actual class content label
(i.e., leaf node) in most the branches from the decision sapling.

Support Vector Machine. SVM is the plane-based category algorithm which con-
structs the discrete hyperplane, which maximizes the actual margin between two
classes. The primary objective associated with SVMwould be to reveal the very best
hyperplane within training data between two classes. A perfect SVM creates a hyper-
plane that completely sets apart the vectors into two non-overlapping courses. How-
ever, perfect separation might not be possible, so in this instance, SVM discovers the
hyperplane that maximizes the margin as well as minimizes the mis-classifications.

k-Nearest Neighbors. k-NN algorithm is a supervised algorithm that is widely used
in pattern recognition and statistical estimation. This algorithm was proposed by
Thomas Cover and is still being used to solve both classification and regression
problems. In k-NN, an entity is classified by a plurality vote of its neighbors. This
particular voting assigns the actual entity the class that’s most typical among its
k closest. Note which k this is a small integer. If k = 1, then the object is merely
assigned toward the class of this single closest neighbor. However, the steps per-
formed by the k-NN classifier are as follows.

1. Determine the parameter K , i.e., the quantity of nearest others who live nearby.
2. Calculate the Euclidean, Manhattan, or Hamming distance involving the query

illustration and every one of the training trials.
3. Sort the length to look for the nearest neighbors concerning the Kth minimal

distance.
4. Collect the closest neighbor class. The simple most of the group of nearest neigh-

bors may be the defined category.

3.5 Performance Evaluation

To be able to evaluate the actual performance in our approach, we used four metrics
as accuracy, precision, recall, and f1-score, briefly described in Sect. 4.1. However,
according to the experimental results (see Sect. 4), we can see that SV M and RF
gives the highest accuracy over Dataset I and Dataset II, respectively.
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4 Experimental Results

We present the experimental evaluation benefits we accomplished to show the
potency of the recommended approach. Over the experiments in two real-world
coronary disease datasets, we tried to discover answers to the following pair of ques-
tions:

• how effective could the proposed strategy be for discovering heart failure?
• which machine learning algorithm is more effective to detect heart failure?

To be able to answer these types of questions, first of all, we expose the overall
performance metrics. After that, we existing the fresh setup for that experiments.
Finally, we living the overall performance evaluation in addition to analysis as well
as discussion from the results.

4.1 Performance Metrics

In order to evaluate the performance of our approach, we consider the evaluation
matrix illustrated in Table2. It shows four variables: True Positives (TP), False Pos-
itives (FP), True Negatives (TN), and False Negatives (FN). Here, TP means the
patient has the disease, and the models have correctly classified it as a disease. FP
represents the patient does not have the disease, but themodels wronglymisclassified
as a disease. TN refers to the patient who does not have the disease, and the models
correctly classified as Not-disease. FN expresses that the patient has the disease, but
the models wrongly misclassified it as Not-disease.

According to the evaluation matrix, we used four standard metrics, namely accu-
racy, precision, recall, and f1-score, briefly described in what follows [2].

• Accuracy (A) is the ratio of the correctly classified observations over the total
number of observations in the dataset and is expressed by A = (TP+TN)

(T P+FN+FP+T N )
.

• Precision (P) refers to the ratio of correctly predicted observations to the total
number of predicted observations and is expressed by P = TP

(TP+FP)
.

• Recall (R) defines the ratio of correctly predicted observations to the total obser-
vations in actual class and is expressed by R = TP

(TP+FN)
.

• F1-score (F1) is measured to be a weighted average on the precision in addition
to recall, defined as F1 = 2P∗R

(P+R)
.
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Table 2 Evaluation matrix

Predicted

Disease Not-disease

True Disease TP FN

Not-disease FP TN

Fig. 2 Accuracy of the LR, NB, RF, DT, SVM and k-NN algorithms for Dataset I and Dataset II

4.2 Experimental Setup

On the experiments, we put into use Google Colab,5 that is a product right from
Google Explore. It will allow for anybody for you to and conduct arbitrary python
code on the browser. A great deal more technically, Colab is mostly a hosted Jupyter
portable service that requires no setup to try while featuring free permission to access
computing strategies, including GPUs.

4.3 Evaluation

Here, we evaluate the performance of the different ML algorithms on Dataset I and
Dataset II, respectively.

Over Dataset I, we can see that the accuracy of the SV M model is greater than the
others, as shown in Fig. 2. It reaches the highest accuracy of 83.49% for the SV M
classifier. Similarly, in terms of f 1-score SV M gives better results (i.e., 85.9%),
as shown in Fig. 5. Likewise, the precision and recall value of the SV M model
is 80.4% and 92.1%, respectively, which are also more significant than the other
machine learning approaches, as shown in Figs. 3 and 4.

5 https://colab.research.google.com/.

https://colab.research.google.com/
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Fig. 3 Precision values of the LR, NB, RF, DT, SVM and k-NN algorithms for Dataset I and
Dataset II

Fig. 4 Recall values of the LR, NB, RF, DT, SVM and k-NN algorithms for Dataset I and
Dataset II

Over Dataset II, from Fig. 5, it can be seen that the f 1-score of RF is 100%, which
is greater than the other ML approaches. Similarly, from Figs. 2, 3 and 4, we see that
RF gives accuracy, precision, and recall values are the same that is 100%.

Feature ranking: To be able to verify the significance of the actual features, everyone
used the actual feature ranking method. To get this done, we used the info gain
function selection method that’s available on Weka [27]. Weka facilitates feature
choice via info gain while using I n f o_Gain_Attribute_Eval feature evaluator. It
calculates the entropy (i.e., info gain) from each attribute. This value range from 0 to
1. The benefits that contribute additional information will enjoy a higher knowledge
gain value and that can be chosen, whereas individuals that do not likely add a whole
lot of information are going to have a smaller score and that can be cleaned up
and removed. Information gain is calculated the following: IG(M, Pi ) = H(M) −
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Fig. 5 F1-score of the LR, NB, RF, DT, SVM and k-NN algorithms for Dataset I and Dataset II

Table 3 Top 10 features

Rank Information gain

1 Thalium stress result (thal)

2 Chest muscles pain variety (cp)

3 Number of major vessels colored by flourosopy (ca)

4 ST depressive disorder induced by simply exercise in
accordance with rest (oldpeak)

5 Maximum pulse rate achieved (thalach)

6 Exercise induced angina (exang)

7 The slope in the peak exercising ST message (slope)

8 Age (age)

9 Serum cholesterol (chol)

10 Sex (sex)

H(M |Pi ), where M certainly is the output quality, Pi and additionally H certainly
is the entropy.

Table3 listed the best 10 valuable attributes within all features from Dataset I and
Dataset II.

However, according to the experimental results (as shown in Table4), it can be
observed that the SV M algorithm gives the highest accuracy (about 83.49%) on
Dataset I, and the RF algorithm provides the highest accuracy (about 100%) on
Dataset II, to predict whether the patient has heart disease or not.
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Table 4 Performance comparison of different learning algorithms

LR (%) NB (%) RF (%) DT (%) SVM (%) k-NN (%)

Dataset I Accuracy 82.17 82.83 81.84 79.2 83.49 76.56

Precision 81 81.6 80.6 76.6 80.4 78.3

Recall 87.9 88.5 87.9 89.1 92.1 78.8

F1-score 84.3 84.9 84.1 82.4 85.9 78.5

Dataset II Accuracy 84.48 83.12 100 93.07 84.19 99.7

Precision 81.9 80.1 100 93.3 80.3 100

Recall 89.5 89.4 100 93.2 91.6 99.4

F1-score 85.6 84.5 100 93.2 85.6 99.7

5 Conclusion

Heart disease is one of the deadliest and fatal chronic diseases on the rise, even though
its early symptoms are well understood. The diagnosis of the disease is the key to
reduce the damage considerably in the early stages. Subsequently, we have developed
an intelligent predictive system based on contemporary machine learning algorithms
to diagnose heart disease. The contributing steps of this research consist of data
acquisition, data pre-processing, feature selection, classifications, and performance
evaluation. The feature selection algorithms were FCBF, and mRMR. The LR, NB,
RF, DT, SVM and k-NN algorithms were the models of concern of this research.

In future, we intend to improve the performance of the predictive system for the
diagnosis of heart disease. We believe if we can apply a machine learning-based
system similar to our proposed framework as a part of a decision support system in
health care and clinic it will help to detect heart failure at the early stage.
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Automatic License Plate Recognition
System for Bangladeshi Vehicles Using
Deep Neural Network

Syed Nahin Hossain , Md. Zahim Hassan , and Md. Masum Al Masba

Abstract The goal of Automatic License Plate Recognition (ALPR) is localizing
the license plate of a vehicle from an image and extracting text from it to recognize
and track the vehicle. Each year, the amount of vehicles in Bangladesh is increasing
at a significant rate. With the increasing number of vehicles, the intelligent transport
system (ITS) has become essential. The automatic license plate recognition system
(ALPRS) is a key part of ITS. The ALPRS can also help monitor traffic, surveillance
of certain areas, crime investigations, etc. This paper has proposed an optimal end-to-
end approach for the ALPR system for Bangladeshi vehicles by experimenting with
the various deep neural network (DNN)models. These models have been trained and
evaluated on our rich datasets of Bangladeshi vehicles and license plates. We have
also introduced an algorithm that eliminates the need for the typical segmentation
phase and generates properly formatted output efficiently. The final proposed system
offers 99.37% accuracy in license plate localization and 96.31% accuracy in text
recognition from the license plate (LP)s.

Keywords ALPR · YOLO · SSD · DNN · Bangla license plate recognition

1 Introduction

ALPRS has been widely used by many smart cities worldwide, and there is an
amazing opportunity for developing an end-to-end optimal system for this sector.
ALPR is one of the major key concerns for building an ITS. Bangladesh is a fast-
growing country. Its economy is increasing rapidly.As a result, the number of vehicles
is also increasing in the big cities both in the private and trading sectors. As a result,
traffic is also increasing on the roads and becoming difficult to manage. Moreover,
increasing the number of vehicles also increases the tendency of criminal activities
related to vehicles such as drunk and drive, hit and run, kidnapping, car stealing,
driving in the wrong lane as manually keeping track of these vehicles is very difficult.
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Fig. 1 Workflow diagram of our proposed system

ALPR can reduce these problems and be helpful in toll collections, border securities,
investigation of crimes, etc. ALPR can be also helpful in an automatic parking space
management system, in surveillance of any place or region.

An ALPRS has three main challenges as a whole. These are properly detecting a
vehicle’s license plate, segmenting the texts in the license plate, and recognizing the
texts or characters or digits. Apart from these three challenges, another important
challenge is to generate properly formatted output which is ready to use. This paper
focuses on various ways of overcoming these challenges with the help of deep neu-
ral networks and presents the most feasible solution for a complete ALPR system.
Experimenting with different DNNmodels, we have come up with the most efficient
and robust solution in every stage. Figure1. demonstrates our full workflow.We have
merged the segmentation phase with the recognition phase to make this process easy.
By doing such, we can save a lot of time and computational effort. Finally, we have
presented our custom algorithm, which is computationally efficient and generates a
properly formatted output for our system.

Contributions of this article are as follows:

1. We have shown the performance comparison of various DNN models on the
Bangladeshi license plates.

2. We have introduced rich datasets of images of Bangladeshi license plates from
major cities of Bangladesh.

3. We have presented an optimal end-to-end solution for the ALPR system.
4. We have preprocessed the raw images in different DNN model-specific formats.
5. We have created a dataset containing almost 2800 images for localization and

around 4000 images for text recognition stages.
6. Our proposed model offers one of the most promising results with 27 classes.
7. We have created a custom algorithm to emphasize properly formatted output

generation.
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Fig. 2 BRTA standard
license plate format

The rest of the paper is organized as follows, Sect. 2 is about introduction to the
Bangladeshi standard license plate, Sect. 3 discusses the literature review, discussion
about dataset is in Sect. 4, Our proposed methodology is discussed in Sect. 5, and
Sect. 6 is about results and discussion. Finally, Sect. 7 has the conclusion followed
by references.

2 Overview of Bangladeshi Standard License Plate

Bangladesh Road Transport Authority (BRTA) is a regulatory body to control, man-
age, and ensure discipline as well as to maintain safety in the road transport sector
of Bangladesh. In 2012, as a part of digitalization, BRTA introduced a new vehicle
license plate system called retro-reflective license plate mostly known as vehicle
digital license plate. Since then, it has become mandatory for vehicles to attach this
license plate to the rear side. The new digital license plate is of mainly two cate-
gories: private vehicle’s license plate and trading vehicle’s license plate. The color
combinations are a white background with black text for private vehicles and green
background with black text for trading vehicles.

The license plate has two separate rows of texts, characters, and digits as shown in
Fig. 2. From the first row, the first word indicates the district name where the vehicle
was registered. The second word is optional, if it is under the metropolitan area,
then it is used to indicate the area. The only character in the first row separated by a
hyphen indicates the vehicle category.

Coming to the second row, the first two digits in this row is the class registration
number of the vehicle, and the next four digits again separated by a hyphen as awhole
represent the serial number of the vehicle. It is mandatory to use Bangla language
on the license plate.

3 Literature Review

The ALPR system has been a key sector of research for many years. Researchers
worldwide have tried to develop this system in many ways. Quadri et al. [1] used
a smearing algorithm for extracting plate region, then used row and column seg-
mentation for OCR to recognize text from it. Shidore et al. [2] used the Sobel filter,
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morphological operations, connected component analysis along with vertical pro-
jection analysis. They also used the support vector machine(SVM) for character
recognition. Lekhana et al. [3] have shown an approach using spectral analysis along
with connected component analysis and SVM to recognize characters in the license
plate. Astari et al. [4] have achieved significant accuracy according to their paper,
where they proposed a system based on color features and a hybrid classifier that
comprises a decision tree and an SVM. Wang et al. [5] have used image processing
techniques for localization and segmentation parts and a CNN model for character
recognition. Jain et al. [6] used image processing techniques with Sobel edge detec-
tion, then OCR to recognize the license plate. Lin et al. [7] used the YOLOv2 model
for vehicle and the license plate localization, classic image processing operations for
segmentation, and a custom LPR-CNN model for character recognition.

Kumari et al. [8] proposed to use image prepossessing operations on the image,
then contour tracing and edge detection for LP localization. Then, they used neural
network models for character segmentation and recognition. Ahmed et al. [9] and
Choudhary et al. [10] mainly focused on the recognition part. In [9], they have
used horizontal, vertical projection and gray-level occurrence to extract edible text.
On the other hand, [10] have used the CNN-LSTM model combined for character
segmentation and recognition. They claimed a 99.64% success rate of their approach.
Venkateswari et al. [11] concentrated on LP localization. To do so, they have used
horizontal and vertical highest histogram value for extracting the region of interest
(ROI). In [12], Surekha et al. claim to get 97% accuracy. They have done several
image preprocessing operations, then showed a comparison between morphological
processing and edge processing for LP area extraction. They extracted the characters
with connected component analysis and recognized them using a supervised learning
model.

Most of these proposed systems are not properly applicable toBangladeshi vehicle
license plates. Because, most of them are specific to a region, language, and type
of license plate. Some previous work has been done for Bangladeshi vehicle license
plates also. Nooruddin et al. [13] proposed the use of color features with MinPool
and MaxPool features to detect license plates. Amin et al. [14] proposed a system
combination of edge detection, binary thresholding, and Hough transformation for
plate localization, and OCR for Bangla language to recognize text. Their accuracy
is not noteworthy as well as that is not a generalized process. Baten et al. [15], in
their paper, proposed a method that uses a special feature of the Bangla language
called “matra” and connected component analysis for detection and segmentation
of text, then they used template matching for the recognition phase. However, they
did not reveal much about their dataset and accuracy. Abedin et al. [16] proposed
using contour properties for both license plate detection and character segmentation.
They proposed to use a CNN model for the character recognition part. They claim
to get an accuracy of the total procedure 92% within 0.11s. However, their dataset
mostly includes private vehicles, they did not consider all the categories of vehicles,
and they did not focus on night conditions. Rahman et al. [17] only focused on the
recognition task, so they had to manually cut the license plate then the characters
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from it, then they used the characters in a CNN model to recognize it. They used a
dataset containing 1750 images. They had to do huge work to get the dataset.

Abdullah et al. [18] used YOLOv3 and then ResNet-20 in their paper. Their
dataset contains 1500 images and 6400 character images for the localization model
and recognition model, respectively. They claimed to get 92.7% accuracy. But, they
have not extracted all texts from the plate as it is only for Dhaka Metropolitan Area.
So, it fails to generalize for other cities. Dhar et al. [19] proposed a shape valida-
tion technique to detect license plates, then tilt correction and connected component
analysis to segment different texts, characters, and digits. They used an AdaBoost
classifier with two main features which are histogram of gradient(HOG) and local
binary pattern(LBP). They introduced a dataset of 2800 images of only 14 differ-
ent classes for the recognition task. They achieved 97.2% accuracy. Sarif et al. [20]
proposed a system that uses YOLOv3 for the plate localization and a custom seg-
mentation algorithm to segment the texts, characters, digits from the plate which
they later fed into a CNN model to recognize them. They gained 97.5% recognition
accuracy. However, they only tested on 16 different classes which are not sufficient
for the real scenarios of Bangladeshi vehicle license plates. Moreover, they tested
mostly on private vehicles of Dhaka city only which makes their claim more vul-
nerable in the case of the trading vehicle license plates. Saif et al. [21] proposed to
use the YOLOv3 model in number plate localization and the recognition stage. They
used a small dataset containing only 1050 images of private vehicles. They claim
to get 99.5% accuracy. Their claim completely fails in the case of trading vehicle
license plates which is absent in their dataset. Moreover, they measured accuracy in
the binary fashion of the license plate as a whole.

In [22], Azam et al. mainly focused on removing noise from images for detecting
LP regions. They gained 94%detection accuracy. They used amethodwith frequency
domain mask to remove rain stroke, contrast enhancement method, Radon transform
for tilt correction, and image entropy-based method to filter LP regions. Hossain et
al. [23] proposed a system depending on various image processing operations. They
proposed to use the Sobel edge operator, dilation, erosion, boundary features, and
horizontal and vertical projection to extract LP regions. Then, dividing the extracted
LP region into two halves, they used boundary features to segment the character
and template matching to recognize them. However, their system fails in case of
ambiguous character recognition andmore than10◦C tilted image.They claimed90%
accuracy. Chowdhury et al. [24] extracted the LP region based on color information,
segmented that in two halves using centroid information, and extracted characters
using bounding box parameters. Then, they used SVM to recognize characters. They
claimed 99.3% recognition accuracy. But they only used private vehicle images,
their system struggles when LP is not in focus and image is not ideal and tested
only on 14 classes. In [25], after preprocessing, horizontal and vertical projection
with geometric properties was used by Islam et al. to extract LP regions. Then,
character localization is done with connected component analysis and bounding
box technology. SVM is used to recognize characters using the features extracted
with HOG. They got very good recognition accuracy, but they ignored non-ideal
conditions. Their system fails when the image resolution is not high and struggles to
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detect trading vehicle’s LP. Ahsan et al. [26] proposed a system that uses template
matching to localize LP region, spatial super resolution technique to enhance the
image, bounding box method for segmenting characters, and AlexNet to recognize
them. They attained 98.2% accuracy which seems to be currently one of the highest.
However, they did not reveal much about the number of classes that AlexNet was
trained on. Also, the template matching technique often finds it hard to detect a target
when that is tilted in an image.

4 Dataset

One of the main contributions of this paper is the rich datasets for both localization
and recognition of the Bangladeshi license plate. Our first dataset contains almost
2800 images for localization shown in Fig. 3. The second dataset contains around
4000 license plate images cropped from our first dataset shown in Fig. 4 which are
the most so far in this sector. We have split our datasets into 70:15:15 and 85:10:5
for training, validation, and testing purpose in license plate localization and text
recognition stage, respectively. Our datasets contain images from four different cities
of Bangladesh: Dhaka, Khulna, Chattogram, Jashore including 12 different vehicle
categories license plates from both private and trading vehicles. Our datasets are
diverse enough and cover almost every possible condition, angle, and environment.
To create our datasets more diverse, we have gathered images from different sources.
From Nooruddin et al. [13], we are given their dataset of only trading vehicles. Most
of the private vehicle images are used from this paper Rahman et al. [27], and the
rest of them are collected by us.

Fig. 3 Images in plate localization dataset

Fig. 4 Images in text recognition dataset
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5 Our Proposed Methodology

Our full system is divided into three major parts. First, license plate localization from
an image. Next, recognizing text, characters, digits from the license plate, and finally,
presenting a formatted output.

5.1 License Plate Localization

Many have proposed to use color features [4, 13], Sobel edge detection [2, 6, 14],
image processing techniques [5], deep learning models [7, 18, 20, 21]. Generally,
image processing operations are time-consuming and computationally expensive.
Apart from that, image processing technique does not generalize for every situa-
tion. So, we prefer DNN models over them. However, some researchers also used
DNN models previously those are not state-of-the-art models anymore. Here, we
have implemented some new pre-trained DNN models and tried to compare their
performances in Sect. 6.

YOLOv4 is one of the latest versions of you only look once (YOLO), a real-
time object recognition system that can recognize multiple objects in a single frame.
YOLO is a one-stage object detector. YOLOv4 has surpassed its ancestors in terms
of accuracy and speed [28]. Single shot detector (SSD) [29] is designed for real-
time object detection, and it uses VGG-16 [30] to extract feature maps and small
convolutional filters to detect objects. It achieves accuracy close to that of faster
R-CNN [31] in terms of lower resolution images.

Wehave implementedSSDMobileNetV2FPNLite 320× 320, SSDMobileNetV1
FPN 640× 640, and SSD ResNet-50V1 FPN 640× 640. EfficientDet [32] family is
the successors of the EfficientNets. EfficientDet detectors are single shot detectors
much like SSD. Their backbone networks are ImageNets pre-trained EfficientNets.
They use BiFPNs to create bidirectional feature fusion to detect objects. We have
implemented EfficientDet-D0 512× 512, EfficientDet-D1 640× 640, EfficientDet-
D2 768× 768 in this stage.

5.2 Text Recognition

Recognition of texts in the license plate region plays a crucial role in building an
ALPR system. Most of the previous researchers devoted their effort to segmenting
different texts in the license plate area in different ways and then recognizing those
segmented parts separately. However, this is a somewhat lengthy process, and we
have proposed an idea tomerge this two parts: segmentation and recognition into one.

From the previous stage, after localization, we get the desired license plate region
cropped from our model. This cropped image is then used in this stage to rec-
ognize texts on the license plate. We have considered each separated text as an
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object and then tried to detect them in the license plate. By doing so, we have elim-
inated the need for any other segmentation algorithm. In this stage, we have imple-
mented variousmodels, and their performances are discussed in Sect. 6. Implemented
models are YOLOv4, SSD MobileNetV2 FPNLite 320× 320, SSD MobileNetV1
FPN 640× 640, SSD ResNet-50V1 FPN 640× 640, EfficientDet-D0 512× 512,
EfficientDet-D1 640× 640, EfficientDet-D2 768× 768.

5.3 Formatted Output Generation

In this part, we have proposed a unique solution that plays a key role in eliminating
the need for any segmentation part and yet generates the standard BRTA license plate
number form.

From the text recognition stage, the output is provided for each image in three dif-
ferent lists. One list contains the coordinates of the individual characters and words
in the image, the second list is of confidence score for each of the coordinates, and
the third list is the class ID of each of the predicted characters and words. Using
these lists, we have developed an algorithm that generates output from each image
in BRTA standard format and stores them in a CSV file.

Algorithm 1: Formatted Output Generation
Result: Set of characters from the license plate as a string
Push 0-9 numbers as a string in a list NBR;
Push class names in a list CN where indexes are according to class ID;
Applying non-max suppression on the predictions and get the indexes into a
list IDX;
while i from 0 to length(box_coordinates) do

if i in IDX then
Get (x,y,w,h) from box_coordinates list;
Push (x,y,w,h,i) into OBJ list;

else
Continue;

end
end
Sort OBJ;
while obj in OBJ do

Index_no = obj [4];
if CN[Index_no] in NBR then

Append CN[Index_no] in PN string;
else

Append CN[Index_no] in PP string;
end

end
Store PN and PP into a CSV file
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6 Results and Discussion

We have used Google Colaboratory which provides a single 12GB Nvidia Tesla K18
GPU RAM, for training and evaluating our models. However, we have labeled the
images of our dataset for different models in a local machine. Figure5a shows the
output from the license plate localization stage. Figure5b shows the output from
the text recognition stage, and finally, Fig. 5c shows the formatted output. For the
evaluation of the models, we have considered two main metrics which are mean
average precision(mAP) for 0.5IoU and recall.

Table 1 shows the result from different models that we have trained and evaluated
for the license plate localization. From the table, we can see that in the license plate
localization stage, both YOLOv4 and EfficientDet-D1 640× 640 have performed
very well. But as the recall of YOLOv4 is much higher than that of EfficientDet-D1
640× 640, YOLOv4 is surely a better choice here. Similarly from Table2, we can
conclude that YOLOv4 has performed significantly better than other models in terms
of both metrics.

From the above discussion, it is clear that using the YOLOv4 model in both the
license plate localization and text recognition stage can be combined to provide the
best solution to the automatic license plate recognition for Bangladeshi vehicles.
Moreover, we have compared our system with previously existing systems, and it
has proven to be one of the best solutions for this type of system keeping in mind
that no existing system has been evaluated on 27 different classes before.

Fig. 5 a Output from license plate localization stage, b Output from text recognition stage, and c
Formatted output in a CSV file

Table 1 Performances of different models on localizing license plate from images

Metric Model

Efficient
Det-D0

Efficient
Det-D1

Efficient
Det-D2

SSD
MobileNet
320 Lite

SSD
MobileNet
640

SSD
ResNet-50
640

YOLOv4

mAP 0.9089 0.9184 0.8940 0.9254 0.9448 0.9359 0.9631

Recall 0.6869 0.7334 0.7127 0.7407 0.7477 0.7437 0.9800
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Table 2 Performances of different models on text recognition from images

Metric Model

Efficient
Det-D0

Efficient
Det-D1

Efficient
Det-D2

SSD
MobileNet
320 Lite

SSD
MobileNet
640

SSD
ResNet-50
640

YOLOv4

mAP 0.9089 0.9184 0.8940 0.9254 0.9448 0.9359 0.9631

Recall 0.6869 0.7334 0.7127 0.7407 0.7477 0.7437 0.9800

Table 3 Accuracy comparison with other approaches

Method Accuracy (%)

[23] 90

[17] 92.7

[18] 97.2

[19] 97.5

[26] 98.2

[24] 99.3

Our proposed method 96.31

From Table 3 and considering our diverse datasets, we can confidently conclude
that our proposed method can perform significantly better than most other method
previously proposed in a real-life scenario.

7 Conclusion

This paper ismainly focused onfinding the best solution for an automatic license plate
recognition system for Bangladeshi vehicles. To do so, we have used seven different
methods in two different stages and successfully come up with the optimal and
efficient solution to this problem. Using the YOLOv4 model in both the license plate
localization and text recognition stage offers themost promising result so far. Besides,
we have successfully generated the BRTA standard format from the result and are
able to store it in a CSV file. Moreover, this paper also suggests a computationally
efficient way to eliminate the segmentation part using our custom algorithm along
with the YOLOv4model. Apart from that, here, we have also introduced two rich and
diverse datasets. These datasets contain images from four major cities of Bangladesh
and the 12 common vehicle category license plates in Bangladesh.With the YOLOv4
model, this system has managed to gain 99.37 and 96.31% license plate localization
and text recognition accuracy, respectively. However, in the license plate localization
stage, the YOLOv4 model is mostly trained on daylight condition images. So, this
system may not perform as expected in the night condition until more of those
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conditions images are included in the dataset for training. The whole system can be
made more generalized by adding more images to both datasets. Moreover, running
the system on a GPU will provide the best frame per second (FPS) in case of any
video footage. There is a scope of research for the future researchers to prevent this
system from storing similar license plate numbers from consecutive frames of video
footage. Considering the whole methodology, performance, and least limitations of
this system, we believe that we have found the state-of-the-art approach, and it shows
satisfying results for an end-to-end Bangladeshi license plate recognition system.
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Vulnerability Analysis and Robust
Training with Additive Noise for FGSM
Attack on Transfer Learning-Based
Brain Tumor Detection from MRI

Debashis Gupta and Biprodip Pal

Abstract Deep learning-based high-precision computerized brain tumor diagno-
sis helps to obtain significant clinical features for proper treatment. Research also
revealed that medical deep learning systems are easily compromised by several small
imperceptible perturbation strategies and resultant adversarial attacks. Medical deep
learning systems for brain MRI-based tumor classification has been unexplored for
susceptibility to adversarial attack except some abstract description of the vulnera-
bility. In this research, the vulnerability of a highly accurate pretrained deep learn-
ing model has been studied in presence of adversarial samples. The potential risk
associated with this model has been illustrated in terms of performance drop for mis-
classification, correct classification, and visual perceptibility. It is found that a very
small perturbation variation of 0.0001–0.0007 can cause the performance to drop
from 97 to 82%. Finally, a Gaussian additive noise-based robustness improvement
strategy has been presented to overcome the drop of correct classification probability
criteria. The results has been validated with publicly available dataset. These findings
can be useful to raise safety concerns and design more robust medical deep learning
systems.

Keywords Adversarial attack · FGSM · Brain tumor · Deep learning · Robustness

1 Introduction

Brain tumors classified as either metastatic or primary consist of abnormal growth
of tissue as a result of uncontrolled multiplication of brain cells. Gliomas are kind of
brain tumors originating from glial cells. Chemotherapy, surgery, and radiotherapy
are the techniques used, often in combination, to treat low-grade gliomas like astro-
cytomas or oligodendrogliomas as well as most aggressive glioblastoma multiforme
(GBM) [16]. Before any therapy-based treatment, the segmentation of the tumor is
very crucial to protect healthy tissues while damaging and destroying tumor cells
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during the therapy. The main goal of computerized brain tumor diagnosis is to obtain
important clinical information regarding the tumor presence, position, and type accu-
rately. To inspect the infected brain sections, magnetic resonance imaging (MRI) is
widely used. MRI records various sections of the brain and later reconstructs these
as a three-dimensional image (3D) or a two-dimensional image (2D). It produces
high-quality segmentation images with distinct views of brain structures like axial,
coronal, and sagittal.

Deep learning methods are especially used to assess the brain MRI to identify
a class of cognitive disorders. Deep learning (DL) models, particularly, pretrained
models or a customized convolutional neural network (CNN) is found to be very
efficient to segment and classify the abnormality in the growth of human tissue
in the brain. These researches range from developing CNN with custom simple
architecture, cascading multipath architectures to deeper CNN architectures with
more nonlinearities and have less filter weights [1, 4, 11]. Apart from customized
models, pretrained models are also widely used and achieved remarkable accuracies
[10] . Multi-level features extraction and concatenation from two pretrained models
Inception v3 and DensNet-201 that came out with reliable performance. Among
VGG-16, Inception v3, and ResNet-50 models transfer learning from ResNet-50
obtained the highest accuracy of 95% [14]. These works illustrate that pretrained
models are used frequently, and the results are promising.

In parallel to the progress of medical DL, adversarial examples have uncovered
vulnerabilities in many state-of-the-art DL systems [3]. Adversarial examples typ-
ically tend to attempt to reduce the prediction confidence of the target machine
learning model and change the output of classification of some sample to any dif-
ferent class from the original class. The need for automated diagnosis can make the
diagnosis process vulnerable to adversarial attack. Ma and others analyzed the sus-
ceptibility of AI-based medical image processing approaches to adversarial attack
[9]. Li et al. have illustrated the susceptibility of brain MRI to adversarial attack
for age prediction task [8]. Wang and others demonstrated [17] practicality of par-
ticular type of attack called backdoor attacks in transfer learning models for brain
MRI classification. Cheng et al. showed vulnerability of CNN-based semantic seg-
mentation for brain tumor from MRI [2]. Hence, brain MRI images are found to be
vulnerable to different types of attacks. Most of the successful brain tumor detection
deep learning-based methods consist of pretrained weights and architecture descrip-
tion that are publicly available because of research transparency and reusability.
Hence, attacks like FGSM attack can be easily crafted for these models. Jai et al.
have shown brain MRI classification approaches are vulnerable to FGSM attack but
lack quantification of attack effects [6]. Although significant research on developing
defensive models has been considered like network distillation, adversarial train-
ing, or input reconstruction, most heuristic methods are often vulnerable to adaptive
attacks [18]. Moreover, most methods fail to obtain non-trivial robustness for large
data and models. However, additive noise for training can provide certified bounds to
adversarial robustness [7] which has not been analyzed previously for FGSM attack
on MRI-based brain tumor detection technique.
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Fig. 1 Brain MRI dataset

In this paper, the vulnerability to FGSM attack of a pretrained ResNet-50 DL
model that obtained the best performance among some frequently usedDLmodels for
MRI-based brain tumor classification has been explored [14]. FGSM attack has been
crafted followed by quantification of corresponding misclassification and intuitive
analysis of visual perceptibility as well as correct classification probability drop
for the mentioned model for brain tumor detection. Finally, an additive Gaussian
noise-based robustness improvement has been empirically studied. The findings have
been validated using standard dataset available publicly as described in the dataset
description.

2 Materials and Methods

2.1 Dataset Description

The dataset has been taken from the Kaggle competition [13]. It contains 2975
images with four different labels. This dataset has been split into 90% for train-
ing and 10% for the testing. There are a total of 743, 740, 450, 744 MRI samples
in training dataset and 83, 82, 50, and 83 MRI samples in the testing dataset for
“glioma,” “meningioma,” “no tumor,” and “pituitary” types, respectively. Figure1
shows the distribution. In both scenarios, i.e., without the additive noise training
and with the additive noise training, the training and testing datasets were kept alike
along with different image augmentation techniques like rotation_range, fill_mode,
shear_range, zoom_range, width_shift_range, height_shift_range, brightness_range,
horizontal_flip, and vertical_flip.
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2.2 First Gradient Sign Method Attack

First gradient sign method (FGSM) uses the direction of the calculated gradient of
the CNN while classifying a brain image and creates an adversarial brain image by
adding crafted noise (perturbation) to the input. Goodfellow et al. [3] first came with
this new theory for producing adversarial images. For an original image x, label y,
the target model parameter vector θ , and loss function J (θ, x, y), the adversarial
example X ′ can be crafted according to Eq. (1).

x ′ = x + εsign(∇x J (θ, x, y)) (1)

First, the sign of the gradients using a loss function for the input image calculated
by the targeted model is taken. Here, sign ∇x J (θ, x, y) represents the sign of the
calculated gradients for the corresponding inputs by the model. In this case, the
sign can be both positive or negative relying on the applied loss function. Moreover,
the positive sign indicates any enlargement in pixel intensity increases the loss, i.e.,
the error that the targeted model makes. On the contrary, the negative sign denotes a
reduction in pixel intensity that raises the overall loss calculated by themodel. FGSM
attempts to increase the loss in a systematic manner and fool the diagnostic model
or any inspector. This causes the failure of the model which deals with a relationship
between an input pixel intensity and the class score for correct classification. A small
crafted noise called perturbation represented by ε is multiplied with the signed value
calculated from the gradient vector which is shown by ε * ∇x J (θ, x, y). Finally, the
obtained result is added to the original image turning it into an adversarial image
which forces the model to misclassify the original label.

x ′ = x + η (2)

Here, η represents ε ∗ sign(∇x J (θ, x, y)) and x ′ indicates the adversarial image
which is imperceptible to the human visual system for smaller perturbation [18].

2.3 Transfer Learning with Additive Noise

Residual neural network ResNet-50 is a variant of residual network containing a
stack of 50 convolutional layers. The feature extractor layers are kept frozen having
the same weight during ImageNet classification. For brain MRI classification, the
classifier part of ResNet-50 consists of a two-dimensional global average pooling
layer followed by a dropout of 50%. In addition, the last fully connected layer is con-
nected to four output units to classify brain MRI images into one of the four classes
with a softmax activation function. Categorical cross entropy −∑M

c=1 yo,c log(po,c)
is used as a loss function whereM = 4 for brain image classification to four different
classes, y is a binary indicator if class label c is the correct classification for observa-
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Fig. 2 Proposed architecture with additive noise training

tion o and p is the predicted probability observation. Adam is used as an optimizer
to minimize the loss function [5]. The structure of the targeted model does not deal
with external noise; on the other hand, additive noise provides theoretical bound to
robustness. Therefore, an extra hidden layer of Gaussian noise has been added into
the architecture. Gaussian noise N(0, σ 2) is added to each pixel of features extracted
from x and applies the classifier f on it. The output ci = f (x + N (0, σ 2 I )) is further
used for fine-tuning the classifier weights (Fig. 2).

3 Experimental Study

The TensorFlow deep learning library and Python programming language were used
to implement the program of DL models and FGSM attacks. The experiment was
held from two different viewpoints. First, it had been analyzed the performance of
ResNet-50 for brain tumor classification fromMRI images by an in-depth analysis of
the drop of performance of this model in the presence of the FGSM attack. Second,
the model was trained with a Gaussian noise for different standard deviation, and
performance improvement was quantified with extensive experiment.
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Fig. 3 Accuracy and AUC curve for ResNet-50 model for brain tumor classification

Table 1 Confusion matrix of ResNet-50 model for brain tumor classification

Glioma Meningioma No tumor Pituitary

Glioma 83 0 0 0

Meningioma 0 78 0 0

No tumor 0 3 50 1

Pituitary 0 1 0 82

3.1 Baseline Classification Performance of ResNet-50

To start with, the performance of the ResNet-50 model for proper diagnosis in an
attack-free environment was analyzed. The accuracy and AUC curve in Fig. 3 and
confusion matrix in Table1 show the outcome of brain tumor classification using
the ResNet-50 pretrained model without the presence of any adversarial image. In
the presence of sufficient data, the network training performance saturates quickly,
and test outcomes reflect the reliability of ResNet-50 for MRI-based brain tumor
classification. The test performance is close to 100% for this multiclass classification
scenario.

3.2 Perturbation Effect on Visual Perceptibility of
Adversarial Images

To visualize and discuss the potential risk and performance drop and effect on visual
perceptibility, analysis of misclassification performance and correct classification
performance drop was illustrated through intuitive analysis.

For this experiment, testing images with smaller (0.0001) to higher (0.01) per-
turbation (ε) were generated, and corresponding performance was enlisted. Figure4
clearly describes that subtle perturbation of 0.0005 is sufficient to generate adver-
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Fig. 4 Misclassification of adversarial images by ResNet-50 with visually imperceptible perturba-
tion

Fig. 5 Misclassification of adversarial images by ResNet-50 with visually perceptible perturbation

sarial images that can cause misclassification, and corresponding adversarial images
can easily fool the model without being recognized by the human eye. But, despite
successful misclassification, Fig. 5 illustrates that adversarial image can easily be
detected by the human eye as a tempted image with increased ε.

Since ResNet-50 is a complex architecture well-trained with ImageNet feature
extraction weights, it can still classify some of the tumor adversarial images cor-
rectly. However, the confidence or in other words the probability of correct predic-
tion decreases over a small variation of perturbation on successful classification.
Figure6 depicts that for a meningioma image, although the ResNet-50 correctly pre-
dicts the type, for a perturbation of 0.0003, the probability of this image to belong
to Meningioma class drops from 0.99 to 0.86.
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Fig. 6 Performance degradation of ResNet-50 model for correct classification

3.3 Perturbation Effect on Misclassification and Correct
Classification

This study attempts to clearly quantify the rate of misclassification and the correct
classification probability drop for FGSM attack on ResNet-50 mode for brain MRI-
based tumor classification with rigorous analysis. Table2 clearly illustrates that as
the epsilon is increased from 0.0001 to 0.01, the accuracy of the targeted model
drastically falls from 97 to 29% and the number of misclassification increases dra-
matically. In case of correctly predicted images, the probability of the correct class
also drops. Table2 shows that average original probability for correct prediction
(for correctly predicted original images) also drops while classifying corresponding
adversarial images correctly. Often, a significant drop of 0.99 to 0.91 is seen for
perturbation like 0.003. Catastrophic drop of such diagnostic performance shows the
vulnerabilities of well-trained pretrained models on large dataset.

3.4 Effect of Additive Noise on Correct Classification
Confidence Improvement

The robustness can be improved for performance drop of misclassification as well
as correct classification. Experiment has been carried out by training the model
with additive Gaussian noise for standard deviation of noise 0.2, 0.4, 0.6, and 0.8.
Figure7 shows that the performance of ResNet50 remains stable for noisy training
while classifying attack free images.After training the model with additive noise,
the result shows much improvements in presence of adversarial images as shown in
Fig. 8. With 0.8 standard deviation of noise, the target model accuracy was reduced
from95 to 37%for perturbation ranged from0.0001 to 0.01.But for the other standard
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Table 2 Performance drop of targeted model for perturbation variation

Epsilon Correct
predict

Wrong
predict

Accuracy Average
original
probability

Average
adversarial
probability

Probability
drop

0.0001 289 9 0.96 0.99 0.99 0.3

0.0003 274 24 0.91 0.99 0.98 0.8

0.0005 264 34 0.88 0.99 0.96 0.11

0.0007 246 52 0.82 0.99 0.95 0.17

0.0009 234 64 0.78 0.99 0.95 0.21

0.001 232 66 0.77 0.99 0.94 0.22

0.003 159 139 0.53 0.99 0.91 0.46

0.005 116 182 0.38 0.99 0.91 0.61

0.007 97 201 0.32 0.99 0.95 0.63

0.009 89 209 0.29 0.99 0.96 0.70

0.01 89 209 0.29 0.99 0.95 0.70

Table 3 Confusion matrix for brain tumor classification with additive noise

Glioma Meningioma No tumor Pituitary

Glioma 83 0 0 0

Meningioma 0 78 0 0

No tumor 0 3 50 1

Pituitary 0 1 0 82

noise deviation, the targeted model performance falls to almost 29%. Based on the
selected = 0.8, the performance of ResNet was analyzed in details.

Based on the misclassification accuracy, using additive noise for training, the
standard deviation of 0.8 has been chosen. Table3 shows the confusion matrices of
the targeted model under the training with 0.8 additive noise. The performance is
almost similar to classification performance of original attack-free images. Table4
shows the comparative analysis of proposed approach with some traditional ML
approach and deep learning approach on brain tumor detection.

While the correct classification probability drops significantly with increase in
perturbation, proposed training approach reduces the probability drop of ResNet-50
to certain extent for brain tumor detection.

It has been shown how the probability changes on average for correctly classified
adversarial images in terms of proposed training approach and traditional transfer
learning approach in Fig. 9. In spite of some sharp drop for lower perturbation, the
performance of the proposed approach outperformed significantly as perturbation
increased in the range of 0.002–0.008. For largerμ, the adversarial images can easily
be detected in the human eye. Therefore, improvement of performance for lower μ

is significant. Since noisy training helps the network to understand noise effects,
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Table 4 Comparison with existing works

Authors Applied architecture Model accuracy (%)

Afshar et al. [1] One convolutional layer with
64 feature maps

86.56

Noreen et al. [10] 8-combined_densenet_block 99.51

Rathi et al. [12] SVM 97.82

Seetha et al. [15] CNN 97.50

Proposed architecture
(ResNet-50 with additive
noise)

99.45

Fig. 7 AUC curve of ResNet-50 under different standard noise deviation

adversarial images with very subtle noise have not been detected by ResNet-50.
Also, the model can successfully classify some images for very low perturbation.

As perturbation is basically a crafted noise, it can be clearly seen that addition of
the Gaussian noise layer as the hidden layer of the targeted model can nicely deal
with external noise added to the images using perturbation and, hence, is more robust
to this type of attack.

4 Conclusion

Deep transfer learning-based brain tumor classification from MRI image obtained
promising outcomes. Some research on adversarial attacks has explored the vul-
nerability of similar DL models on several tasks including medical imaging tasks.
This research clearly illustrates the performance drops in case of the best perform-
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Fig. 8 Performance of ResNet50 model for dierent standard deviation of gaussian noise

Fig. 9 Correct classification probability score of ResNet-50model for noisy and noiseless trainings

ing pretrained model ResNet-50 for very subtle perturbation in adversarial images.
The research also illustrates that additive noise can improve the correct classification
confidence of such weakly performing models for lower perturbations. This research
provides an intuitive analysis of vulnerability to attacks like FGSM attack for a com-
mon and reliable brain tumor classification DL model. This proposed scheme can
be used in different use cases, on availability of necessary data and performing fine-
tuning the model accordingly. Regardless of the performance improvement, there
are scopes to enhance performance for lower perturbation like 0.001 and higher than
0.008 as shown in figure. Future works can include designing robust training strate-
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gies to improve the misclassification rate that can work in parallel to the proposed
improvement technique of correct classification. Analyzing and extending this work
for other domains like pathological or CT images can also be an interesting future
work.
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Performance Evaluation of Convolution
Neural Network Based Object Detection
Model for Bangladeshi Traffic Vehicle
Detection

S. M. Sadakatul Bari, Rafiul Islam, and Syeda Radiatum Mardia

Abstract Vehicle detection has numerous applications in modern day like smart
toll plaza, parking, traffic management, etc. Many Convolution Neural Network
(CNN) based object detection models, designed to train specific object detection
and test them in real world. However, the challenge is preparing these models for
vehicle detection according specific custom datasets and train them with minimal
devices such as low GPU, memory, and test those models with embedded devices.
Both accuracy and speed are matter for real-time vehicle detection and counting.
In general, real-time object detection model based on CNN are 2 types—One stage
method (YOLOv3, SSD) and two stage method (Faster-RCNN resnet50, resnet101).
Both of the methods have complex network architecture which makes the real-time
detection slow.But two stagemethod is slower thanone stagemethod and in particular
YOLO series is faster as it requires lessGPU than othermodels. This paper has shown
the performance evaluation of YOLOv3, YOLOv3-tiny, and YOLOv4-tiny in terms
of precision, recall, F1-Score,mAP (MeanAverage Precision), IoU (Intersection over
Union), andAverage FPS (Frame per second) formoving traffic vehicle detection and
count them using the dataset named ‘Dhaka-AI (Dhaka traffic detection challenge
dataset). Experiments show that YOLOv4-tiny performs better compared to other
two models in terms of recall, F1-Score, AVG_FPS and mAP.

Keywords Deep learning · Real-time object detection · Vehicle detection ·
Convolutional neural network (CNN) · YOLOv3 · YOLOv3-tiny · YOLOv4-tiny

1 Introduction

Because of the swift improvement of the economy and the gradual progress of the
quality of life of people, almost everyone wants to lead a better life. For this reason,
people develop cities, industrial zones, and business areas at different places. So,
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the only way to merge these cities, industrial zones, and businesses together are
through the transportation system. As the importance of the transportation system
is increasing, the number of vehicles on the road is also increasing. More and more
of the population own private cars, for industrial and business purposes. Due to
transportation needs between cities people have adopted the heavy vehicle. This has
been conducted to the quick outgrowth of city traffic vehicles and highway traffic
vehicles, which is greatly challenging for traffic management. Additionally, in urban
areas, parking area is limited so nowadays private parking areas for business purposes
have been provided. However, it is difficult to record the number of vehicles that are
entering andwhich position is free. Consequently, quick detection, identification, and
counting of vehicles have turned into a crucial assignment in city trafficmanagement,
highway traffic management, parking area surveillance and restricted area surveil-
lance and an experiment focus in the sector of Artificial Intelligence. However, there
are still a number of challenges, such as a lack of availability of proper datasets,
lack of images, lack of resources, not enough GPU, etc. Researchers have developed
models to address these issues. However, they are difficult to train and do not solve
these problems. Currently, the 4th industrial revolution is ongoing and there have
been great improvements in tyers, engines, the aerodynamic body shape, increasing
HP of the engine, etc. For this reason, the speed of vehicles is increasing day by
day. If our detection speed is low then AI has lost their ability. Theoretical research
was started on this technology in the 1970s, and it has been used for commercial
purposes since 1990s. Before deep learning was utilized, some mathematical models
were applied. Basically, the conventional object detection method is splitting within
three stages, namely (1) select candidate areas, (2) extract the characteristics of these
candidate regions, (3) the trained classifier is used for classification. This method
has faced a number of issues [1]. To solve this convolutional neural network (CNN)
was introduced. Due to the remarkable performance of deep learning, deep neural
network has replaced the conventional feature extraction method. This network can
independently acquire necessary features by a huge volume of data training [2]. There
are two types of CNN models, the (1) one stage method (YOLO [3]) and the (2) two
stage method (Fast RCNN [4] and Faster RCNN [5]). The two stage method has
provided a very high level of accuracy but has a very low speed. On the other hand,
the one stage method has high speed but low accuracy. Regarding speed, the two
stage method does not fulfil the requirement of state of art real-time object detection.
Even though the one stage is fast compared to the two stage method. It still does not
fulfil the requirements of real-time object detection. To address this problem, light
weight models have been introduced. These light weight models have been invented
from their core model, such as YOLOv3-tiny comes from YOLOv3 and YOLOv4-
tiny comes from YOLOv4. These two light weight models perform very well in their
category, are quite popular, easy to use require less GPU, provide good accuracy and
remarkable speed.

This paper has conducted a cumulative comparison between YOLOv3, YOLOv3-
tiny, and YOLOv4-tiny with a custom dataset. After that, they have been tested using
real life examples with embedded devices such as the smartphone and the result and
performance has been counted and briefly analyzed.
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2 Related Work

In this section, we have discussed different types of convolutional neural networks
(CNN) and compared them regarding their complex network size, working process,
accuracy, and speed. We have also discussed why we select YOLO series and light
weight model.

Typically, object detection model in deep learning is divided into two categories,
one stage, and two stage. The one stage method directly extracts features from the
input image and sends it to the next convolutional layer such as the YOLO series.
YOLO means you only look once and was first proposed by Redmon et al. [3], It
is the first regression-based method. After that came YOLOv2, in which the fully
connected layers were removed and introduced pooling layers [6] and worked with
a new basic network named DarkNet-19. It has more layers than V1 and improved
accuracy. The last approach from Redmon was YOLOv3, which works with darknet
53 [7]. YOLOv3 was the advanced method compared to the previous versions and
it introduced fully connected convolutional layers. It has increased accuracy but
decreases speed and it works with a total of 106 layers. YOLOv3-tiny [8] has come
from YOLOv3. In YOLOv3-tiny, the fully connected layers are removed and the
pooling layer is used. Also, there is a decreased the number of layers which made
it a lot faster. After two years YOLOv4 model was introduced by Alexey et al. [9].
It has given the highest accuracy among all the YOLO models. However, based on
the YOLOv4, a lightweight method was released and it was YOLOv4-tiny [10].
In place of CSPDarknet53 backbone network which is using in YOLOv4, it uses
the CSPDarknet53-tiny backbone network and it also uses two scale predictions.
YOLOv4-tiny is also very fast. On the other hand, the two stage method first selects
the region, finds out the probability of object-ness, pulls the ROI (region of interest)
with the first feature map, and then passes it to the convolutional layer such as Fast
RCNN [4] and Faster RCNN [5]. These twomethods have given the highest accuracy
compared to all other models but, because of the complex network, have very low
speed and also required very powerful GPU, which is not possible in embedded
devices. Embedded devices (such as smartphone camera and video surveillance
camera) have limited computing power and limited memory. It is very difficult to
maintain constant performance. So, for better performance, a simple model which
provides moderate accuracy and high speed is needed because in the present system
speed does matter.

Thus, in this research YOLOv3 and the light weight models, YOLOv3-tiny, and
YOLOv4-tiny were selected, because researchers have detected moving vehicles
and at the same time counted and categorized them. Also, this is why a very high
FPS (frame per second) rate was required. The YOLO series is faster than the two
stages method but still does not fulfil the speed requirements. Among the YOLO
core models, YOLOv3 has given quite good accuracy and speed compared to others.
Also, light weight models were selected because of their remarkable speed and good
accuracy. YOLOv4 was not considered because it has a large network. YOLOv5 was
also not considered because it is still in the developing process.
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Some related works done by different researchers are given below:

• Vision-based vehicle detection and counting system using deep learning in
highway scenes [11]. The researchers used the vehicle dataset with a total of
57,290 annotated instances in 11,129 images. As for the CNN model they used
YOLOv3 and improved it.

• Real-time object detection method for embedded devices [12]. YOLOv4-tiny was
used for the embedded system.

• An Improved Vehicle Detection Algorithm based on YOLOv3 [1]. The YOLOv3
model was improved and achieved 6% higher accuracy.

3 Materials and Methods

3.1 Network Architecture

YOLOv3: YOLOv3 has a very big network, it contains 106 layers and all these layers
are fully connected. It has more layers than previous versions and this has improved
the accuracy. YOLOv3 has used a regression classifier instead of softmax. YOLOv3
predicts bounding boxes at three different scales. The three scale predictions are
52 × 52, 26 × 26, and 13 × 13. As a feature extraction backbone, YOLOv3 has
used Darknet-53. It has 53 convolutional layers and a total of 106 fully connected
convolutional layers. Because of its large amounts of layers, it is slow (Fig. 1).

YOLOv3-tiny: YOLOv3-tiny comes from YOLOv3. It is a light weight model
and researchers proposed it to reduce the network layers to increase speed. Due
to the decrease in the layers, it lost accuracy. In place of ResBlock structure in the
Darknet53 network, YOLOv3-tiny conducts seven convolution layers and six max-
pooling layers. It has conducted two scale prediction (26 × 26 and 13 × 13) in place
of three scale„ if the input image size is 416 × 416 and (40 × 40 and 20 × 20) for
640 × 640 (Fig. 2).

YOLOv4-tiny: YOLOv4-tiny is a very light weight object detection model. It is
based on the regression problem. It contains only 37 layers and the detection layers
are the 30th and 37th layers. It uses the sixmax-pooling layers instead of the convolu-
tion connected layer. CSPDarknet53-tiny is the backbone network of YOLOv4 tiny.
CSPDarknet53-tiny helps to extract features. YOLOv4 uses three scale predictions
but instead of three scales, it conducts two scale predictions (26 × 26 and 13 ×
13). For this reason, it has decreased accuracy but increased speed. For reducing
detection time, it has needed feature extraction. For this, it has used FPN (feature
pyramid networks). That’s why it is so fast. The CSPDarknet53-tiny network has
used the CSPBlock module in place of the ResBlock module in its residual network.
The CSPBlock module can enhance the learning ability of the convolution network
compared with the ResBlock module.
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Fig. 1 Darknet-53 [7]

Fig. 2 Network architecture of YOLOv3-tiny [13]

3.2 Prediction Process

The prediction process is same for all of these three models. At first, the input image
is divided into the S * S grid. After that, the depth of the feature map B * (5 + C)
is calculated, where B represents the number of bounding boxes, which is predicted
by each grid and C is the total class number. 5 represents each bounding box has 5
predicted values: x, y, w, h, and confidence score. The (x, y) coordinates represent



120 S. M. Sadakatul Bari et al.

the center of the box relative to the bounds of the grid cell. The width and height
are predicted relative to the whole image. If an object center point falls in a grid, the
model will predict it. In this prediction process, the confidence threshold is used to
check redundancy and decrease it. The confidence score function is shown below:

Confidence score = P ∗ IOU (1)

where P is a function of Object and IOU is the intersection over the union. IOU
is calculated as the percentage of predicted bounding box overlapping on actual
bounding box.

IOU < 50% IOU > 50% IOU > 95%

YOLOv4 tiny uses three loss functions.

LOSS = LOSS1 + LOSS2 + LOSS3 (2)

where LOSS1 is the confidence loss function, LOSS2 is the classification loss
function and LOSS3 is the bounding box regression loss function.

3.3 Vehicle Counting Process

When an object has been detected, a bounding box is drawn around this object. This
bounding box is not permanent, it has been drawn frame by frame and also has moves
when the object moves frame by frame. So, at first, we selected a specific position
on the viewing window. Suppose the window height is 500 pixels and 500 – 200 =
300 pixels is selected. When a vehicle has been detected, the bounding box moves
down. When the bounding box center point has come to this pixel point it checks a
condition and counts it (Fig. 3).
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3

2

Fig. 3 Counting process

4 Experimental Results and Analysis

4.1 Dataset

The dataset that we have collected is from Kaggle. Its name is ‘Dhaka-AI (Dhaka
traffic detection challenge dataset) [14], which contained 3006 images for training
with annotations and 500 for test without annotations. We did not modify this dataset
so therefore we did not label the test images. Instead of using test images, we used
train images for both train and test at a ratio of 70:30. This dataset contains total 21
classes and all the vehicles found in Bangladesh. This dataset, which was its first
version, was used in the “Dhaka-AI” competition. We have removed 117 of the 3006
images because those ones had some issues. We used the remaining 2889 images
instead. 70% of them, which means 1929, were used for training, and 30% of them,
which means 960 of them were used for testing (Fig. 4).

Experimental setup: For the training and evaluation process we have used Google
Co-laboratory and the local machine (laptop) (Table 1).
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Fig. 4 Dataset
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Table 1 Experimental setup
(hardware and Software)

Name Configuration

Local machine CPU Intel core i5

Co-lab GPU NVIDIA Tesla T4

Local machine GPU NVIDIA GEFORCE 940 MX

GPU memory Google
Co-lab/local machine

16 GB/2 GB

RAM Google Co-lab/local
machine

13 GB/16 GB

GPU software CUDA 10.1, CUDNN 7.6.5

Language/environment
software

PYTHON/Anaconda navigator

Software library Tensor flow, OpenCV

Object detection API Darknet API

4.2 Experimental Results

We have tested the models with motion videos as well as embedded devices such as
smartphone cameras (Fig. 5).

In this evaluation process, the types of measurements that we have used are preci-
sion, recall, mAP@0.50, mAP@0.75 (mean average precision), average precision of
each class, F1-score, and FPS (frames per second. In order to visualize the results,
we used “PASCAL VOC detection metrics”, which had been used in the PASCAL
VOC competition. It looks the same as a normal confusion matrix but they count the
mAP instead of the accuracy since it is better to count the precision and recall rather
than accuracy when FN and FP are high.

• Precision: Also called Positive Predictive Value. It is the ratio of correct positive
predictions to the total of predicted positives. It is a measure of exactness.

Precision = TP/(TP + FP) ∗ 100% (3)

• Recall: Also called Sensitivity, Probability of Detection or; True Positive Rate. It
is the ratio of correct positive predictions to the total of positives examples.

Recall = TP/(TP + FN) ∗ 100% (4)

• F1-score: It conveys the balance between precision and recall.

F1-score = 2 ∗ ((precision ∗ recall)/(precision + recall)) (5)

• mAP (mean average precision): The mean average precision is the average
value of each category, which is used to evaluate the accuracy of prediction mAP
is calculated as follows:
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Fig. 5 Test results

mAP (%) =
(∑

AP
)
/n ∗ 100% (6)

• IoU: IoU is the overlap rate of candidate boxes and ground truth, which are both
generated during the target detection process, It is calculated like this:

IoU = (Area of Overlap)/(Area of Union) (7)

Accuracy mAP@0.5 = 18.50% in the console—this indicator is better than Loss,
as train occurs while mAP increases [10]. For training, we have set a fixed size for
input, which is at 640 * 640. And the total features are 409,600. We ran 42,000 steps
for each model, 2000 steps for every class (which is the minimum number of steps,
and if you want to run training with bigger steps, you can do it with higher GPU),
the size of each batch was 2 learning rate was 0.001 for every model.

In Fig. 6, we can see that YOLOv3 has the highest precision, which is 76%,
while YOLOv3-tiny and YOLOv4-tiny have both achieved 71%. However, when it
comes to Recall as shown in Fig. 7, YOLOv4-tiny is the highest, which is 44%, while
YOLOv3 achieved 41% and YOLOv3-tiny achieved 37%.
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Fig. 6 Precision
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Fig. 7 Recall

41% 

37% 

44% 

30%

35%

40%

45%

YOLOv3 YOLOv3- ny YOLOv4- ny

Recall

Recall

In Fig. 8, YOLOv3 has the highest IoU, which is 60%, while YOLOv3-tiny and
YOLOv4-tiny were 53% and 59% respectively. In the matter of the F1-score shown
in Fig. 9, those three have achieved 53%, 48%, and 54% respectively. YOLOv4-tiny
has the highest F1-score and is almost equal to the IoU of YOLOv3.

mAP@0.50: It means mAP with an IoU of 50%. It is a standard measurement in the
field of object detection.

mAP@0.75: It means mAP with an IoU of 75%. It is another standard measurement
in the field of object detection.

Fig. 8 IoU
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Fig. 9 F1-score
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For the mAP.50 and mAP.75, shown in Figs. 10 and 11, YOLOv4-tiny achieved
30.25% and 17.09%, YOLOv3 achieved 26.56% and 14.53% and YOLOv3-tiny
achieved 27.56% and 10.30%. YOLOv4-tiny achieved the highest in both of these
measurements.

For the AVG_FPS shown in Fig. 12, YOLOv3-tiny was 111.9 FPS, which is the
highest. YOLOv4-tiny, which was not too far behind, achieved 102 FPS. However,
YOLOv3 was far behind at 19.2 FPS and it was not able to detect vehicles moving
at a high speed.

Fig. 10 mAP.50
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Fig. 11 mAP.75
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Fig. 12 AVG_FPS
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From the experimental results depicted above, it is found that YOLOv4-tiny
performed better compared toYOLOv3 andYOLOv3-tiny inRecall, F1-Score,mAP,
and AVG_FPS. Therefore, YOLOv4-tiny could be considered the most suitable for
object detection in real time with an embedded system.

5 Conclusion

The main motive of this research is to find real-time object detection models with
speed and accuracy that can be used for Bangladeshi traffic vehicle detection and
counting.We have trained three object detectionmodels namelyYOLOv3,YOLOv3-
tiny, and YOLOv4-tiny to achieve these goals. On average, YOLOv4-tiny performed
better than both YOLOv3-tiny and YOLOv3. It has very good speed, which is the
key factor for embedded systems when detecting and counting moving vehicles. It
also has good accuracy when compared to the other two.

Acknowledgements We would like to acknowledge Department of Computer Science and
Engineering, Bangladesh Army University of Science and Technology to support this works.
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Hyperspectral Image Classification Using
Factor Analysis and Convolutional
Neural Networks

A. F. M. Minhazur Rahman and Boshir Ahmed

Abstract Hyperspectral image sensors can provide valuable data for land covers,
oceans, and the earth atmosphere at various spatial and spectral scales. Rich spectral
and spatial information of a location makes hyperspectral image (HSI) an excel-
lent way to work with materials, identify them, or define their properties. However,
computer-automated analysis and classification of hyperspectral image is a chal-
lenging problem. Most of the spectral information in hyperspectral image is cor-
related, containing redundant information. High number of bands in input image
contributes to the curse of dimensionality problem that reduces classifier perfor-
mance. In many applications, the amount of labelled hyperspectral data that can be
acquired is minimal. The complexities associated with HSI motivate us to propose
a method named FA-CNN. We have used factor analysis (FA) dimension reduction
technique to remove band correlation while maintaining useful spectral information
in a lower number of bands. Then, we have applied convolutional neural network
(CNN) for combining spectral and spatial features of HSI. Finally, multilayer per-
ceptron classifier is used for classifying each of the input pixels in HSI. Our proposed
method achieved 99.59% overall accuracy and 99.75% average accuracy on Indian
Pines dataset; 99.95% overall accuracy and 99.90% average accuracy on Pavia Uni-
versity dataset while requiring a lower number of trainable parameters and training
data compared to other methods.

Keywords Hyperspectral image classification · Dimension reduction · Factor
analysis · Spectral and spatial feature extraction · Convolutional neural networks

1 Introduction

Hyperspectral remote sensing aims to collect spectral and spatial data fromobjects on
the earth’s surface based on their reflectance property acquired by airborne or space-
borne sensors. It has finer wavelength resolution, contiguous wavelength bands, and
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a higher range than traditional image acquisition techniques. It makes precise anal-
ysis of soils, waterbody, and materials possible [1]. Because of the large amount of
detailed information available, hyperspectral image classification of ground objects
has become a common research topic among researchers. However, high dimen-
sionality [2] of hyperspectral images combined with limited training samples leads
to Hughes phenomenon [3]. Hughes phenomenon has the potential to significantly
reduce classifier performance. To overcome the problem of high dimensionality, var-
ious dimension reduction techniques like PCA [4], LDA, etc. are commonly used.
Spectral features extracted from these dimension reduction techniques are insuffi-
cient for providing satisfactory classification performance using SVM[5],Multilayer
Perceptron (MLP) etc.

Deep learning-based frameworks have become a popular method for hyperspec-
tral image classification task. Support vector machine, random forest, decision tree,
and other conventional machine learning approaches require laborious feature engi-
neering. In comparison, deep learning-based methods automatically extract features
that are effective in minimizing task errors [6]. On the other hand, combining spa-
tial context with spectral features has shown great promise [7]. Rather than treating
hyperspectral image cubes as a simple pixel array, designing a classifier that integrates
spectral and spatial features is an efficient way to enhance classification efficiency.
Spatial features provide additional information correlated with the shape and struc-
ture of a material [8]. The rise of deep learning techniques and the effectiveness of
spectral–spatial classification framework have led to broader adoption of convolu-
tional neural networks (CNN) [9–12]. Major drawbacks of CNN include increased
training time, large training data, and high computational power requirements com-
pared to traditional machine learning techniques. However, hyperspectral images
typically do not have a large amount available training samples [10]. This constraint
forces the development of a robust CNN framework that can capture the underlying
discriminant features of the HSI using a minimal amount of training samples.

One of the recent CNN-based method—Makantasis et al. [12] used Randomized-
PCA to reduce dimension and represent spectral information in a compressed form
while keeping spatial information intact. This dimension reduced image was fed into
convolutional neural network (CNN) using 2D convolution, which conducts high-
level feature construction and a multilayer perceptron, which classifies each pixel of
the input image. This method performed extremely well using 30 PCA bands. Haque
et al. [11] used a similar method to [12]. However, they considered multiple spatial
contexts like 3× 3, 5× 5 and 7× 7 at the same time to extract different level of
spatial features and passed it to CNN using 2D convolution, 2D max-pooling, and
MLP classifier. This method performed well but increased the number of trainable
parameters compared to other methods. Roy et al. [13] proposed a joint 2D and 3D-
CNN-based method called HybridSN. This method utilizes 3D-CNN for spectral–
spectral feature learning from dimensional reduced spectral bands. 2D-CNN follows
the 3D-CNN framework. 2D-CNN learns deep spatial features, which further ensures
proper utilization of available spatial information.Usage of both 2Dand3D-CNNand
a MLP classifier resulted in high accuracy in HSI classification task. One downside
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of this method is the added complexity of joint 3D and 2D convolution and high
number of trainable parameters.

In this research work, we have proposed a method called FA-CNN, which uses
factor analysis dimension reduction technique to overcome the Hughes phenomenon
by finding the original image bands’ underlying factors and representing spectral
information of the original image using those factors. After that, we have used a
convolutional neural network to combine spectral and spatial information of the
image in a single step and a multilayer perceptron classifier to classify each pixel
in the input hyperspectral image. Our proposed method overcomes some of the
drawbacks in the hyperspectral image classification mentioned above.

2 Methodology

Our research methodology is comprised of three major steps. In the first step, the
input hyperspectral image cube is projected into a new subspace using factor analysis
dimension reduction technique. After that, multiple overlapping three-dimensional
patches are created from the dimensionally reduced image for providing spatial–
spectral information to the CNN framework. Finally, fully connected layers in the
CNN are used to classify each input pixel fed into our proposed framework. The
following subsections elaborate on these main components of our research method-
ology.

2.1 Dataset Description

Indian Pines (IP) hyperspectral dataset (Fig. 1) was captured using AVIRIS sensor
in Northwest Indiana, USA. There are 200 spectral bands in this dataset. The spatial
dimension of the hyperspectral image cube is 145× 145.After removing background
samples, 10249 samples from 16 classes are left for experimentation.

Pavia University (PU) hyperspectral dataset (Fig. 2) was captured using ROSIS
sensor in Northern Italy. This dataset contains 103 spectral bands. The spatial dimen-
sion of the hyperspectral image cube is 610× 340. After removing background sam-
ples, 42776 samples from 9 classes are left for experimentation.

2.2 Dimension Reduction Using Factor Analysis

Factor analysis is an unsupervised feature extractionmethod that finds the underlying
factors that explain the original spectral information of hyperspectral data in fewer
dimensions while keeping the spatial information intact. This dimension reduction
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Fig. 1 Indian Pines dataset. a False colour composite image; b ground truth

Fig. 2 Pavia University dataset. a False colour composite image; b ground truth

process alleviates the curse of dimensionality problem, reduces training parameters,
and compresses the original data for memory efficiency.

Factor analysis assumes that all p observed variables X1, X2, ..., X p in a dataset
is linearly dependent onm unobservable, common factors F1, F2, . . . , Fm . Observed
variables also have unique variances ε1, ε2, . . . , εp [14]. For a single observation,

Xi − μi = li1F1 + li2F2 + · · · + lim Fm + εi (1)

li j is loading or weight of the i th variable on the j th factor. μi is the mean of Xi . For
n observation, the matrix form of factor model,

X − μ = LF + E (2)
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Amaximum likelihood estimation technique will find factors that increase the likeli-
hood of generating the covariances matrix of the original data. Assumption is made
that the data are independently sampled from a multivariate normal distribution with
mean vector μ, and covariance matrix of the form LLT + ψ , where ψ is the covari-
ance matrix of E [14]. The log likelihood function to find MLE estimators μ, L , ψ

is,

L(μ, L , ψ) = −np

2
log2π − n

2
log|LLT + ψ | − 1

2
(Xi − μ)T (LLT + ψ)(Xi − μ)

(3)
According to Bartlett method [15], we can obtain the factor score matrix F ,

F = (LTψ−1L)−1LTψ−1 (4)

Finally, projection of X into new subspace is obtained by,

Y = FT (X − μ) (5)

By following the above method, a hyperspectral image cube X with W × H × λ

dimension can be reduced to W × H × B where B <= λ.

2.3 Neighbourhood Patch Creation

The input of the hyperspectral image classification pipeline is normally a single image
cube. This differs from conventional classification problems, where many images are
used to train the model.

To create multiple image cubes for CNN model, HSI cube Y of dimension W ×
H × B needs to be split intomanyneighbourhood patches(also called spatial context)
of dimension S × S × B. This can be achieved by considering a neighbourhood
window of S × S size for each pixel in the input HSI (Fig. 3). This procedure creates
(W − S + 1) × (H − S + 1) number of 3D-patches from Y [13].We added padding
of size S−1

2 to the original image before creating the patches to ensure that the number
of samples remains the same after creating the 3D-patches.

2.4 CNN Architecture

Wewill use CNN for constructing deep high-level spectral–spatial features. Spectral
and spatial feature extraction is performed by using a 2D convolution layer followed
by one 2D max-pooling layer and finally another 2D convolution layer. Since input
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Fig. 3 Creating neighbourhood patch from input image (2D view)

Fig. 4 Proposed CNN architecture

image cubes have extremely low spatial dimension, filter size is restricted to 4× 4
(100 filters) and 2× 2 (100 filters). The activation function of choice for all con-
volution layers is ReLU. ReLU has proven to converge faster in HSI classification
[10]. Max-pooling layer accounts for spatial invariance. Performing convolution and
pooling operation generates invariant, nonlinear, and discriminant features that will
facilitate effective classification [9].

Multilayer perceptron with one hidden layer and softmax output layer is used for
classification of each pixel in the input image cube. The output layer has 16 units
(Indian Pines) or 9 units (Pavia University), each representing the likelihood of an
input image cube belonging to a certain class. The choice of loss function for the
network is categorical cross-entropy (Fig. 4).

The proposedCNN architecture is shallow because using deep networkwith small
training data available could lead to overfitting problem [10].
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3 Experimental Analysis

3.1 Experimental Setup

We have trained our deep learning model using Keras. Keras is a framework for
creating deep neural networks that provides an abstraction on top of TensorFlow
library.

We used Google Colab Jupyter Notebook powered by Intel(R) Xeon(R)
CPU@2.20 GHz, 12 GB RAM, NVIDIA Tesla T4 GPU running on Linux-based
operating system for training and testing our architecture.

Indian Pines and the Pavia University datasets are divided into training and test
sets. Only 40% of the initial dataset is used as the training sample, while 60% is
used as the test set. For hyperparameter tuning, 60% of the training set is used as the
validation set. Training on such a small number of samples is critical in developing
reliable classification method because hyperspectral images seldom have a large
number of training data available for the classification task [10, 16].

Themodel was trained for 130 epochs usingmini batch gradient descent. Selected
batch size was 16 and the learning rate was empirically determined to be 0.001.

3.2 Result and Performance Analysis

We considered different numbers of spatial context or neighbourhood window sizes
S = {7, 9, 11, 13} and extracted bands B = {1, 3, 5, 7, 9, 11} for our experiment to
find the optimal configuration thatwould givemaximumoverall accuracy and average
accuracy.

Figure5 shows that increasing the number of extracted band and spatial context
positively affects accuracy. However, increasing the spatial context increases train-
able parameters and consequently increases training time. Also, a higher value of S
can lead to overlapping problem [17]. So we settled on S = 11. A lower number of
extracted band does not contain enough discriminating information to classify HSI
correctly. Increasing the number of extracted bands up to a certain extent adds useful
spectral information for the classifier to make correct decisions without introducing
the dimensionality problem. Based on the above results, the optimal value is S = 11
and B = 11. So we have used, 11× 11× 11 neighbourhood patches, constructed
from original hyperspectral image cube, as input to our CNN framework for best
performance.

Tables1 and 2 demonstrate that FA-CNN performs well on overall accuracy, aver-
age accuracy, per-class accuracy, Cohen’s Kappa(κ), and F1 score metrics on both
Indian Pines and Pavia University dataset. The classifier only makes 17 misclassifi-
cation out of 4100 test samples on Indian Pines dataset and 9 misclassification out
of 17111 samples on Pavia University dataset.
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Table 1 Performance of FA-CNN using S = 11 and B = 11 on Indian Pines

# Class Accuracy (%) Training samples Testing samples

1 Alfalfa 100 16 19

2 Corn-notill 99.47 514 571

3 Corn-mintill 99.40 299 332

4 Corn 100 85 95

5 Grass-pasture 98.96 174 193

6 Grass-trees 100 263 292

7 Grass-pasture-
mowed

100 10 11

8 Hay-windrowed 100 172 191

9 Oats 100 7 8

10 Soybean-notill 98.97 350 389

11 Soybean-mintill 99.59 884 982

12 Soybean-clean 100 213 237

13 Wheat 100 74 82

14 Woods 99.60 455 506

15 Buildings-Grass-
Trees-Drives

100 139 155

16 Stone-Steel-
Towers

100 34 37

Average accuracy 99.75

Overall accuracy 99.59

κ score 99.53

F1 score 99.66

Table 2 Performance of FA-CNN using S = 11 and B = 11 on Pavia University

# Class Accuracy (%) Training samples Testing samples

1 Asphalt 100 2387 2652

2 Meadows 100 6173 7460

3 Gravel 99.40 756 839

4 Trees 100 1103 1226

5 Metal sheets 100 484 538

6 Bare Soil 100 1810 2012

7 Bitumen 100 479 532

8 Bricks 99.73 1326 1473

9 Shadows 100 341 379

Average accuracy 99.90

Overall accuracy 99.95

κ score 99.93

F1 score 99.91
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(a) Indian Pines overall accuracy. (b) Indian Pines average accuracy.

(c) Pavia University overall accuracy. (d) Pavia University average accuracy.

Fig. 5 Accuracy results for different values of extracted bands (B) and spatial context (S)

3.3 Comparison with Other Methods

We compared our proposed FA-CNN with two recent spectral–spatial classification
methods—HybridSN [13] and PCA-MS-CNN [11]. For Indian Pines dataset, 30
PCA bands accounting for 99.24% variance of the original dataset were extracted, as
suggested by those papers. For Pavia University dataset, 15 PCA bands accounting
for 99.90% variance of the original dataset were extracted for both methods. Spatial
context for HybridSN and PCA-MS-CNN is, respectively, S = 25 and S = {3, 5, 7},
as recommended by those papers.

We have implemented all of these methods on our machine and used the same
training split of 36% from the original dataset to train the models and the same test
split for evaluating performance.

From Table3, we can see that our method FA-CNN compares favourably to
HybridSN and PCA-MS-CNN on accuracy metrics while requiring a vastly lower
number of trainable parameters. A lower number of trainable parameters indicates
that our network can be trained faster compared other two approaches.
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Table 3 Comparison of accuracy and trainable parameters between various methods

Dataset Measurements Methods

Our method HybridSN PCA-MS-CNN

IP Overall accuracy 99.59 98.37 97.61

Average accuracy 99.75 96.15 97.79

Total trainable
parameters

112,836 5,122,176 10,035,746

PU Overall accuracy 99.95 99.78 99.68

Average accuracy 99.90 99.41 99.40

Total trainable
parameters

112,409 4,844,793 5,680,283

Bold indicates the best result amongall the comparedmethods for a specificdataset andmeasurement

4 Conclusion

This research work proposed a hyperspectral image classification method called
FA-CNN. FA-CNN extracted spectral features from the hyperspectral data using an
unsupervised dimension reduction technique called factor analysis. Factor analysis
extracted the underlying factors that explain the original spectral information in fewer
dimensions. Combining effective spectral feature extraction with spatial information
using CNN, FA-CNN achieved high accuracy using a relatively small training set
and lower number of trainable parameters. Our method compared favourably to
several state-of-the-art methods. In future, we want to apply this method to other
hyperspectral datasets to leverage the power of hyperspectral imaging in solving
various problems.
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Abstract The novel coronavirus (COVID-19) spread all over the world within a
few months and turned into a pandemic. Early diagnosis is the only way to combat
this pandemic by isolating the affected cases from healthy ones for refraining it from
further spreading. At present, RT-PCR is extensively used for screening coronavirus
cases, however, WHO stated that it suffers from low sensitivity and low specificity
in the early-stage patients. Recent studies advise that the CT scan image embraces
key features for detecting this disease. The application of deep learning approaches
combined with CT images could be useful for the precise diagnosis of positive
coronavirus patients. In this research, we have employed the Convolutional Neural
Network (CNN) architecture of deep learning on publicly accessible CT images
dataset to build a prediction model for classifying positive COVID-19 from other
pulmonary diseases and healthy patients. Moreover, this prediction model has also
been utilized for identifying COVID-19 cases from other pulmonary diseases, which
is a binary classification. In ternary classification, our proposed CNN model has
obtained an accuracy of 98.79%, a precision of 94.98%, a sensitivity of 98.85%. In
contrast, for binary classification, it has acquired an accuracy of 98.79%, a precision
of 94.98%, a sensitivity of 98.85%. Therefore, this proposed model can be a faster
and alternative tool or even a supportive tool along with RT-PCR in rural areas of
many countries where there is a scarcity of testing kits and expert physicians.
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1 Introduction

Coronavirus disease 2019 or in short COVID-19 is an exceedingly infectious disease
that was originated from Wuhan, Hubei Province, China, in December 2019. The
disease spread all over China fromWuhan within 30 days [1]. Eventually, more than
127 million people have been affected and causing more than 2.7 million deaths over
215 countries, by May 19, 2020 [2]. The diagnosis of COVID-19 is of immense
importance because that’s the only way to identify infected persons and quarantine
them so that they cannot spread the disease. Also, early diagnosis is a must to treat
the patients because it can be fatal as 2% of affected people died.

At present, the reverse transcription-polymerase chain reaction (RT-PCR) tech-
nique is amply applied for the diagnosis of COVID-19 disease. Nonetheless, the
main drawback of RT-PCR is that it suffers from low sensitivity, low specificity, and
reproducibility [3]. RT-PCR test is expensive, time-consuming, and requires skilled
medical expertise [4, 5]. Moreover, due to the shortage of RT-PCR test kits, doctors,
or medical practitioners urge to utilize radiological images to diagnose COVID-19
patients [6, 7]. Computed Tomography (CT) scan image contains fruitful informa-
tion that can be helpful to diagnose COVID-19 patients [8, 9]. Chest CT images are
widely used to detect COVID-19 cases because of the shortage of huge number of
testing kits in different countries such as Turkey. For early diagnosis of COVID-19
patients, CT images with human observations make the diagnosis indistinguishable
from other types of viral and bacterial pneumonia. Here, Artificial Intelligence (AI)
with deep learning techniques plays a vital role to distinguish COVID-19 patients
of different kinds of diseases. In recent years, deep learning technologies are widely
used to diagnose various medical disorders such as skin cancer detection, breast
cancer detection, lung cancer detection, heart disease prediction, brain tumor classi-
fication, pneumonia detection from chest CT/X-ray images, and outperformed other
conventional methods [10]. Deep learning smoothly extracts features and constructs
a robust model that can be used for effective classification. Numerous researches
have been done using AI with deep learning techniques for ascertaining COVID-19
patients using chest CT or X-ray images [11, 12].

In this research, a deep learning-based CNN model is proposed for automatic
detection of COVID-19 cases. This proposed model is applied to a comparatively
large dataset consists of 3791 images. The experimental findings imply that our
suggested model could be utilized for the confirmation of COVID patients and,
therefore, help people around the globe to fight against this pandemic.

The remaining segments of this article are arranged in a systematicway as follows:
Sect. 2 includes related studies conducted in recent times. Section 3 elaborates on
the dataset and methods adopted for this study. Section 4 analyzes the findings of the
suggested CNN model. Section 5 concludes the paper.



A Convolutional Neural Network Model … 143

2 Literature Review

From the beginning of the outbreak, various researchers have been focusing on the
construction of a model for automatic detection of COVID-19 cases. Li et al. [13]
developed a deep learningmodel namedCOVNET for detecting COVID-19. To build
the model, they have utilized 4356 CT images of the chest to differentiate between
COVID-19 and pneumonia. To evaluate the model performance, they considered
sensitivity, specificity, and Area Under Curve (AUC) and obtained 87%, 92%, and
0.95%, respectively. Bai et al. [14] designed an Efficient Net B4 architecture based
on deep learning for identifying COVID-19 patients using chest CT images. They
collected CT images of 1121 patients, where 521 patients were COVID-19 positive,
and 665 non-COVID pneumonia patients to build their proposed model. For perfor-
mance evaluation, they used different statistical assessment techniques, i.e., accu-
racy, sensitivity, specificity, andReceiver OperatingCharacteristics (ROCAUC), and
acquired performances of 87%, 89%, 86%, and 0.9% respectively. Ardakani et al.
[15] compared ten different CNN architectures to diagnose COVID-19 cases fast.
CT images of 108 COVID-19 positive patients and 86 viral pneumonia patients were
examined. Among those architectures, ResNet-101 achieved the highest accuracy of
99.51%.Kang et al. [16] proposed amulti-view representation learning framework to
distinguish COVID-19 patients from pneumonia patients. They implied 2522 chest
CT images for training and testing their suggested framework. Their proposed tech-
nique obtained an accuracy of 95.5%, 96.6% sensitivity, and 93.2% specificity. Xu
et al. [17] used ResNet-18 for extracting features and differentiate between COVID-
19, pneumonia, and normal cases. Their proposed model was built based on 618
CT samples and obtained an accuracy of 86.7%. Butt et al. [18] employed Resnet-
18 and Resnet-23 based deep CNN architecture to build deep learning frameworks
to differentiate coronavirus from non-coronavirus cases. A set of 618 thoracic CT
samples were utilized for training and testing. Their proposed architecture attained
98.2% sensitivity, 92.2% specificity, and 0.996 AUC. Tang et al. [19] combined
quantitative feature analysis RandomForest (RF) classifier for screening coronavirus
patients. In this research, they collected CT images from 176 patients and extracted
63 quantitative features to build the RF model. To evaluate the model performance,
they examined different statistical measures and obtained an accuracy of 87.5%, a
true positive rate of 93.3%, a true negative rate of 74.5%, and AUC of 0.91. Shi
et al. [20] proposed a machine learning-based framework for screening coronavirus
patients using location-specific features. A group of CT images from 2685 patients
was considered to identify COVID-19 from pneumonia. Their experimental analysis
showed that the proposed RF model achieved 87.9% accuracy, 90.7% sensitivity,
83.3% specificity. Alom et al. [21] used both CT scans and X-ray images to create an
Inception Residual Recurrent Convolutional Neural Network (IRRCNN) model to
detect COVID-19. They exerted 420 CT images where 247 for normal cases and 178
for COVID-19 cases. The overall accuracy of their IRRCNN model was 98.78%.
Özkaya et al. [22] proposed a transfer learning-based CNNmodel where ResNet-50,
Google Net, and VGG-16 architectures were utilized for extracting deep features.
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-(a) Healthy cases (b) COVID 19 cases (c) Pulmonary cases

Fig. 1 Samples of CT scan images of the dataset

Those pre-trained CNN architectures were then trained to use transfer learning on
two subsets of images. They acquired an overall classification accuracy of 95.60%
in subset-1, and 98.27% in subset-2. Jin et al. [23] suggested an AI system based on
ResNet-152 for screening COVID-19 positive and negative cases. In this study, they
have considered CT images of 496 COVID-19 positive patients and 260 COVID-
19 negative patients. The obtained accuracy, AUC, sensitivity, and specificity are
94.98%, 97.91%, 94.06%, and 95.47% respectively. Ying et al. [24] developed a
deep learning-based model named DeepPnumonia to differentiate between COVID-
19 from bacterial pneumonia. They collected CT images of 88 COVID-19 positive
patients and 101 bacterial pneumonia patients. They obtained 95% of AUC and 96%
sensitivity.

3 Materials and Methods

3.1 Dataset Description

In this study, publicly available CT scan images are collected fromKaggle and China
National Center for Bio information for the detection of COVID-19 cases [25, 26].
This dataset comprises 3791 chest CT scan images that were accumulated from a
public hospital of Sao Paolo, Brazil, and (CC-CCII) the China Consortium of Chest
CT Image Investigation. Among those images, 1252 chest CT scan images are of
positive COVID-19 cases, 1230 chest CT scan images are of other pulmonic diseases,
and the rest of the 1309 chest CT scan images are healthy patients. Some samples of
CT images from this dataset are displayed in Fig. 1.

3.2 Proposed CNN Architecture

In Fig. 2, the structure of the proposed CNN model is delineated.
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Fig. 2 The structure of proposed CNN model

The experimental dataset has images of different shapes. Therefore, those images
are reshaped into a uniform shape of 64 × 64 pixels. To extract features from the
input images, two convolution layers are utilized in our proposed CNN model. In
the first convolution layer, there are 32 filters of 3 × 3 shapes applied. To increase
non-linearity, ReLU is widely used as an activation function. Moreover, to the first
convolution layer, a second convolution layer is applied to the convolved features
with 64 filters of 3× 3 shapes and the ReLU activation function. Subsequently, 2×
2 size max pooling is utilized to minimize the size of the feature map. To confront the
overfitting problem, a dropout layer is utilized. In the Keras module, the dropout rate
ranges from 0 to 1, where it refers to the fraction of the number of neurons to drop.
After performing max pooling, 10% of the input neurons are dropped. On top of the
dropout layer, the second max-pooling layer is added with 2 × 2 size to shorten the
activation map’s size. Furthermore, a second dropout layer is applied with a rate of
0.1.

After the completion of convolution and max-pooling steps, pooled features are
transformed into 1-Dimensional array by flattening, which is further fed into the
ANN. Two hidden or dense layers have also been used. The number of hidden units
is 128 in the first dense layer, and ReLU is employed as an activation function. Then,
25% of the neurons are excluded from the dropout layer. The second dense layer of
256 units is appended on the top of the dropout layer, and ReLU is applied as an
activation function in that layer. Moreover, with a rate of 0.25, the final dropout layer
is applied to discard 25% of neurons. As we have both binary and ternary outcomes,
we have taken different approaches in the output layer. For binary outcome, one
unit is used to identify COVID-19 and other pulmonary cases. Here, sigmoid as an
activation function and binary cross-entropy as loss function are utilized. One unit is
used for a ternary outcome to identify COVID-19, pulmonary disease, and healthy
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Table 1 Summary of proposed model (sequence of layers and number of parameters)

Name of layer Output shape No. of parameters

conv2d_1 (Conv2D) (None, 62, 62, 32) 96

conv2d_2 (Conv2D) (None, 60, 60, 64) 18,496

max_pooling2d_1 (None, 30, 30, 64) 0

Dropout_1 (None, 30, 30, 64) 0

max_pooling2d_2 (None, 15, 15, 64) 0

Dropout_2 (None, 15, 15, 64) 0

flatten_1 (Flatten) (None, 14,400) 0

dense_1 (Dense) (None, 128) 1,843,328

dropout_3 (Dropout) (None, 128) 0

dense_2 (Dense) (None, 256) 33,024

dropout_4 (Dropout) (None, 256) 0

Output layer

(Binary class) dense_3 (Dense) (None, 1) 257

(Ternary class) dense_3 (Dense) (None, 3) 771

Total parameters = 1,896,001 (binary
class)
= 1,896,515 (ternary class)

cases. Here, softmax as an activation function and categorical cross-entropy as loss
function is utilized. Proposed CNN model contains 883,393 parameters, which is
presented in Table 1.

As an optimization algorithm, Adam is considered for both binary and ternary
outcomes.

3.3 Performance Evaluation Measures

In this research, six (6) different evaluation measures are considered, such as accu-
racy, AUC, sensitivity, specificity, precision, and recall. The confusion matrix (CM)
manifests the overall performance of any prediction model. The confusion matrix is
introduced in Table 2. By utilizing this confusion matrix, those six measures can be
calculated.

Table 2 Confusion matrix Original value Predicted value

Positive Negative

Positive True positive (TP) False negative (FN)

Negative False positive (FP) True negative (TN)
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4 Results and Discussion

The entire experiment is executed on Google Colaboratory [27], which is a
cloud-based service for developing applications based on the python programming
language. To construct the proposed CNN model, Keras, a neural network library
package on the virtual Tensor Processing Unit (TPU) provided by the Google Colab
is used.

In this research, we used data from 3 classes to develop a generalized prediction
model.Wedivided our entire experiment into twoparts; the first one is ternary classifi-
cationwherewe used three class data, namely healthy, other pulmonary, andCOVID-
19, and the second one is the binary classification where we combined healthy and
other pulmonary images as non-covid. The entire operation was performed up to
50 numbers of epochs. We randomly split the experimental dataset into three parts:
train, validation, and test data where 80% for training plus validation (90% training,
10% validation) and 20% for testing. We created the model based on training and
validation data and then evaluated the generated model based on testing data.

In order to perceive the performance of our proposed model, we have plotted
model accuracy and loss curve in Fig. 3 for ternary class and in Fig. 4 for binary
class (Table 3).

Fig. 3 Model accuracy and loss curve of ternary classification

Fig. 4 Model accuracy and loss curve of binary classification
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Table 3 Accuracy of the
proposed model

Classification
type

Training (%) Validation (%) Testing (%)

Ternary 99.22 96.05 96.00

Binary 99.85 97.70 96.00

a. Ternary Class b.Ternary Class

Fig. 5 Confusion matrix

While inspecting the performance in terms of ternary classification, we found that
our proposed CNN model obtained an accuracy of 99.22% in training, 96.05% in
validation, and 96% in testing data and in terms of binary classification, the model
acquired an accuracy of 99.85% in training, 97.70% in validation, and 96% in testing
data.

We have also included the CM of ternary and binary classification in Fig. 5 to see
the exact number of correctly classified samples of every class. In ternary classifica-
tion, none of the healthy caseswere classified as COVID-19 cases or other pulmonary
cases. Some (14) COVID-19 cases were falsely identified as other pulmonary cases,
but these false cases can be later correctly spotted by healthcare practitioners while
treating the patients. The other evaluation measures like precision, recall, and f1
score are specified classwise in Table 4.

ROC curve of binary and ternary classification is delineated in Fig. 6.

5 Conclusions

RT-PCR has been used as yet to detect the coronavirus, which regularly engenders
false-negative results. Therefore, chest CT images can play an active role to combat
this problem. Here, a model is developed employing CNN on chest CT images to
detect and classify coronavirus cases from healthy and other pulmonary diseases.
Scrutinizing the test results, it is comprehensible that CNN architecture of deep
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Table 4 Classwise performance

Type of classification Precision (%) Recall (%) F1 score (%)

Binary Non-covid 97 97 97

Covid 94 93 93

Average 96 96 96

Ternary Other pulmonary 95 95 95

Healthy 100 100 100

Covid 94 94 94

Average 96 96 96

a.Binary Class b.Ternary Class

Fig. 6 ROC curve of binary and ternary classification

learning has a notable role in the automatic extraction of key information from chest
CT images akin to the diagnosis of coronavirus cases. However, our Proposed CNN
model has produced superior accuracy, accounted for 98.78% and 98.25% for binary
and ternary classification respectively. This model can be applied as a substitutive
tool, even an assistive tool along with RT-PCR, in distant areas where there has
been lacking test kits and a shortage, or no experienced physicians at all. Therefore,
proposedCNNmodel can be cost-effective for screeningCOVID-19 cases and giving
test results in a minute so that the affected patients can be isolated more quickly, and
community spread can be prevented. Since the large dataset of COVID-19 is not
easily accessible, therefore, we have used a new publicly available dataset. If the
size of the dataset was even bigger, then we could create a more accurate and precise
model to classify COVID-19 cases. This model can be preserved in the cloud so
that the disease can be detected even more quickly, and the patient can be isolated
immediately. In the future, we intend to accumulate chest CT images of real COVID-
19 patients from local hospitals in Bangladesh and assess them with our developed
model.
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Real-time Face Recognition System for
Remote Employee Tracking

Mohammad Sabik Irbaz, MD Abdullah Al Nasim, and Refat E Ferdous

Abstract During the COVID-19 pandemic, most of the human-to-human interac-
tions have been stopped. To mitigate the spread of deadly coronavirus, many offices
took the initiative so that the employees can work from home. But, tracking the
employees and finding out if they are really performing what they were supposed to
turn out to be a serious challenge for all the companies and organizations who are
facilitating “work from home.” To deal with the challenge effectively, we came up
with a solution to track the employees with face recognition. We have been testing
this system experimentally for our office. To train the face recognition module, we
used FaceNet with KNN using the Labeled Faces in the Wild (LFW) dataset and
achieved 97.8% accuracy. We integrated the trained model into our central system,
where the employees log their time. In this paper, we discuss in brief the system we
have been experimenting with and the pros and cons of the system.

Keywords Face recognition · Face detection · Computer vision

1 Introduction

Face recognition is an innovative identifying system that works on recognizing the
face of a potential individual after comparing it with a source image stored in a
database by a vision system. This technology extracts features from an input image
and recognizes them by detecting the specific and particular information about an
individual’s face. We can see many applications of this, for example, access and
security, criminal identification, online payments, and design of a smart home. In
the face recognition and detection process, no human cooperation is needed, which
makes it the best method for person identification [1]. There are various biometric
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authentication systems available, face recognition is one of them. In biometric-based
strategies, one’s physiological and behavioral attributes have been analyzed with
a specified end goal to determine their uniformity [2]. Hence, compared to other
biometric-based systems, face recognition has been considered as one of the most
significant biometric authentication techniques among the most constitutive appli-
cations.

Starting from 2020, during the COVID-19 pandemic, many offices took the ini-
tiative so that the employees can work from home. But, tracking the employees and
finding out if they are really there to work had been a serious challenge for the admin-
istration. Existing time tracker solutions can be easily fooled, which we have already
seen in our company. To deal with the challenge and build a system that cannot be
fooled, we came up with a solution to track the employees with face recognition. We
have been testing this system internally. To train the face recognition module, we
used FaceNet with KNN using the Labeled Faces in the Wild (LFW) dataset [3].

We organized our paper as follows: In Sect. 2, we presented the existing literature
methods that helped us to reach our goal. In Sect. 3, we gave a description of the
dataset we used in our model. Section 4 provides a summary of our methodology.
Experimental evaluations have been discussed in Sect. 5. Finally, in Sect. 6, we give
a brief discussion on the future work and conclusion.

2 Related Works

One of the earliest works on face recognition can be found in 1991 [4]. This model
proposes a person’s identification from faces which integrates the role of the context
during learning as well as during recognition.The aim is to specify the functioning
of two mechanisms by applying the encoding specificity principle, which assumes
that traces in memory are contextualized. The structural encoding component pro-
vides a perceptual description of the presented face, which can match a previously
stored representation. By activating FRU, it can then access person identity repre-
sentations held in person identity nodes (PINS). The FaceNet network comprises the
minimum number of layers necessary to model which lead to familiarity estimation
and identification. The first layer is the input layer, which is divided into two parts:
one representing face input and the other context input, each containing 25 cells. The
second layer is a hidden layer with 80 cells which are divided into 3 parts. This third
layer is composed of only 20 cells wholly connected to the face-context association.
The network’s outputs are the emergent memory representations of the system and
can be seen as equivalent to ecphoric information. This system learns according to
the algorithm of “gradient backpropagation” discovered by Rumelhart, Hinton, and
Williams (1986a). For the recognition test, firstly, the faces were presented in their
encoding context, and secondly, 15 old contexts which had never been associated
with the four test faces were presented to FaceNet, once with each of these faces.

In a review till 2006 on face recognition [5], we can find various databases for face
recognition. This is the start of face recognition revolution. Some of them are AT&T
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(ORL) Database, FERET Database, AR Face Database, CMU-PIE Database, Yale
Face Database, UMIST Face Database, MUCT Face Database, Face94 Database,
Indian Database, and Grimace Database.

We find more interesting works in 2011 by Deniz et al. [6]. As HOG operates on
local cells, it is invariant to geometric transformations and photometric transforma-
tions, except for object orientation. This experiment has used single-angle orientation
to allow more differentiation between patterns. Overlapping in HOG significantly
improves the performance of detection and identificationwhichwould have been oth-
erwise quite difficult in presence of poor lighting conditions. To remove redundancy
in the data and avoid over-fitting, they proposed to use dimensionality reduction
in the HOG representation. To provide robustness to facial feature detection, they
propose uniform sampling of the HOG features.

Fast forward to very recentworks,we canfindPrasad et al. [7] using deep learning-
based representations. They input raw data in convolve filters in different levels that
automatically detect underlying high levels from labeled or unlabeled data. Face
verification approaches are classified into three sets. First one is used to extract face
feature vectors and process them by classifiers. Second one directly enhances the
proof loss for matching and non-matching pairs. Third one combined identification
and verification constraints to improve the deep face model. For identifying faces,
two approaches are explained here. First one is effective convolutional neural net-
work designs for biometric face recognition. Second one is explanation of a face
plan which is based on two models (VGGFace and lightened CNN). This study has
discovered that deep learning-based face recognition is more robust to misalignment
facial images.

3 Literature Review

3.1 FaceNet

FaceNetmodel was developed byGoogle researchers Schroff et al., which can reduce
the difficulties in face detection and verification process and achieve the desired result
[8]. The FaceNet algorithm works by taking an input of an image of a person’s face
and converting thehigh-dimensional vectors of that image into a 128 low-dimensional
Euclidean space. This conversion process is also known as embedding. The FaceNet
model uses the deep convolutional networks, which makes the most effective use of
its embedding, compared to using intermediate bottleneck layers as a test of previous
deep learning approaches [9]. Thismethod is known as one-shot learning. In this way,
triplet loss has been trained over the produced FaceNet model, which can achieve
a result of uniformity and distinction over the given collections of images. After
collecting the result of similarities between the faces, we can consider the FaceNet
embedding as feature vectors. After creating the vector space, operations like face
recognition, classification, verification, and clustering could be implemented more
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spontaneously. Additionally, FaceNet is able to train any difficult learning system of
any single model that illustrates an entire goal system by collecting all of the factors
at the same time, and this is the most significant part of the FaceNet model.

3.2 Triplet Loss

In deep neural networks, the triplet-based loss function used to learn the mapping is
an adaption of KilianWeinberger’s large margin nearest neighbor (LMNN) classifier
[10]. Triplet loss is one of the best ways to learn good 128-dimensional embedding
for each individual face [11]. As it is an equivalent of the loss function, a comparison
between the baseline input with positive input and negative input has been observed
here. That is why, to compare to other loss functions, triplet loss is more compatible
with face verification. The triplet loss function has been categorized into three main
parts. They are:

• Anchor
• Positive
• Negative

Here, anchor is the starting input point,which is used for comparison. Positive denotes
similar identity like the anchor, and negative denotes the different identity from the
anchor. The distance between the anchor and a chosen image will be minimized if
that image is positive, which denotes that the compared two images have a similar
identity. In contrast, the distance will be maximized for different images.

3.3 Triplet Selection

Triplet selection is a core part of improving the performance of triplet loss. So, it is
essential to select all hard triplets. Training with randomly hard triplets almost does
not converge, whereas training with the hardest triplets often leads to a bad local
solution. There are two types of triplet loss methods. They are online and offline
triplet mining methods. Offline triplet mining worked with a full pass on the training
set to generate triplets. Since it needs to update regularly, this method is not efficient.
So, we used online triplet mining.

First of all, we picked all the necessary triplets. Depending on the loss, we classify
the triplets in three categories: easy, semi-hard, and hard. As easy triplets are with
loss 0 or very small loss, so we intended not to take them. Next, the semi-hard triplets
are also far away from the anchor than the ideal model. In a hard batch, we select
a set of hard anchor-positive pairs and then select the hardest negatives within the
mini-batch. Here small, mini-batches are used since they improve the process of
converging.
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3.4 MTCNN

MTCNN or multi-cascade convolutional neural network is an improved neural net-
work algorithm in the detection of faces and facial landmarks on images. The purpose
of the proposed MTCNN is to form an avalanched structure and use it as material
for multi-task knowledge to forecast the location of the face, and it is marked in a
coarse-to-fine method. And, in its application, MTCNN is able to detect real time
with fairly high accuracy [13]. The MTCNN architecture is made up of three con-
volutional networks, which are connected in a cascade. The first one is, Proposal
Network(P-Net), which main task is giving a boundary box for each face bounds. In
this process, a large number of face detection and false detection have been taken
place. The second one is, Refine Network(R-Net), which is slightly similar to P-Net.
But, R-Net includes more appropriate bounding boxes compared to P-Net. Thus,
making a refinement of the result by eliminating most of the false detection and
aggregate bounding boxes [12]. The last one is, Output Network (O-Net), which
produces an output different from P-Net and R-Net. There are three types of output
that O-Net produces. The output of the first layer is used for measuring face proba-
bilities in the box. The second layer is used to give the boundary coordinates in the
box. And, the last layer is used for the coordinates of the five landmarks of the faces
[9] (Fig. 1).

Fig. 1 Full pipeline overview of our methodology
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4 Dataset

We used Labeled Faces in the wild (LFW) [3] here to uphold the effectiveness of the
face recognition process. It has been said that the LFW dataset is a standard for the
face verification process which is mainly developed to perusing the unconstrained
problem of face recognition. This dataset consists of around 13K images collected
from the web. Also, each image has been labeled with the name of that specific
person. There are four different sets of LFW images, including the original and three
different types of “aligned” images. Among them, deep funneled images produce
superior results for most face verification algorithms over the original and funneled
images. Hence, the dataset we used here is the deep funneled version.

5 Methodology

To track the presence of the employees,we initially put all the information and images
of the employees in our central database. Then, we used those images during the face
recognition period. Later, we took the history and kept that in a separate relational
database. So, in short, our system has three stages.

5.1 Adding, Updating, and Deleting Employee Details

An admin can add new users when a new employee joins the company, update user
details if anything changes about the employee, and delete employee details when an
employee leaves the company. While doing so, the face recognition system does not
need to change anything. The recognition system can adapt with the user changes
dynamically.

5.2 Face Recognition

We used the module in Fig. 2. We trained the MTCNN with triplet loss to train the
module to detect face encodings from faces. After that, we compared the employee
images using the KNN classifier. This returned us with the class, i.e., name of the
person and bounding box.
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Fig. 2 Face recognition module

5.3 Tracking and Storing Face Recognition History

Every time, any employee starts their work session. We take the video feed from the
webcam randomly from different portions of the session. If an employee who started
his session is not found in video feeds consecutively, then an automatic alert goes to
the admin and the employee. All the face recognition history is stored with employee
details

6 Experiment Analysis

Experimental Setup

We did all our experiments using Google Colaboratory which is a hosted Jupyter
notebook service. We used it because Google Colaboratory provides free GPU for
12h a day. In our experiments, we used Numpy, Pandas, etc. for data processing and
Tensor for training and testing. PyTorch [12] is an open-source machine learning
framework. We chose 10% randomly as validation set from the LFW dataset. We
trained all the models for ten epochs with Adam optimizer [13]. After taking a pair
of two face images, we measured a squared L2 distance threshold, which is mainly
used for classifying the similar and different images. The optimal threshold value
we got here is 1.24. That means, this threshold value can accurately classify all pairs
of images.

Result Analysis

Here, 128-dimensional float vector was used throughout the training season. This
128-byte dimensional vector tightly illustrates each face, which is most suitable for
recognition and clustering. Here, we took input images of size 220 * 220 pixels and
trained our model through this. But still, it works good on 80 * 80 images, which
is admissible. Table1 shows the size of training images and their corresponding
accuracies.
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Table 1 Effect of training samples on performance

No. of training images Accuracy

70 90.5

700 92.3

7000 95.6

Full dataset 97.8

An important thingwemust have tomention here that fromTable1,we can see that
the outcomeof trained ourmodelwith a large amount of data is immensely leading the
accuracy to increase on our test sets. Here, Zeiler and Fergus [14] architecture along
with 1 * 1 convolutions and inception-based models were applied. The inception-
based model reduces the model size by a strikingly large amount.

Finally, face recognition task was completed by our pre-trained model based on
FaceNet model. A number of facial encodings were generated by our trained model
and by using Euclidean distance, which can show a comparison of facial coordinates
for different samples. This results in a distance, which directly assembles to the
measure of resemblance. This acquainted our model whether the face of input image
matches with anyone or not. And, that is how we trained our model. For LFW
dataset, we achieved a classification accuracy of 97.8% . So, we can say that, in face
recognitionmethod, FaceNet withKNN shows up the accurate results with confident.

7 Qualitative Evaluation

In Fig. 1, we get a full overview of our working prototype. Our prototype takes the
webcam video feed given by users which passes through the Flask [15] backend
to the face recognition module. Later, we get the face encoding and bounding box
from the module. We store detected faces in the database as history. We used this
system experimentally in our company on remote employees. In short, they also
acted as evaluators. Our backend can effectively extract faces and recognize them in
a dynamic way. The evaluators were mainly interested in how well the software can
perform rather than the user interface. The software was very much self-explanatory,
and most of our evaluators were expert enough. We asked them to look through the
eyes of general people. They did not face any confusion while evaluating. Some
evaluators complained that if they were looking somewhere else during random time
video feed extraction, their faces were not detected. This is a limit of the dataset
also which we plan to extend in the future. However, in most cases, even with blurry
cameras, our system could identify the faces. We did not find any case where our
model predicted the wrong evaluator. We found out that even when our evaluators
added 10years old images, our system could find them.
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8 Applications

Even though, we used this whole pipeline for remote employee tracking. This can
be used in various other cases:

• Access and Security:
(a) Instead of using passcode, mobile phones, laptops, and other consumer elec-
tronics will be accessed via the owner’s facial feature. Apple, Samsung, Xiaomi
already installed FaceTech in their phones.
(b) In the near future, consumers will get into their cars, houses, and other physical
locations simply by looking at them.
(c) Innovative facial security could be helpful for any company or organization
where sensitive data need to keep tight control on who enters their facilities.

• Payments:
(a) In 2016,Mastercard launched a new selfie pay app called “Mastercard Identity”
check. Customers open the app to confirm a payment using the camera.
(b) With FaceTech, customers would not even need their cards.
(c) In the future, we can do the same for online payments.
(d) Automatic face recognition to prohibit deduplication of identity to authentica-
tion of mobile payment. This is mainly used for face spoof attacks also known as
biometric sensor presentation attacks, where a photograpgh or video of an autho-
rized person’s face could be used to gain access.

• Criminal Identification: FaceTech can be used to keep unauthorized people out
of facilities.

• Smart Home: The design of smart homes or cities has become one of the things
that many researchers have focused on. Especially, people with special needs or
patients.

• Video Surveillance:
(a) Surveillance used for protection, intelligent gathering, searching for drug
offenders, CCTV control, power grid surveillance.
(b) CCTV cameras can be used to monitor any well-known criminals, and authori-
ties are notified if one is located. But, this is quite challenging for light illumination,
pose variation, and facial expression.

• Video Indexing: Labeling faces in video [1].
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9 Conclusion

Nowadays, face recognition is an unbounded exploration and development subject
for research. We can use face recognition technology for remote employee tracking.
Some extreme secure applications like person authentication or controlling entrance
at certain areas are carried out using this technology. In our research, we try to rep-
resent a practical approach for recognition systems using the FaceNet model. Unlike
the other existing methods, for example, principal component analysis (PCA) or sup-
port vector machine (SVM), our model does not require any extra operations like
classifying and grouping different images or creating a decision surface. Instead, our
model shows improved performance on the recognition process as we used an end-
to-end learning approach. Our method is more capable of improving the percentage
of collecting valuable information and produces more distinct feature information,
which basically increases the face recognition rate.

In our future works, we will try to improve our model by diminishing existing
limitations and try to gain more efficiency. Again, a face spoofing attack is nowadays
a big issue in security and authentication systems. So, we will make an attempt
to develop an anti-spoofing method, which will help to improve the security of a
biometric system.
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Large Scale Image Registration Utilizing
Data-Tunneling in the MapReduce
Cluster
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Abstract Applications of image registration tasks are computation-intensive,
memory-intensive, and communication-intensive. Robust efforts are required on
error recovery and re-usability of both the data and the operations, along with per-
formance optimization. Considering these, we explore various programming models
aiming tominimize the folding operations (such as join and reduce) which are the pri-
mary candidates of data shuffling, concurrency bugs and expensive communication
in a distributed cluster. Particularly, we analyze modular MapReduce execution of an
image registration pipeline (IRP) with the external and internal data (data-tunneling)
flow mechanism and compare them with the compact model. Experimental analyzes
with the ComputeCanada cluster and a crop field data-sets containing 1000 images
show that these design options are valuable for large-scale IRPs executed with a
MapReduce cluster. Additionally, we present an effectiveness measurement metric
to analyze the impact of a design model for the Big IRP, accumulating the error-
recovery and re-usability metrics along with the data size and execution time. Our
explored design models and their performance analysis can serve as a benchmark for
the researchers and application developers who deploy large-scale image registration
and other image processing tasks.
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1 Introduction

Storing, managing, and processing a large collection of images are a Big Data
problem. As a result, many of the issues for image processing application design
with Big Data are emerging, starting from simple image-enhancing [10] to con-
tents analysis [13]. Image registration is widely used [4] in remote sensing, agricul-
ture, medical imaging, etc. The application of it is mainly employed for multiview
analysis−larger representation of acquired images from different viewpoints, multi-
temporal analysis−find or evaluate changes of scenes gathered from different times
and conditions, multimodal analysis−integrate different information obtained from
different sensors (sources), and scene to model registration. However, registration
of a moderate collection of images requires hours and days even with the high-
performance computing [17].

It is well established among the researchers that image registration with a multi-
core CPU is better than a single high-performance GPU [22]. A few of the techniques
have already been proposed for the large-scale image registrationwith themulti-CPU
cluster utilizing the distributed frameworks [25, 26] mainly focusing on execution
time and data size. Nevertheless, there are still opportunities to increase the perfor-
mance by tuning the design model with this framework. Moreover, an image regis-
tration task is often applied as a pipeline (IRP) that co-locates with other applications
(such as panoramic view generation and object detection) within a system that shares
the same image collection to a certain extent. This ecosystem requires a robust focus
on quality-efficiency trade-offs, error recovery, data management, and re-usability of
both the image processing steps (such as grayscale conversion and feature extraction)
and the produced data entities of those steps. Therefore, an efficient design is essen-
tial in the deep layers (distributed storage, IO mechanisms, partitioning, parallelism,
modularity, data-flow, etc.) of implementation to address these concerns.

Nowadays, MapReduce ecosystems such as Hadoop [11] and Spark [23] pro-
vide a flexible environment hiding the low-level complexities of the cluster pro-
cessing by some restricted functions (i.e., map, reduce, join, etc.) for implementing
high-performance computing jobs even with the commodity hardware. Although the
restricted interface is provided by the MapReduce frameworks, in reality, granular-
ity can be achieved in all the layers employing intuitive design mechanisms. When
designing a task with this ecosystem, one of the key things is how to handle the
complexity [14] of folding operations: reduce, join, union, collect, etc. From a given
set of inputs, these operations propagate an enormous amount of external and inter-
nal data-flow among the jobs and stages in the life-cycle of a task, the main source
of overhead. We call the internal data-flow from one job to another that requires no
concrete memory shuffling among the cluster nodes as data-tunneling. Modularizing
image registration pipelines (IRPs) could reduce the execution performance signifi-
cantly due to the above-mentioned facts (and being data and computation-intensive).
However, the performance of an IRP can be optimized by minimizing the MapRe-
duce folding operations, which is a challenging task. Yet, an effectiveness measure
is essential to limit the arbitrary modularization (since it reduces the performance)
in the cluster processing.
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In this paper, we explore various design models of an IRP with the MapRe-
duce framework concerning quality-efficiency trade-offs, error recovery, data man-
agement, and re-usability by utilizing various data flow mechanisms. Among the
explored models, the data-tunneling technique inducing the internal data overhead
is more promising as it minimizes the folding operations, which are communica-
tively expensive for a distributed cluster. We also demonstrate a way of evaluating
the design gain where error-recovery and re-usability metrics are accumulated along
with the data size and execution time for Big Data applications. Our experimentation
with the ComputeCanada1 cluster and a crop field data-sets containing 1000 images
(having several millions of feature and descriptor points) reveal that modularization
increases the execution time of the IRP significantly (around two minutes for the
best configuration) but reflects the better design gain. In between the two data-flow
design models, the data-tunneling model increases both the execution performance
(by 8% with five worker nodes) and design gain significantly.

In the next subsequent sections, we describe the related work, background of
image registration with Big Data, our proposed models, and the experimental results.

2 Related Work

Although image registration started decades ago [2], researchers have been working
to reduce processing time and errors [16, 21] up-to-the recent years. In our work, we
also focused on reducing the execution time for a large collection of images. High-
performance image registration with multi-CPU, multi-core, and GPU is an active
research area [22]. A handful of techniques are found in the survey paper by Shams
et al. [22]. Likewise, other existing literature recommended horizontal parallelism
with either multi-CPU or multi-GPU clusters. Therefore, we also focused on this
direction, aiming for a more efficient design to create Big Data veracity and value in
the image registration domain.

There are various applications of IRP co-locating and associating with other
analysis tasks sharing the same image collections utilizing various cluster process-
ing frameworks. White and Davis [25] employed the distributed computing frame-
works (OpenMP and CUDA) for a real-world application of feature-based (SIFT
and ORB) image registration in Geocomputing. Experimenting with eight high-
resolution images, they have shown that processing with CPU-core (total 48 cores)
based cluster outperforms the GPU (four) based computation. Although the design
concern is not analyzed in their work, we followed a similar algorithm for image
registration in our experiment. In another study, Yang et al. [26] describe how they
implemented a large-scale image registration workflow with CometCloud frame-
work utilizing a cluster where they mainly focused on resource allocation based on
the number of image pairs. In an early study, Plishker et al. [17] presented the imple-
mentation of distributed processing with heterogeneous hardware clusters. However,

1 https://www.computecanada.ca/.

https://www.computecanada.ca/
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we present various modular design models and their impact on the trade-offs of effi-
ciency, error-recovery, and re-usability, which are absent in the previous studies.

Trade-offs analysis is important [1] for evaluating and benchmarking the design
models of Big image registration. However, existing works focus mainly on imple-
mentation performance with the cluster resource allocation [18, 26] and hardware
acceleration. To fill the gap, we focused on both the algorithmic complexity and
design gain with the distributed MapReduce framework along with the resource
allocation.

3 Background

Image Registration: In image registration, a single or collection of images is aligned
based on a reference image. Among many available algorithms [4], feature-based
(i.e., SIFT [15], SURF, etc.) technique is widely used [12]. In the feature-based
method, [12], at first, feature points and their descriptors are calculated from the
pixels of the reference image and target images using either SIFT or SURF (due to
scale and rotation invariant of the images, which is essential for remotely captured
images) algorithm. They are utilized to find matched feature points between two
images by measuring their distance metrics. KNN [27] and Brute-force [20] scheme
are widely used for point matching. To eradicate the false points, RANSAC [6]
algorithm is applied. These points are filtered using a distance threshold, and the final
list of feature points is used as control points for registering the image pair. In many
techniques, a homograph matrix [9] is used for this purpose. Finally, transformation
functions are applied using the control points on the target image to construct the
aligned image with the reference image. Alignment through perspective warping [7]
at the final stage is popular in the registration task.

Challenges and Paradigms of IRP in Real-world Application: In implementing,
a single-handed image registration algorithm, design concern is trivial as the most
compact program is employed. However, when it is used within a real-world appli-
cation [25] with hundreds and thousands of images co-locating and sharing data
with other tasks (such as mosaic generation, plot segmentation and region clustering
on the merged image), the design concerns are robust. In a complete workflow, the
contents (including the metadata) of all the images must be relevant and consistent
with one another; otherwise, the full workflow may fail after running for a signifi-
cant amount of time. An IRP should have the capability to integrate plugins due to
the degree of freedom to leverage various standard techniques in the intermediate
steps. The source of the images might have different formats from different sensors
prompting a new data structure in the distributed environment. Moreover, it is com-
plex and computation-intensive [21]; even processing moderate size of data requires
hours with high-performance computing [25]. Furthermore, the execution time may
vary in different operations within a complete registration task. Researchers [22]
found that the final step of transformation (warping) requires less time with GPU
(for geometric calculation), but feature calculation and matching points extraction
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Fig. 1 Image registration with MaprRduce; keypart means pattern matching on part of the image
name.

need more time with GPU than CPU. Above all, the optimization still depends on
both the context of how an IRP is designed and the hardware selection.

Design Concept as a Big Data Application: Typical steps of implementing a data-
analysis task in aMapReduce cluster are storing data into distributed storage, loading
data into execution cluster, processing data through the map and folding operations,
and finally save the result to the storage again. While the concept of modularity
for localized processing following data processing steps is straightforward, in the
MapReduce framework, operations are ultimately squeezed to map, reduce, filter,
groupby, etc., which are distributed jobs holding many sub-tasks; more jobs mean
more data-flow and execution time. In Big Data literature [5, 19], we can find many
design solutions used in machine-learning, text-data, graph-data and GIS data pro-
cessing. However, there are some critical distinctions in IRPs. During data analysis,
both approximate (based on prediction and sample selection) and exact model gener-
ation are acceptable [5, 19], but image processing tasks require employing operations
on all the image samples (such as plot mosaic generation). There is also a signif-
icant difference regarding accessing data between image processing tasks and the
above-mentioned data analysis tasks. For efficient processing with the MapReduce
cluster, the large collection of images are required to put into distributed storage
such as HDFS as text, binary or object data, and before processing, they need to
convert back to image objects introducing extra overhead. Furthermore, in the last
stage, raw images and converted images are required (i.e., plot registration) along
with the extracted features for former ones while features, relatively lower data size,
are sufficient for the latter kind of tasks for most of the cases (i.e., text classifica-
tion). This imposes a more significant overhead for image processing tasks as the
MapReduce cluster suffers network-induced non-determinism, bandwidth overload,
and data shuffling. Also, the impact of error recovery [8] for deploying such an appli-
cation is an increasing research area due to the hardship in getting the best outcome
of a complex application.
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4 Design Models for Large Scale Image Registration

In our discussion, we focus on the feature-based image registration technique dis-
cussed earlier. The discussed procedure in Sect. 3 of an IRP can be implemented in
two major steps (as shown in Fig. 1) with the MapReduce framework: bundling the
raw images with groupBy procedure and then perform operations with map proce-
dure. In the last phase, the result is collected with the folding procedure. However, in
a pipeline based application, to get and store the intermediate results and operations,
the task needs to be modularized at a standard granular level. The abstract steps of
the registration task: (i) gray image, (ii) feature extraction, (ii) area matching, (iv)
homography generation [9], and (v) image alignment with perspective warping [7].
In each of the steps, both data and operation can be re-used. It will also help to track
and recover errors which is a characteristic of the veracity and value of Big Data
[24]. Various errors are common, while deploying an application in the cloud clus-
ter and have grave consequences, while processing a time-consuming application.
Error recovery methodology that can efficiently restart partially completed applica-
tion deployments is really important for cloud-cluster application deployment [8].
One of the best techniques of recovering from failure is splitting an application into
multiple jobs, but that can significantly increase execution time. To address this con-
cern, we introduce error recovery and re-usability metrics to analyze trade-offs later
section in the paper.

Let’s consider the re-usability and error recovery in the following ways:

probability of error recovery PE = ER

E
,

probability of reuse PR = RD + RM

DE + #S
(1)

Here, ER=number of (#) errors that are possible to recover, E = #major layers of
error, RD and RM are #produced results and Modules that are reused, and DE =
#produced entities in the algorithmic steps (S). In the ideal case, value of PE and PR

is 1. In an IRP for a real-world application, the possible major operations are gray
conversion, scaling, feature calculation, matching points calculation, homograph,
warping. These seven operations may generate seven different results which can be
reused with the operations. For example, for crop field images, extracted features
can be reused for mosaic image generation, matching and clustering the similar and
dissimilar regions of the fields. Usually, four data entities: converted or enhanced
image, features, filtered points/homograph and aligned image are reused. Again,
each of the steps is complex and susceptible to error. Therefore, if we consider PE

and PR , modularizing a task in these steps would be worthwhile. Although more
modular splits are simple with localized processing, it is different when working
with a cloud cluster due to the mentioned challenges in Sect. 3. Traditionally, a task
is implemented with the minimum number of MapReduce jobs. However, if the
seven operations are feasible to implement with three independent jobs (a.k.a. three
modules), then three result-entities can be reused. So, PE = (3)/(7) = 0.42 and PR =
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(3 + 3)/(7 + 4) = 0.54. Because of a massive amount of data, in the practical case,
wemight have to compromise the value of PE and PR with the trade-offs of execution
time and capability of handling data size. In the next sections, we discuss these in
detail with three design models.

4.1 Implementation with Minimum Overhead
with No Modularity

In our description, we will discuss the implementation with Spark RDD (resilient
distributed dataset) that provides one of the most efficient in-memory distributed
computations. Compact implementation of the registration task is shown in Fig. 1.
Performance validity with the Spark [23] cluster of this compact model is shown in
Figs. 3 and 4. It requires two jobs along with the loading and mapping operations.
One job first bundles the images using the groupby operation based on the pattern in
the image name (which is defined during the capturing time with a drone). Another
job employs all the algorithmic steps. After loading and mapping, the data structure
in the mapped memory looks like this:

[[name01, img1], [name02, img2][name11, img3][name12, img4]] (2)

Here, name0, name1 are groups based on how they are captured by a drone. We have
to make a bundle for each group. After the bundling step, the data structure would be
[[name0, [img1, img2]]; [name1, [img3, img4]]]. After that the rest of the operations
are performed with the map procedure on each of the bundles parallelly with the
worker nodes. No internode communication is needed for the Map tasks. With this
model, there is no extra concrete data-flow among the nodes, and the least execution
time is expected.

Algorithm 1: Modular image registration with external data-flow.
Data: I is the images, B-bundles, G-gray converted images, F-features, H -homograph.
Result: Warped images (W ) with key-value mapping for Rdd rdd[key,W ]

1 begin
2 rdd[name, I ] ⇐ loadAndMap(source, partitions)
3 rddR[key, B] ⇐ groupBy(pattern(rdd[name, I ]))
4 rdd[key,G] ⇐ mapConverion(rddR[key, B]))
5 rdd[key, F] ⇐ mapFeatures(rdd[key,G]))
6 rdd[key, H ] ⇐ mapHomograpgy(rdd[key, F]))
7 rdd[key, BH ] ⇐UnionNReduce(rddR[key, B], rdd[key, H ])
8 rdd[key,W ] ⇐ mapWarping(rdd[key, BH ]))
9 end
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Algorithm 2: Modular image registration with Data-tunneling model.
Data: BG-new datatype of bundled + converted images, BF-new datatype of bundled

images + extracted features.
Result: Warped images with key-value mapping for Rdd rdd[key,W ]

1 begin
2 rdd[name, I ] ⇐ loadAndMap(source, partitions)
3 rdd[key, B] ⇐ groupBy(pattern(rdd[name, I ]))
4 rdd[key, BG] ⇐ mapConverion(rdd[key, B]))
5 rdd[key, BF] ⇐ mapFeatures(rdd[key, BG]))
6 rdd[key, BH ] ⇐ mapHomography(rdd[key, BF]))
7 rdd[key,W ] ⇐ mapWarping(rdd[key, BH ]))
8 end

4.2 Modularity with Merging Model

Amodular design algorithm similar to the five abstract steps is shown inAlgorithm 1.
Considering re-usability, in this algorithm, we split the operation after bundling into
four independentMapReducemodules/jobs. Each of thesemodules is paralleledwith
map procedure. Matching area points and homograph [9] generation from them are
executed in one job (line 6). However, the raw images are required in the last step
for warping [7] and alignment, which is easy to implement through array indexing
in localized processing. But, in cluster processing, one solution is to perform merg-
ing raw images and generated Homograph (line 7) employing external data-flow.
Well, the data structure produced after line 3 is equivalent to Eq. (4). Homography
generation up to line 6 is straightforwardly producing the following data structure:

[[name0, [H1, H2]]; [name1, [H3, H4]]] (3)

The order of H is important here as they are the corresponding homography
of each of the images within the bundle. Now, in line 8, this produced bundle of
homography H is employed with the bundle of raw/gray images B (maintaining
perfect order is a must need here) from either line 3 or 4. As such, the complexity
of sending B into warping operation is huge, which would not be problematic if a
few images are sent through the broadcasting operation. The solution is to merge B
and H into same key as name. It is done by first doing union operation and then
reducing the keys. Thus, after line 7, the produced data structure:

[[name0, [img1, img2, H1, H2]]; [name1, [H3, H4, img3, img4]]] (4)

One crucial thing to note in Eqs. (2) and (4) is that the order of images (imgN ) and
Homographs (HN ) are random, and track them is not easy (this phenomenon is not
detected until we run the task with a larger dataset and it required a great effort). To
solve this challenge, we have to implement some extra processing causing overhead
(before warping operation we have to separate the images and Homographs locally



Large Scale Image Registration Utilizing … 175

Fig. 2 Abstract view of different data-flow options for modular image registration task. Dotted line
indicates that the data persists in nodes.

within each map operation). However, communication from Map tasks to Reduce
tasks in line 7 is likely to be across the interconnect of the cluster nodes.

4.3 Modularity with Data-Tunneling

We have seen some challenges and overhead in the previous section for merging B
and H in the warping phase causing external data-flow among the connected nodes.
However, as can be seen, folding operations are not required in the other processing
steps; we can persist the raw images into the respective nodes after the bundling
process up to the warping stage from the conversion step, and data is moved locally
from one operation to another. We call this technique data-tunneling as practically
no extra data-movement among the nodes (which is shown in Fig. 2). This technique
is presented in the Algorithm 2 where BG and BF are two new distributed data
types that are retained in the RDDmemory subsequently. In this way, we do not need
the join and reduce operation as required in the previous algorithm; ultimately, data-
shuffling is minimized. All is required is to track the order of intake and outgoing
data-entities by synchronizing the key-value pairs with an intermediate layer of a
module/job.

Although the computationhas greater simplicitywith the data-tunneling approach,
there might be an implicit memory overhead. However, we cannot measure the mem-
ory overhead explicitly compared to the merging model as the reduce operation also
create numerous temporary files. We will discuss the evaluation of these design
approaches in the experimental section.

5 Experimental Result

Our experimental dataset consists of hundreds of crops field images captured by
drone; each image size (1280× 960) is 1.6 MB, and each group has five images
(bundle).We implemented themodels on the underlying algorithmof [4]withPython,
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Fig. 3 Execution time of the
models with different
datasets (4 slower workers,
4× 2 cores and 4× 6 GB
memory).
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Fig. 4 Execution time with
500 images (with grouping
and IO). ComputeCanada–5
workers, 5× 8 cores and
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Spark and OpenCV [3]. For point matching, we used Brute-force [20] algorithm.
The dataset is loaded from HDFS (Hadoop Distributed File System) as binary files,
and registered images are saved in both text formats and object file formats. SIFT
[15] algorithm generates up to 19,411 features and 19,411 descriptor points for a
single image, and 1000 images totalling around 15million of them. The performance
evaluation of the proposed design models are shown in Figs. 3 and 4. It is undeniable
that the compact version shows the best performance regarding execution time, as are
seen in Figs. 3 and 4. For a small data-set of up to 100 images and lower configuration,
the merging model in Algorithm 1 is slightly better, with 0.2min less execution time
(same for four workers of a total of 20 cores). However, with the increment of the
size of the dataset, its performance starts to decrease significantly compared to other
models.

For the 260 images, the data-tunneling model is 2min faster than the merging
model; this difference is 4min for 350 images. Execution time for 500 images with
the higher configuration cluster is shown in Fig. 4; the compact, data-tunneling, and
merging models require 11, 13 and 14min, respectively, with five nodes (each has
eight cores). With a machine of the same speed as the master node, 16 cores and
70 GB RAM, non-parallel version takes around 64min. Previous work showed [26]
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Fig. 5 Execution time of
each module for 260 images
(with 5× 24 cores workers).
Without count but with IO,
merge-model, data-tunneling
and compact finished in 5.1,
4.6, and 4min.
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that the usual version with the CometCloud framework took around 12min with 20
nodes (each has eight cores) for 460 image pairs (although the image size and IO
inclusion are not mentioned). However, with the better cluster, in the best case, the
merging model is one minute slower than the data-tunneling model. Therefore, the
performance increase for the data-tunneling is 8 and 20% for the higher and lower
configuration cluster, respectively. This is so because the raw images are moved
locally within the corresponding node during the life-cycle of a task in this model,
which means there are minimum memory shuffling operations, whereas reduce and
groupby operations require many memory shuffling (also creates temporary files in
each node) tasks. However, the traditional non-parallel IRP has no significant impact
on the execution time for the modular version.

However, the execution time of the individual modules (alongwith the count oper-
ation) for both the models is shown in Fig. 5. Please note that we employ the count
operation to get the exact execution time fusing the result data for the individual
modules. The feature extraction and homograph modules require slightly more time
for the data-tunneling model (0.13min for the latter). In contrast, in the last stage,
the warping module requires significantly less time (0.5min) for the data-tunneling
model as no merging task is occurring. Overall, the execution time is significantly
reduced in the next runs if, for example, extracted features are saved. Let us consider
a factor α of extra time required for saving the result in each of the modules. For
the next five runs (either image registration or image clustering), the execution time
will be reduced by 5 ∗ 1.1/α = 5.5/α minutes. Likewise, if the byproduct of the
homography module is stored in the next two runs (for registration and mosaic/point
cloud generation), 2 ∗ 5.73/α = 11.46/α minutes will be reduced. However, if each
of the modules works with the previously stored result, during the loading and map-
ping operation, the content of B in lines 4, 5 and 6 in Algorithm 2 are set to Empty
or None. One important thing to note here that the warping module in the merging
model is more independent when the operation is separately reused. Above all, in
summary, the data-tunneling model is the best design model until the total data size
fits in the main memory.
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6 Trade-Off Analysis

Communication Cost Analysis: For MapReduce programs, complexity analysis is
not straightforward like the traditional program. Leskovec et al. [14] introduced the
complexity theory of the MapReduce algorithm. According to their theory, commu-
nication among the interconnected nodes is the greatest cost of such an algorithm and
indicates its efficiency. Communication cost is the input size into themap and folding
operation. Let, N is the # of images, B is the # of bundles, σ = communication cost.
Then, σ for folding operation of N isO(n) (since it is unlikely that this Reduce task
is executed at the same compute node in the subsequent phases) and map operation
for B is b. We measure the communication cost of the three models excluding the
IO operation as follows:

Communication cost of the compact version is, σC = O(n) + b, and the data-flow
model is, σd f = O(n) + 4b, 4b for four map operations. The cost of the merging
model is, σM = O(n) + O(b1 + b2) + 4b. In line 7 of the Algorithm 1, Cost of
Join and reduce operation is O(b1 + b2). Therefore, the communication cost of the
compact and data-flow version is not much different. Whereas this difference is
significant for themergingmodel. This divergence in the complexity is approximately
reflected in the execution time in Figs. 3 and 4. Another complexity factor is the
replication rate, r = #produced key-value pair

#input . r for each of the mapping operation is 1 in
all three algorithms, for bundling operation it is n/b, and for line 7 in Algorithm 1
is (b1 + b2)/b = 2, b1 and b2 are same here. As a result, the replication rate r for
compact, data-tunneling, and merging algorithm are ( nb + 1) ∼ ( nb + 4) ∼ ( nb + 5),
respectively, (n is large compared to 4 and 5), and the differences among them reflect
our experimental result. Thus, the communication cost and replication rate analysis
predict the time-efficiency of the image registration algorithms with MapReduce
cluster despite data-tunneling technique has internal data overhead.

Design Gain analysis: An existing study [26] analyzed the execution performance of
the registration task considering the number of EC2 nodes allocation, task schedul-
ing and the associated hardware price. However, our context is designing registra-
tion tasks co-located with other tasks sharing the data-set in a system. For an IRP
with large-scale data, design factors are primarily associated with error-recovery,
re-usability, input data size, and execution time. Thus, the following equations can
be an indicator of design gain considering the computation resources as constant:

GD = FDi − FDi−1 , FD = NJ (PE + PR)(1 + �D)

1 + �T
(5)

Here, GD=design gain which positive value means better design, FDi = is the current
design factor, NJ = number of jobs, �D = data size increase and �T = execu-
tion time increase in a certain unit compared to previous model; PE and PR were
discussed earlier in Sect. 4. Following the Algorithms 1 and 2, the registration task
can be implemented with four independent jobs/modules; here PE = 4/7 and if
three of the result data are re-used then PR = (4 + 3)/(7 + 5). Let’s consider the
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highest load (500 images) with the best configuration (all the cores of five nodes).
For the compact model, FD0 = 2(0.15 + 0.25)(1 + 0)/(1 + 0) = 0.8; data-tunneling
model, FD1 = 4(0.57 + 0.58)(1 + 0)/(1 + 2) = 4.6/3 = 1.53; for merging model,
FD2 = 4.6/(1 + 3) = 1.15. As a result, GD = 0.73, FD1 > FD0 and FD2 > FD0 ; hence
data-tunneling technique is the best design choice here. For this cluster configura-
tion, FD1 = 1.53 > FD2 = 1.15. However, in this configuration, if the �T for a
design model is > 5 then the modular design is inefficient. We run the models in
the 40 cores configuration with 1000 images (having several millions of features and
descriptor) and the execution time are 25, 30, and 31min, respectively, for the com-
pact, data-tunneling, and merging model; hence FD0 > FD2 . This analysis indicates
that execution efficiency needs to be compromised with PE , PR and vice-versa.

7 Conclusion

In this paper, we proposed three designmodels for large-scale image registrationwith
MapReduce frameworks reflecting the quality-efficiency trade-offs, error recovery,
and re-usability. In our study, we showed that themodular design of large-scale image
registration extensively depends on the data-flow in the MapReduce cluster. We also
presented the complexity analysis and design gain of the proposed models. The
experimental outcome and trade-offs analysis reveal that among the models, despite
internal data overhead, the data-tunneling model is the best design choice concerning
the properties such as communication cost and design gain, which are also associated
with Big Data Vs. This design can also be used in other image processing tasks as
a reference model. Overall, our proposed design models and performance analysis
will serve as a benchmark for the researchers and application developers who deploy
the large-scale image registration tasks.

Acknowledgements We thank Dr. Kevin Stanley for sharing the data to experiment. This research
is supported by the Natural Sciences and Engineering Research Council of Canada (NSERC), and
by two CFREF grants coordinated by the Global Institute for Food Security (GIFS) and the Global
Institute for WaterSecurity (GIWS).

References

1. Baeza-Yates R, Liaghat Z (2017) Quality-efficiency trade-offs in machine learning for text
processing. In: 2017 IEEE international conference on big data (big data), pp 897–904

2. Barnea DI, Silverman HF (1972) A class of algorithms for fast digital image registration. IEEE
Trans Comput 100(2):179–186

3. Bradski G (2000) The OpenCV library. Software tools for the professional programmer
4. Brown LG (1992) A survey of image registration techniques. ACM Comput Surveys (CSUR)

24(4):325–376



180 A. Kumar Mondal et al.

5. Chen T, Guestrin C (2016) Xgboost: a scalable tree boosting system. In: Proceedings of the
22nd ACM SIGKDD international conference on knowledge discovery and data mining, pp
785–794

6. Fischler MA, Bolles RC (1981) Random sample consensus: a paradigm for model fitting with
applications to image analysis and automated cartography. Commun ACM 24(6):381–395

7. Gallo O, Pulli K, Hu J (2014) Methods and apparatus for registering and warping image stacks.
US Patent 8,923,652

8. Giannakopoulos I, Konstantinou I, Tsoumakos D, Koziris N (2016) Recovering from cloud
application deployment failures through re-execution. In: International workshop of algorith-
mic aspects of cloud computing. Springer, pp 117–130

9. Gledhill D, Tian GY, Taylor D, Clarke D (2003) Panoramic imaging—a review. Comput Graph
27(3):435–445

10. Gu K, Tao D, Qiao JF, Lin W (2017) Learning a no-reference quality assessment model of
enhanced images with big data. IEEE Trans Neural Netw Learn Syst 29(4):1301–1313

11. Hadoop: http://hadoop.apache.org/. June 2017
12. Hasan M, Jia X, Robles-Kelly A, Zhou J, Pickering MR (2010) Multi-spectral remote sensing

image registration via spatial relationship analysis on sift keypoints. In: 2010 IEEE international
geoscience and remote sensing symposium, pp 1011–1014

13. Huang L, Xu W, Liu S, Pandey V, Juri NR (2017) Enabling versatile analysis of large scale
traffic video data with deep learning and HiveQL. In: 2017 IEEE international conference on
big data, pp 1153–1162

14. Leskovec J, RajaramanA,Ullman JD (2014)Mining ofmassive datasets. CambridgeUniversity
Press

15. LoweDG(2004)Distinctive image features from scale-invariant keypoints. Int JComputVision
60(2):91–110

16. Pandey P, Guy P, Hodgson AJ, Abugharbieh R (2018) Fast and automatic bone segmentation
and registration of 3d ultrasound to CT for the full pelvic anatomy: a comparative study. Int J
Comput Assist Radiol Surg:1–10

17. Plishker W, Dandekar O, Bhattacharyya S, Shekhar R (2007) Towards a heterogeneous med-
ical image registration acceleration platform. In: 2007 IEEE biomedical circuits and systems
conference, pp 231–234

18. Plishker W, Dandekar O, Bhattacharyya SS, Shekhar R (2008) Towards systematic explo-
ration of tradeoffs for medical image registration on heterogeneous platforms. In: 2008 IEEE
biomedical circuits and systems conference, pp 53–56

19. Ramírez-Gallego S, Fernández A, García S, Chen M, Herrera F (2018) Big data: tutorial and
guidelines on information and process fusion for analytics algorithms with MapReduce. Inf
Fusion 42:51–61

20. Ranade S, RosenfeldA (1980) Point patternmatching by relaxation. PatternRecogn 12(4):269–
275

21. Ruppert GC, Chiachia G, Bergo FP, Favretto FO, Yasuda CL, Rocha A, Falcão AX (2017)
Medical image registration based on watershed transform from greyscale marker and multi-
scale parameter search. Comput Methods Biomech Biomed Eng Imaging Visual 5(2):138–156

22. Shams R, Sadeghi P, Kennedy RA, Hartley RI (2010) A survey of medical image registration
on multicore and the GPU. IEEE Signal Process Mag 27(2):50–60

23. Spark: http://spark.apache.org/. June 2017
24. StoreyVC, Song IY (2017) Big data technologies andmanagement:What conceptualmodeling

can do. Data Knowl Eng 108:50–67
25. White DA, Davis CR (2017) A fully automated high-performance image registration workflow

to support precision geolocation for imagery collected by airborne and spaceborne sensors.
Adv Geocomput:383–394

26. Yang L, Kim H, Parashar M, Foran DJ (2011) High throughput landmark based image regis-
tration using cloud computing. MICCAI2011-HP/DCI, pp 38–47

27. Zhang K, Li X, Zhang J (2014) A robust point-matching algorithm for remote sensing image
registration. IEEE Geosci Remote Sens Lett 11(2):469–473

http://hadoop.apache.org/
http://spark.apache.org/


Incorporation of Kernel Support Vector
Machine for Effective Prediction
of Lysine Formylation from Class
Imbalance Samples

Md. Sohrawordi and Md. Ali Hossain

Abstract A post-translational modification (PTM) named lysine formylation
discovered recently is a reversible and dynamic biological process primarily found
on histone proteins of the organism that plays strong roles on modulation of
chromatin conformations and the process of gene activation. A large number of
traditional laboratory-based experimental methods and computational methods are
currently available for identifying the formylated lysine residues. But the experi-
mental methods are more costly and time consuming than computational methods.
In order to predict formylated lysine sites, the existing computationalmethods are not
satisfactory to select reliable non-formylated sites for balancing the training samples.
A useful bioinformatics model named PLF_RNS is developed in this study by using
various sequence-based features with support vector machine algorithm and F-score
feature selection method. For this purpose, the verified formylated lysine samples
are labeled as positive and reliable negative samples that are filtered from remaining
samples using evolutionary information based on BLOSUM62 matrix are labeled
as negative samples. The experimental result shows that PLF_RNS has acquired an
average accuracy of 95.09% on tenfold cross validation, which is better compared
to other currently available models. Therefore, it may be helpful for a better under-
standing of those types of molecular mechanisms and the development of drugs for
related diseases.

Keywords Post-translational modification · Formylated lysine · Biological
mechanism · Feature descriptor · Feature selection · Support vector machine

1 Introduction

A chemical change occurred on a protein after its formation is referred to as post
translation modification (PTM), which plays a vital role in the regulatory mechanism
and pathological cellular physiology [1]. Lysine formylation is a type of PTMs that is
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generatedwith the help of isopeptide bonds from the attachment of lysine residues and
formylation group (–CHO), which has a great role in the cellular regulating process
including protein-protein interactions, DNA repair, DNA transcription, and DNA
binding [2–4]. Besides, the oxidative damage of DNA is also responsible for lysine
formylation which causes a large number of dangerous diseases such as tumor and
cancer [2, 5]. Therefore, it is extremely important to decipher the biological function
of lysine formylation in cellular regulation and disclose the reasons for associated
diseases and develop the drugs by accurately recognizing the lysine formylation in
proteins.

As formylation is a newly discovered PTM, the identification of formylation sites
from proteins is actually hard and challenging work [3, 6]. The experimental tech-
niques are more laborious and time consuming than the computational approaches.
Therefore, to develop a computational predictor for accurately identifying the formy-
lated lysine sites is essential in terms of economic and time-saving benefits. To
fulfill this requirement, currently available some mathematical predictors named
LFPred [2], CKSAAP_FormSite [3], Formator [4] and LyFor [7] to identify the
lysine formylation sites have already been developed using various feature construc-
tion processes and classifier algorithms. The predictive model named LFPred [2]
was proposed and developed by Ning et al. [2] with KNN algorithm and binary
profile features (BPF), amino acid index (AAI), and amino acid composition (AAC)
sequence-based features after selecting more reliable negative samples. Only one
sequence-based feature descriptor, CKSAAP, was applied for transforming each
sample into a numerical vector which was used to train CKSAAP_FormSite [3]
by biased support vector machine algorithm. Besides, Formator [4] was trained
by SVM with K-nearest neighbor (KNN), AAindex bi-profile bayes (BPB), and
CDT sequence-based features. On the other hand, LyFor [7] was trained with the
features processed by principal component analysis (PCA) techniques and SVM
algorithm, which acquired better performance than other existing systems. When
we analyzed those currently existing models, a few numbers of drawbacks were
seen in the selection of negative samples. Except LFPred [2] and Formator [4], the
authors of KSAAP_FormSite [3] and LyFor [7] used the peptide fragments that
are not experimentally verified as negative samples. As those negative samples are
not experimentally annotated as non-formylated, those might be formylated peptide
fragments. Although a reliable negative sample selection method was introduced in
LFPred [2] and Formator [4], they did not advance the estimation capability of their
model at a satisfactory label.

In this study,we suggest a powerful predictivemodel known as PLF_RNS thatwas
trained with a support vector machine (SVM) classification algorithm by resolving
the above-mentioned problems. Because of the unbalanced benchmark dataset, the
synthetic minority oversampling (SMOTE) [8] for positive samples and a proposed
method with evolutionary information for the selection of the negative samples were
implemented to protect the classifier from the effect of the unbalanced data. Each
peptide fragment was encoded as numerical feature by applying dipeptide composi-
tion (DC), binary encoding (BE), and amino acid composition (AAC), and the optimal
number of features selected by F-score feature selection methods were taken for
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Fig. 1 Overall framework of PLF_RNS model

training the model. The overall process of developing the proposed model is shown
in Fig. 1. Finally, PLF_RNS model proposed by us provided well performance than
other currently available models on the task of the formylated lysine sites prediction
in tenfold cross validation.

2 Methods and Materials

2.1 Benchmark Dataset

For the purpose of making a benchmark dataset, we downloaded experimentally
verified 98 protein sequences that contain formylated lysine sites fromProtein Lysine
Modifications Database (PLMD) [9], UniProt [10] and dbPTM [11] publicly well-
known databases and got 94 protein sequences by removing those protein sequences
whose similarities were higher than 40% using CD-HIT program [12]. Then by using
a sliding window method of window size 2n + 1 residues, the peptide fragments
containing lysine residue (K) at the center were extracted. The protein segment
containing lysine with less than 2n + 1 residues were filled with ‘X’ to ensure the
same length of each fragment. In this study, each protein segment had an optimal
length of N (N = (2n + 1) = 29 where n is 14) residues and represented as follows

A−n, A−(n−1), . . . , A−2, A−1, K , A1, A2, . . . , A+(n−1), A+n (1)
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Here,A−n andA+n represent the nth upstreamand the nth downstream residue from
the central lysine residue respectively. Then, each protein fragment are classified as
positive and undefined samples as follows

P(k) ∈
{
PS if it’s center k is formylated
US otherwise

Therefore, 1640 undefined samples and 184 formylated samples were obtained
by applying the sliding window method to generate the benchmark dataset.

2.2 Feature Extraction

Amino Acid Composition (ACC). AAC is a simple, popular, and well-known
process to extract features from protein sequences. The probability of each amino
acid occurring on a protein sequence fragment is given byACC [13, 14]. As a dummy
amino acid “X” was used to fill the empty position, we got a 21-dimentional feature
vector in this study. In short, the process of this encoding for a peptide fragment of
length L can be given as follows

Pk = fk
L

(2)

V = [P1, P2, P3, . . . , P20, P21] (3)

Here, f k and Pk represent the frequency and the probability of an amino acid k
respectively. On the other hand, L represent the length of peptide fragment and V
represent the feature vector of 21-dimention for a given protein segment.

Binary Encoding (BE). The positional and compositional properties of amino
acids are obtained by binary encoding technique from a protein sequence [15,
16]. According to BE, the sequence “ACDEFGHIKLMNPQRSTVWYX” repre-
sents the order of all amino acids and amino acid was represented by a 21-
dimentional feature vector. For example, two 21-dimentional feature vectors
“100,000,000,000,000,000,000” and “010,000,000,000,000,000,000” were obtained
for amino acidA andC respectively. But, especially “000,000,000,000,000,000,000”
was taken for representing the dummy amino acid “X”. Therefore, a feature vector of
609-dimention (29 × 21 = 609) was generated for every peptide fragment of length
29 of our benchmark dataset.

DipeptideComposition (DC). Another famous andwidely used feature construction
method named DC provides not only the compositional information but also the
nearby properties of amino acids in a sequence [17]. As one dummy and 20 standard
amino acids were used in our study, we got total 441 possible dipeptides. Then,
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according to the dipeptide composition described in [18, 19], all amino acid pairs in
a peptide segment were gained using Eq. 4.

DPCi = ni
N

(4)

where i represent one out of 441 dipeptides, ni represent the total number of dipeptide
(i), N represent the sum of all possible dipeptides and DPCi represent the dipeptide
frequency of dipeptide (i) appearing in a given protein.

2.3 Imbalanced Dataset Management

The number of formylated and undefined peptide segments was 184 and 1640 respec-
tively in our dataset. So, the ratio of the number of them approximately was 1:9 that
led to the benchmark dataset being highly imbalanced. The model trained by this
imbalanced dataset considered the minority class as noisy instances and was strongly
biased to the non-formylated (majority class) [20]. Therefore, a method, BLO_RNS,
proposed by us was applied to select reliable non-formylated samples from unde-
fined samples and SMOTE [21] resampling method implemented in various studies
[16, 22–25] was used to increase the number of positive samples for avoiding this
problem. The steps of the proposed technique for the selection of reliable negative
samples are shown in Fig. 2 and the algorithm for the selection of reliable negative
samples can be given as follows.

I. Measure the similarity score between an undefined sample (US) and each
formylated sample (PS) using BLOSUM62 matrix.

II. Take the mean similarity score (ss) and assign it to that undefined sample
(USS).

Calculation of the 
similarity score (ss) 
between each US 

and each PS

<=th PS 

Blosum62 

USS

(a) (b) (c)

US
SS 

th 

USS 

RNS 

Fig. 2 Steps for selection reliable negative samples
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III. Repeat steps I and II for each undefined sample.
IV. Take the mean value of the similarity score of all USS samples as the threshold

(th).
V. Finally, select all undefined samples as reliable negative samples (RNS), which

similarity score is bellow or equal to threshold.

In this study, 941 reliable negative sampleswere obtained by the proposedmethod.
Then, the ratio between formylated and non-formylated sites became to 9:11 after
increasing the total amount of formylated samples by SMOTE. Therefore, 941
negative and 770 positive samples were used for model training purposes.

2.4 Feature Selection

In our current work, a 1071-dimensional feature vector was constructed by fusing all
feature descriptors, which may affect the performance of our classifier. Hence, the
optimal features were chosen by a feature selection method called F-score, which
had a larger discrimination degree between the formylated and non-formylated sites.
A feature with a larger F-score value has larger discrimination degree to classify the
samples accurately. Therefore, F-score value of the ith feature can be obtained using
Eq. 5.

Fi =
(
x (+)
i − xi

)2 +
(
x (−)
i − xi

)2

1
n+−1

∑n+
k=1

(
x (+)
k,i − x (+)

i

)2 + 1
n−−1

∑n−
k=1

(
x (−)
k,i − x (−)

i

)2 (5)

Here, n+ and n− represent the number of positive and negative samples respectively,
x (+)
k,i represents the ith feature of the k the positive samples and x (−)

k, j represents the
ith feature of the k the negative samples. Finally, we got an optimal number of 30
features using F-score, which is used to train our model.

2.5 Support Vector Machine (SVM)

SVM is a popular and well-known supervised machine learning algorithm proposed
by Vapnik and Cortes [26] that is enable for solving classification and regression
problems [27, 28]. It provides an optimal hyperplane between the classes that maxi-
mally separates the training datasets. As it is capable ofworking in higher dimensions
with higher accuracy, it is already implemented in various types of PTM sites predic-
tion [1–4]. In this study, SVM was used to train the model because of its higher
performance according to the shown result of various classification algorithms in
Table 3. For a given protein sample Pt in this study, the identification of formylation
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sites was performed by SVM using the following discriminant function

f
(
xt

) =
n∑

i=1

αi yi K
(
xi , xt

) + b (6)

where, yi ∈ {−1,+1} is the class label of a training sample xi and K
(
xi , xt

)
is RBF

kernel function and it can be expressed as the following equation.

K
(
xi , xt

) = exp
(
−γ

∥∥|xi − xt
∥∥2

)
(7)

γ = 1

2σ 2
(8)

where, αi is the Lagrange multipliers and σ is the width of the function.

2.6 Cross Validation and Performance Evaluation

A model validation technique called cross validation is mostly implemented to
measure the classification capability of a system by using new data that is not used in
training it. For measure, the ability of formylated lysine site prediction of PLF_RNS
on tenfold cross validation, fivewell-knownparameters such as area underROCcurve
(AUC), sensitivity (Sn), specificity (Sp), accuracy (Acc), and Matthew’s correlation
coefficient (MCC) was used and those measurements are represented as

Sn = TP

TP + FN
(9)

Sp = TN

TN + FP
(10)

Acc = TP + TN

TP + FP + TN + FN
(11)

MCC = TP ∗ TN − FP ∗ FN√
(TP + FN) ∗ (TP + FP) ∗ (TN + FN) ∗ (TN + FN)

(12)

Here, the number of false positive, false negative, true positive, and true negative are
denoted as FP, FN, TP, and TN respectively. Besides, we also draw a ROC curve that
expresses the measurement of predictive performance of PLF_RNS.
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Table 1 The performance comparisons between each feature extraction method

Samples Acc (%) Sn (%) Sp (%) MCC (%) AUC (%)

AAC 91.82 86.81 94.15 84.39 98.27

BE 84.98 79.22 89.69 69.62 88.26

DC 85.27 81.18 88.09 70.19 93.96

ACC + BE + DC 95.09 95.06 95.11 90.09 99.70

The highest value in a column is marked by bold

3 Results and Discussion

3.1 Effect of Feature Extraction Methods on Prediction
Results

The performance of a trained model mainly depends on the numerical features
which are how efficiently extracted from protein sequences. So, the selection of
feature extraction methods has a crucial role in the construction of the best predic-
tion model that more accurately classifies non-formylation and formylation sites. In
this work, DC, BE, and AAC were singly used to train three prediction models to
measure the prediction capability of each feature encoding method. Besides, another
model with support vector machine algorithm was also constructed by fusing all
types of features. Then, the predictive average performance of each model for distin-
guishing the formylation and non-formylation sites was calculated using a tenfold
cross validation process and obtained prediction results are summarized in Table 1.

From Table 1, we have seen that when a model was trained by fusing all types
of features, it obtained the highest average value of Acc, Sn, Sp, MCC, and AUC
with 95.09%, 95.06%, 95.11%, 90.09%, and 99.70% than those of other methods.
Hence, in this study, a multi-feature fusion process was applied to extract features
from protein sequences for formylation and non-formylation site perdition.

3.2 Influence of BLO_RNS and SMOTE on Prediction
Results

As our benchmark dataset was highly imbalanced, the model might become strongly
biased to the majority class. In this study, a method, BLO_RNS, proposed by us was
implemented for the subset selection of non-formylated samples and the SMOTE
resampling method was used to increase the number of positive samples for avoiding
this problem. After using SMOTE and BLO_RNS, 650 positive samples and 741
reliable negative sampleswere got for trainingour proposed system.To investigate the
effect of BLO_RNS and SMOTE, the dataset was processed separately and applied



Incorporation of Kernel Support Vector Machine … 189

Table 2 The effect of balancing the dataset on the performance of PLF_RNS

Samples Acc (%) Sn (%) Sp (%) MCC (%) AUC (%)

ALL 89.98 1.08 100.00 0.07 98.01

ALL (SMOTE) 91.27 87.85 94.08 82.39 98.45

ALL (BLO_RNS + SMOTE) 95.09 95.06 95.11 90.09 99.70

The highest value in a column is marked by bold

to train the model. The results of using BLO_RNS and SMOTE for balancing the
dataset are shown in Table 2.

From the result shown in Table 2, we have seen that when the dataset processed
by both BLO_RNS and SMOTE at the same time was used to train PLF_RNS, the
average accuracy Acc was 95.09%, which was higher than that of others and the
values of sensitivity, specificity, MCC, and AUC are also satisfactory. Therefore, it
has been proved that after using BLO_RNS and SMOTE, the prediction capability
of PLF_RNS is improved for distinguishing the formylation and non-formylation
sites.

3.3 The Effect of the Classifier Algorithm on the Prediction
Results

For the construction of a powerful predictive model that more accurately identifies
the formylation sites, the selection of appropriate classification algorithms is a crucial
part of building amodel. In this study, the dataset of features processed byBLO_RNS
and SMOTE and feature selection is used to train the most common and popular five
classifier algorithms including Support Vector Machine (SVM), K-nearest Neighbor
(KNN), Random Forest (RF), Logistic Regression (LR), and Naïve Bayes (NB).
The performance of each classifier is measured by using a tenfold cross validation
process. The prediction results and ROC curves for the five classification algorithms
are displayed in Table 3 and Fig. 3 respectively.

In Table 3, we have seen that the prediction capability of NB, LR, RF, KNN,
and SVM in terms of accuracy were 88.07%, 90.12%, 92.28%, 90.18%, and 95.09%

Table 3 Performance comparison of various classification algorithms on training dataset

Algorithm Acc (%) Sn (%) Sp (%) MCC (%) AUC (%)

Naive Bayes 88.07 96.74 81.63 78.71 90.51

Logistic regression 90.12 92.46 88.20 80.32 96.26

Random forest 92.28 89.74 94.36 84.40 98.50

K-nearest neighbor 90.18 86.80 94.46 80.50 98.11

Support vector machine 95.09 95.06 95.11 90.09 99.70
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Fig. 3 ROC curves of the various classification algorithm on same training dataset

respectively. So, the prediction capability of SVM in terms of accuracy was 7.02%,
4.97%, 2.81%, and 4.91% larger than other four classification algorithms including
NB, LR, RF, KNN respectively.

From Fig. 3, we have also seen that the area under the ROC curves (AUC) for
all five classifiers including NB, LR, RF, KNN, and SVM was 90.51%, 96.26%,
98.5%, 98.11%, and 99.70%. So, the AUC value of SVM was also 9.19%, 3.44%,
1.20%, and 1.59% larger than the other four classification algorithms respectively.
Therefore, SVM was taken as best classification algorithm to train our model in this
paper.

3.4 Comparison with Other Methods

For measuring the validity degree of PLF_RNS in prediction of the formylation and
non-formylation sites, prediction capability was compared with currently available
models. All models were trained with our benchmark dataset and the obtained results
are shown in Table 4.

The ROC curves of all models are also displayed in Fig. 4. In our current work
to measure the predictive capability of the PLF_RNS model and all existing models,
we applied the same training dataset with a tenfold cross validation method.
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Table 4 Performance comparison between PLF_RNS and other models on training dataset

Model Acc (%) Sn (%) Sp (%) MCC (%) AUC (%)

LyFor 90.02 88.80 90.36 75.34 91.08

Formator 84.59 86.80 82.47 69.29 91.08

CKSAAP_FormSite 76.39 71.66 77.25 38.48 89.37

LFPred 80.99 82.60 79.11 61.75 91.12

PLF_RNS 95.09 95.06 95.11 90.09 99.70

The highest value in a column is marked by bold

Fig. 4 ROC curves of PLF_RNS and other existing models on tenfold cross validation

After observing Table 4 and Fig. 4, we have known that the average Acc, Sn, Sp,
MCC, and AUC values of PLF_RNS were 95.09%, 95.06%, 95.11%, 90.09%, and
99.70%, respectively, which are larger compared to the existing models. Therefore,
the above results show that the PLF_RNS acquired better prediction performance
than other existing models in the prediction of formylation sites.
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4 Conclusion

Formylation regulates the process of gene activation and themodulation of chromatin
conformations in the cell body. As traditional experimental processes are expensive
and time consuming, computational models with machine learning become very
popular for better understanding the mechanism and functional roles of formylation
modification on organisms. In this paper, a computational model named PLF_RNS
is developed for protein formylation sites prediction. The formylated proteins are
collected and used to generate the peptide samples. Then, reliable non-formylated
samples are selected by using the proposed method named BLO_RNS from non-
formylated peptide segments. After that, all samples are used by ACC, BE, and DC
to extract the feature information. Finally, the dataset processed by SMOTE and F-
score is applied formodel training.Compared to other existingmethods, our proposed
method acquires better performance. Hence, because of outstanding performance,
PLF_RNS may be a very useful biological tool not only for accurately identifying
the formylated sites but also for other PTMs site prediction.
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Extreme Gradient Boost with CNN:
A Deep Learning-Based Approach for
Predicting Protein Subcellular
Localization

Md. Ismail and Md. Nazrul Islam Mondal

Abstract Optimal protein subcellular localization provides physiological context
for a protein’s activity. Traditionally, laboratory approaches are used for this purpose.
However, these methods can be time consuming and tedious. Detecting the optimal
position of proteins using machine learning techniques is a challenging task because
of the varying length of sequential data. This study proposes a machine learning
model that leverages Convolutional neural networks (CNNs) with extreme gradient
boosting (XGBoost) technique. The research contributes to take a deep learning
approach for the classification of ten types of protein locations using the benchmark
DeepLoc data set. Our study comes out with better accuracy and F1 score of 79.30%
and 73.2%, respectively, compared to some other state-of-the-art works.

Keywords Subcellular localization · Sparse data · XGBoost · CNN

1 Introduction

Proteins are responsible for different types of mechanisms in the body. A protein
can act as an antibody, an enzyme, a messenger, storage, etc. [1]. The location of a
protein defines its mechanism. Hence, predicting the subcellular location is crucial
to understand a protein’s functionality and the relationship between the protein and
its location [2, 3]. Information about the location of a protein is used in medicine
design [3]. So misleading information about it can lead to evolving new diseases
during the development of a remedy [2, 4].

Proteins are found in different locations of a cell [4]. Some proteins have multiple
locations. Thus, the problem of predicting the protein subcellular localization can be
defined as a multi-class multi-label problem [4]. However, to reduce complexity, a
small number of proteins with multiple locations are removed from the data set [2].
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Therefore, we consider the protein subcellular localization problem as a multi-class
classification problem with ten different classes.

The computational approaches of predicting protein subcellular localization can
be divided into two groups—one is traditional machine learning-based methods and
another one is deep learning-based methods [3, 4]. SVM, K-nearest neighbor, ran-
dom forest, etc., algorithms have been used in several studies based on traditional
machine learning approaches [2–8]. These methods need manual feature extraction
where the features can be represented in sequence-based or annotation-based rep-
resentation. Sequence-based feature representation can lose the effect of sequence
order where annotation-based feature representation may contain information about
protein functionalities. Though both representation techniques can be used together,
manual feature extraction may lose some crucial information resulting in poor per-
formance of a model [3].

In recent years, deep learning-based methodologies are being broadly used in
the prediction of protein subcellular localization. As the features are extracted by
a learning mechanism like Convolutional neural networks (CNNs), more relevant
information can be captured by themodels and improve the performance significantly
[2, 3, 9]. CNNs have been proven to be more effective to extract sequence motif
information. On the other hand, an LSTM network can be effective while working
long sequential data [2, 9]. To adopt the strength of both CNN and LSTM networks,
an approach has been proposed by [2].

As shown in a previous study, Bidirectional Long Short TermMemory (BiLSTM)
is not well suited to handle sparse data [10]. Hence, in this study, we propose a
CNN and Extreme Gradient Boost (XGBoost) [11] based approach to identify the
subcellular location of proteins using sparse data.

2 Data Set

DeepLoc data set was used for this study. This data set contains ten different pro-
tein localizations: nucleus, cytoplasm, extracellular, mitochondrion, cell membrane,
endoplasmic reticulum, chloroplast, Golgi apparatus, lysosome/vacule, and peroxi-
some. The data used in this data set were extracted from the UniProt database [12]
and filtered using certain criteria: eukaryotic, not fragments, encoded in the nucleus,
longer than 40 amino acids, and experimentally annotated [2]. The data set distribu-
tion is given in Table 1.

3 Proposed Approach

The primary goal of this study is to develop a system that can predict the subcellular
location of a protein. Figure1 explicates a schematic process of the overall approach
of this study. The approach is comprised of three major parts: data preprocessing,
structuring the model, and performance analysis of the predicted outcomes.
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Table 1 DeepLoc data set distribution

Location Number of proteins

Nucleus 4043

Cytoplasm 2688

Extracellular 1973

Mitochondrion 1510

Cell membrane 1340

Endolpasmic reticulam 862

Plastid 757

Golgi apparatus 356

Lysosome/vacule 321

Peroxisome 154

Total 14004

Fig. 1 Overall workflow

3.1 Data Prepossessing

Protein sequences are polymers of amino acids connected by a peptide bond. Gener-
ally, there are twenty (20) types of amino acid. In the data set, threewrong amino acids
(B, U, andX)were observed. These canmislead the classifier. Thus, thewrong amino
acids were removed from the data set by not considering for this experiment. Some
proteins were found in multiple locations, and they are called N-locative proteins [4].
As discussed earlier, these N-locative proteins were removed from the data set by
not considering for the experiment. As the model needs fixed-length sequences, all
protein sequences were converted to 1000 length sequences by padding or truncating.
Finally, the sequences were converted to one-hot encoded vectors.



198 Md. Ismail and Md. N. Islam Mondal

3.2 Structuring the Model

The proposed model leverages CNN and XGBoost techniques. CNN extracts the
higher-level features and the XGBoost acts as the predictor.

3.2.1 CNN

Convolutional neural network (CNN) is a class of deep neural networks that perform
a mathematical linear operation—convolution or cross-correlation operation at least
one layer [13]. CNN is consists of three different types of layers—(i) convolutional
layer, (ii) pooling layer, and (iii) fully connected layer. In CNN, a kernel window of
size k × k is selected. This convolution operation gives us a matrix that works as a
feature vector. The convolution is performed between the input and the kernel vector
using Eq.1, where f and g are two functions.

( f ∗ g)(t)
�=

∞∫

−∞
f (τ )g(t − τ)τ ′ (1)

The pooling layer reduces the overlapping of information at the convolution layer. It
can also downsample the input and reduce the computational complexity and select
the significant information or feature. Max pooling selects maximum value covered
by a filter of size (F × F), whereas average pooling selects average value covered
by a filter of size (F × F) from the output of the convolution layer [13, 14].

3.2.2 XGBoost

XGBoost stands for extreme gradient boost, which is a decision tree-based ensemble
machine learning algorithm that provides efficient distributed gradient boosting. It
adopts parallel tree boosting approaches. In XGBoost, two special regularization
techniques are used to minimize the loss efficiently. One of these is L1 or Lasso
regularization technique which not only reduces weight values but also removes
some weights from the weight vector. The cost function is optimized as Eq.2.

cost function = Loss + λ

2m

∑
||W || (2)

L2 or Ridge regularization reduces the weights and handles the overfitting problem.
It optimizes the cost function as shown in Eq.3.

cost function = Loss + λ

2m

∑
||W ||2 (3)
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Fig. 2 Structure of the proposed CNN-XGBoost model

In both of the equations, λ and m are the tuning parameters. Finally, the XGBoost
creates a decision tree-like iterative dichotomiser (ID3), classification and regression
tree (CART), chi-squared automatic interaction detector (CHID), etc. In the decision
tree, the attribute list is partitioned by using information gain, gain ratio, and Gini
index [11]. XGBoost is able to handle missing data, zero values, and highly sparse
with the help of loss function [15].

3.2.3 Proposed Model—CNN with XGBoost

The basic building blocks of the model are CNN and XGBoost as discussed before.
As depicted in Fig. 2, the model starts with an input layer, which takes the input
vectors. The outputs of the input layer are passed to 6 parallel 1D convolutional
layers. As the base model, the kernel sizes of the layers are 1, 3, 5, 9, 15, and 21.
The outputs of these layers are concatenated and passed to a final convolutional layer
having a kernel size of 3. Next, a pooling layer was added to get the maximum values
of each pooling window of size 5. To avoid overfitting, a dropout layer followed by a
flatten layer and dense layer was used. Dropout probability was set to 0.25. Finally,
the output from this dense layer is passed to an XGBoost classifier.

4 Experiments

To start the experiments, the data set was split into training data set and testing data
set. The training data set was further split into train data set and validation data set.
Finally, 64% of total data was used for training, 16% of total data was used for
validation, and the remaining 20% of total data was used for testing.
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Table 2 Confusion matrix

Location Predicted protein

Nucleus 123 42 0 0 0 0 2 0 0 1

Cytoplasm 35 230 1 3 4 1 2 0 0 7

Extracellular 0 2 144 1 14 2 0 1 5 0

Mitochondrion 0 6 0 84 1 1 8 0 1 1

Cell membrane 0 0 5 0 238 0 0 2 0 3

Endoplasmic
reticulam

0 0 4 0 7 26 0 1 2 0

Plastid 0 6 1 8 0 0 75 0 0 0

Golgi apparatus 0 0 1 0 2 2 0 19 4 2

Lysosome 1 0 9 3 1 4 1 0 13 1

Peroxisome 3 9 0 2 0 1 1 0 1 15

During the training phase of a model, hyperparameters are important factors.
Determining the optimal hyperparameters allows a model to get the optimal perfor-
mance. During the experiments, we tried different values for several hyperparameters
like learning rate and batch size. It was observed that the model gives the best per-
formance with a learning rate, η = 0.0025 and batch size of 128. To determine these
values, a manual hyperparameter tuning approach was taken.

To evaluate the model’s performance, the test scores were considered. Table2
represents the confusion matrix of the model using the DeepLoc data set. From the
table, it can be seen that the model has performed the best for the cell membrane
proteins. It has classified the cell membrane proteins with 95.97% accuracy. On the
other hand, the model has the worst classification accuracy on the lysosome proteins
with only 39.39% accuracy. It also archived 85.71, 83.33, 82.35, 81.27, 73.21, 65.00,
63.33, and 46.87% accuracy scores for extracellular, plastid, mitochondrion, cyto-
plasm, nucleus, endoplasmic reticulum, Golgi apparatus, and peroxisome proteins
accordingly. However, Table 1 indicated that DeepLoc is an unbalanced data set. So,
accuracy scores might not explain the performance of the proposed model. Thus,
precision, recall, and F1 scores are given in Table 3. To reflect the performance of
the proposed XGBoost based model, a comparison has been shown between the base
model (BiLSTM based model) and the proposed model (XGBoost based model).
Table3 indicates location-wise precision, recall, and F1 scores. It can be observed
that for some locations including nucleus, extracellular, and plastid, the BiLSTM
based model performs better in terms of these metrics. However, for other locations,
the proposed CNN and XGBoost model performs better. It also can be observed,
for a low number of samples, the CNN + XGBoost model outperforms the CNN +
BiLSTM model significantly. Like for ”Golgi apparatus,” the DeepLoc data set has
only 356 samples. Our model achieves 96.39, 97.78, and 97.22% better precision,
recall, and F1 scores, respectively, than the BiLSTM based model. The XGBoost
model also performs better on average scores. Visual comparison on average scores
between these models is shown in Fig. 3.
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Table 3 Performance of proposed the CNN + XGBoost model and the CNN + BiLSTM model

Location Precision Recall F1 score

BiLSTM XGBoost BiLSTM XGBoost BiLSTM XGBoost

Nucleus 0.85 0.76 0.84 0.73 0.84 0.75

Cytoplasm 0.66 0.78 0.71 0.81 0.68 0.80

Extracellular 0.91 0.87 0.93 0.85 0.92 0.86

Mitochondrion 0.85 0.83 0.82 0.82 0.83 0.83

Cell membrane 0.77 0.89 0.74 0.96 0.75 0.92

ER 0.66 0.70 0.69 0.65 0.67 0.68

Plastid 0.86 0.84 0.92 0.83 0.89 0.84

Golgi apparatus 0.03 0.83 0.014 0.63 0.02 0.72

Lysosome 0.16 0.50 0.17 0.39 0.17 0.44

Peroxisome 0.33 0.50 0.27 0.47 0.29 0.48

Bold indicates the best performance or result score between BiLSTM and XGBoost based model

Fig. 3 Average performance of the proposed CNN + XGBoost model and the CNN + BiLSTM
model.

Figure3 indicates overall accuracy, precision, recall, and F1 scores for the CNN
and BiLSTM model to be 75.11%, 60.8%, 61.04%, and 60.6%, respectively. Again
for the proposed CNN and XGBoost model, the scores are 79.3%, 75.00%, 71.4%,
and 73.2%, respectively, for test data. Overall accuracy for train data is 80.2%.
Clearly, the proposed model outperforms the BiLSTM based model on the average
accuracy, precision, recall, and F1 scores by 4.19, 14.2, 10.36, and 12.6% accord-
ingly.
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(a) Accuracy curves (b) Loss curves

Fig. 4 Training–validation accuracy and loss curves

Accuracy and loss curves can be helpful to understand if a model converges or
not, how quickly it converges, overfitting, etc. Figure4 shows both the training and
validation accuracy and loss curves. To avoid overfitting, an early stopping technique
was used. Figure4a, b indicates that it took 25 epochs to the convergence of themodel.

5 Conclusion

In this paper, a deep learning approach is presented to predict protein subcellular
localization. We have compared our results with the recent research work on this
topic. The overall accuracy of the CNN and BiLSTM model as shown in previous
work [2] is 75.11%, whereas our proposed approach is a CNN and XGBoost based
model, which achieves an overall accuracy of 79.3%. Also, the CNN+XGBoost
approach outperforms the existing CNN+BiLSTM approach by 14.2, 10.4, and
12.6% in terms of precision, recall, and F1 scores, respectively. We have a plan
to continue research for multi-class multi-label with multiple features in other data
set [3] as only multi-class is considered in this paper.
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Enhancing the Performance of 3D
Rotation Perturbation in Privacy
Preserving Data Mining Using
Correlation Based Feature Selection

Mahit Kumar Paul and Md. Rabiul Islam

Abstract A large amount of valuable data is being produced every day with the
development of technologies. To retrieve knowledge and information from these data,
mining and analysis are mandatory. But, the data may contain sensitive information
of the individuals like medical diagnostic reports which they do not want to expose.
Privacy preserving datamining, i.e., PPDMcanhelp in this issue keeping the sensitive
information private as well as preserving the data utility. Rotation-based perturbation
technique contributes to satisfying both aspects of PPDM, i.e., individuals’ privacy
and data utility besides other PPDM techniques. In this work, we proposed a way for
generating the triplet (set of three features) for 3D rotation perturbation technique
using correlation among the features. This triplet generation is a fundamental step
in 3D rotation perturbation technique. The analysis of information entropy, privacy
protection and utility analysis elucidates that correlation-based triplet generation
provides better data privacy and utility than existing triplet generation for 3D rotation
perturbation technique.

Keywords Privacy · Data utility · Correlation · Perturbation · Rotation

1 Introduction

Extraction of knowledge and necessary information fromdata is the fundamental task
in data mining, and the extracted knowledge is useful in decision-making activities
[1]. But the data available for data mining tasks may contain sensitive information of
the individuals, and they do not want to expose it for analysis purposes. For example,
analyzing the students’ semester-wise performance, we can have insight about the
students’weaknesses, scope of developments, drop-out reasons and so on [2]. But, the
students’ detailed reports of some educational institutes are confidential and cannot
be made available for data mining tasks. On the other hand, we need to analyze
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the data to take decisions. That is why it is required to perturb the original data in
some ways for analyzing. In this case, the main concerned issue is the privacy of the
individuals’ as well as the data utility because perturbed data may loss its underlying
distribution while preserving privacy. Privacy preserving data mining (PPDM) can
deal with this issue. PPDMaims to keep the data utility whilemaintaining the privacy
of the individuals [3, 4].

PPDM targets to mitigate the risk of information leakage of the individuals and
organizations. That is why, the data is released in such a way so that the intruder
cannot estimate the original information, and the data utility has to be kept at the
same time. Data perturbation approaches release the aggregate information regarding
the data set. This aggregate information is useful to find out the knowledge through
data mining algorithms. Also, this aggregate information introduces uncertainty of
the individual values and thus reduces the chance of revealing private information
[5].

Rotation-based perturbation approach preserves the geometric properties such
as Euclidean distance and inner product of the data set [6]. Available rotation-based
perturbation techniques can be of two types: two-dimensional rotation transformation
(2DRT) [7] and three-dimensional rotation transformation (3DRT) [8]. In case of
2DRT, the direction of rotation is constantly orthogonal to the z-axis, i.e., the xy-
plane. On the other hand, the direction of rotation can be chosen independently for
3DRT. It can be x-axis, y-axis or z-axis depending upon the inherent planes. In this
work, we considered the 3DRT perturbation technique. In [8], the authors used a
straightforward approach for generating the triplet for 3DRT. They simply selected
three consecutive features for generating a triplet without considering the correlation
among the features. We utilized the correlation among the features of the data set to
generate the triplet for 3DRT in this paper.

The residual of this paper is organized in several sections. In Sect. 2, perturbation
work done bymany researchers in the field of PPDMis discussed. Throughout Sect. 3,
the workflow of our work is described precisely. Different metrics used for privacy
and data utility measurement are introduced in Sect. 4. The experimental throughput
of our work is analyzed in Sect. 5. Finally, in Sect. 6, the conclusion of our work is
given.

2 Related Work

Researchers have developed many methods which attempt to deal with the trade-off
between preservation of privacy and maintenance of data utility in PPDM. Oliv-
era and Zaiane proposed two-dimensional rotation-based transformation technique
which is not dependent on any clustering algorithm [7]. Data features are rotated
pairwise depending upon feature concerned threshold values. In [9], the authors
familiarized a set of geometric data perturbation techniques such as translation, scal-
ing and rotation-based data perturbation as well as hybridization of data perturbation.
These methods only alter the sensitive features of the data set. A three-dimensional
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rotation perturbation technique is introduced in [8] which makes triplets of features
and rotates the triplets at a time. The rotation direction can be any of the three x , y or
z axes. For stream data mining, two distinguished data perturbation techniques are
proposed in [10] for privacy preservation. Random projection and random translation
along with two different forms of additive noise are used to develop the two pertur-
bation techniques in [10]. Chamikara et al. proposed a non-invertible and extendable
perturbation algorithm called PABIDOT for the preservation of privacy of big data.
PABIDOT consists of multidimensional geometric transformations, reflection, trans-
lation and rotation succeeded by randomized expansion and random tuple shuffling
[4]. For the privacy preservation of stream data and big data, P2RoCAl (privacy pre-
serving rotation-based condensation algorithm) is proposed in [11]. P2RoCAl com-
bines the proficiency of condensation and accuracy of rotation to deal with both of
the aspects of PPDM. A new privacy preserving technique called secure and efficient
data perturbation algorithm utilizing local differential privacy (SEAL) is discussed in
[12]. SEAL utilizes Chebyshev interpolation and Laplacian noise. Combining these
two, SEAL gives a good harmony between privacy and utility of PPDM.

3 Methodology

In this paper, a method to enhance the performance of three-dimensional rotation
perturbation technique is proposed using the correlation among the features of the
data set. The detailed workflow of our work is provided in Fig. 1. The input of our
procedure is the normalized data set DN . For normalization, z-score is used because
it provides better performance among the other normalization techniques for the full
feature set [13]. In three-dimensional rotation, the axis of rotation can be of x, y
or z-axis. For three-dimensional rotation perturbation technique, double rotation
matrices are used, where the data are rotated along the axis pairs xy, yz or xz and the
rotation matrices are formulated such as in [8]. After selecting the axis pair, the step
of triplet generation is implemented. In the existing three-dimensional perturbation
technique, consecutive three features are used to generate triplets regardless of the
correlation among the features. In our procedure, the correlation among the features is
considered and given emphasized in the generation of triplets. The mostly correlated
three features are put together to generate the first triplet, next mostly correlated three
features are put together to generate the second triplet and so on. This can be explained
using the correlation matrix of the BODS data set (Table 2) provided in Table 1. The
correlation-based generated triplets are (Attr2, Attr3, Attr4), (Attr6, Attr7, Attr8),
(Attr5, Attr9, Attr10) and (Attr2, Attr3, Attr1). In the last triplet, Attr2 and Attr3
are reused to generate triplet with Attr1. After rotation, these reused triplets are
discarded. This way of triplet generation outperforms than the existing consecutive
triplet generation schema which is illustrated in the performance analysis section.
After triplet generation, each of the triplets is rotated for several angles θ in the
range 0.1 ≤ θ < 360. In the next step, the variances between the original and rotated
features are determined for each triplet.
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Normalized data set DN,
using z-score

Triplet(s) exist?

Find common angle θ among all Θt:
Θ← intersect(Θ1, Θ2, ..., Θt);

Select axis pair Ra for rotation matrix:
Ra ← Ri * Rj; i, j ϵ {x, y, z}; i ≠ j;

a ϵ {xy, yz, xz}

Generate triplets Tt of features:
Tt ← {Ai, Aj, Ak}; t = 1, 2, ...;

1 ≤ i, j, k ≤ n  and  i ≠ j ≠ k

Choose Ai, Aj and Ak
such that they are
mostly correlated

Rotate a triplet Tt for an angle θ:
Tt(A'i, A'j, A'k) ← Rθ * Tt(Ai, Aj, Ak);

0.1 ≤ θ < 360  and θ ← θ + 0.1

Compute variances:
v1 = var (Ai - A'i), v2 = var (Aj - A'j),

v3 = var (Ak - A'k)

Store θ in Θt which satisfy the constraints as:
Θt ← validRange(v1 ≥ δ1, v2 ≥ δ2, v3 ≥ δ3);

δ1, δ2, δ3 > 0

For each θ in Θ, rotate each triplet Tt and
generate perturbed data set Dp

a with the
highest variance for axis Ra

Axis exist?

Select among Dp
xy , Dp

yz, and
Dp

xz with the highest variance as
the final perturbed data set Dp

F

yes

yes

no

no

Fig. 1 Proposed workflow
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Table 1 Correlation matrix for the data set BODS

Attr1 Attr2 Attr3 Attr4 Attr5 Attr6 Attr7 Attr8 Attr9 Attr10

Attr1 1 −0.06 −0.04 −0.04 −0.07 −0.05 −0.1 −0.06 −0.05 −0.04

Attr2 −0.06 1 0.64 0.65 0.49 0.52 0.59 0.55 0.53 0.35

Attr3 −0.04 0.64 1 0.91 0.71 0.75 0.69 0.76 0.72 0.46

Attr4 −0.04 0.65 0.91 1 0.69 0.72 0.71 0.74 0.72 0.44

Attr5 −0.07 0.49 0.71 0.69 1 0.59 0.67 0.67 0.6 0.42

Attr6 −0.05 0.52 0.75 0.72 0.59 1 0.59 0.62 0.63 0.48

Attr7 −0.1 0.59 0.69 0.71 0.67 0.59 1 0.68 0.58 0.34

Attr8 −0.06 0.55 0.76 0.74 0.67 0.62 0.68 1 0.67 0.35

Attr9 −0.05 0.53 0.72 0.72 0.6 0.63 0.58 0.67 1 0.43

Attr10 −0.04 0.35 0.46 0.44 0.42 0.48 0.34 0.35 0.43 1

Then these triplet variances are compared with previously defined thresholds
δ1, δ2 and δ3. These thresholds help to generate a random range of rotation angles
�t for a specific triplet Tt . Thus, the ranges �1,�2, . . . , �t for each of the triplets
T1, T2, . . . , Tt are generated. Then the common angle range � among all �t is
computed by intersection. For each of the angles θ in�, all of the triplets are rotated,
and the perturbed data set DP

a with the highest variance for the axis pair Ra is
generated. In this way, the perturbed data sets DP

xy, D
P
yz and DP

xz for the axis pairs
xy, yz and xz are generated. Finally, the perturbed data set with the highest variance
among DP

xy, D
P
yz and DP

xz is selected and output as the final perturbed data set DP
F .

4 Evaluation Metrics

Performance measurement of a perturbation technique is very crucial in PPDM. To
asses the performance of 3D rotation perturbation technique, different privacy and
data utility metrics are used in this work as follows.

4.1 Increase in Information Entropy

The information entropy of a data set can be measured by using Shannon’s entropy
formulation given in Eq.1 [4].

H(X) = −
n∑

i=1

P(xi ) log2 P(xi ) (1)
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where H(X) is the entropy of X which is a discrete random variable with X =<

x1, x2, . . . , xn >,
∑

indicates the summation over X , and P(xi ) is the probability
of the occurrence of xi . The values of the average increase in information entropy
are calculated by using Eq.2 [4].

AIE =
∑n

i=1(H(x ′
i ) − H(xi ))

n
(2)

whereAIE stands for an average increase in information entropy and H(x ′
i ) and H(xi )

are entropy for each feature of perturbed data set and original data set, respectively.
When the values ofAIE are positive, it indicates that the features of the perturbed data
set contain more impurity as compared to the original data set and hence preserve
more privacy.

4.2 Privacy Protection of Data

The privacy protection of data is measured using six different metrics in this paper.
They are privacy [8], value difference (VD) [14], rank differences such as RP, RK,
CP and CK [14]. Generally, privacy of a perturbation technique is defined as the
variance between the original and perturbed data values [8]. The value difference
(VD) between the original and perturbed data values is defined as Frobenius norm
[14]. The rank-based privacy metric RP is used to measure the average changes of
rank of all the data features [14]. RK [14] can represent the percentage of data values
that preserves their individual ranks of magnitude in every feature afterward the
perturbation. The metric CP is used to denote the change of rank of the average value
of the features [14]. Resembling to RK, CK is used to measure the percentage of the
features that preserve their ranks of the average value after the perturbation [14].

4.3 Utility of Data

To measure the utility maintenance of 3D rotation perturbation technique, three met-
rics are used in this paper—accuracy, F1-score and area under the ROC curve, i.e.,
AUC. Accuracy gives an insight of accurate decisions made by the data mining
algorithms. F1-score, alternatively known as F-measure or F-score, resembles a
balance between precision and recall provided by a data mining algorithm. AUC
values resemble the betterment of a data object being classified between two sepa-
rated groups. In ROC curve, true positive rate TPR = TP/(TP + FN) is plotted as a
function of false positive rate FPR = FP/(FP + TN).
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5 Performance Analysis

5.1 Data Set, Classifiers and Settings

In this paper, we used five data sets with varying number of features and instances
to evaluate the performance. The details of the used data set are given in Table 2.
To measure the classification performance, we used C4.5 which classifies instances
by generating trees. Weka is used to implement C4.5 with the default parameters.
MATLAB R2020a (v9.8.0.1323502) is used as the implementation platform for
three-dimensional rotation perturbation technique. We worked on a computer hav-
ing the configuration as processor: Intel(R) Core(TM) i5-8250U CPU @ 1.60GHz
1.80GHz; RAM: 8.00GB; system type: 64-bit operating system, x64-based proces-
sor.

5.2 Analysis of Privacy

In this paper, three-dimensional rotation perturbation technique with correlation-
based feature selection is denoted as 3DRT-CF and with non-correlated, i.e., consec-
utive feature selection-based approach is denoted as 3DRT-NCF. In the bar graph of
Fig. 2, the average increase in information entropy (AIE) values returned by 3DRT-
CF and 3DRT-NCF are shown. We see that all of the AIE values are positive which
indicates both 3DRT-CF and 3DRT-NCF preserve more privacy than the original
data set. Alongside looking at the numeric value comparison from the bar graph in
Fig. 2, it is observed that 3DRT-CF preserves more privacy than 3DRT-NCF.

Table 2 Data set used for analysis tasks

S. No. Original data
set name

Abbreviation #Instances #Features Feature types

1 Electricity ELDS 45312 8 Integer, real

2 Breast Cancer
Wisconsin
(original)

BODS 699 10 Integer

3 Diabetic
Retinopathy
Debrecen
Data Set

DRDS 1151 19 Integer, real

4 Breast Cancer
Wisconsin
(diagnostic)

BDDS 569 31 Real

5 SPECTF
Heart

SHDS 267 44 Integer
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Fig. 2 Average increase in information entropy

Table 3 Privacy protection by 3DRT-NCF and 3DRT-CF

Data set Methods Privacy VD RP RK CP CK

ELDS 3DRT-
NCF

1275.264 1.238 17304.53 0 3.75 0

3DRT-CF 1314.695 1.255 19337.64 0 3.5 0

BODS 3DRT-
NCF

1.282 1 247.534 0.002 4 0.1

3DRT-CF 1.361 1 244.167 0.001 3 0.1

DRDS 3DRT-
NCF

255.711 1.003 437.345 0.001 5.474 0.053

3DRT-CF 258.816 1.013 479.992 0.001 6.421 0

BDDS 3DRT-
NCF

9436.237 1 234.932 0.002 11.613 0.065

3DRT-CF 9667.235 1 255.409 0.001 13.032 0

SHDS 3DRT-
NCF

1.149 1.002 114.518 0.002 14.955 0

3DRT-CF 1.153 1.002 115.356 0.003 16.364 0

In order to show the efficacy of 3DRT-CF over 3DRT-NCF, more six privacy
preservation metrics are implemented and the corresponding experimental values
are provided in Table 3. The larger values of privacy, VD, RP and CP, and the
smaller values of RK and CK indicate higher privacy preservation [14]. The values
of privacy resemble that 3DRT-CF outperforms 3DRT-NCF for all of the data set.
From the values of VD and RK, it is observed that 3DRT-CF performs better or
equal with 3DRT-NCF. 3DRT-CF performs 80% better than 3DRT-NCF concerning
RP values. Also, considering CP and CK values, 3DRT-CF outperforms 3DRT-NCF
except for few cases.
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5.3 Analysis of Utility

Alongside the preservation of privacy, the other primary property of a perturbation
technique in PPDM is to keep the utility of the perturbed data set close to the original
data set. To evaluate this property, we measured the accuracy, F1-score and AUC
values corresponding to 3DRT-CF and 3DRT-NCF returned by C4.5. Figures3, 4
and 5 represent the curves for accuracy, F1-score and AUC values, respectively.
From Figs. 3, 4 and 5, we see that the curves for 3DRT-CF perturbed data set are
more close to the the curve for original data set, and at some points the two curves
lie on each other. On the other hand, the curve for 3DRT-NCF perturbed data set is
far apart from the curve for original data set. Furthermore, the curves for accuracy,
F1-score and AUC values have almost the same shape which indicate the results
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are consistent. Thus, from the above analysis of privacy preservation and utility
maintenance, it can be said that 3DRT-CF can perform far better than 3DRT-NCF.

6 Conclusion

In this paper,weused the correlation among the features of a data set to generate triplet
(set of three features) for three-dimensional rotation perturbation technique instead
of consecutive selection of features for triplet generation. Both aspects of PPDM,
i.e., privacy and utility of the data, are considered while analyzing the performance.
Five data sets having variations in the number of features and instances are used
for experimental purposes. From the analysis of privacy and utility, it is observed
that for the proposed triplet generation approach, three-dimensional rotation per-
turbation technique performs better than the existing triplet generation approach.
Therefore, it would be a good choice to consider the correlation among the features
while generating triplets. However, analyzing the effects of classifier ensembles on
correlation-based triplet generation can be an extension of our work.
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Developing a Text Mining Framework to
Analyze Cricket Match Commentary to
Select Best Players

Ratul Roy , Md. Rashadur Rahman, M. Shamim Kaiser ,
and Mohammad Shamsul Arefin

Abstract Both the unpredictable nature of the game and the wide range of perfor-
mance among players pose difficulties in selecting a cricket squad. When selecting
players, it is important to consider their previous track record on the field. However,
comparing performance indicators from previous games with those that are about to
take place is far from a realistic approach. It was human opinion—live commentary
(i.e., expert opinion)—that enabled us to make this a reality. Commentary is the best
source of actual thoughts from veteran players at the time of any event because it
is provided in real time. As a result, any knowledge gained from the commentary
is beneficial to any player’s overall performance metric. During our research, we
established a framework for collecting actual commentary and analyzing it to deter-
mine performance indicators. For demonstrating the successful proposals from our
framework, we have conducted many variants of testing. In our trial review, we dis-
covered that our system could collect commentary and recommend the most likely
best players for any forthcoming match with high efficiency.

Keywords Data mining · Commentary analysis · Performance · Team selection ·
Text analysis

1 Introduction

Cricket was brought to North America through the English colonies in the early
seventeenth century and reached other areas of the world in the eighteenth century. AQ1
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Over the years, cricket has become one of South East Asia’smost popular games. The
supporters are insane about each game and put pressure on the team squad selector.

The major aim of the commentators is to highlight the weakness and strength of
each action of the players and to present a realistic image of what is being performed
on the playground. Commentators are usually star playerswho are considered experts
in the game. These views are most valuable with analysis of the match.

In this work, we have proposed a framework that takes account of a commentary
that says something significant about any player and analyzes his/her performance
value based on the final score that is generated. We are relying on expert opinions—
sports commentary. This can be justified because a commentator is usually a veteran
sportsman giving us his/her two cents on everything happening on the field. So,
through his lens of experience, we get an insightful analysis of the match, venue,
teams and most importantly—the players. So if we can build a framework that can
analyze these opinions, we would get a sense of a players’ current ability on the field.
A steady perforce streak invariably indicates the player’s ability to hold against his
opponents.

The remaining sections are divided as follows: Sect. 2 contains related work;
Sect. 3 contains methodology; Sect. 4 contains the results of the experiments, and
Sect. 5 contains a conclusion of the study.

2 Related Work

There are works on how we can analyze a sentence with a parsimonious analyzer,
named VADER [6]. It uses rule-based sentiment analysis. In this model, researchers
combined qualitative and quantitative methods to produce a gold standard sentiment
lexicon, which was later empirically validated against especially receptive micro-
blog-type contexts. VADER combines important lexical features obtained from five
generalized rules that embody grammatical and syntactical conventions of human
speech. It also retains the advantages of conventional sentiment lexicons such as
LIWC [12, 13]. San Vicente and Saralegi [14] explored three strategies to build
polarity lexicons: interpreting existing lexicons from other languages, explaining
sentiments from lexical knowledge bases and extracting polarity lexicons from cor-
pora.

There are works on feedback analysis using secure frameworks [5]. It describes
how a sentence can be awarded a valence-based rating and without disclosing the
source and rule-based sentiment analysis procedures in detail.

There are quite a few rules by which we can distinguish different cricket events
fromcommentary.Arefin et al. [1] have demonstrated howwecan link eventmentions
to match reports.

Zhang et al. [17] have done extensive work in analyzing commentary. Their work
is based on football commentary, and their target is not player performance but
generating a comprehensive match summary that can be published as a news article.
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They have utilized learning to rank (LTR)-based supervised sentence extraction that
has the ability to leverage task-dependent features [15].

Arif et al. [2] have proposed a bowler’s gaming prowess can be determined from
related commentary. Bowler’s strengths and limitations that can be determined from
textual data are also applicable when deciding his chance in the team for upcoming
matches.

In sports commentary, intrinsic data of game aspects like scores, performance
metrics, a batsman’s strike rate, a bowler’s given run and wickets per innings are
present in [8]. Overall valuable game data can be found in commentary text. They
additionally give a double banalization strategy effortlessly portioning text in the key
subtitles.

The work done in [9] considered net contribution against the individual impact
on the match because the latter is incomparable for different categories of players.
His method enables comparison of different categories of players, i.e., batsmen and
bowlers to be compared objectively. Johnston et al. [7] suggested a performance eval-
uation framework using Clarke’s dynamic programming model in one-day cricket.
Clarke [3] expanded on the author’s earlier work is that the Duckworth/Lewis model
[4] used to evaluate the impact a player makes in contrast with that expected for the
innings.

Uma Maheswari and Rajaram [16] established a computationally sound frame-
work to compress existing data that is easier to mine. This new principal component
analysis-based association rules mining produces frequent patterns that compress the
database and increases the efficiency of statistical analysis on cricket data.

Passi and Pandey [11] propose a machine learning-based framework that esti-
mates the performance of a player. Multiclass SVM, Naive Bayes, decision tree and
the random forest are used in this study. They have leveraged supervised machine
learning algorithms to generalize a performance prediction for any player in an arbi-
trary match, whereas Muthuswamy and Lam [10] used neural networks to estimate a
bowler’s wicket-taking ability, but their approach was narrowed down to eight Indian
bowlers.

3 Methodology

In our framework, there are four different modules. The crawling module crawls
commentary, and our storage module stores them. The filtering module processes
commentary before ranking. The rankingmodule ranks players based on a cumulative
score obtained from the ranking module units. The overall system architecture is
depicted in Fig. 1.
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Fig. 1 System architecture

The crawling module collects commentary from the ESPNCricinfo Web site. We
have crawled theWeb site for commentaries (see Algorithm 1). TheWeb site has live
commentary available match by match, ball by ball. We collect them all and store
categorically innings by innings.

HTML Tags removal Crawled commentary is usually riddled with markup keywords.
These are removed with the help of the beautiful soup library, after which we get
written commentary text.

Tokenization At first, we split a commentary into a a number of sentences and then
into words. We split up a complete sentence into small tokens of single or more
words for next section.
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Algorithm 1: Crawl commentary from source
Data: Commentaries associated with matches and innings
initialization
for each unique team id do

Generate API string for a match
for each innings in a match do

Generate API for the innings
Get all commentary for that innings of that match
Store commentary data in JSON file

end
end

Parts of Speech (POS) Tagging Then we tag each word of a sentence into which
parts of speech they are. POS tagging helps us define which words we would use to
identify players. Because a commentator may or may not use a player’s full name.

Detecting a PersonWe detect a person in a sentence by their POS tag. Usually, POS-
NNP (Proper Noun) points to a person. When a person is detected in a sentence, we
can analysis it as a usable commentary. Figure1 represents the filtering module.

The ranking module takes the filtered commentary and ranks players based on
them. The players and their names and variations of names are stored in the database
beforehand. This module finds the commentaries in which the players are located,
analyzes the commentary and gives each of the commentaries a valence-based rating
from the VADER module.

VADER is a combined module of qualitative and quantitative methods to produce
a gold standard sentiment lexicon, which was later empirically validated against
especially receptive micro-blog-type contexts. VADER combines important lexical
features obtained from five generalized rules that embody grammatical and syntacti-
cal conventions of human speech. It also retains the advantages of conventional sen-
timent lexicons such as LIWC [13] and [12] . San Vicente and Saralegi [14] explored
three strategies to build polarity lexicons: interpreting existing lexicons from other
languages, explaining sentiments from lexical knowledge bases and extracting polar-
ity lexicons from corpora.

Preprocessing: In preprocessing step, input English text is tokenized. At first, words,
emoticons and all capitalized words are tokenized. Later, words and punctuation
marks are tokenized. Some punctuation marks affect the valence of words, which is
kept with the word.
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Boosting: Once tokenization is complete all the tokens are checked for valence boost-
ing purposes. VADER uses a bi-gram and trigram model for boosting. If a boosting
word such as “extremely, very, great” is found, then the valence of the word is
boosted. Then all capital words are considered, and the valence is further boosted.
The text is also checked for idioms and phrases, if found then the valence is boosted
again. Later, it is looking for the “but” word, if found then the sentence is divided
into two parts, and valence is calculated on two different parts. Next, overall valence
is calculated for such a sentence.

Valence Calculation: In this step, the valence score of a sentence is measured, which
is between−4 and+4. This calculated value is further normalized to range between
−1 and +1. In this way, every sentence is assigned with its respective polarity.

Lexicon modification for VADER A lexicon is the vocabulary of a man, dialect or
department of expertise that stocks the lexemes in that linguistics. Polarity lexicons
are those that have a listing of words with an initial level of polarities.AQ2

Here, we have used the lexicon as our lookup table. A summarized view of data
flow of the ranking module is shown in Fig. 1.

Sentiment ratings from ten independent human raters (all pre-screened, trained
and quality checked for optimal inter-rater reliability). Over 9000 token featureswere
rated on a scale from“(−4) Extremely Negative” to “(4) Extremely Positive,” with
allowance for “(0) Neutral (or Neither, N/A)”.

For subjective cricket usage, we have added cricket-ish words like “out” or
“wicket” in the lexicon to generate a more accurate result.

Algorithm 2: Rank the players
Data: Commentary, Player list
initialization
for each sentence do

Detect players for each sentence
if Player is found then

Analyze the sentence and get a score
Put the score in the database

end
end
Calculate corresponding value of each player from database

In Fig. 2 diagram, we can see flow of the whole framework across all modules.
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Fig. 2 Flow diagram of commentary analysis framework

4 Experiments

Commentaries are live discussions of what is happening on the field. So, primary
source of any commentary would be a live broadcast. But that is outside of the scope
of our work. We would like to limit our efforts to analyzing the commentary not
extracting it, so a static source is what we have opted for here.

4.1 Crawling Commentary

Usually, commentaries should/would come with well-documented APIs. There are
a few services like sportsmonk. But not all of them are ideal. To keep things less
complicated, we will crawl the commentary that exists on the Cricinfo Web site.

After that, we detect whether a person is in a commentary. We do it using named
entity tagging and chunking. We detect a person in a sentence by their POS. Usually,
POS-NNP (Proper Noun) points to a person. When a person is detected, we choose it
as a usable commentary. For example, the sentence “Soumya and Tamim are headed
out to the middle as are the South African team.” yields the result in Fig. 3.

4.2 Ranking Players

The ranking module takes the filtered commentary and ranks players based on them.
The players and their names and variations of names are stored in the database
beforehand. This module finds the commentaries in which the players are located,
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S

Person            Person         Headed VBD            Middle JJ           Location        team NN            ...

SoS NNP TI NNP South NNP    Africa NNP

Fig. 3 Example of person detection

Fig. 4 Workflow of VADER module

analyzes the commentary and gives each of the commentaries a valence-based rating
from the VADER module (see Fig. 4).

4.2.1 Lexicon Modification

We have already discussed how we can build polarity lexicons. Here, we have used
the lexicon as our lookup table. For specific cricket usages, we have added cricket
words like “out” or “wicket” in the lexicon to generate a more appropriate result.
Here are a few examples of commentary scoring (Fig. 6).

4.3 Score Generation

We have processed total 15968 commentaries to examine our proposal. After ana-
lyzing the complete data set, it is visible that only a few of the commentary portions
contain inherently usable commentary.

The external module, VADER sentiment analyzer, analyzes each sentence. The
modified VADER is given sports-related words and their respective scores as men-
tioned in [6]. These words give us the ability to analyze sports-related comments and
give them a valence score.
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Fig. 5 Frequency of the name mentioned by different players during analysis

Then, we take the sentences that have a player’s name and calculate a score
for each player. We have separated those and put it through the filtering module.
Then the players are ranked. For example, this is a summary of the analysis for 29
match—number of Commentaries processed: 15968; number of Sentences men-
tioning player names: 980; players and their names mentioned in sentences: IK-70,
MS-30, MFR-28, Mash-126, SAH-144, LD-86, MH-54, TI-141, MR-74, MM-35,
RH-45, MU-26, SoS-85, NHS-4, NH-10 and TA-7 times (Fig. 5).

Figure6 shows the commentary, player and their score after analyzing ten-match
commentary analysis.

4.4 Result Comparison

From the comparison of results,we can see a visiblymentionworthy outcome.Table1
is a comparison table for the actual match squad selected for the Bangladesh versus
England match. The squad here is suggested only taking into account five matches.
The result seems pretty good while we consider only five matches. But it still lacks
quality confirmation.

Table2 is a comparison table for the actualmatch squad selected for theBangladesh
versus England match. We have arrived at this suggestion for a squad after adjacent
ten matches.
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Table 1 Squad comparison
from five-match analysis

Predicted squad Actual squad

Mash Mash

MH MH

NHS SoS

MS MS

MU MU

MM MM

TI TI

MFR MFR

LD LD

MR MR

SAH SAH

Table3 is a comparison table for the actualmatch squad selected for theBangladesh
versus Englandmatch. The squad here is the result of analyzing adjacent 20matches.

Table4 is a comparison table for the actualmatch squad selected for theBangladesh
versus England match. The squad here is suggested by considering adjacent 29
matches.

As shown in Fig. 7, we have used simple percentage accuracy calculations. From
this chart, it is evident thatwhenwe usemorematch data the predicted squad becomes
much closer to the actual squad. We have already showed which player mismatches
with the final squad, from this comparative chart, the difference and effect of given
data volume are much clearer.
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Table 2 Squad comparison
from ten-match analysis

Predicted squad Actual squad

Mash Mash

MH MH

SoS SoS

MS MS

MU MU

MM MM

TI TI

RH MFR

LD LD

Najmul Hossain Shanto MR

SAH SAH

Table 3 Squad comparison
from 20-match analysis

Predicted squad Actual squad

Mash Mash

MH MH

SoS SoS

MS MS

MU MU

MM MM

TI TI

RH MFR

LD LD

IK MR

SAH SAH

Table 4 Squad comparison
from 29-match analysis

Predicted squad Actual squad

Mash Mash

MH MH

SoS SoS

MS MS

IK MU

MM MM

TI TI

MFR MFR

LD LD

MR MR

SAH SAH
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5 Conclusion

We focused our efforts on commentary analysis and the strongest team selection. For
this purpose, we have gathered raw commentary from many web sources, filtered it
and then evaluated players based on the discussion that has been written about them.
This provided a small window into how the players are currently performing and
how they are most likely to perform in the future. Then, for the following match, the
eleven players who had the greatest impact on the game are suggested. Due to the
fact that we had previously worked with a few matches, we had the opportunity to
test our suggestions against the picked squad. It is simply a matter of adding a new
match ID number to the existing list in order to create new matches. Then, when
the code is executed, the new remark will be automatically added to the account
while the player rating is being calculated. Only textual content that has been made
accessible as commentary has been taken into consideration. A combination of the
textual reaction of an experienced commentator with additional hard fact values such
as scores, the scenario, the number of overs remaining and so on could be used to
improve this theory even further in the future. Incorporating commentary from other
sources will also help to improve it.

References

1. Arefin MS, Mukta RBM, Morimoto Y (2014) Agent-based privacy aware feedback system.
In: International conference on advanced data mining and applications. Springer, Berlin, pp
725–738

2. Arif S, Umair M, Naqvi SMK, Ikram A, Ikram A (2018) Detection of bowler’s strong and
weak area in cricket through commentary. In: Proceedings of the 2nd international conference
on future networks and distributed systems, pp 1–14



Developing a Text Mining Framework to Analyze Cricket Match … 229

3. Clarke SR (1988) Dynamic programming in one-day cricket-optimal scoring rates. J Oper Res
Soc 39(4):331–337

4. Duckworth FC, Lewis AJ (1998) A fair method for resetting the target in interrupted one-day
cricket matches. J Oper Res Soc 49(3):220–227

5. Gupta M (2015) Cricket linking: linking event mentions from cricket match reports to ball
entities in commentaries. In: Proceedings of the 38th international ACM SIGIR conference on
research and development in information retrieval, pp 1033–1034

6. Hutto C, Gilbert E (2014) Vader: a parsimonious rule-based model for sentiment analysis of
social media text. In: Proceedings of the international AAAI conference on web and social
media, vol 8

7. Johnston MI, Clarke SR, Noble DH et al (1993) Assessing player performance in one-day
cricket using dynamic programming. World Scientific

8. Jung C, Lee SY, Kim J (2008) Robust detection of key captions for sports video understanding.
In: 2008 15th IEEE International conference on image processing. IEEE, pp 2520–2523

9. Lewis A (2005) Towards fairer measures of player performance in one-day cricket. J Oper Res
Soc 56(7):804–815

10. Muthuswamy S, Lam SS (2008) Bowler performance prediction for one-day international
cricket using neural networks. In: IIE Annual conference. Proceedings. Institute of Industrial
and Systems Engineers (IISE), p 1391

11. Passi K, Pandey N (2018) Increased prediction accuracy in the game of cricket using machine
learning. arXiv preprint arXiv:1804.04226

12. Pennebaker JW, Booth RJ, Francis ME (2007) Linguistic inquiry and word count: LIWC
[Computer software]. Austin, TX: liwc.net 135

13. Pennebaker JW, Francis ME, Booth RJ (2001) Linguistic inquiry and word count: LIWC 2001.
Mahwah: Lawrence Erlbaum Associates 71

14. San Vicente I, Saralegi X (2016) Polarity lexicon building: to what extent is the manual effort
worth? In: Proceedings of the tenth international conference on language resources and evalu-
ation (LREC’16), pp 938–942

15. Shen C, Li T (2011) Learning to rank for query-focused multi-document summarization. In:
2011 IEEE 11th International conference on data mining. IEEE, pp 626–634

16. UmaMaheswari P, RajaramM (2009) A novel approach for mining association rules on sports
data using principal component analysis: for cricket match perspective. In: 2009 IEEE Inter-
national advance computing conference. IEEE, pp 1074–1080

17. Zhang J, Yao JG, Wan X (2016) Towards constructing sports news from live text commentary.
In: Proceedings of the 54th annual meeting of the association for computational linguistics.
Volume 1: Long papers, pp 1361–1371

http://arxiv.org/abs/1804.04226


Indexed Top-k Dominating Queries on
Highly Incomplete Data
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Abstract Top-k dominating (TKD) query returns the top-k data items in a dataset
that dominate other objects. This is an important decision-making tool for any busi-
ness organizations because it gives data analysts an insightful way to find dominating
objects. It incorporates the benefits of skyline and top-k queries and is used in a vari-
ety of decision-making applications. Due to system malfunction, privacy protection,
data loss, and other factors, incomplete data occurs in a wide range of actual applica-
tions. We design an algorithm for answering the top-k dominating queries applying
the idea of data bucketing. Each of the buckets is implemented with a B+ tree. A
key is generated for each of the incomplete data record and inserted into the B+ tree.
Using the key, we reduce the computation cost for comparison applying the B+ index
structure. Since the B+ tree is well accepted for efficient indexing for commercial
databases, we get the facility of high retrieval performance. The proposed approach
clearly outperforms in terms of query performance compared to many other existing
approaches for incomplete data.
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1 Introduction

Top-k dominating queries rank records by the number of records in a dataset S that
are dominated by any record o and return k records that dominate the most records
in the set S. It selects the query’s dominance using a ranking function. An evident
advantage of dominating query is that it controls the selectivity of the query output
with the parameter k and a ranking function [1, 2]. It combines the facilities of
skyline query and top-k query [3]. Due to system malfunction, privacy protection,
data loss, data unavailability andmany other factors, incomplete data is very common
in actual applications such as sensor networks, decision making and location-based
services [4]. In an incomplete dataset, many records have attribute values missing
in some dimensions and cannot be predicted. Researchers have recently become
very interested in querying such incomplete data that has missing values [5]. On
incomplete records, Top-k dominating (TKD) queries have some advantages, i.e.,
its performance is governed by a parameter k, making it insensitive to the size of
incomplete datasets in various dimensions. Let o and o′ be two records having n
attributes. If all of the following conditions are true, the record o dominates the
record o′, denoted as o ≺ o′ [1]:

• For each attribute i(0 ≤ i ≤ (n − 1)), o[i] is no smaller than o′[i] or there is a
missing attribute.

• When both records have values in attribute j (0 ≤ j ≤ (n − 1)), i.e., attributes
values of o[ j] and o′[ j] are not missing, and then o[ j] is greater than o′[ j] for at
least one attribute.

For example, consider the movie review dataset S in Table 1 where S = {m1,
m2, m3, m4}. Movie m2 dominates movie m3. Since m2 is greater than m3 for the
common attribute values a2 and a3, i.e.,m2[2] > m3[2] andm2[3] > m3[3] andm2
are no less thanm3 in any of the dimensions. The score ofm2 is 2 since it dominates
{m1,m3}. Similarly, score of m1, m3 and m4 are all 0. Since m2 has the best score,
it is the the output for top-1 dominating query (T1D).

For large and incomplete dataset, bucketing is an efficient technique to answer
the TKD queries [1]. In this paper, we apply efficient bucketing by applying B+ tree
index structure. If there are d distinct buckets, then d B+ trees are introduced called
bucket trees. Using the bucket trees, a dominating B+ tree is constructed to find the

Table 1 Sample of movie review dataset

Movie ID Ratings

a1 a2 a3 a4 a5

m1 – – 3 4 2

m2 5 3 4 – –

m3 – 2 1 5 3

m4 3 1 5 3 4
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TKD queries. We create keys for each of the buckets from the incomplete dataset,
and this key is inserted into the B+ tree. The proposed computational model is not
only suitable for top-k dominating queries but also other database applications such
as skyline computations [6], database systems [7] and recommender system [4].

2 Related Works

There are many reasons for generating large number of incomplete data that is why
query processing over incomplete data has receivedmuch attention from the database
community. The brute force method [5] that uses extensive comparisons is used to
find the TKD from incomplete dataset. But due to large number of comparisons, the
method is not efficientwhen the size of the dataset and target data is large.The skyline-
based and upper bound-based techniques are used to reduce the candidate set in a
TKD [1]. The approach uses the upper bound score pruning technique to reduce the
target data. As a variant of skyline queries [7], the top-k dominating queries applying
the nearest neighbor search on the standard complete dataset using R-tree indexing
are proposed. To improve performance [5], two approaches for dealing with the TKD
problem based on the aR-tree are suggested. A systematic investigation of TKD
queries on incomplete data is described in [1] which includes missing dimensional
values in the dataset. To improve query performance, they use some techniques
including partial score pruning, bitmap pruning and upper bound score pruning. For
processing k-skyband queries on incomplete data [8], two efficient algorithms for
processing k-skyband (kSB) query, namely VP algorithm and kISB algorithm, are
presented. Their kISB algorithm exploits the intrinsic characteristic of the k-skyband
query on incomplete data and outperforms baseline algorithm and VP algorithm.
The use of virtual points in VP algorithm incurs extra costs in the query processing.
With the difficulty of dealing with missing information in datasets [9], introduce
a method to compute the skyline using crowd enabled databases. A decentralized
algorithm is proposed to address the problem of distributed top-k dominating query
processing in [10] using space filling curves for complete dataset. Ding et al. [11] also
implemented top-k dominating query processing on incomplete data in distributed
environments. In [12], a top-k dominating query model is presented over uncertain
data where pruning techniques are proposed by utilizing the spatial indexing and
statistic information. A balanced dominating top-k query semantic and algorithms
to identify the top-k answers are proposed in [13]. A dynamic dominate model
to get the largest number of uncertain objects is proposed in [14] from uncertain
objects to reduce the search space to answer the queries by a pruning approach. The
dynamic environment is also handled in [15] for incomplete data by event-based
method to answer top-k dominating query. A parallel approach for processing TKD
queries on incomplete data using MapReduce is proposed in [16]. A probabilistic
model for query processing is presented in [17] and formulated several types of
ranking queries on the model based on partial orders. In this paper, we introduce
B+ tree-based indexing to compute the TKD. We generate keys and used the keys
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in the B+ tree as container of the generated keys. We reduce the computation cost
for extensive comparison [1, 5] in our proposed method. Therefore, it shows good
retrieval performance.

3 Top-k Dominating Query Computation Model for
Incomplete Dataset

The database community has put forward a lot of effort in response to incomplete
data. For example, in a real movie review dataset, it is common that some user’s
ratings are missing, since users prefer to only rate movies that they are familiar
with. Therefore, each film rating is a n-tuple with some tuple values are missing.
Table 1 shows some tuples having empty values. The fact might be that the reviewer
a2 watches the movies m2, m3 andm4 but not the movie m1. Therefore, a2 only rates
moviesm2,m3 andm4. Themissing values are denoted by the symbol ‘-’. As a result,
the collection of film ratings dataset is an incomplete dataset. This incompleteness
increases with increase of number of movies and users for practical situation. Hence,
TKD on incomplete data is an important research problem for database researchers
[18].

The overall functional block diagram of our proposedmodel is illustrated in Fig. 1.
We apply the bucketing of data based on the symbol ‘–’, and then we generate key

for each of the records in the bucket. Using the key, we construct B+ trees for each
of the buckets, and taking the top items from the bucket tree, we construct one more
B+ tree that holds the dominating objects. From the dominating objects, we compute
the scores by brute force comparison [1] with each other. Therefore, the candidate
records for comparison reduce significantly, and TKD processing becomes fast in
our algorithm.

3.1 Data Bucketing

The process of data bucketing is illustrated in Fig. 2. The objects are first grouped
into buckets based on their bucket_id. To get bucket_id, missing dimensional rating
values are represented as 0, and present dimensional rating values are represented as
1.When the first object B3 in Fig. 2 is evaluated, a bucket is generated corresponding
to the bucket_id, i.e., idB3 = 0011, and B3 is the first object enrolled. For the sample
dataset in Fig. 2, four unique buckets are formed, each containing five items.
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Fig. 1 Overall functional block diagram of proposed model

3.2 Bucketing Using B+ Tree

Definition 1 (Bucket Tree): Bucket tree (BT) is a structure of B+ tree where each of
the distinct keys is stored in sorted order of the leaf node of the tree. Each distinct
keys of the BTs is composite keys of the form < v, id >.

B+ tree is a B tree extension that allows faster addition, deletion and search
operations. Records can only be stored on leaf nodes in a B+ tree, while key values
can only be stored on internal nodes. To make search queries more effective, the
leaf nodes of a B+ tree are linked together in the form of singly linked lists called
sequence set, and the non-leaf nodes, called index set, acts as an index to reach to the
goal. One more important property of B+ tree is that the keys are sorted in sequence
set. In comparison with B tree, the tree’s height remains balanced and is lower as
far as searching is concerned. The data stored in a B+ tree can be accessed both
sequentially and directly. If the height of the tree is h, it needs to search the height
only once then sequential search is performed to find the target record since the data
is stored on the leaf nodes in sorted order sequentially. Therefore, queries are faster.
Due to these advantages, we chose B+ tree in our model. A sample B+ tree model is
shown in Fig. 3.
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Fig. 2 Overall functional block diagram of proposed model

Fig. 3 Logical separation of B+ tree in index set and sequence set

Using the partitioning data (Fig. 2b), keys are generated for bucketed records, and
these keys are unique and inserted to a BT.

3.3 Key Generation

We generate a composite key of the form< v, id >where v is the score and id is the
identification number of the data record. We use a b bit operating system of which
higher b1 bits are used for v and lower b2 bits are used for id where b = b1 + b2.
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Therefore, the keys are stored in the tree as an order of v. For example, for two keys
k1 and k2, k1 > k2 if v1 > v2. If the id values are unique, then every key is unique.

For each record in a bucket, the v part of the key is the sum of the data present in
the record, for example, review score of users of the movie dataset. For large value
of v, it is more likely to be dominating. For example, in bucket B of Fig. 2b, B1 has
the score 3 (1+2) and B3 has the score 13 (4+9). Therefore, B3 is more likely to
be dominating over B1. From this bucket trees, we retrieve more likely dominating
objects.

3.4 Dominance Computation

Definition 2 (Dominating Tree):Taking the top-k elements of each bucket tree (BT),
we create a new B+ tree called dominating tree (DT) where we insert the top-k
elements of each bucket trees. Since the keys are unique, it will be sorted in the order
of v (i.e., score) in the DT. These top elements of each BT are the candidates for
top-k dominating queries.

To trim the number of records, the idea is to generate a new B+ tree called domi-
nating tree by combining top records of each bucket. Since top elements of BT hold
the records that are more likely to dominate other records, we select top elements
from each BT and construct the DT. For a dataset of d distinct buckets, in our model
there are d B+ trees and one B+ tree for dominating tree. Therefore, our model
contains d + 1 B+ trees. Hence, the DT contains m = d × k key values. Now we
calculate the dominance score by comparing the m objects only by a naive or brute
force method such as [1]. If the original dataset contains N records, we reduce the
search items from N to m where m << N . This reduces the unnecessary records to
compute dominance that eventually makes our method faster.

Example 1 We use publicly available MovieLens dataset [19, 20]. The dataset con-
tains unique ID for each movie and ratings of the users in the range of [1, 5]. We use
movie_id as id and sum of the ratings provided by the users as v (See definition1).
The maximum movie_id is of 6 digit integer number. Therefore, the largest 6 digit
decimal number can be represented using 20 bits. From Fig. 2, let us consider record
B3 (-, -, 4, 9) having the unique movie_id 200003. We first make the sum of ratings,
which is equal to 13 for B3. For a 64-bit operating system, the higher 44 bits are used
to represent total sum of ratings ( v of the composite key), and lower 20 bits are used
to represent the movie ID ( id of the composite key). This constructs the composite
key of a record of the incomplete dataset. Therefore, the keys are sorted according
to the rating values in the index set (see Fig. 3) . For each bucket, we construct a BT
(see definition 1) in descending order of keys in the index set. A key having greater
value indicates greater sum of ratings. Greater sum of ratings indicates the record is
more likely to dominate other records.
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4 Performance Analysis

4.1 Dataset

For performance evaluation, we have used the MovieLens dataset publicly available
from a movie recommender framework (https://www.imdb.com/) [19, 20]. Movie-
Lens is a collection of films with audience ratings, where each film is depicted to
an audience rating in the range of [1, 5]. A higher rating usually implies a higher
level of appreciation. The dataset contains 9950 movie records (i.e., rows) and 757
reviewers (i.e., columns). The dataset has a 95% missing values, meaning that only
5% of the ratings are available. Therefore, we say highly incomplete data.

4.2 Results

In this section, we evaluate the performance of our proposed algorithms for TKD
queries over incomplete data and verify the effectiveness of our model. All the algo-
rithms are written in Python, and all tested on a machine with an Intel Core i5 Duo
2.6GHz processor and 4GBofRAMhavingMicrosoftWindows 10 Professional Edi-
tion. This section examines the success of the algorithms on real data and illustrates
the significance of the top-k dominating records. The algorithms that we considered
for comparison are shown in Table 2.

In our experiments, we look at a number of variables, including k, data size N ,
missing rate ρ and attribute cardinality c. Table 3 summarizes the settings for all of
these parameters.

In addition to ESB and our proposed B+ tree-based (BTB) algorithm, the intu-
itive Naive approach (exhaustive pairwise comparisons) is also implemented as the
baseline for TKD queries on incomplete data. Figure4 shows the TKD performance
for various values of k for varying number of data size, N . We experimented with
different dataset sizes to see how well our model performed. We observed that our
proposed BTB algorithm outperforms the EPC [1] and ESB [6] model. From Fig. 4,
we see that the proposed model shows improved results for BPC and ESB. The
reasons are as follows:

Table 2 Description of the algorithms to which compared

Name Description

EPC [1] Exhaustive pairwise computation

ESB [6] Extended skyband-based algorithm

BTB (proposed method) B+ tree-based algorithm

https://www.imdb.com/
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Table 3 Parameters for the prototype system

Parameter Description Values

k Number of results for TKD 1, 4, 8, 16, 32, 64

N Number of records in each
dataset

200, 650, 885, 3000, 7500K

ρ The percentage of missing rate
of attribute

95% (approximately)

c Number of attribute for each
dataset

100, 100, 440, 440, 757

• Applying the B+ tree index structure gives the indexing facility that facilitates for
faster data retrieval. The proposed scheme is two-level TKD system. First it takes
top-k from each bucket with BT, and then it generates DT which combines top-k
from each buckets. The search space is reduced significantly in DT. Since the keys
in DT are compared pairwise instead of large N .

• The comparison is done with integer keys. Because of this key generation, the
comparison time is quite short.

• The generated keys take small space with respect to original records. Hence, it is
easy to manage.

5 Conclusion

Considering the broad variety of uses for top-k dominating (TKD) queries, as well
as the prevalence of incomplete data, in this paper, we look at the problem of running
a TKD query on incomplete data with missing dimensional values. First we applied
the Naïve approach (exhaustive pairwise comparison) which is inefficient. To effec-
tively solve this, we used the ESB algorithm, which prunes the search space using
a local skyband technique. Despite the fact that the pairwise comparison model, the
skyline-based algorithm and other models are applicable to the problem, their per-
formance is low. We present our proposed BTB algorithm, which uses a B+ tree data
structure to further minimize the cost of score computation. Using our algorithm, we
significantly reduced the search space by predicting top-k dominating query result.
One important direction of the scheme is to apply parallel computation for multipro-
cessor environment. This is because, the buckets are independent to each other and
can be applied to parallel environment easily for handling large dataset.
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Fig. 4 TKD query cost on incomplete data for various values of k
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Development of an Efficient ETL
Technique for Data Warehouses

Md Badiuzzaman Biplob and Md. Mokammel Haque

Abstract In the area of knowledge science, data warehouse plays an important
role in data mining, data analytics, and decision making. Extraction Transformation
and Load (ETL) methodology are utilized widely in a developed data warehouse.
In today’s competitive business world, mergers and acquisitions unit techniques are
quite common. It desires extraction, transformation, and loading of a huge amount of
structured datamovement. This paper is associatedwith the improvement ofDynamic
ETL (D-ETL) by adding noise-free filtering and missing data handling methods.
This existing approach is modified to use the standard technique of extraction. ETL
methodology is the progressive extraction procedure among the entire extraction. In
this paper, we propose a new Efficient ETL technique which is an updated version
of the D-ETL adding an attribute selection and noise reduction technique.

Keywords E-ETL · Noise-free filtering ·Missing data handling · Improved
D-ETL · IMICE
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ETL Extraction transformation, and load;
D-ETL Dynamic extraction, transformation and load;
MICE Multiple imputations by chained equations;
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OMOP Observational medical outcome partnership;
SQL Structured query language;
INFFC Iterative noise filter based on the fusion of classification

1 Introduction

Data mining [1–3] is the observation by evaluating large datasets to retrieve essen-
tial data. This data [4] can later be used to develop many informative systems or
retrieve hidden data by analyzing patterns of huge datasets to predict vital outcomes.
An informed system unit for measuring refined code that uses Artificial Intelligence
(AI) along with a data repository to help in real-world selections. The involvement of
up-to-date systems and technology inside the health business iswidespread.Although
this affiliation has been a gift formany years, new ideas, and experiments are adminis-
tered daily. The scope for improvements in this sector remains immense. The knowl-
edgeable systems facilitate the automation of the healthcare industry [5, 6], whereas
by using completely different processing methodologies, researchers try to predict
or collect valuable data. Within the health business, the impact of such systems is
extremely important because they agitate people’s varied lives. A mistaken decision
or prediction could cause a non-public or perhaps the whole country varied awful
conditions.

Expert systems or data processing algorithms typically do not make mistakes
unless the info it uses itself is imperfect. One of the main tasks of the whole process
is therefore to refine the information that the system will be trained. This part of the
mining process is called data pre-processing, which is recognized by the most impor-
tant and difficult elements among researchers in information science. Refinement is
required due to the continuously imperfect measurement of real-world information
squares. In many cases, duplication of information is incredibly common errors,
leading to incorrect forecasts. The Data warehouse [7, 8] is used to store enormous
information amounts. This information can be used to call and applied mathematical
analysis. The data warehouse construction method must be extremely efficient and
reliable. Applied mathematical strategies are primary alternatives for tasks such as
forecasts or classifications. When AI evolves, people are very vulnerable to relying
on AI for these tasks. The goals of the paper [9] are based on machine learning and
AI to classify information, as these strategies will improve over time and therefore
the resulting square measurement typically exceeds the standard approach of applied
mathematics. The paper [9] compares a number of these machine learning methods
based mainly on strategies and ancient strategies, but each of these strategies works.
We tend to be ready to check that square strategies measure higher suitable attributes
and that we were jointly fortunate to propose a technique that had a much better
model than the previous ETL. The present ETL techniques [7, 10, 11] are not much
effective for Data Warehouses. They [7–9] use all the features to execute any task.
But, all the features are not needed to execute and also not much important equally.
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Proper attribute selection and noise reduction techniques are missing in the existing
model. So, we have proposed and developed an Efficient ETL Technique for Data
Warehouses, wherewe have added attribute selection and noise reduction techniques.

2 Related Work

2.1 Background of ETL

For the data warehousing structure, ETL [12–14] is an important component. The
method comprises of the extraction of information from various information sources,
the transformation of extracted data reliablewith trade necessities, and loading of that
information into the data warehouse [15]. Figure 1 shows the ETL work processes
in an ETL approach.

Electronic health records (EHRs) include complex clinical info on non-standard
codes and structures that contain proprietary formats [16, 17]. The EHR information
needs to be restructured and reworked to traditional formats and usual terminologies
in multi-location clinical analysis networks and optically combined with entirely
different data sources. Dynamic ETL [9] has been enforced to do ETL [9] activities
that load data from an assortment of sources with altogether different data pattern
structures into the common OMOP. D-ETL supports a flexible and clear method
for transferring health information and products into a target info model. There is
no attribute selection technology available in D-ETL, and there is no correct noise

Fig. 1 ETL work processes [15]
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reduction procedure. The D-ETL measures unit requires direct access to backend
data, which requires extensive SQL skills.

2.2 D-ETL

Current approaches to data transformation unit ofmeasurement are usually not versa-
tile [9]. The ETL procedure to help data harmonization in some cases incorporates
two sequential stages (schema mapping; information programming).

In the D-ETL paper [9], they have shown design with implementation a very
specific rule-based D-ETL, and their contribution to this work D-ETL supports a
flexible and clear methodology. EHR info wants to cooperate in clinical analysis
networks on multiple sites [9]. To reduce the knowledge contribution barriers an
expert tool is needed. From heterogeneous sources first, load completely different
data schema structures into the OMOP common data model [9, 18]. Automatic
question generation to synchronize the datasets offered.

2.3 Workflow of D-ETL

Figure 2 shows the work processes of the D-ETL way which deal with mix two
source datasets.

D-ETL Approach:
The approach of D-ETL is considered on four main elements.
Extensive ETL determinations.

• D-ETL rules have been created in plain text format and the rules unit is also
human-intelligible.

• From ETL rules full SQL statements have created and also remodel, emulated,
and merchandise the information into destination tables.

• ETL designers can easily access the automatically generated SQL statements;
check the principles associated with them, following an associated degree of
varying legality, and detecting and deleting errors in methodology.

ETL determinations and modeling:

• Contains data regarding the provision and target schemas. Word mappings
between data elements and values at intervals the provision and target schemas,
and definitions and conventions for info at intervals the target schema.

Data extraction and validation:

• Necessary data elements which are from the provision process unit of measure-
ment turned out to a quick memory and these are reworked and processed into
the destination information.
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Fig. 2 Work processes of the D-ETL, which deal with mix two datasets [9]

• The D-ETL model utilizes CSV text records for information interchange as a
result of its extensive use and characteristic.

• Then, the extracted data pass through by a data checking method.

Figure 3 shows the iterative noise filter based on the fusion of classification.
Noise information reduction process.

• Preliminary filtering: Contains provision data and target schemes. Word mapping
between info elements and values at intervals of provision and target schemes,
and info definitions and conventions at intervals of target schemes.

• Noise-free filtering: A new filtering (see Fig. 3) made from the part clean informa-
tion from the previous step is applied to all the coaching examples in the current
iteration, which is followed by two sets of examples: a clean and strident set. This
filtering is predicted to be much correct than the previous one since the noise
filters measure squarely designed cleaner information.
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Fig. 3 Iterative noise filter based on the fusion of classification [19]

• Final removal of noise: A noise score [19] is calculated from every probably
strident example of the strident set obtained in the previous step to determine
which of them is finally eliminated.

Dedicated to comparing the time quality of INFFC [19] with two of these different
ensemble-based filters. They introduce all three steps in each iteration to remove
strident examples with the strongest liability, that is, those square measure strident
examples with good confidence. In this way, examples that are striking or not, square
measure left in the coaching for the post-coaching process. Making sure that only
the examples that measure square to be noise square measure removed means that
noise-free examples that could hurt the educationalmethod are less likely to be found.
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3 Proposed E-ETL

This work proposed an improvement of ETL, which we have called efficient extrac-
tion, transformation, and loading (E-ETL) (see Fig. 4). In E-ETL, the full processes
have been completed in six steps. In the first step, we have collected the data
from several available resources. The second step is feature selection where we
have designed a feature selection technique [1], which is called “efficient feature
selection”.

Figure 4 illustrates efficient extraction, transformation, and loading (E-ETL) tech-
nique for data warehouses. This is our proposed model where we have shown all the
steps clearly.

The 3rd step is the phonetic algorithm where we have used the namevalue algo-
rithm. The 4th step is for noise reduction, where we have used IMICE (Improved
multiple imputations by chained equations) technique which is the updated version
of MICE [20]. The 5th step is the extraction, transformation, and loading (ETL)
process. At the last step, we can get our targeted data after completing the full ETL

Fig. 4 Proposed efficient extraction, transformation, and loading (E-ETL)
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process. The present feature selection techniques are not good in ETL that’s why
we have improved the feature selection technique by adding phonetic encoding and
noise reduction process for better data which reduces complexity and duplexity in
the data warehouse.

4 Results and Discussion

In the result section we have discussed three phonetic encoding algorithms
(namevalue, soundex, and metaphone algorithm) and also found the best algorithm.
Then we have improved that algorithm. We have also improved the existing noise
reduction techniques. The existing system is MICE and our improved system is
improvedmultiple imputations by chained equations (IMICE).Althoughmultivariate
imputation by chained equations (MICE) has developed as a systematic way of
dealing with missing data [21, 22], significant difficulties and limits of the approach
must be acknowledged. While MICE has a number of advantages over other missing
data strategies in terms of flexibility, it has one major drawback: it lacks the same
theoretical underpinning as other imputation techniques. So, it needs to improve the
existing system.We have also get our desire attributes by using our proposedEfficient
ETL technique for data warehouses.

4.1 Namevalue Algorithm

Wehave compared the performance of namevalue, soundex andmetaphone algorithm
and we have found that namevalue is the best for masking “patient name”.

Improved namevalue algorithm steps:

1. Delete salutation
2. Delete a/A, e/E, i/I, o/O, u/U unless beginning of the name or after white space
3. Convert g/G/j/J/z/Z to j
4. Convert k/K/q/Q to k

Table 1 Ambiguity in
patients input name

Actual name Inputted name

ABU NASER MR. ABU NASER

MD. ABU NASER

MR. MD. ABU NASER

ALHAZ MD. ABU NASER

MOHAMMAD ABU NASER

MUHAMMAD ABU NASER

ABU NASER
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Fig. 5 Performance comparison namevalue, soundex, and metaphone algorithm for patient name

5. Map all characters according to code table

The performance comparison of namevalue, soundex, and metaphone algorithm
for patient name.

Figure 5 illustrates the three phonetic encoding algorithms (namevalue, soundex,
andmetaphone algorithm) to find out which one is best for the patient name attribute.
Here we have used naïve bayes classification algorithm which is extremely fast,
and it also works with categorical and numerical variables to compare with other
algorithms.

4.2 Noise Reduction in IMICE

After the feature selection and phonetic encoding techniques, we can get our desire
attributes from the total 16 attributes in our dataset [1, 23]. Now we have needed to
apply the improved multiple imputations by chained equations (IMICE) technique
which is the updated version of multiple imputations by chained equations (MICE)
[20] for noise reduction on those attributes.

Tables 2, 3, 4 and 5 showing the output of noise reduction in IMICE for gender,
age, department, and sample attributes which we get after feature selection. Here,
we use a total of 40% data from the dataset because the lack of high configuration
computer. When the 40% data from a dataset and missing data is 10% that time the
accuracy is high compared with when the missing data is 20% and 30%. We have
also shown the accuracy, precision, recall, and F1 score for all of these attributes.
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Table 2 Output table of gender

Data from
main
dataset (d)
%

Make
missing
data from d
in %

Mean
square
error

Square root
mean
square error

Accuracy Precision Recall F1 score

40 10 0.04704 0.21689 0.95295 0.95318 0.95295 0.95291

40 20 0.09954 0.31550 0.90045 0.90316 0.90045 0.90000

40 30 0.14643 0.38266 0.85356 0.85458 0.85356 0.85305

Table 3 Output table of age

Data from
main
dataset (d)
%

Make
missing
data from d
in %

Mean
square
error

Square root
mean
square error

Accuracy Precision Recall F1 score

40 10 47.08177 6.861616 0.90199 0.91880 0.90199 0.90676

40 20 91.93061 9.588045 0.80556 0.84269 0.80556 0.81623

40 30 124.9475 11.17799 0.71186 0.79320 0.71186 0.73389

Table 4 Output table of department

Data from
main
dataset (d)
%

Make
missing
data from
d in %

Mean
square
error

Square
root mean
square
error

Accuracy Precision Recall F1 score

40 10 0.18082 0.42523 0.93864 0.943059 0.938649 0.93918

40 20 0.38829 0.62313 0.87352 0.885273 0.873528 0.87488

40 30 0.60516 0.77792 0.82040 0.836192 0.820409 0.82152

5 Conclusions and Future Work

In the present data warehousing research, ETL operations are a major issue. We have
proposed and implemented a very critical challenge in current data warehousing
research in this paper. The present ETL techniques are not much effective for data
warehouses. All the attributes are not needed to execute and also not much important
equally for any task. Proper attribute selection and noise reduction techniques [24]
are missing in the existing model. So, we have proposed and developed an Efficient
ETL technique for data warehouses, where we have added attribute selection and
noise reduction techniques.

Security [25] to the data is that the key challenge of a locality of concern in today’s
world. Current approaches for the modeling of ETL do not address the protection
issues inside theETLmodeling. To improve the security issue and protect the data,we
will include a security component in our research in the future. A typical provider of
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problems in ETL in associate in nursing extremely large varies of dependencies
among ETL jobs. Most use of parallelism: to load data into two datasets one can
run the plenty in parallel. This analysis work proves and shows the event in attribute
selection and noise reduction in the ETL technique.
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Downlink Performance Enhancement
of High-Velocity Users in 5G Networks
by Configuring Antenna System

Mariea Sharaf Anzum , Moontasir Rafique, Md. Asif Ishrak Sarder,
Fehima Tajrian, and Abdullah Bin Shams

Abstract A limitation of bandwidth in the wireless network and the exponential rise
in the high data rate requirement prompted the development of Massive Multiple-
Input-Multiple-Output (MIMO) technique in 5G. Using this method, the ever-rising
data rate can be met with the increment of the number of antennas. This comes at
the price of energy consumption of higher amounts, complex network setups, and
maintenance. Moreover, a high-velocity user experiences unpredictable fluctuations
in the channel condition that deteriorates the downlink performance. Therefore, a
proper number of antenna selections is of paramount importance. This issue has been
addressed using different categories of algorithms but only for static users. In this
study, we proffer to implement antenna diversity in closed loop spatial multiplexing
MIMO transmission scheme by operating more number of reception antennas than
the number of transmission antennas for ameliorating the downlink performance of
high-velocity users in case of single user MIMO technology. In general, our results
can be interpreted for large scale antenna systems like Massive MIMO even though
a 4× 4MIMO system has been executed to carry out this study here. Additionally, it
shows great prospects for solving practical-life problems like low data rate and call
drops during handover to be experienced by cellular users traveling through high-
speed transportation systems like Dhaka Metro Rail. The cell edge users are antici-
pated to get benefits from thismethod in case of SU-MIMO technology. The proposed
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method is expected to be easily implemented in the existing network structures with
nominal difficulties.

Keywords Massive MIMO · SU-MIMO · 5G · Antenna configuration · Resource
scheduling · User mobility

1 Introduction

The ever-increasing cellular devices and exponential rise of wireless connection,
demand for lower latency, higher spectral efficiency, and ultra-high data speed. 5G
technology is expected to meet these requirements. Thus, massive multiple-input-
multiple-output (MIMO), an extension of MIMO technique becomes an essen-
tial requirement of this new standard technology. In the massive MIMO system,
base stations use a huge number of antenna arrays to connect with users. These
huge number of base station antennas can enable energy to concentrate in a small
region bringing better improvements by several folds in transmission gain and user
throughput than aMIMO system. By integrating the single user MIMO (SU-MIMO)
technique with the spatial multiplexing techniques, multiple number of data streams
can be transmitted over various antennas to single user equipment (UE). This results
in a throughput gain with improved spectral efficiency.

However, practical implementation of a high number of antennas requires a larger
amount of resources, high power supply, highly complex system, and larger-scale
antenna channel estimates. The increasing number of users is adding to these limita-
tions due to loss in desiredQoS (quality of service) resulting fromspatial interference.
For improving the QoS for each user, particle swarm optimization can be used to
select the minimum number of transmitter antenna elements [1]. SUS algorithm and
JASUS with a pre-coding scheme could be combined to select a limited number
of antennas for specific users for lessening the complexity of the whole system
delivering maximum average sum rate [2]. Then again, the large number of base
station antennas contribute to the degradation of energy efficiency. This problem can
be solved using the antenna selection method based on channel state information
[3]. Additionally, a deep learning strategy has been proposed to optimize antenna
selection patterns for massive MIMO channel extrapolation [4]. The aforemen-
tioned research works proffered optimum antenna selection patterns or algorithms
for mitigating some of the limitations of Massive MIMO mentioned earlier but did
not consider practical scenarios like UE mobility which was investigated in recent
research works. The high-velocity users experience a degradation of performance
of the schedulers, spatial multiplexing techniques, and network capacity because
mobility of UE causes Doppler shift which results in rapid variations in channel
quality [5, 6]. Due to the frequent and rapid variations of the channel quality, the
optimum antenna combination also changes over the multiple transmission time
intervals (TTIs). Therefore, the optimum antenna combinations may not be feasible
for practical implementation without considering mobility. Moreover, deep learning
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algorithms can cause high latency in real-time applications which contradicts one of
the goals of 5G technology.

In this paper, we have proposed to implement antenna diversity in spatial multi-
plexing technique by keeping the number of receiver antennas more than the number
of transmitter antennas. This diversity of antennas have enabled overall throughput
for high-velocity users to improve.This simple strategywillworkunder any scheduler
and transmission schemes considering users with low, medium, and high velocity. To
imitate a system with a high number of transmission and reception antennas and to
circumvent the simulation complexity, a 4× 4MIMO system has been implemented
to conduct our study. In general, our results can be interpreted for large scale antenna
systems like Massive MIMO. It is believed that the proposed strategy will contribute
to solving real-life problems like call drops, low data speed to be faced by cellular
users traveling through high-speed transportation systems like Dhaka Metro Rail.

The remaining parts of the proffered paper are assembled in the following
sequence. Section 2 contains the system model where spatial multiplexing, antenna
diversity, resource scheduling schemes, network model, and various performance
parameters are discussed. After that, simulation model is discussed in Sect. 3 before
discussing the simulation results in Sect. 4. In the end, conclusions are presented in
Sect. 5.

2 System Model

2.1 Spatial Multiplexing

Spatial multiplexing is one of the transmission modes used in a communication
system. Generally, the data which needs to be sent to any UE are divided into several
streams and sent over multiple channels using same frequency band.

Through spatial multiplexing, the ability to use several channels simultaneously
for transmitting data helps to increase system capacity. Based on theoretical deduc-
tion, the capacity of any channel increases with the increment of number of data
streams keeping a linear relationship according to the following equation [7]:

C = MB log2
(
1 + s

N

)
(1)

Here, capacity is represented by C for bandwidth B whereas number of data streams
isM. And S

N is signal to noise ratio.
There are mainly two categories of spatial multiplexing-close loop spatial multi-

plexing (CLSM) and open loop spatial multiplexing (OLSM). For the proffered
strategy, CLSM is adopted as the spatial multiplexing technique.

Closed loop spatial multiplexing (CLSM): The maximum number of data streams
M in T transmitter and R receiver network (T × R) that can be transmitted over the
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Fig. 1 Network architecture

network follows the given condition in case of CLSM [5].

M ≤ min(T, R) (2)

Under CLSM,UE reported CQI gives indication about channel condition which is
utilized to select the suitable MCS (Modulation and Coding Scheme) by base station
for users. Then rank indicator is utilized to select the number of layers under the
selected MCS and channel. In this paper, MCS level can be selected as 16-QAM for
the simulation. And then PMI feedback helps UE to adjust quickly to the frequently
changing condition of the channel.

2.2 Network Model

A typical network comprised of 19macro cell base stations is used here. Base stations
are arranged in a hexagonalmanner creating a two tier network. The distance between
any two base stations is 500 m. Every base station antenna is taken as a tri-sector
antenna to achieve 360-degree coverage. An architecture of the adopted model has
been depicted in Fig. 1. To design these antennas, theKathrein 742215 antennamodel
is utilized here [8].

2.3 Resource Scheduling

Resource scheduling method is basically utilized to allocate resources among the
users in any cell in a specific way considering some criteria like system efficiency,
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users demands, etc. Round Robin (RR) and Proportional fair (PF) have been adopted
for our simulation results.

Proportional Fair and Round Robin

The main consideration of RR is to ensure optimum fairness among all users in a
cell adapting the cyclic distribution of resources. On the other hand, proportional
fair primarily considers to boost the throughput of users keeping fairness as the
secondary consideration. Each user equipment is taken as the priority coefficient
from the priority function given in the following equation [6].

P = T α

Rβ
(3)

Here, T is feasible throughput and R is average data rate. Using parameters, α and β

fairness can be tuned. In case of PF, α ≈ 1 and β ≈ 1 are used whereas α ≈ 0 and
β ≈ 1 are used in case of RR technique [5]. But in order to enhance user throughput
and fairness of resource allocation, an improved PF scheduling algorithm has been
proffered where average user throughput Tk(t) can be calculated using the following
equation [9].

Tk =
(
1 − 1

tc

)
Tk(t) + 1

t

s∑
s=1

Rs,k(t) (4)

Here, the throughput of the user k at sub band S is represented by Rs,k(t),
throughput averaging time window is defined by tc. The value of tc can be selected to
carry out an optimum trade-off between fairness and system capacity. On the other
hand, RR distributes resources among users without considering channel conditions
in a cyclic manner. As a result, it can ensure fairness amidst users but degrades user
throughput.

2.4 Key Performance Parameters

Average UE Throughput: The position of users in the whole network is random.
So, the distance between them and the base stations is not fixed which results in
variations in path loss. Consequently, SINR and throughput of a UE have a huge
range of different values. Moreover, it is well known that throughput of a T × R
system is proportional to min(T, R) where T is transmitter antenna number and R
is receiver antenna number. Then again, average throughput of UE (TAVG) can be
expressed like the following equation [10].

TAVG =
∑n

k=1 Tk
n

(5)
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Here, total throughput of kth user is represented by Tk and the total number of users
is n.

Cell Edge Throughput: Users near the edge of a serving cell feel signals from the
neighboring cells as interferences for them. Adding to that, the strength of the signal
degrades owing to the distance from the base station causing lower speed of data.
Cell edge throughput is considered as the five percent of the throughput ECDF of
UE. For avoiding call drop, continuous coverage and minimum data rate are required
during handover.

Spectral Efficiency: Spectral efficiency can be stated as the speed of data over a
specific bandwidth. This parameter can be represented by the following equation
[7].

s =
∑n

k=1 Tk
BW

(6)

Here, system bandwidth is BW and total throughput for kth user is Tk . Thus, when
total throughput over a specific bandwidth increases, spectral efficiency increases.

Fairness Index: Fairness index is the parameter that is utilized to dictate how the
resources may be divided among the UEs. A well-known method, Jain’s Fairness
Index is adopted to examine the fairness in terms of resources among the UEs. Jain’s
Fairness Index can be calculated for n users from the following equation [11].

J (T ) =
[∑n

k=1 Tk
]2

n
[∑n

k=1 T
2
k

] (7)

Here, average throughput is represented by Tk for kth user. J (T ) = 1 if all the UEs
can achieve the same share of resources distributed among them.

3 Simulation Model

At first, performance parameters are numerically investigated under proportional fair
resource scheduling technique for 2 × 2, 2 × 3, 2 × 4, 4 × 2, 4 × 3, 4 × 4 MIMO
schemes. After that, the investigation was done for the MIMO schemes for round
robin resource scheduling technique at second phase. In both of the phases, impact
of UE mobility spanning over a range of 0–120 kmph velocity was observed and
then results were plotted. There were 10 UEs per sector with a total of 570 UEs arbi-
trarily taken within the geometrical area of the network during the simulation. To
integrate mobility of UEs in the simulations, random walk model has been selected.
Using random walk model, a user can be assumed to take a random step away from
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Table 1 Parameters for the simulation of the network

Simulation parameters

Channel model WINNER+

Frequency 2.45 GHz

Bandwidth 20 MHz

No. of transmitter/receiver 4

Simulation time 50TTI (PF), 50TTI (RR)

BS height 20 m

Transmission mode CLSM (2 × 2, 2 × 3, 2 × 4, 4 × 2, 4 × 3, 4 × 4)

BS power 45 dB

Receiver height 1.5 m

Antenna azimuth offset 30 degree

BS transmitter power 45 dBm

Antenna gain 15 dBi

the previous position in each period. For link prediction for UEs, Mutual Informa-
tion Effective SINR Mapping (MIESM) is chosen here owing to its better accuracy
than other ESM algorithms especially for higher modulation schemes [12]. Simula-
tions for round robin have been done for 50 TTIs. Additionally, 50 TTIs have been
also considered for proportional fair. The Vienna LTE-Advanced simulator has been
utilized here [13]. The macroscopic path loss model for the macro-cells considering
an urban environment can be represented by the following equation [7].

L = 40
(
1 − 4 × 10−3hBs

)
log10(R) − 18 log10(hBs) + 21 log10( fc) + 80 dB (8)

Here, R is taken as the separation between the UE and the base station in kilometers,
carrier frequency in MHz is represented by fc and height of the antenna is hBs in
meters. Rest of the parameters are displayed in Table 1.

4 Results and Discussions

Impact of mobility on average UE throughput under PF and RRwith differentMIMO
schemes can be observed from Fig. 2a, b respectively. Due to mobility, variations
in channel conditions cause SINR to have low values. Thus, average throughput
degrades at increasing velocity under both schedulers. From Fig. 2a, it can be
observed that PF achieves better average UE throughput for the whole velocity range
of 0–120 kmph under 2 × 4, 2 × 3 and, 2 × 2 MIMO schemes compared to 4 × 2, 4
× 3 and, 4 × 4 MIMO schemes. On the other hand, RR shows best performance for
4 × 4 MIMO at low velocity but seems to have degrading performance compared
to 2 × 4 and 2 × 3 MIMO at high velocity as displayed in Fig. 2b. Because more
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Fig. 2 Impact of mobility on average UE throughput under a PF and b RR scheme

number of receiving antennas compared to number of transmitting antennas enable
a receiver to have the ability to receive signals with better SINR. Consequently, a
receiver can have enhanced reception quality, better link performance along better
throughput.

PF shows good cell edge throughput at low velocity but ends up going to zero
cell edge throughput at increasing velocity under all MIMO schemes as shown in
Fig. 3a. The same does not happen in case of RR as it does not consider channel
conditions. From Fig. 3b, it can be observed that RR shows a slow decrement and
ends up with very low but necessary to pursue handover from one cell to another at
the cell edge. Moreover, it can be noticed that cell edge throughput shows slow a
decline under 2 × 4 and 2 × 3 MIMO and holds up better performance than other
MIMO schemes as velocity increases up to 120 kmph. This occurrence indicates that
increasing the number of receiver antennas than that of transmitter antennas is an
efficient way to reduce call drops and link failures due to better cell edge throughput
ensuring a ubiquitous network.

Fig. 3 Impact of mobility on cell edge throughput under a PF and b RR scheme
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Fig. 4 Impact of mobility on average spectral efficiency under a PF and b RR scheme

Then the effect of mobility on spectral efficiency can be observed from Fig. 4a,
b under both scheduling techniques along with different antenna configurations.
Spectral efficiency seems to decline a lot as velocity of a user increases under PF
scheduling technique. Here, 2 × 4 MIMO seems to show better performance than
any other schemes under PF over the whole velocity range of 0–120 kmph. From
before, it was noted that average throughput was also better for antenna configuration
where transmitting antennas are less than receiving antennas. Consequently, spec-
tral efficiency shows the same characteristic for PF. Then coming to RR, it can be
observed that 4× 2 and 4× 3MIMO scheme seem to show better performance at low
velocity due to good SINR and throughput but seems to show degrading performance
than 2 × 4 and 2 × 3 at high velocity. This incidence happens because receiver gets
to avoid the signals with low SINR value and select the strong signal with robust
link performance when receiving antennas are more in number. As a result, spectral
efficiency is better whenever receiver antennas are more than transmitter antennas
as high UE throughput and cell edge throughput can be achieved efficiently utilizing
that specific bandwidth.

Finally, from Fig. 5a, b, performance of different antenna configurations can be
analyzed in terms of fairness index under both schedulers. Under RR, fairness index
does not drop that much comparing to PF as RR does not take channel conditions
into consideration. Moreover, both schedulers seem to achieve better fairness index
whenever transmitting antennas are less than receiving antennas over the investigated
range of velocity due to better average throughput and cell edge throughput.Addition-
ally, more receiving antennas can help achieve better SINR which ultimately results
in UE sending better CQI value to the base station which allocates the resources
accordingly.

Table 2 mentions some of the previous works where impact of mobility has been
considered to analyze performance of downlink of cellular networks. Previous works
mentioned in the table were proposed for LTE and LTE-Advanced networks whereas
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Fig. 5 Impact of mobility on fairness index under a PF and b RR scheme

Table 2 Comparison with previous research works

Research works Transmission mode Number of transmitting
and receiving antennas

Diversity in spatial
multiplexing

[5] CLSM and OLSM 2 × 2 No

[6] Transmit diversity 2 × 2 No

[7] CLSM 4 × 4 No

This paper CLSM 2× 2, 2× 3, 2× 4, 4× 2,
4 × 3, 4 × 4

Yes

this work which is presented in bold font is proposed for upgrading downlink perfor-
mance of 5G network. None of these works investigated different antenna config-
urations in high velocity for single user Massive MIMO system. It is best to our
knowledge that antenna diversity in SU-MIMO technology in Massive MIMO setup
has not ever been investigated with respect to velocities ranging from 0 to 120 km/h
under different resource scheduling schemes. Additionally, evaluating all perfor-
mance parameters brought up above, it can be suggested that implementing antenna
configuration where receiving antennas are more than transmitting antennas ensures
enhanced downlink performance for a high-velocity user reducing multipath fading
and channel fluctuations. It is also believed that introducing the concept of antenna
diversity in SU-MIMO technology will pave the way for a cheaper and simple solu-
tion for high-velocity users giving better possibility of reception quality at the receiver
end through both of the resource scheduling schemes considered in this study.

5 Conclusion

In this paper, we proffer to introduce antenna diversity in spatial multiplexingMIMO
transmission scheme by operating more number of reception antennas than the
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number of transmission antennas to improve the downlink performance of high-
velocity users. To circumvent the simulation complexity, a 4 × 4 MIMO system
has been implemented to conduct the study. The simulation results show that this
technique can work independent of the type of applied resource scheduler and the
same is expected under any transmission scheme. A linear increase in data rate with
higher reception antennas is also observed. The proposedmethod can be easily imple-
mented in the existing network architectures with minimal difficulties. Also, it has
the potential for solving real-life problems like call drops and low data rates to be
experienced by cellular users traveling through high-speed transportation systems
like Dhaka Metro Rail.
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Artificial Bee Colony and Genetic
Algorithm for Optimization
of Non-smooth Economic Load Dispatch
with Transmission Loss

Mohammad Hanif and Nur Mohammad

Abstract Optimization plays a crucial role in economic load dispatch (ELD) due
to the rising competition in the electricity market. In dealing with complex and
challenging optimization problems, swarm intelligence has already demonstrated its
skill. Hence, in this study, the optimization of non-smooth economic load dispatch
(ELD) has been implemented by employing two popular metaheuristic algorithms,
namely Artificial Bee Colony (ABC) and Genetic Algorithm (GA). However, before
implementing ametaheuristic algorithm, it is crucial to understand how it performs in
contrast to others. Owing to this, the comparative study between these two algorithms
(ABC and GA) in terms of convergence characteristics, statistical performance, and
computation time in ELD is outlined. The results reveal that ABC outperforms GA
in the ELD problem when it comes to minimizing fuel costs, despite the fact that
ABC’s computational time is slightly longer than that of GA.

Keywords Optimization · Metaheuristic algorithm · Constraints · Statistical
comparison · Computational time

1 Introduction

Optimization is the process of determining the best value for the variables in order
to maximize or minimize the objective function while satisfying all constraints.
For a constrained optimization, to find the optimum value of variable x , it can be
mathematically expressed as [1]:

minimize f (x), x = (x1, x2, . . . , xn) ∈ Rn (1)
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Subjected to:

{
g(x) = 0
h(x) ≤ 0

(2)

Here, the objective function is f (x), and the optimization problem is a minimiza-
tion problem. This optimization is subjected to an equality constraint g(x) and an
inequality constraint h(x).

In power optimization operations, economical load dispatch (ELD) is a key
strategy for planning and controlling power generation. The primary purposes of
this ELD are to schedule and manage the power generators in such a way that power
generation costs are kept as low as possible while upholding equality and inequality
constraints of the optimization [2, 3]. ELD optimization can be divided into two cate-
gories. One includes the valve point effect (non-smooth ELD), while the other does
not (smooth ELD). Due to the non-linear and non-convex nature of the cost func-
tions, it is difficult to solve the non-smooth ELD optimization problem [4]. Every
generator has a power generation limit, and optimization techniques in ELD attempt
to utilize every generator in a balanced way within that limit in order to fulfill the
power demand. In addition, while balancing power generation and demand, trans-
mission loss should be taken into account. As the distance between the generators and
the load increases, the transmission loss grows as well. A typical power plant with
N generators and a transmission loss network are depicted in Fig. 1a. In addition,
Fig. 1b shows a pictorial representation of the relationship between fuel cost and
power output, where Pmin denotes a generator’s minimal power generation and Pmax

denotes the generator’s maximum power generation. The fuel cost curve becomes
non-smooth and fluctuating whenever the valve point effect is considered.

To tackle constrained optimization problems, many deterministic and stochastic
algorithms are developed. The applicability of the deterministic approaches is limited
due to their inability in handling the dynamic problems that arise in day-to-day lives.
This is because deterministic techniques rely on certain assumptions, such as the
continuity of the objective functions. Stochastic algorithms, on the other hand, are not

Fig. 1 a Power plant with transmission loss [9]. bRelations between fuel cost and generated power
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dependent on these types of assumptions. For these reasons, stochastic algorithms can
easily take the role of conventional PLCormicrocontroller-based automation systems
[5].What’smore, these algorithms can adapt to the unpredictable and dynamic nature
of real-world problems. To put it another way, these algorithms have the power to
self-organize. As a result, stochastic algorithms have emerged as a valuable tool for
solving complex optimization problems [6].

Artificial Bee Colony (ABC), a stochastic algorithm, mimics the behavior of the
swarm of honey-bee [7]. For solving optimization problems, Karaboga and Basturk
[7] coined this algorithm. On the other hand, the Genetic Algorithm (GA) uses the
behavior of the genes. This algorithmwasfirst proposed byHolland [8]. TheGAalgo-
rithm has widely been implemented in a variety of optimization problems, demon-
strating its ability to solve complicated and dynamic challenges. When it comes
to ELD optimization, both ABC and GA can capable of maintaining demanding
outcomes. However, prior to employing an algorithm in a real-world situation, engi-
neers require comparative knowledge about the performances of these algorithms.
Because of this, the implementation of ELD, as well as the comparative studies, for
the selected two algorithms (ABCandGA) are investigated in this research.Although
ABC and GA-based ELD were previously implemented, the transmission loss, the
ramp-rate constraints, and the performance comparison between these algorithms
were rarely taken into account. Owing to this, the authors are motivated to under-
take the ELD optimization, along with the comparative investigations of ABC and
GA performances in ELD, considering transmission loss, and ramp-rate constraints.
The analysis of convergence characteristics, statistical comparison, and computa-
tional time will be a guideline for future designers to select a proper algorithm for
optimizing ELD in real-world situations.

This paper is organized as follows: Sect. 2 describes previous works, while ABC
and GA are briefly introduced in Sect. 3. Section 4 outlines the problem formula-
tion for implementing ELD using ABC and GA. Finally, the paper ends with the
simulation work and result analysis followed by conclusion and references.

2 Related Works

In ELD, several techniques have already been applied to reduce the fuel cost of
power generation. The conventional methods of ELD are Linear Programming (LP),
Lagrange multiplier, Newton Raphson methods, and Dynamic Programming (DP)
[9, 10]. These methods, however, have a number of limitations and drawbacks, espe-
cially when dealing with complex optimization issues. Furthermore, owing to the
valve point effect, the ELD exhibits non-smooth properties. In that case, neither the
Lagrange Multiplier nor LP approaches can handle ELD optimization[11]. The DP
technique, on the other hand, has a problem with dimensionality. This is because
when precision is crucial and the number of generators is increased, the execution
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time and storage requirements significantly rise [3]. What’s more, due to ELD’s
non-linear behavior, conventional methods are slow to convergence and tend to get
trapped in local minima instead of global optima [4].

Swarm intelligence, on the other hand, has the potential to offer useful and mean-
ingful results in ELD. Many researchers have previously proposed several swarm
intelligence-based ELDs. In ELD optimization, GA can discover global optima
even when the problem is non-smooth, non-linear, or non-convex [12]. Abido [13]
proposed a radical GA-based strategy for ELD that incorporates environmental goals
into account. Considering the transmission loss and ramp-rate constraint, a GA-
based deregulated power system was investigated by Hosseini and Kheradmandi
[14]. However, the penalty factor was not taken into account by the authors in [14].
For short-term scheduling, GA-based systems, consisting of diesel generators, solar
photovoltaics, batteries, and wind power were reported by Hong and Li [15]. In
the past, several other metaheuristic approaches, such as Simulated Annealing [16],
Particle Swarm Optimization [17], Grey Wolf Optimization [18], and so on, were
implemented in ELD. Even yet, in this study, ABC-based and GA-based non-smooth
ELDswith transmission loss and ramp-rate limits are investigated for a 10-unit power
plant. In addition, the convergence properties and the computational time of ABC
and GA are compared in order to evaluate their performances in the ELD.

3 Brief Details of ABC and GA

3.1 Artificial Bee Colony Algorithm

ABCalgorithmhas three types of bees [19]. They are: (1)Employedbee, (2)Onlooker
bee, and (3) Scout. Employed bees make up half of the population, while onlooker
bees account for the other half [19, 20]. Bees, waiting in the dance area, take the
decision to select a food source are known as onlookers. On the other hand, the
employed bees travel to the food source previously visited by it. Scout bees are
bees that are constantly searching for random food sources. For every food source,
there is only one employed bee. While a food source is depleted, the employed bee,
associated with that food source, becomes a scout bee. In ABC, the placements of
food sources indicate potential solutions, whereas the fitness is determined by nectars
[7]. The searching of the artificial bee is as follows:

• Employed bees are able to locate food sources within the vicinity of their memory.
• Employed bees transmit their knowledge to observers, who subsequently choose

a food source [20].
• The employed bees whose food sources are abandoned become scout, and

subsequently, search for a random food source [7].
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Hence, ABC has three control parameters: (1) Number of food sources (SN), (2)
Number of limits, and (3) Maximum number of cycle [7]. Onlooker bees select a
food source depending on the foods’ probability, which is calculated by the following
equation:

pi = fiti∑SN
n=1 fitn

(3)

Here, pi = Probability of ith food source, fiti = Fitness of ith food source, and
SN = Number of food sources.

In order to produce the new viable food source from an old one, the ABC employs
the following expression:

vi j = xi j + ∅i j
(
xi j − xk j

)
(4)

Here, k = {1, 2, 3, … SN}, j = {1, 2, 3, …D} (selected random index), and ∅i j =
is the random value between [−1, 1] that regulates the development of new neighbor
food source.

While k is selected at random, i is distinct from k. When the difference between
xi j and xk j are reduced, the perturbation of xi j decreases; and the solution approaches
towards the optimum value. If a food source does not improve after a predetermined
number of cycles, it is abandoned and superseded by a new food source. This prede-
termined number of cycles, also called limit, is a crucial metric in the ABC algorithm
[3]. If xi be the abandoned food source, then scout bee discovers a fresh food source
by employing the following expression:

x j
i = x j

min + rand(0, 1)
(
x j
max − x j

min

)
where j = {1, 2, 3 . . . D} (5)

The new food source’s fitness is compared to that of the old one and greedy
selection is utilized in the selection process. As a result, a new food source is chosen if
it processes fitness better than the old ones. Thememory, on the other hand, preserves
its former food source. Following the fulfillment of the termination condition, the
best food source is selected as the best solution.

3.2 Genetic Algorithm

Genetic Algorithm (GA) mimics the mechanism of the natural selection process.
To create new powerful offspring or generations in accordance with the theory of
Darwin, this algorithm executes the genetic operators, named selection, crossover,
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and mutation. The individual generation is known as a chromosome. This chromo-
some indicates the candidate solution of the optimization problem. The mechanism
of GA is as follows:

• At first, the random population is created, and the fitness of each population is
evaluated.

• Based on the fitness score, chromosomes are selected for crossover.
• Mutation, which is the flipping of the genes (bits), is operated after crossover.

This mutation is beneficial to diversity and prevents early convergence.
• Subsequently, the chromosomes with the fittest ratings are elected for the next

iteration.
• On termination, the chromosome which possesses the fittest score is identified as

an optimal solution.

Since GA is an iterative algorithm, selecting the generation size of GA is impor-
tant. Large generation size necessitates high computational time. The small genera-
tion size, on the contrary, causes it to converge prematurely. InGA, there are few types
of selecting methods. Among them, roulette wheel selection is the most popular. The
crossover is also primarily three types. They are: (1) Single-point, (2) Double-point,
and (3) Uniform.

4 Problem Formulation

To solve the ELD problem using ABC and GA, at first, the objective function and
the constraints are required to formulate. The objective function and constraints of
the ELD problem are discussed in the following sections.

4.1 Objective Function

The goal of ELD is to keep the power plant’s total fuel cost as low as possible [21].
As a result, the objective function is the sum of all the generators’ fuel costs. Without
taking into account the valve point impact, the fuel cost equation of ith generators
can be written as:

Fi (Pi ) = ai P
2
i + bi Pi + ci

(
$/h

); ∀i = 1, 2, 3, . . . , N . (6)

However, if the valve point impact is taken into account, the fuel cost function of
a non-smooth ELD will be:
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Fi (Pi ) = ai P
2
i + bi Pi + ci + |ei sin( fi (Pmin − Pi ))|(

$/h
); ∀i = 1, 2, 3, . . . , N . (7)

FTELD =
n∑

i=1

Fi (Pi ) (8)

Here, ai , bi , ci , ei and fi are fuel cost coefficients that depend on generators’
properties. The power generated by ith unit is Pi , while Fi (Pi ) is the fuel cost to
generate Pi power. Finally, to determine total fuel cost (FTELD), each generator’s
quadratic fuel cost function must be added.

4.2 Constraints

The constraints in ELD are divided into two categories [22]. These are: (1) Equality
constraints, and (2) Inequality constraints.

Equality Constraint. The equality constraint is the basic load flow equations of
active and reactive power. In general, only the real power is taken into account in
the optimization of ELD. In every period, the generators require to produce power
that is equal to the forecasted power demand and transmission loss. As a result, it is
possible to write:

n∑
i=1

Pi − Ploss − PD = 0 (9)

Here,
∑n

i=1 Pi is the total power generation, PD is power demand, and Ploss is
transmission loss.

Inequality Constraint. Several inequality constraints are considered for the opti-
mization of ELD. In this paper, the power generation constraints of generators, and
ramp-rate constraints are mainly accounted as inequality constraints.

Capacity Constraints of Generators. The power generated by every generator is
limited by capacity constraints for the smooth operation of the boiler, feedback
pump, and other machinery [23]. The lower value of each generator’s power gener-
ation serves as the lower bound of capacity constraints, while the greatest amount
a generator can produce serves as the upper bound of capacity constraints. Each
generator’s output power is limited by these upper and lower limits [24].
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Pmin
i ≤ Pi ≤ Pmax

i ∀i = 1, 2, 3, . . . , N . (10)

Ramp-Rate Constraints. This constraint is the operational limit for generators, which
keep them inside two specific operation zones [18]. A generator’s power output in
a given time must not exceed a specified amount compared to the power generated
by that unit in the preceding period. It is known as the upper ramp-rate limit (URi ).
Likewise, a generator’s lowest power output at any given time should not go below a
specified threshold compared to that unit’s previous power output. It is called lower
ramp-rate limit (DRi ). Mathematically, it can be expressed as:

Pi − Pt−1
i ≤ URi (11)

Pt−1
i − Pi ≤ DRi (12)

It is assumed that the ELD’s power output can be adjusted instantly. In practice,
however, the ramp-rate limits restrict the generator’s power output [2]. This is because
the instantaneous fluctuation in the power output may destabilize the power plant
[23]. Therefore, the modified power output can be written using ramp-rate limits as
follows:

max(Pmin
i , Pt−1

i − DRi ) ≤ Pi ≤ min(Pmax
i , Pt−1

i + URi ) (13)

4.3 Transmission Loss Formulation

To achieve a proper balance of power generation and demand, the transmission loss
in the ELD should be taken into account. If the transmission line loss is substantial,
a power generator with a low incremental cost may have a high operational cost. In
addition, it is important to consider transmission loss when the distance between the
power unit and the load is large [9]. In general, two different types of transmission
loss formulas are used. The penalty factor approach is one, and the B coefficient
method is another [24]. The B matrix formula is the most extensively used formula
for transmission loss. Kron’s formula is another name for it. The transmission loss
calculated by this B matrix formula is as follows:
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P loss = PT[B]P + BT
0 P + B00 (14)

where P = All generators’ output in vector (MW)
[B] = B-matrix same dimension as P
BT
0 = Transpose of vector as the same length of P

B00 = Constant.
It is also possible to write (14) as follows:

Ploss =
N∑
i=1

N∑
j=1

Pi Bi j Pj +
N∑
i=1

Bi0Pi + B00 (15)

5 Simulation

The experimental results ofABCandGA in the implementation of ELDare discussed
in the following section. Moreover, the performances of these two algorithms are
compared. For simulation, the parameters of the algorithms and generators are
initially chosen. After that, ABC and GA algorithms are used to implement the
ELD. The simulation works are carried out in MATLAB software.

5.1 Parameter Selection

Table 1 provides the information about the parameters of the ABC and GA, while
Table 2 lists the lower and upper generation limits, as well as cost coefficients and
ramp-rate limits of 10 generators in a power plant. The initial power generation of
each generator, B-matrix, B0, and B00 are also declared prior to simulation.

Table 1 Selected parameters
of ABC and GA for ELD
implementation

ABC GA

Items Value Items Value

Population 100 Population 100

Iteration 100 Iteration 100

Limit 300 Crossover Uniform

No. of
generator

10 Mutation 0.1

Acceleration
coefficient

1 Selection Roulette wheel
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Initial Power generation of 10 units, P0 = [180 215 310 125 300 170 300 120
330 340].

B0 = 10−3× [−0.3908 −0.1279 0.7047 0.0591 0.2161 −0.6635 −0.3908 −
0.1279 0.7047 0.0591].

B00 = 0.056.

5.2 Implementation of ELD

To implement the ELD, the authors consider four separateMATLAB scripts. The first
script is for the objective function, the second and third scripts are for the ABC and
GA source code consecutively, and the fourth script is for the ELD implementation.
The fourth script is also known as the main script. The objective function, shown in
(8), and the constraints, discussed in Sect. 4.2, are coded in a single MATLAB script
(objective function script). In this objective function script, the selected inputs of all
the 10 generators and the transmission loss coefficients (B-matrix, B0, B00) are also
provided. After selecting the parameters of the algorithms, the source codes for ABC
andGAare completed in two separate scripts. Finally, the implementation of the ELD
problem (satisfying the constraints) is performed by calling (linking as functions)
the objective function code, the ABC source code, and the GA source code in the
main script (fourth script) ofMATLAB. In this case, the power demand is considered
2000 MW, which is declared in the first script with the objective function. The flow
charts of Fig. 2a, b briefly present the ABC-based and GA-based ELD optimization
methods.

Fig. 2 Flow chart for ELD optimization. a ABC-based, b GA-based
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Fig. 3 Convergence characteristics of a ABC-based ELD, b GA-based ELD

6 Result and Discussion

After completing the MATLAB code, the output power, fuel cost, and transmission
loss data for ABC and GA are collected. This section summarizes the simulation
results and examines them in terms of convergence and computational time aspects.

6.1 Output Data

The convergence behaviors of ABC and GA are shown in Fig. 3. Moreover, Table 3
presents the optimum power output and fuel cost of each generator, as well as the
total power loss of the plant. The ABC algorithm has a substantially lower ideal fuel
cost than the GA approach. Using the ABC algorithm, the total generated power is
2078.14MW, and the power loss due to transmission is 78.14MW. Hence, the power
demand of 2000 MW is maintained. On the other hand, GA finds 2079.96 MW as
optimal power, where the transmission loss is 79.96 MW. However, GA cannot able
to utilize the most suitable generators to fulfill the power demand, as ABC does. As
a consequence, the total fuel cost is high for GA. The total fuel cost to generate this
power is 137,203.52 $/h for ABC, while it is 145,933.16 $/h for GA.

6.2 Performance Comparison

To compare the performance of ABC and GA, the comparative analysis is performed
both in cases of convergence and computational time properties. To analyze the
convergence behavior, 100 trial simulations are conducted; on the other hand, 10
trial simulations are performed for computational time comparison. The typical
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Table 3 Generated power and fuel cost for ABC and GA

Generator No. ABC GA

Power generate
(MW)

Fuel cost ($/h) Power generate
(MW)

Fuel cost ($/h)

P1 254.3231 20,853.6661 303.0601 26,467.3592

P2 397.0142 39,519.9448 453.9285 47,796.9551

P3 340.0000 18,319.0196 339.8754 18,311.2045

P4 299.9279 15,940.2886 250.4625 13,178.21146

P5 243.0000 12,000.8193 234.7712 11,544.5457

P6 160.0000 8239.8853 155.3413 8043.5662

P7 129.2188 6380.1628 127.5626 6357.0141

P8 119.7397 6102.4134 99.9152 5536.0269

P9 80.0000 5425.5725 68.3882 4942.1102

P10 54.9191 4421.7392 46.6517 3756.1678

Total 2078.1431 137,203.5121 2079.9569 145,933.1615

Total power loss
(MW)

78.1431 79.9569

convergence characteristics of ABC and GA-based ELD for the selected parame-
ters are displayed in Fig. 3. The algorithms start exploring the global cost from a
very large value. The minimum total fuel costs are discovered as the number of
iterations increases. Whenever the algorithms get the global best (optimum value),
the convergence curves become horizontal straight lines (i.e., converge to the global
optima). From Fig. 3a, the global best obtained by ABC is less than 1.4× 105 ($/h),
whereas the global optima found by GA is over 1.45 × 105 ($/h), which is depicted
in Fig. 3b.

Convergence Characteristic Comparison. The convergence curves of ABC
converge to approximately identical total fuel costs in 100 trial simulations, although
it takes a high time to converge in global best than GA. In practically every scenario,
the ABC algorithm can deliver the best results. On the other hand, there are some
pre-mature convergences for GA, which lead to incorrect results. The 100 trials of
the comparison reveal that in almost 20 cases, GA provides very poor results. While
100 trials are performed, the best total fuel cost obtained by GA is 145,933.16 ($/h),
although the mean total fuel cost is 154,784.69 ($/h) for GA. Figure 4 shows the
typical convergence behavior of ABC and GA simultaneously, while Fig. 5 presents
the result for 100 trial simulations,where the superior performanceofABC is substan-
tiated. The optimal value of ABC-based ELD is always less than that of GA which
is explicitly proved from Fig. 5a. For statistical analysis, the boxplot of Fig. 5b has
been plotted based on 100 independent trials, where the better performance of ABC
is also demonstrated. The best cost, worst cost, mean cost, and standard deviation
of these 100 trials are illustrated in Table 4. For ABC, the standard deviation is only
186.52, while it is 3994.58 for GA-based ELD problem.
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Fig. 4 Comparison of a typical convergence of ABC and GA

Fig. 5 Comparison a optimum value of 100 simulation trials, b boxplot of 100 optimal values of
ABC and GA

Table 4 Statistical comparison between ABC and GA in ELD optimization

Metaheuristics Best cost ($/h) Worst cost ($/h) Mean cost ($/h) Standard deviation

ABC 137,203.5121 138,137.2517 137,646.3124 186.5151

GA 145,933.1615 162,848.0557 154,784.6869 3994.5774
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Fig. 6 Computational time comparison for 10 random simulations

Computational Time Comparison. The average computational time for ABC is
about 0.60 s, while this value is 0.30 s on average for GA. Figure 6 shows a compar-
ison of the computational time of the ABC and GA in the ELD problem for 10
random simulations, where the ABC algorithm has demonstrated somewhat worse
performance than GA. From the comparison, it is explicit that ABC is slightly slower
than GA in solving the ELD problem. However, this computational time will not be
a barrier in real-life ELD optimization.

7 Conclusion

In the optimization of non-smooth ELD having the transmission loss, it is evident
that ABC outperforms the GA in terms of minimizing the fuel cost, even though
some computational time is needed to sacrifice. For more thorough examinations, it
is important to consider 20, 40, 80, or 140 units power plants. Furthermore, different
types of fuels must be taken into account, as fuel properties impact a generator’s
fuel cost coefficients. Before reaching a concrete decision for ABC, it is essential
to compare the result of this algorithm with other recently proposed metaheuristic
algorithms. The comparative analysis with these algorithms will provide better relia-
bility for the ABC algorithm than GA. To utilize the GA, it is necessary to hybridize
this algorithm with other metaheuristic algorithms.
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Abstract As an essential ingredient of the financial market, the stock exchange
has been involved by several researchers. Specific commercial prognostication is of
magnificent possible engagement to both private and organizational investors. How
to perceive the stock market trend and forecast the stock price is a dilemma many
researchers investigate. In earlier studies, the prognostication techniques essentially
concentrate on statistical principles and conventional neural network architectures
that are comparatively familiar in contemporary times. In this study, Long Short
TermMemory (LSTM) based novel architecture of forecasting stock closing price is
investigated under the perspective ofDhaka stock exchange data. As the LSTMarchi-
tecture has a long-term memory function, it performs the correct commercial time-
series prognostication. The performance of the proposed architecture is measured
using MAE, RMSE, and MAPE evaluation matrixes. Our experiments show how
MAE, RMSE, and MAPE scores significantly decrease after using the updated gate
to train an LSTM network.
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1 Introduction

Stock price indexes are indeed fundamental in global financial markets since they
are the primary criteria for measuring the role of investments and the stock market.
Among the most challenging problems for the AI community has been predicting
stock prices. Stock market analysts concentrate on designing methods to predict
stock prices to maximize income effectively. The booming stock market prediction
concept produces the desired results with the least necessary inputs and the simplest
stock market model. Many researchers have become interested and are working on
predicting the stock price. An accurate prediction of a future price can result in higher
profit growth for investors with stock investments. Widely known algorithms, such
as Support Vector Machine (SVM), Reinforcement Learning, Multilayer Percep-
tron (MLP), Recurrent Neural Network (RNN), Genetic Algorithm (GA), Markov
Chain Model (MCM), Deep Neural Network (DNN), and Long Short TermMemory
(LSTM), were shown to be efficient in predicting stock price. Besides, these models
increase the benefit of stock price purchases while keeping risk low [1].

Artificial Neural Networks (ANN) are a standard option for stock price prediction,
which have been shown to perform well [2, 3]. Deep learning (DL) has recently
emerged as an improved approach to traditional neural networks and applied in
financial markets to predict stock prices [4, 5]. As we have seen, a comparison
analysis of various DL models of stock market prediction has been conducted [6].
Experiments have been carried out to evaluate its growth and efficiency as a trading
mechanism in the stock index futures markets. Nevertheless, there is still a scarcity
of research on deep learning as a component of a trading framework [7]. LSTM
is a well-known deep learning model for classifying, processing, and generating
predictions depending on time series data in the stock price prediction approach.
Memorization of early phases in the LSTM can be accomplished using gates with a
long memory line integrated. The primary purpose of this article is to forecast future
closing prices and create a booming stockmarket prediction frameworkwith a simple
LSTM model. We collected and gathered seven big banks and organizations closing
stock prices from the Dhaka Stock Exchange (DSE) data archive for the stock price
prediction. We obtained the claimed accomplishments in our work by utilizing those
data:

• We investigated thoroughly to assemble some essential frameworks on future
closing price prediction and analyzed them.

• We collected Dhaka Stock Exchange (DSE) data which consists of the seven big
banks and organizations’ data on the closing price of stocks and made a dataset.

• We trained our datasetwith theLSTMframework computedMAE,RMSE,MAPE
values to inspect the error between predicted and tested values and update the
framework by diminishing the errors, and it performed satisfactory results.

The sequence of this empirical article is prepared as follows: The premature
research is explained in Sect. 2. Section 3 describes the methodology of the study.
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Section 4 presents the dataset, evaluation, reports on the experiments as well. Lastly,
Sect. 5 draws the article to a conclusion.

2 Related Work

Several artificial intelligence and machine learning methods have been practiced
to forecast the stock market over the past decade. Hiransha et al. [8] proposed a
day-by-day closing price forecast on the NSE and NYSE stock exchanges utilizing
four forms of deep learning, namely multilayer perceptron, RNN, LSTM, including
Convolutional Neural Network (CNN). The authors trained the system solely on a
single NSE business and expected five NSE and NYSE companies. Shen et al. [9]
suggested a new prediction that uses SVM to anticipate the next-day price trend. The
same algorithm is also used in conjunction with various regression algorithms tomap
the specific increment andused to compare the output of the proposed prediction algo-
rithm to other benchmarks. Mehtab presented a hybrid method based on NIFTY50
indexes of the stock closing price. Various classification techniques and regression
models were used to predict price, developed an LSTM to predict closing prices,
and compared accuracy with other machine learning algorithms. A cross-validation
method based on self-organizing fuzzy neural networks was used for sentimental
analysis on social media data, reflecting the public sentiment of stock prices [10].

Choudhry and Garg [11] suggested a hybrid method for stock price prediction
based on genetic algorithm and SVM. The authors used a selection of 35 these tech-
nical indicators collected from the projected stock as candidates for input features
used by financial experts [12]. The result shows the hybrid GA-SVM system outper-
forms the SVM system. A stock market system predicts the index price of the Singa-
pore stock market and uses the FTSE Straits Time Index (STI) using a feed-forward
deep neural network. DNN forecasted stock prices for the following t days using
historical data prices and a trading framework to make selling and buying decisions.
RMSE and MAPE are used to assess DNN results [13]. Zhang and Zhang [14]
suggested a Markov methodology for stock market trends and expected outcomes
representing probability with a particular state of stock prices over time instead of
being in an absolute state. They investigated the use of the Markov chain in the
stock market and found it to be successful. Gao et al. [15] proposed Deep Belief
Networks (DBNs), a form of deep learning algorithm model, are implemented as
a novel approach to predicting the closing price of the stock market, together with
stock technical indicators (STls) and two-dimensional principal component analysis.

Patel andMarwala [16] designed an application that uses artificial neural networks
such as Multilayer Perceptron and Radial Basis Function neural network architec-
tures to help investors make financial decisions. Long short termmemory is used in a
novel stock closing price predicting system that outperforms and combines Empirical
Wavelet Transform (EWT)-based preprocessing and outlier robust extreme learning
machine (ORELM)-based post-processing. In addition, the dropout strategy and the
Particle Swarm Optimization (PSO) algorithm are used to optimize LSTM [17]
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jointly. This study focused on neural and neuro-fuzzy techniques developed and
implemented in stock market forecasting [18]. Input data, forecasting methodology,
performance assessment, and performance indicators utilized are all classified. It
has been discovered that neural networks and fuzzy neuro models were appropriate
for stock market forecasting. Studies showed that soft computing methods outper-
form in the vast majority of instances. According to the results of this study, neuro-
computational systems are valuable tools for predicting stock market changes in
developing economies. For predicting KSE closing price, they used MLP neural
networks and generalized regression neural networks. Their research shows that
the quasi-Newton training algorithm generates a lesser prediction error than other
algorithms [19].

Furthermore, over the last few decades, a significant number of deep learning-
based stock price prediction approaches on its closing price have been suggested.
Our present paper examines the closing prices used in Dhaka Stock Exchange, but
it can be applied to any dataset from everywhere.

3 Methodology

The long short term memory deep learning architecture is applied to the mentioned
dataset for forecasting stock prices. This section explains the data preprocessing
techniques, LSTM networks, and the proposed architecture.

3.1 Data Preprocessing

The data preprocessing technique implies two-stage of data processing: data cleaning
and normalization. Data cleaning refers to remove irrelevant entries and filling the
missing values in the dataset. The missing values are replaced with the median of the
relevant columns values. However, as the dataset contains stock data from diverse
organizations, the data must be beneath a standard scale. Normalizing the data sets
decreases the inconstancy and noise within the data. So we applied the following
data normalization equation to the dataset.

Xnorm = X − Xmin

Xmax − Xmin
(1)

where, Xnorm refers to the normalized entry, X means the real data, Xmin defines the
smallest value in the dataset and Xmax defines the largest value in the dataset.
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3.2 LSTM Network

LSTM [20] is a particular representation of RNN. LSTM networks are experts in
acquiring long-term dependences. In the LSTM structure, the regular hidden layers
are substituted with LSTM cells. Specific networks are intended to avoid long-term
dependence difficulty but learn knowledge for an extended period. The cells of LSTM
networks are formedwith numerous gates that can regulate the input stream. Figure 1
presents a picturesque depiction of the LSTM cell.

An LSTM cell typically contains four gates: input gate, cell state, forget gate, and
output gate. Besides, the LSTM cell has a sigmoid layer, tanh layer, also pointwise
multiplication operation. The explanation of these gates are given below:

• Input gate: It contains the input data. xt refers to the input vector and it refers to
the input gate vector. it can be calculated as follows:

it = σ
(
Wi ·

[
ht−1, xt

] + bi
)

(2)

• Cell State: Springs through the whole network and can append or extract infor-
mation with the help of gates. ct defines the cell state vector and can be calculated
as follows:

ct = tanh
(
Wc · [

ht−1, xt
] + bc

)
(3)

• Forget gate layer: Determines the portion of the knowledge to be conceded. ft
means the forget gate vector, and the following equation calculates ft :

ft = σ
(
Wf · [

ht−1, xt
] + bf

)
(4)

• Output gate: It determines the output produced by the LSTMarchitecture. ot refers
to the output gate vector, and it can be calculated as follows:

Fig. 1 Long short term
memory network. Here Ct−1
defines old cells state, Ct
means current cell state, ht−1
refers to the output of the
prior cell, ht defines the
output of the current cell, it
means input gate layer, ft
refers to forget gate layer,
and Ot represents output
sigmoid gate layer
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ot = σ
(
Wo · [

ht−1, xt
] + bo

)
(5)

Finally, ht refers to the output vector, and the following equation calculates ht :

ht = ot ∗ tanh(ct ) (6)

here, W and b are the parameter matrix and vectors.

3.3 System Architecture

The proposed stock price forecasting system is evaluated based on the seven big
banks and organizations stock observation dataset collected from the Dhaka stock
exchange data archive. First, the dataset is cleaned and normalized by mentioned
data preprocessing techniques. Then the dataset split into train and test set according
to 80–20% formation. Then the LSTM network is applied to the dataset to train the
model. After completing the training, the future time steps are forecasted. The future
time steps have been predicted two times. Firstly, after completing initial training
and secondly, after updating the network. The forecasted values are compared with
the 20% test data separated previously in each forecast. Also, the root MAE, RMSE,
MAPE values have been measured in both training times. The reason to calculate the
RMSE is to find out how much accurate prediction this method can provide. In the
end, completing those procedures, we have got a final result with reliable forecasting
(Fig. 2).

Fig. 2 Flow diagram of the proposed stock market forecasting architecture
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4 Evaluation

The proposed LSTM network-based architecture is evaluated and experimented in
this section. This section also briefly explains the dataset, evaluation metrics, system
setup, and experiments and comparisons.

4.1 Dataset

The dataset that has been exploited in our study was obtained from Dhaka Stock
Exchange’s data archive. We have collected 327 observations for each of the
seven big banks and organizations. The banks and organizations are ACI Formu-
lations (ACIF), Brac Bank (BRAC), Beximco Pharmaceuticals (BXPH), Bata Shoe
Company Bangladesh Ltd (BATA), City Bank Ltd (CTBK), Grameenphone Ltd
(GRAE), Islami Bank Bangladesh Ltd (ISLB). We have collected the lower, upper
and last prices for each of the observations. The data collection timeline was 5
January 2020 to 04 May 2021. To forecast the closing prices, we have implemented
the proposed model by exploiting these data. Data have been split into train and test
after stacking the data to the system. The first 80% of the data have used for training
the network, and the last 20% for testing the forecasted data. After splitting into train
and test, we have standardized the train data and split it into two parts for training
the network.

4.2 Evaluation Metric

Themean absolute error (MAE), root mean square error (RMSE), andmean absolute
percentage error (MAPE) evaluation matrixes are applied to measure the efficiency
of the proposed architecture.

The most straightforward matrix of forecast accuracy is called mean absolute
error (MAE). The following formula calculates it:

MAE = 1

N

(
N∑

t=1

∣∣y(t) − ŷ(t)
∣∣
)

(7)

RMSE is a conventional technique to estimate the deviation of a method in
forecasting quantitative data. The following equation is used to calculate RMSE:

RMSE =
√√√√

n∑

i=1

(
ŷi − yi

)2
(8)
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The mean absolute percentage error (MAPE) is specially used for forecasting
problems. The following equation measure MAPE:

MAPE = 1

N

(
N∑

t=1

∣∣(y(t) − ŷ(t)
)
/y(t)

∣∣
)

(9)

where
(
ŷ1, ŷ2, . . . , ŷn

)
are predicted values, (y1, y2, . . . , yn) are actual values, and

n is the number of observations.

4.3 Experimental Setup

To implement the LSTM model and evaluate the dataset, we have used Python,
Pandas, Numpy, Keras, and TensorFlow. These technologies implemented the model
and analyzed the results. The implementation and evaluation process is conducted
in the Google Colab environment.

4.4 Experiments and Comparisons

First, the dataset is split into train and test sets, and theLSTMnetwork is applied to the
train set. After complete the training of the network, we have forecasted values with
the trained data. Here, we predict the costs of various time stages in the forthcoming.
For the prediction, an update state method has been exploited to forecast time stages
one after another and renovate the network state at every forecast. Table 1 illustrates
theMAE,RMSE,MAPEvalues of the proposedmodel on initial training and updated
training on the proposed dataset.

Table 1 The table presents the RMSE (in %), MAE, MAPE (in %) values of initial training (In.)
and updated training (Up.) on the created dataset

Banks RMSE (%) MAE MAPE (%)

In. Up. In. Up. In. Up.

ACIF 27.53 3.71 0.89 0.011 22.25 2.583

BRAC 13.72 1.68 0.77 0.017 14.17 1.478

BXPH 15.57 1.87 0.88 0.009 13.62 1.089

BATA 13.64 1.43 0.96 0.082 12.28 1.025

CTBK 11.23 1.23 0.68 0.008 11.76 1.023

GRAE 7.13 0.89 0.74 0.014 6.74 0.778

ISLB 26.52 2.87 0.96 0.026 22.45 2.324
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Table 2 The table presents the RMSE, MAPE (in %) values of the different algorithms on three
other datasets

Models Dataset I Dataset II Dataset III

RMSE MAPE (%) RMSE MAPE (%) RMSE MAPE (%)

Sun’s [21] 0.243 1.35 0.146 1.027 0.148 0.608

Roondiwala’s [22] 0.727 4.34 1.567 14.757 0.999 4.129

Basak’s [23] 0.068 0.33 0.077 0.545 0.108 0.447

Liu’s [17] 0.008 0.041 0.018 0.155 0.029 0.107

Proposed model 0.078 0.039 0.016 0.149 0.031 0.113

Table 1 illustrated that the RMSE, MAE, MAPE values for each organization
are much higher than updated training. The table demonstrates that after the updated
training of the LSTMnetworks, theRMSE,MAE,MAPEvalues reduce significantly,
greatly increasing the proposed architecture’s prediction accuracy.

Furthermore, to prove the significance of the proposedmodel, themodel is applied
to three different datasets and benchmarkedwith three popular stock price forecasting
methods Sun’s model [21], Roondiwala’s model [22], Basak’s model [23]. Dataset
#I is elected from the Standard and Poor’s 500 Index; dataset #II comes from China
Min-shengBank (CMSB), and dataset #III comes fromDowJones IndustrialAverage
[17].

Table 2 exhibits that the proposed model gives the best RMSE and MAPE scores
for Dataset I and Dataset II but gives slightly higher for dataset III than other popular
models. For Dataset III, Liu and Long [17] model provides the highest result. So, we
can conclude that the proposed LSTM-based model gives significant performance to
stock price prediction problems.

5 Conclusion

This study involved the construction of a method that could predict the closing price
of the stock market. The Dhaka stock exchange archive data of the seven banks and
organizations’ are used to train an LSTM-based model to forecast the closing price
accurately. This article investigates the applicability of long short term memory in
the stock market and delivers comparatively excellent outcomes. Besides, the study
identifies a few research work directions regarding stock price prediction. First,
exploring related deep learning architectures to find more effective results, such as
the Deep Boltzmann machine and Deep Q-networks. Political and economic factors
can be added to the dataset to get a more reliable forecast. Lastly, including market-
specific region information inside themethodmight assist in producingmore reliable
predictions.
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A Dimensionality Reduction Based
Efficient Multiple Voice Disease
Recognition Scheme Using
Mel-Frequency Cepstral Coefficients
and K-Nearest Neighbors Algorithm

Shovan Bhowmik , Mahedi Hasan , and Muhammad Ataul Hakim

Abstract Disease diagnosis inmedical healthcare leveragingmachine learning is an
area of significant interest in the whole world. Audio data analysis has facilitated the
route of identifying voice disorders in a non-invasive manner. As vocal cord malady
can immerse anytime from various bad habits (loud sound, smoking, extra force on
vocal cords, etc.) andneurological imbalance, early recognition of voice disorders can
save people from causing long-term damage. In this research, the threemost injurious
voice diseases have been recognized exploiting the LDA basedMFCC feature matrix
and KNN algorithm. Our empirical study has successfully predicted four voice class
labels using this scheme with the foremost 96.49% accuracy and surpassed five other
mining algorithms including Artificial Neural Network. Moreover, this model can
generate output within 22.37 ms which is also the lowest execution time compared to
the traditional clustering methods. Our proposed model can be easily implemented
to design end-to-end services for efficient voice disease classification.

Keywords Voice pathology · Linear discriminant analysis ·MFCC · K-nearest
neighbors · Artificial neural network · Voting classifier

1 Introduction

With the advent of powerful computational devices and the conception of Machine
Learning (ML), researchers have shifted their experiments towards non-invasive
disease identification in medical science which can help people to identify malady
in a fast, low-cost, and trustworthy way. These non-invasive technology depen-
dent modules can assist people not only in early diagnosis of disease but also
aid quick recovery from ailments. Voice pathology detection has been a promising
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area where extracting different acoustic features, for example, Shimmer (%), Jitter
(%), Fundamental Frequency (F0), Mel-Frequency Cepstral Coefficients (MFCC),
Wavelet Packet Decomposition (WPD), etc. along withML and Deep Learning (DL)
algorithms can produce disorder recognition framework [1].

Generally, voice pathologies are created due to the existence of tissue conta-
gion, breathing disturbance, neurological imbalance, muscular substitution, vocal
fold contraction, vocal surface vexation, tissue cell alteration, and other factors [2].
There are around 71+ voice diseases associated with voice disorder which include,
Dysphonia, Laryngitis, Reinke’s Edema, Vocal Fold Nodules and Polyps, Vocal Cord
Paralysis, etc. [3, 4]. Dysphonia is a voice disease that occurs because of the creation
of nodules in the vocal cords, swelling in the larynx or sudden traumatic event in the
cords. Around 10% people of in the world encounter this type of disease [5]. Another
commonly occurring voice disease is Laryngitis which is caused by the swelling of
vocal folds. This disease can become acute sometimes if viruses attack the vocal
folds [4]. Reinke’s Edema can happen by taking overstress or because of immoral
habits like smoking, loud shouts, etc. Other voice abnormalities can appear for the
aforementioned causes aswell. Almost all the voice diseasesmake the sound scratchy
and gruff. As voice is produced from neurological signals, these problems can also
hamper brain cells [6]. Thus, careless attitudes obviate severe situations which can
be sometimes not curable by surgeries and might lead to gruesome cancer.

Early detection of voice pathology can reduce the risk of grievous circumstances.
So far, most of the works related to voice disease recognition using ML and DL
are based on the binary classification that predicts a voice sample whether it is
healthy or pathological [7, 8]. Among traditional ML algorithms, Support Vector
Machine (SVM), Gaussian Mixture Model (GMM), Decision Tree (DT), K-Nearest
Neighbors (KNN), etc. had been widely used for voice disease detection. Several DL
algorithms, e.g., Artificial Neural Network (ANN), Convolutional Neural Network
(CNN), Long Short-Term Memory (LSTM)—CNN Hybrid, Bidirectional LSTM,
had been considered for this task in previous works too. Previously, multiple public
voice datasetswere incorporated for this job. For instance,MEEI, SVD, andVOICED
datasets have been constantly employed for classifying healthy and diseased voices
[9]. Unfortunately, the majority of the research works focused on only two class
labels and the accuracy was ranged approximately between 70 and 94%.

In this work, we have proposed a Linear Discriminant Analysis (LDA) based
multiple voice disease distinguishing framework by exploiting MFCC features and
the K-NN algorithm. We have introduced three crucial voice disorder classifica-
tions, e.g., Dysphonia, Laryngitis, and Renkei’s Edema along with healthy voices by
training our model with the SVD dataset. Moreover, our study has shown that LDA
based K-NN algorithm can reach up to 97% accuracy in multiple voice pathology
categorization by taking only 13MFCCattributes.Additionally, four cross-validation
techniques have been included in this work for evaluating model performance as our
dataset was imbalanced. To benchmark our diagnosis scheme, we have employed
MLbased supervised polynomial kernel-based SVM, probabilisticGMM, ensemble-
based Random Forest (RF), a voting classifier including SVM, KNN, and RF, and
DL based 3-Layer ANN. Our experiment has found that the accuracy achieved by
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applying KNN with Shuffle Split and Stratified Shuffle Split cross-validation tech-
niques can outperform the ANN model. Another highlighted characteristic of this
experiment is the intensive comparison among models on execution time.

2 Literature Review

ML and DL models have been devised for voice pathology detection in many
previous studies. MFCC and Acoustic Features (AF) had been extracted for applying
XGBoost, Isolation Forest, andDenseNet to distinguish diseased voices fromnormal
ones in [10]. Four well established public voice databases namely AVPD, MEEI,
PDA, and SVD was availed with audio files consisting of /a/e/o/ vowels. The highest
0.733 F1-Score and 0.759 precision were achieved from this experiment where
dimensionality reduction was not applied for training purposes. Dysphonia was
detected by applying SVM, KNN, and RF in [11]. In this paper, Shimmer, Jitter,
MFCC, etc. features were considered for three vowel pronunciation recordings from
the SVD database. The highest 91.3% classification accuracy was attained for the RF
model. Principal Component Analysis (PCA) was applied here for reducing dimen-
sionality which results in a low accuracy ranging from 65 to 80% on average to clas-
sify two labels. A comparative analysis was illustrated amongBagging, Boosting and
LibD3c ensemble learning models for multiple audio features like Pitch, Intensity,
Global Features, MFCC, WPD, CA, etc. in [1]. Although around 96% accuracy was
gained in this work, the authors did not validate their model using cross-validation.
Moreover, specific voice diseases were not classified in this work. However, KNN
and LDA based voice ailment recognition was done in [12] which achieved 93%
accuracy with a private dataset.

Voice malady identification was established in [13] using Deep Neural Network
architecture. A hybrid combination of the CNN-LSTM-Dense layer was proposed in
this paper. The validation report demonstrated only 71.36% accuracy in diagnosing
pathology in this study. In [14], a CNN framework was devised for the binary classi-
fication of voice samples using the SVD database. The authors of this paper achieved
95.41% accuracy in this case with a balanced dataset. However, Cyst, Polyp, Paral-
ysis, and healthy voice samples were clustered using VGG16 and CaffeNet models
forMEEI and SVDdatabases in [8]. Thiswork accomplished atmost 94.5% accuracy
by analysis of Fourier Transform of voice spectrums.

The majority of the above-mentioned studies gave priority to only two classes
and only several vowel utterances were considered for drawing out voice attributes.
Cross-validation was rarely taken into account. Another limitation was the absence
of calculating processing time for model execution. Although the speech recognition
area has fewpieces of research on the distinction betweenLDAandPCAperformance
regarding diabetes prediction [15], speech recognition lacks any solid study on it.
This research work has shown state-of-art performance in classifying four voice
classes utilizing full sentence utterance recordings of the SVD database.
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3 The ProposedMultiple Voice Disease Recognition Scheme

In our study, we have emphasized recognizing three types of voice diseases, partic-
ularly, Dysphonia, Laryngitis and Reinke’s Edema. Several ML and DL algorithms
have been selected to fit the MFCC features after reducing the dimensions of the
voice attributes using LDA for all the voice samples to finally predict class labels.
The overall working principle has been illustrated in Fig. 1.

3.1 Dataset Description

We have selected 367 voice samples from a well-known and commonly used audio
database namely the “Saarbruecken Voice Database” (SVD) [16]. Whereas most of
the works highlighted in the previous section selected few vowels for their research
activities, we have taken a full sentence audio clip of “.wav” format to check model
performance on lengthy sequence data. Each of the audio clips picked for this work
utters“GutenMorgen,wie geht es Ihnen?” and all of the voices are sampled at 50 kHz
in this database. Additionally, we have taken only those voices where each voice clip
consists of only a single class label like Dysphonia or Laryngitis or Renkei’s Edema
or Healthy. The total audio dataset statistics are shown in Table 1.

Fig. 1 The overall workflow of the multiple voice disease detection model

Table 1 Dataset information Category Gender No. of .wav file

Male Female

Dysphonia 10 42 52

Laryngitis 76 47 123

Renkei’s Edema 30 22 52

Healthy 70 70 140

Total no. of voice samples 367
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3.2 Classification Process

This section presents the step-by-step classification process of voice disease detection
using ML and DL algorithms.

Audio Signal Reading and Resampling

The voice samples have been downloaded from the SVD database and read using
“Librosa” [17] which is a speech analysis bundle. The usage of this package has
facilitated the conversion of all the signals into a “mono” channel by normalizing
the whole dataset and resampled all the speeches into 22 kHz. Among all four class
labels, the waveform representation for the “Laryngitis” class is displayed in Fig. 2.

MFCC Feature Extraction

Mel-FrequencyCepstral Coefficients (MFCC) are computed based on the sample rate
and bit value of all the input audio signals to determine the spectral information of the
voice [18]. Commonly, 12–20 MFCC values are measured for voice characteristic
analysis [19]. In our research, we have calculated 13 MFCC features for each voice
signal using Eq. 1.

MFCCm =
M∑

k=1

(
log(Ek) × cos

[
m(k − 0.5)

π

M

])
(1)

In (1), M = Total no. of bands in the signal, k = ith band number, Ek = Energy
value of the kth band frequency and m = No. of frequency.

The highest number of frames for a single input speech is 213 for our dataset.
13 MFCC feature values have been obtained for all the frames of every individual
recording.

Flattening and Scaling

After retrieving the MFCC features for every frame of all 367 voice samples, we
have flattened all the MFCC attributes in a single vector. For the highest length audio

Fig. 2 The waveform of Laryngitis category
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file, the (213 × 13) matrix has been converted into a (1 × 2769) vector. As the span
for all the signals is not the same, we have padded the less no. of frame signals with
“0” based on the largest speech vector. Consequently, we have produced a (367 ×
2769) MFCC feature matrix after flattening all the sound waves.

As long as the feature values correspond to high numeric numbers, it is required
to normalize those numbers into a smaller range for building a cost-effective model.
Thus, we have used “Standard Scaler” for scaling the large floating numerals into
small decimals.

Dimensionality Reduction

Dimensionality reduction canmake the training faster with good accuracy.Moreover,
it can visualize the dataset efficiently to resolve inspection [20]. Although PCA
works remarkably for category type features and clustering algorithms have gained
good performance occupying PCA to label several classes [21], LDA utilization has
provided better results for sequential data modeling in our study. When we have
visualized our dataset using Scatter Plot and taking the two most explained values
of both PCA and LDA, the data points have been placed almost in a similar range
for the PCA survey. On the other hand, LDA consideration has distinguished all
four labeled data constructively. As a result, we have fit all the data using LDA to
reduce the dimensionality before applying ML and DL algorithms. The employment
of LDA has converted the (367× 2769) feature matrix to (367× 3) MFCC attribute
matrix. The characteristic matrix has been reduced to (367 × 367), while we have
applied PCA. The Scatter Plot diagram for our dataset is illustrated in Fig. 3.

Applying ML and DL Algorithms

After dimensionality reduction with the help of LDA, we have fit the decreased
audio feature matrix to some clustering algorithms such as SVM, GMM, KNN, RF,
and a voting model comprising SVM, KNN, and RF.We have chosen one supervised

Fig. 3 Scatter plot diagram for our dataset for most the two important values of a PCA, b LDA
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(SVM), oneprobabilistic (GMM), oneunsupervised (KNN), andone ensemble-based
(RF)ML algorithm. Polynomial Kernel of degree ‘3’ has been selected when SVM is
considered.We have tried varying parameters for GMM, but none has achieved satis-
factory performance.But for comparison,we have taken ‘Spherical’ as the covariance
type with 300 as the maximum number of iterations. The default parameters have
been chosen for KNN and RF. In the voting classifier, we have selected the same
parameters considered in the training of the dataset for each discrete algorithm. For
the ANN architecture, we have added three dense layers where the first two layers
consist of 256 neurons and both are followed by a dropout layer. “Relu” has been
used as the activation function and “Adam” optimizer with the learning rate of 0.0001
has been selected for the ANN model. The batch size for the ANN model has been
10 and 100 epochs have been picked for this three-layer neural network model. The
model fitting on the reduced feature matrix is visualized in Fig. 4.

Performance Evaluation

Because of the imbalanced dataset, we have measured accuracy, F1-Score and AUC
area for the whole dataset using a cross-validation approach. Four popular cross-
validation techniques have been employed namely “K-Fold”, “Stratified K-Fold”,
“Shuffle Split” and “Stratified Shuffle Split”. We have calculated the accuracy of
the recognition framework for all the mentioned techniques and computed the other
two performance evaluation metrics only for the best cross-validation models. In our
study, we have placed the voice features into 10-folds for the efficacy assessment.

Fig. 4 Applying ML and DL algorithms to determine four class labels
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Moreover, we have also determined the total time needed for executing all four
cross-validation models by each algorithm.

4 Experimental Results

This research has dwelled on the performance of LDAbased dimensionminimization
for sound waves. The finding of this work implies significant results when KNN has
been applied to detect different voice diseases. Other ML and DL algorithms have
also performed saliently on LDA based features.

This work has mainly aimed to find the performance of ML and DL algorithms
accompanying dimensionality reduction techniques to detect multiple audio classes.
Therefore, we have taken only the voice samples which are related to a single cate-
gory. Due to the lack of a single labeled dataset available in the public domain, we
have to rely on a small bunch of audio samples. Moreover, according to the “Hop-
kins Medicine Organization” [3], people suffer more from Laryngitis, Dysphonia,
and Renkei’s Edema that occur because of vocal cord trouble.

In this proposed model, the dimensionality of the MFCC feature matrix has been
brought into (367× 367) for PCA based classification and (367× 3) for LDA based
prediction. PCA works on the correlation between the features by placing the data
points in the subspace which has the maximum variance [22]. This has resulted in an
unsupervised separation of features in the orthogonal axes and a covariance matrix
has been calculated to find the eigenvectors which are multiplied with the features
to reduce the dimension. Consequently, we have found 367 principal components
(PC) for individual audio. These PCs have explained the majority of the characters in
each audio sample. In contrast, LDA always tries to sum up the vector components.
Because of the known class labels, 1-D mean vectors are generated for each class
fromwhere scatter matrices are formed. Each scatter matrix computed from themean
vectors is added together to create a within-class matrix. Between-class matrices are
also devised from the whole dataset by subtracting the overall mean from each
feature value of the dataset. Finally, the within-class and between-class metrics are
multiplied to get the reduced feature matrix [22, 23]. By applying these steps, LDA
has identified three essential features for each sample that can explain the distinct
characters of each audio file. As a result, we have achieved a smallermatrix compared
to PCA based reduction.

Table 2 shows the mean accuracy for the several cross-validation methods while
taking MFCC voice features without decreasing dimensions, applying PCA, and
considering LDA respectively.

From Table 2, it can be easily observable that exploiting LDA has helped far
outweigh the accuracy of the detection models using PCA and without dimension-
ality reduction schemes. We have achieved the best accuracy of 96.49% when KNN
has been applied to LDA based reduced attribute matrix and when shuffle split has
been considered as the cross-validation approach. For the same validation technique,
95.68% accuracy has been achieved for the voting classifier as well. Moreover, the
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Table 2 Performance analysis of several ML and DL algorithms for four cross-validation
techniques

Dimensionality
of the voice
features

ML and DL
algorithms

Cross-validation methodology accuracy (%)

K-fold Stratified
K-fold

Shuffle split Stratified
shuffle split

No
dimensionality
reduction (367 ×
2769)

SVM 39.46 (±15) 38.19 (±2) 35.41 (±12) 37.84 (±1)

GMM 47.22 (±13) 55.56
(±19)

56.77 (±2) 35.14 (±18)

KNN 31.40 (±18) 39.45
(±11)

41.08 (±15) 38.92 (±16)

Random
forest

39.38 (±19) 48.60
(±13)

46.49 (±18) 46.22 (±16)

Voting
classifier

39.20 (±10) 41.41 (±8) 42.16 (±20) 39.46 (±4)

ANN 44.50 (±12) 48.27 (±9) 48.92 (±14) 47.84 (±12)

Dimensionality
reduction using
PCA (367 × 367)

SVM 45.36 (±14) 43.10 (±6) 44.33 (±11) 44.60 (±10)

GMM 48.77 (±4) 33.33
(±17)

37.84 (±13) 32.43 (±10)

KNN 41.40 (±19) 39.45
(±11)

39.46 (±7) 40.54 (±5)

Random
forest

38.76 (±8) 34.89 (±9) 41.08 (±10) 38.64 (±14)

Voting
classifier

45.73 (±12) 43.22 (±5) 47.84 (±14) 44.89 (±11)

ANN 59.06 (±16) 44.96 (±6) 45.95 (±14) 43.78 (±13)

Dimensionality
reduction using
LDA (367 × 3)

SVM 91.56 (±8) 93.86 (±6) 94.87 (±3) 94.87 (±3)

GMM 50.32 (±19) 69.44
(±10)

74.38 (±3) 62.97 (±10)

KNN 93.73 (±5) 95.14 (±3) 96.49 (±3) 95.14 (±4)

Random
forest

91.83 (±8) 93.28 (±6) 92.16 (±5) 95.41 (±4)

Voting
classifier

91.82 (±8) 94.64 (±5) 95.68 (±4) 95.41 (±3)

ANN 92.37 (±5) 94.25 (±5) 93.78 (±6) 96.22 (±3)

Stratified Shuffle Split method has shown more than 96% accuracy for the same
feature vector. Other algorithms have also obtained good accuracy of more than 91%
except for the GMM model which has conveyed a lower performance in multiple
voice disease recognition processes. However, our findings exhibit poor output for
the other two criteria. For instance, direct feed of MFCC values in ML and DL
algorithms has provided accuracy ranging from 35 to 57%. GMM has achieved the
largest accuracy of only 56.77%which is not a satisfactory value. Furthermore, PCA
based diagnosis models have performed poorly too. In this case, 59.06% accuracy
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has been reached by ANN when the K-Fold method has been realized. Because of
splitting our dataset into 10 folds, the accuracy has varied obviously, let alone the
extent of which is mentioned in the table.

Since LDA is a supervised algorithm that incorporates Bayesian theory to discrim-
inate multiple classes by maintaining linear distance between-class labels, it can
outperform unsupervised PCA algorithm in the case of multi-label clustering with a
smaller dataset [24]. This probabilistic modeling might have helped to classify three
diseases by separating categories depending on the highest probability of the feature
values with an upper success rate than PCA.

As LDA depended clustering framework has outperformed the other two criteria
by a massive margin, we have observed the F1 Score, AUC area, and execution time
for the best cross-validation results for each model. Table 3 provides the same.

Our findings from Table 3 imply that LDA based approach has carried out salient
achievement for F1-Score, AUC, and Execution time accordingly. Excluding the
probabilistic GMM model, all the other models have gained more than 95% F1-
Score value which indicates significant precision and recall values for this purpose.
Among all the models, KNN provides the foremost outcome with extraordinary F1-
Score and AUC value along with only 22.37 ms execution time. ANN has been
praiseworthy too, but it is costly with an enormous execution time. Even though the
mean accuracy for multiple cross-validation techniques is almost similar for SVM,
VC, KNN, and ANN, the AUC result is much more perfect for KNN with just over
97%. This suggests the balance between the prediction of true positive rate (TPR) and
false positive rate (FPR) is more satisfactory. Moreover, the time for model training
is also lower than even SVM for the KNN algorithm. As a result, we have placed
KNN on the priority list in the multiple voice disease recognition scheme.

Figure 5 portrays the average accuracy of all the cross-validation methods
accomplishing the recognition task.

FromFig. 5, it can be interpreted that,KNN functions better inmeasuring themean
accuracy among all the algorithms. As execution time of a model is also an important
parameter as computationally expensive models often face resource constraints [25],
the execution time comparison in model fitting for the KNN algorithm is illustrated
in Fig. 6.

Table 3 F1-score, AUC
area, and execution time of
the ML and DL algorithms

Name of the
algorithm

F1-score (%) AUC Execution time
(ms)

SVM 94.32 0.9506 23.99

GMM 63.28 0.6639 69.96

KNN 95.83 0.9709 22.37

Random forest 95.13 0.9572 141.17

Voting
classifier

95.05 0.9583 199.14

ANN 95.54 0.9669 103,135.49



A Dimensionality Reduction Based Efficient Multiple Voice … 311

93.79 

64.28 

95.13 93.17 94.39 94.16 

SVM GMM KNN RANDOM 
FOREST
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MEAN ACCURACY FOR ML AND DL  ALGORITHMS
Average Accuracy (%)

Fig. 5 Mean accuracy of the cross-validation approaches for LDA based disease recognition

1213.06 138.93 22.37 K N N

EXECUTION TIME (MS)

EXECUTION TIME FOR KNN ALGORITHM
Full MFCC Feature Matrix PCA LDA

Fig. 6 Execution time comparison among three criteria for KNN algorithm

When LDA features are selected, KNN takes only around 23 s to complete the
prediction as stated in Fig. 6. The other two criteria take a long time than LDA. The
less execution time for LDA based feature extraction can be realized in a way that
the feature matrix for LDA is (367 × 4) in size whereas PCA based attribute matrix
is off (367 × 367) dimensions and which is extended massively for no reduction
scheme with (367 × 2769) area. Thus, LDA has provided more correct predictions
with a shorter amount of time for this sequential data.

Finally, it can be interpreted from the above result analysis is that LDA based
feature minimization has been useful for detecting four labeled voice categories and
the ML based KNN algorithm has even surpassed accuracy, F1-Score and AUC area
of even DL based ANN architecture.
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5 Conclusion and Future Works

Voice diseases can cause brain stroke or cancer which can lead to death if proper
precaution is not taken. In this work, we have proposed LDA based multi-label voice
disease recognition model with ML and DL algorithms and shown a remarkable rise
in accuracy while using LDA as a dimensionality reduction system instead of PCA
or without dimension exclusion strategy. Besides, we have wonderfully found that
KNN can even outweigh ANN when LDA is considered predicting disorder within
a less amount of time. Our multiple voice disease detection models can be deployed
in various web and mobile healthcare applications which will be fruitful in the early
detection and treatment of voice diseases. In the future, we will try to compare more
ML and DL algorithms like Decision Tree, CNN, LSTM, Bidirectional LSTM, etc.
for vigorously validating our work. Additionally, the dataset we have utilized in this
study has a shortage in the number of audio samples. To ensure performance stability
and for achieving more unbiased results, we will incorporate more labeled speech
signals. Moreover, we have taken only 13 MFCC features for each voice sample
which will be extended with more MFCC features and other voice characteristics
mentioned in various studies previously. Furthermore, there is a plan to evaluate the
model’s robustness by testing audio recordings of general people in real-time. We
will essentially apply our model to more audio related works for discovering more
robust methods and analysis in the field of speech recognition.
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Next Generation WLAN Using Spatial
Reuse Gain by DBSCAN Clustering
Algorithm
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Abstract The succeeding peers high density based WLAN set-up is seemingly
appropriate for expansion drift in manufacturing wireless sensor-based networks. A
spatial group-based multi-user full-duplex orthogonal frequency division multiple
access (OFDMA) (GFDO) multiple access control (MAC) protocol was projected
previously for the static topology with enhanced spatial reuse-gain since power-
control technology decreases the signal coverage which also reduce cluster size,
resulting in elimination of the overlapping area, minimize the occurring collisions.
According to our research, we approached to build a dynamic topology with varying
densities using the adaptive DBSCAN clustering technique that can maintain both
power and increase signal range, while eliminating the overlapping areas as the nodes
can now be mobile and densities of the network is balanced throughout the topology.
The adaptive DBSCAN demonstrates work efficiency for groups with changed den-
sities that can work significantly well for classifying clusters with varying-densities
that achieve a successful efficiency rate for dataset where clusters have the con-
stant density of data points, also significant attributes for this algorithm are noise
cancelation.

Keywords WLAN · DBSCAN · GFDO
1 Introduction

Today’s generation for Internet of Things (IoT), wireless local area network (WLAN)
is endlessly utilized for its pay of minimal effort and easy to understand organization,
also has become an exploration area of interest in industry and the scholarly world

M. Sheikh · S. M. Mashuda · R. Abedin
Department of Information and Communication Technology, Bangladesh University
of Professionals (BUP), Mirpur Cantonment, Dhaka 1216, Bangladesh

Md. O. Rahman (B)
Department of Computer Science and Engineering, Dhaka University of Engineering &
Technology (DUET), Gazipur, Bangladesh
e-mail: orahman@duet.ac.bd

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. S. Arefin et al. (eds.), Proceedings of the International Conference on Big Data,
IoT, and Machine Learning, Lecture Notes on Data Engineering and Communications
Technologies 95, https://doi.org/10.1007/978-981-16-6636-0_25

315

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6636-0_25&domain=pdf
mailto:orahman@duet.ac.bd
https://doi.org/10.1007/978-981-16-6636-0_25


316 M. Sheikh et al.

[1, 2]. During the previous decade, with the fast improvement of portable Internet,
numerous new applications and necessities have arisen and individuals’ interest for
remote traffic has expanded quickly at a build yearly development pace of 47% from
2016 to 2021 [3], where the prerequisites for transmission deferral and jitters are
more severe. IEEE802.11bkeeps onOFDMAinnovation andMU-MIMOinnovation
presented by IEEE 802.11ax, and takesmulti-AP agreeable andmulti-band operation
(MB-Opr) as its fundamental advancements [4].

Spatial group-based Multi-User Full-Duplex OFDMA MAC-Protocol for the
Next-Generation WLANwas implemented before which was limited to some extent
providing a static topology leading to disadvantages of reduced signal coverage area
for minimizing collisions that can improve spatial reuse gain.

The problem as stated is that as for reduced signal coverage area, it is quite
problematic when it comes to areas that are not visited or areas that are not covered
if it is wider. Another disadvantage is that if area is reduced, for covering greater
areas, more access points or antenna towers are needed for maintaining small clusters
and covering the inbound which increases cost. It also increases density that leads
to slower rate for transfer of signals or BSRs (Buffer State Reports) or inter-node
interference within neighboring clusters or other zones.

The objectives of this paper are pointed as: (i) Enhance and implement to a
dynamic topology, (ii) Wider signal area covered, (iii) Reduce delay for signal trans-
mission, (iv) Network is distributed in accordance to density, (v) Formulation of
Inter-Cluster and Inter-Zone transmission.

DBSCAN is considered as perhaps the most impressive and most referred to
density based grouping calculations [5] that can relate to huge precision clusters
of arbitrary shape and size in enormous databases distorted with noise. One of the
primary benefits of theDBSCANcalculation is that fate of the quantity of bunches (or
clusters) isn’t needed on datasets [6]. As the DBSCAN calculation is fit for dealing
with the noises accurately and adequately [7], it is more appropriate to discover a
gathering encompassed by noise just as various different gatherings. Once more, it
is viewed as uncaring toward commotion and exceptions. In any case [8], two basic
boundaries are the fundamental necessity for applying the DBSCAN calculation: (i)
Eps and (ii) MinPts. Then, by the study of Adaptive DBSCAN (ADBSCAN) [9], its
calculation is proposed to decide a proper Eps and MinPts esteems with the goal that
the calculation can distinguish all the bunches in the datasets. These contributions are
made through the whole research and can ensure through this method can effectively
reconstruct an maintain a topology that would be dynamic and adapt to shifting of
nodes and density that can cluster varying areas.

The space groups will be considered as each cluster with group heads as centroids
and group members as the nodes. Each neighboring node will be visited following
the parameters, MinPts and Epsilon, covering wider areas and continuous cluster
formation alongside throughout the network for every visits. Information is passed
using Access Points (AP) to Aps of other areas following cloud upload criteria.

The other parts of the paper are outlined into several sub-contents as prearranged
beneath: Section 2 deliberates the literature overview of the content that dictates
the contribution of the research and implementations based on the new algorithm
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and efficiency of the upgrade. Section 3 defines the methodology preparations of
the whole paper, the methods and techniques used for the implementation of the
experimentalmodel. Section4 calibrates on the performance analysis andobservation
that validates the improvement achieved in this experimental paper. Section 5 is the
conclusion that implicates the whole point of view of the paper and directs further
work based on future aspects following the research.

2 Related Work

Basicallym, cluster-based MAC protocols are categorized into two categories: one
is symmetric and another is asymmetric MAC protocols. In case of symmetric pro-
tocols, all the STAs and AP have full duplex proficiency with full duplex MAC
protocol. Frequency Domain Coordination [10] proposed next generation WLAN
by full duplex MAC protocol using FDC where STAs must be full duplex capable.
Full Duplex Carrier Sense Multiple Access/ Collision Detect [11] proposed CSMA/
CD where sub channels using MAC frame preface detection technology where all
nodes require full duplex proficiency. In contrast with asymmetric protocols, the
STAs are half duplex device and AP has full duplex proficiency with full duplex
MAC protocol.A single user Fuplex [12] proposed next generation WLAN where
APhas full duplex competence but STAs does not have.Multi-user FuPlex [13]where
the collection of BSR information leads to high overhead on AP pure scheduling.
Power control MU-FuPlex [14] based on AP pure scheduling where probability of
forming FD link is expressed. FD-OMAX protocol [15] works on trigger free MU-
FuPlex which shows a scenario of high-density deployment and improves system
throughput. EnFD-OMAX protocol which establishes full duplex link by improving
the success probability and the spectrum efficiency (Table 1).

A spatial group-based multi-user full-duplex OFDMA MAC protocol (GFDO)
[16] is a recent MAC protocol which is a combination of power regulator and spatial
alliance technology. This paper illuminate low in effectiveness and obstructions dis-

Table 1 Comparing MAC protocols [16]

Protocol Category Approach Characteristic

FDC [10] Symmetric Centralized Scheduling BSR assortment

FD-CSMA/CD [11] Symmetric Distributed Random argument in sub-channel

FuPlex [12] Asymmetric Distributed Simple and reliable full duplex MAC
protocol

MU- FuPlex [13] Asymmetric Centralized MU OFDMA, Scheduling based
channel access

PCMU- FuPlex [14] Asymmetric Centralized Probability of establishing FD link, MU
OFDMA Power Control

FD-OMAX [15] Asymmetric Distributed MU OFDMA Inter-node interference
assortment

EnFD-OMAX [15] Asymmetric Distributed Refining the success possibility and the
spectrum proficiency
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semination issue in WLAN. In GFDO MAC protocol, they follow two algorithms.
First one is two level BSR information collection-mechanism and second one is cas-
cading method. In first algorithm flow, AP sends trigger frame to GM and GH. GM
and GH respectively send RTS and CTS frame to AP. In cascade method flow, AP
sends trigger frame to GH and GM. Within each other they did data transmission
through GFDT and ACK transmission happens in both direction.

3 Implementation Details of the Proposed Work

To come in help of improving the status, we thought of laying out a conceptual
improvement to a modified version of this system based on: Topology, Inter-Cluster
Communication and Clustering Algorithm.

3.1 Cluster Formation Using DBSCAN Algorithm

We first focused on finding and analyzing Cluster algorithms with Varying Densities.
The main points were to find an optimal type of Algorithm which will pin out the
density of nodes and separate noise. Theprimary discussion startswith theAlgorithm,
where Cluster is formed with noise detection.

DBSCAN: A simple data clustering Algorithm, which does not require specifying
beforehand, regarding the number of clusters we are looking for and we can work
on Random Datasets. It does not try to cluster every single point and identifies the
more separated ones as noise. It focuses on two definite parameters [17];
Eps: The distance that specifies the adjacent neighborhoods.
MinPts: The least number of information focuses to characterize a cluster (Fig. 1).

Fig. 1 Cluster formation by DBSCAN algorithm
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Algorithm 1 Cluster formation through DBSCAN algorithm
Input: Dataset M, Eps and MinPts
Output: Find noise and total number of Clusters with proper graphs
Assume: N = Any positive integer [> 0]
Update: Eps and MinPts [Parameters to build the Clusters]
1: Initialization:
2: i = Total marked set of points
3: if index (i) = −1
4: Define as Noise
5: else [i = 1, 2, ...., N]
6: Define in a respective Cluster
7: All Clusters are plotted with noise [Plot of Clusters with Noise]
8: End if

SpecializedAdaptiveDBSCAN(ADBSCAN): It is an improvement to theDBSCAN
Algorithm were nodes with varied distances are also marked into a Cluster. Through
a small parameter change and specified variation in our DBSCAN Algorithm, we
implemented our conceptual Specialized Adaptive DBSCAN, which is later taken
in consideration for Zone-wise Separation or BSS deployment [9].

3.2 Analyzing GFDO Network Model

The network model (system model) which we are analyzing had its own benefits of
solving the interference diffusion problem as well as the issue of efficiency access
being low in highly deployed area in respect to WLAN. It had adopted two precise
Algorithms (for BSR and Scheduling) maintaining both node-to-AP and AP-to-node
connection for data transmission.

Two-Level Mechanism of Information-Collection (BSR): It includes the BSR-
information collection of SG and CMs in (a specific) SG. By the help of trigger
frames, the two distinct levels perform;

First-Level: In first level, CH is used in collecting the BSR-information of the CMs
in SG and record the necessary information of interference of other CHs.

Second-Level: In second level, it adopts P-probability (Persistence Probability)
OFDMA random-access method in reporting AP with two-kinds of information:
the first-level information and the interference-information between the SGs.
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CFDT with Cascading Method: The full-duplex transmission [18] initiates, while
scheduling the CFDT in a cascading method, with respect to the BSR-information. It
is focused into action when demand-collected for uplink by a cluster is greater than
the number of data-points in the system. These two algorithms were put to action
with accordance to the Protocol.

3.3 Inter-Cluster Transmission without Accessing AP

The proposed Inter-Cluster initiates without AP, it starts from the Cluster Head, CH.
The Cluster Member, CM sends information to CH requesting for communicating to
another Cluster. The CH, while collecting interference information checks other CHs
for Inter-Cluster communication based on the request of CM. If found it requests the
respective CH for transmission. Once the CH accepts, it designates the specified CM
to get ready for Communication. Request to Send (RTS) and Clear to Send (CTS)
frames are also used in confirming the status before transmission.
Again, if all the CH (in that BSS or Zone) does not match with the requested location,
it then gets ready for inter-zone Communication. An algorithm has been analyzed
by the stated interference-information collection without accessing the AP for trans-
mission (Fig. 2).

Fig. 2 Inter-cluster communication between two SGs (clusters); M and N
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Algorithm 2 Inter-Cluster Transmission without the use of AP
Input: Information of N2, Total cluster C
Output: Find N2, get ready to Transmit Inter-Cluster, collect interference Information
Assume: Inter-cluster communication between N1 and N2
Update: Interference Information [Parameters to build the Clusters]
1: Initialization:
2: loop = 1 to go through all CH
3: Interference Information = Ii i
4: while CH is collecting Interference Information, Ii i [Based on the reference [1] used]
5: if loop < (C – 1)
6: if CH Nn == CH N2
7: N2 is found, ready for transmission with Ii i
8: else [i = 1, 2, ...., N]
9: Updates only Ii i
10: exits connection to respective CH
11: loop + +
12: else
13: exit loop and initiate inter-zone
14: End if [Plot of Clusters along with Noise]
15: End if
16: Collected all Ii i and ready to start transmission
17: End while

3.4 Cloud-Based Model in Implementing Dynamic Topology

The proposed inter-zone initiates once the CH passes all its information from CM to
AP. An algorithm given earlier also portrays small view of AP-to-AP path formation
through Cloud.

Now, the RTS and CTS frames are put to action in clearing and preparing to
send. The AP then updates its information in the Cloud store and requests to find the
Designated AP of the specified Cluster (CM and CH). The Cloud responds and tries
to match receiving AP location. Once found, the AP is accessed with the transmitting
AP’s Information along with its location. The AP forwards it to the required Cluster
with CTS and RTS frames. When the path is clear, it requests the Cluster. As the
specified node receives the information,it passes to its CH and CM accordingly. The
CH then compares the interference information to that of its other CHs in the same
zone (Fig. 3).
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Fig. 3 Inter-zone communication between two BSSs (zones); A and B

Algorithm 3 APT Accessing APR by the Help of Cloud System
Input: Request to cloud with designated AP information
Output: Find AP (requested) of Receiving end and Store (requesting) AP’s data
Assume: AP (requesting) as P, AP (requested) as Q [with specified Address]
Update: Cloud-Storage Information [Updating Information]
1: Initialization:
2: Store P’s information (updated) in cloud
3: for all unvisited APs in Cloud
4: while P requesting to connect to Q in Cloud from list of APs
5: The Cloud processes the Request, starts searching and matching the AP
6: if AP == Q
7: Define Q found and stop search
8: else
9: Keep on searching and mark AP visited [Continue AP == Q]
10: end if
11: end while
12: AP found will then initiate AP-to-AP connection, completing inter-zone Path of Transmission
13: end for

The details of proposed work concludes with initiating the discussion of the optimal
results that were able to be drawn out in our analysis.
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Table 2 Conditional statements for Eps and MinPts

Parameter Value Statement

MinPts Increased Total number of cluster decrease and more noise

Decreased Total number of clusters increase and less noise

Eps Increased Total number of cluster decrease and noise decreased

Decreased Total number of clusters increase and noise increased

4 Performance Analysis and Observation

4.1 Data and Parameter Analysis

Basing on our density-based study of data points (or nodes), we are focused on
forming cluster with respect to varying high-density based deployment of data points.
We recognize Noise with ‘−1’ and definite member of Clusters with any number
greater than ‘0.’ Parameter analysis gives out a table which was concluded through
our output and simulated Cluster results. Table2 gives us a short idea regarding the
parameters and how these influence in construction and recognition of Clusters.

4.2 Dynamic Validation with Noise Optimization

In WLAN, identification of varying number of clusters instead of fixed number of
clusters is considered as a dynamic system.Aswe analyze the outputs (see Fig. 4), we
can see variation in how they include different number of nodes with respect to their
Minpts and Eps values. Clusters are varying with change of parameters and noise is
also being varied with each change. The noise or outlier points were designated dif-
ferently; we can control and optimize it.We can view the table of parameter-analysis,
the cluster headerwhich secures a definite path of communication, SpecializedAdap-
tive DBSCAN that increase cluster number with a decrease in Noise are certain ways
we found outcomes in noise optimization.
With Dynamic validation, the latency and throughput of system were theoretically
analyzed. The varying number of clusters, decrease in the amount of access in APs
and increased number of cluster through Specialized Adaptive DBSCAN concluded
our statement in the decrease of latency and increase of throughput of the system.

4.3 Result Optimization and Observation

Optimal output and observation were mainly focused on the general output of
DBSCAN algorithm. A small range was considered with respect to satisfying our
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(i) (ii)

(iii)

Eps = 0.2, MinPts= 9 Eps = 0.5, MinPts= 9

Eps = 0.9, MinPts= 9

(iv) (v)

(vi)

Eps = 3, MinPts= 5 Eps = 4, MinPts= 6

Eps = 5, MinPts= 7

Fig. 4 Inter-zone communication having dynamic validation with noise optimization outlook,
constant and varying parameters: (i)–(iii) MinPts is constant here with 9; (iv)–(vi) both Eps and
MinPts are increased with uniform value
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Fig. 6 Data variation arrangement to analyze optimum outcome

mentioned theoretical analysis, through which we marked our optimized state of
system.

With the graphs (see Figs. 5 and 6) and data (see Table 3), we observed that points:
[0.5, 6], [4, 6], [3, 0.3] and [3, 0.7] gives out the most suitable optimized outcomes
with accordance to our previously discussed points to establish this topology. The
outcomes not only show the dynamic nature but also induces a balance between the
range of variations for a better throughput and noise optimization.
Throughout the whole system analysis, we observed several outcomes based on vary-
ing datsets, which when brought together gave us certain graphical representations
assisting us to circle out the more balanced sets of Parameters to prepare the system
to be more feasible and flexible for further study.
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Table 3 Optimal value for setting parameters

Formation Eps Mean MinPts Mean of number
of clusters

Spherical 0.4 5 5

0.5 6 5

Arbitrary 4 6 6

4 6 5

Specialization 0.3 3 8

with adaptive nature 0.7 3 5

5 Conclusion and Future Work

The problem as stated is that as for reduced signal coverage area, all nodes are
not covered or visited, also more access points or antenna towers are needed for
maintaining small clusters and covering the inbound which increases cost. It also
increases density that leads to slower rate for transfer of signals or BSRs or inter-
node interference within neighboring clusters or other zones.

Our main proposal is to build a dynamic topology with varying densities using
the DBSCAN (including its specialized adaptive form) clustering technique that can
maintain both power and increase signal range, while eliminating the overlapping
areas as the nodes will then become mobile and densities of the network will be
balanced throughout the topology.

According to our contribution, we enhanced and implemented the dynamic topol-
ogy so that it covers wider signal area; this reduces the delay for signal transmission.
The network is made to distributed in accordance with density with formulation of
inter-cluster and inter-zone transmission.

The recreation results show that the effectiveness of our proposed convention is
efficient and more optimized than the past protocol. It has been concluded, after
comparing the results with the problem stated in accordance with our studied paper,
in a proper theoretical aspect including varied data set, our system decreased latency
to some extent and signal throughput was enhanced, increased performance that
optimizes the cluster balance.
Future scopes of our research work are: Core utilization of Adaptive DBSCAN and
will implicate the algorithm along with certain upgrades for better efficiency with
respect to our optimal outcome. The existing algorithms with pace to our system will
be compared and analyzed with respect to the efficiency of similar existing works
near future. The model is to be more refurbished in future by combining Adaptive
DBSCAN and Mean-Shift cluster technique leading to a robust network.
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Aggressive Fault Tolerance in Cloud
Computing Using Smart Decision Agent

Md. Mostafijur Rahman and Mohammad Abdur Rouf

Abstract Application of cloud computing is increasing gradually. It is a useful
model for a collection of configurable computing resources such as data-centers,
servers, data storage and application services in real-time. Due to the emergence of
cloud computing, providing reliable service becomes vital issue. Transient faultsmay
affect temporary unavailability of services and timeout to get response. These types
of faults can be catastrophic in cloud applications such as, scientific research, finan-
cial and safety critical applications. To reduce the effect of such errors, a fault tolerant
mechanism is required. We propose an aggressive fault tolerant (AFT) technique to
detect and recover from faults in cloud environment. Aggressive fault detection and
recovery module detects faults and recovers from these faults using a smart decision
agent. A smart decision agent takes decision on different types of hardware, soft-
ware and communication faults. It reduces complexity and improves performance
of fault tolerant schemes compared with other existing techniques such as check-
pointing, resubmission and replication techniques. The proposed scheme achieves
98.7% error coverage while it is 1.5 times faster than checkpointing, 2.0 times faster
than resubmission and 2.5 times faster than replication technique.

Keywords Cloud computing · Transient faults · Fault tolerance · Fault detection ·
Fault recovery · Availability · Fault injection

1 Introduction

Cloud computing system is a new paradigm of transparent distributed system. It
handles the resources on a larger scale with cost-effective and location independent
manner. Since the use of cloud computing is increasing in broad spectrum of appli-
cations, fault free services are required [1, 2]. A cloud is more effective and reliable
when it is more fault tolerant and more scalable. Fault tolerance considers effective
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steps to recover failure. It ensures system reliability by improving the fault detection
and recovery mechanism [3, 4]. Fault tolerance is a scheme that can operate a system
even in faulty environment. Proactive fault tolerant technique recovers from faults
by predicting before these errors affect the system [5]. It proactively replaces the
mistrust components. An application has a feedback-loop mechanism which always
monitors and resolves faults which is called preemptive migration [6, 7]. Backward
recovery is a rollback technique that starts backward processing from a prior state.
It needs extra time for rolling it back [8]. Forward error recovery is a scheme that
can proceed forward even a fault is occurred. The fault is detected later by duplex
system and recovered by re-execution or detected and recovered by triple modular
redundancy (TMR) [9, 10].

Reactive fault tolerance requires error recovery after faults are detected [8, 11].
Checkpoint is a snapshot of the full state of the process. It runs the failed system from
the recently checked point rather than from initial state [12–14]. The identified failed
work is re-executed using the same resources in real time, and it is called the task
re-execution. If the cloudlet is failed or canceled, then it will be resubmitted. Failed
tasks are re-executed by replicas with different resources [9]. This technique has a
primary virtual machine, and other one is replica (or secondary) virtual machine.
When a cloudlet is failed to execute on primary virtual machine, the replica re-
executes the cloudlet from the initial state. It needs more overhead than hundred
percent [11, 15].

Wepropose aggressive fault tolerance (AFT) technique consists of smart combina-
tion of checkpointing, resubmission, and replication methods. The aggressive fault
detection (AFD) module monitors the message using heartbeat mechanism. The
aggressive fault recovery (AFR) module recovers the faults using a smart decision
agent [16]. The performance of proposed AFT is 1.5 times faster than checkpointing,
2.0 times faster than resubmission technique and 2.5 times faster than replication
technique.

The contributions of this paper are:

• We propose an aggressive faults detection and recovery module by extending the
datacenter broker policy.

• The proposed scheme detects and recovers the transient, permanent, omission and
timeout faults.

• The proposed scheme integrates checkpointing, replication and resubmission
methods and a smart decision agent which can choose the detection and recovery
technique based on fault types.

• We have verified the proposed model by using fault injection mechanism.

The paper is presented as follows. In Sect. 2, background work is presented. In
Sect. 3 various existing works are discussed. Section 4 presents proposed aggressive
fault tolerance (AFT) technique, aggressive fault detection and recovery module are
described. Experimental setup, results and analysis are given in Sect. 5. Section 6
concludes the paper.
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2 Background Works

Different types of faults may occur in the cloud environment, such as transient
and intermittent faults may occur in processing elements (PEs) of virtual machines
(VMs). These types of faults may also occur in hosts and datacenters. Different
types of faults usually are occurred in processing elements and memory modules
as discussed in [9]. Unavailability of host, datacenter and VM may be occurred
due to disk full or disk error. On the other hand memory faults and other faults are
discussed in [17, 18]. The software faults are software state transition faults, early
and late timing faults, timing overhead, protocol incompatibilities, data fault, logical
fault, numerical exception, operating system faults, link timeout fault, user defined
exception and unhandled exception faults [19, 20]. The communication faults are
sending and receiving omission faults, early or late timing faults, packet corruption
and packet loss faults [21]. The transient faults may cause single bit, multiple bits and
burst-bits errors. The permanent faults are physical damage of host, PEs andmemory
[22]. The main components of cloud architecture are shown in Fig. 1. Firstly, Cloud
Information Service (CIS) in which datacenter is registered, and the information of
the cloud components are stored in a table ofCIS. Secondly, the datacenter broker acts
as a coordinator between software-as-as-services (SaaS) and cloud providers. The
main responsibility of broker collects the available resources and provides quality
of service to clients of cloud system. Thirdly, CIS sends the acknowledgment to the
broker about available resources of cloud.

Fourthly, broker connects to datacenter. A datacenter is a collection of virtualized
hosts, virtual machines, processing elements, virtual networks and virtual storage
for cloud users. A datacenter consists of operating system, virtual machine monitor
(VMM), host list, memory, bandwidth and storage. A host consists ofmultiple virtual
machines. The VMs are allocated in a host with the best-fit mechanism. The param-
eters of the host are processing capacity usually measured in million instructions per
second (MIPS), memory size is in megabyte (MB), storage size is in terabyte (TB)
and communication bandwidth is in megabyte per second (Mbps). Fifthly, cloudlet is
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Fig. 1 Architecture of cloud computing
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an application which consists of million instructions (it is also known as task such as
social networking, content delivery and business application, etc.). These cloudlets
are executed by processing element (PE). The parameters of a cloudlet are cloudlet
Id, user Id, length (in million instructions), number of PEs, input and output size
(in MB). Sixthly, the cloudlets are submitted to virtual machine and are executed by
PEs.

3 Related Works

Many researchers areworking on fault detection and recoverymechanism.Acompre-
hensive overview of a fault tolerance in cloud computing is given in [1]. It empha-
sizes different significant concepts, architectural details and techniques. Mittal and
Agarwal [2] proposed heartbeat algorithm to detect the hardware and software faults.
Ledmi et al. [3] discussed the optimizing fault tolerance in the distributed system.
Gokhroo et al. [4] proposed fault detection and mitigation using two fault detection
time algorithms (fault detection time-algorithm 1 and time-algorithm 2). These two
algorithms identify the faults and correct them. Amoon [5] used selection of fault
tolerant algorithm to detect and prevent faults for responding customer requests.
They observe the overhead of replication and checkpointing technique for increasing
number of customers. Liu et al. [6] illustrated the proactive fault tolerance approach
against five related approaches in terms of the overall overheads (such as trans-
mission, network resource consumption and total execution time). Amin et al. [8]
explain the heartbeat algorithm to detect the faults. This algorithm monitors the
correctness of resources by synchronous time manner. Rouf and Kim [9] discussed
the state-of-the-art techniques to combat with soft errors using different techniques
broadly categorized in three types: (i) software based schemes, (ii) hardware based
schemes, (iii) hardware and software based co-design schemes. Abdelfattah et al.
[11] proposed a technique which execute the failed tasks by the best reliable node.
Reject message is sent back if it cannot be recovered.

Azaiez et al. [13] propose a hybrid fault tolerant model that consists of check-
pointing and replication techniques. Mohammed et al. [14] proposed an integrated
virtualized failover strategy thatmanaged the faults reactively. The faults are detected
and recovered using the checkpointing technique. However, the overhead of check-
pointing candegrade the performance of a system. Jaswal andMalhotra [16] proposed
model for fault tolerance in cloud environment. Trust model in cloud computing is
the mostly on-demand mechanism that helps in building secured communication
in cloud environment. Siddiqui et al. [18] have proposed a single-bit error detec-
tion scheme based on hardware fault tolerance for huge data in cloud computing.
This scheme uses concurrent error detection (CED) mechanism that is able to detect
hardware faults.

Chinnaiah andNiranjan [20] proposed algorithm that achieved reliability for depth
critical configuration of a software system. They explained different critical config-
urations of system and observed the effects of fault tolerance. Buyya et al. [23]
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proposed a scheme which can work whenever the demand of cloud users are variable
on scalable and virtualized entities. They explain the relationship among entities and
events. They illustrate the performance between the federated and without federated
network. Nivitha and Pabitha [24] developed a dynamic fault monitoring algorithm
for virtual machine. Jhawar et al. [25] implement a fault tolerant management system
that consists of a replication manager, a fault detection and recovery manager. They
use the gossip and heartbeat algorithm to detect the faults. Rajesh and Devi [26]
propose a technique that improves the reliability. It has a forward and backward
recovery mechanism and it can calculate the reliability of node and takes decision
based on reliability. Bosilca et al. [27] propose a fault injection module that can
inject fault in cloud environment. Zhang et al. [28] propose a heuristic ant colony
algorithm that VMs are placed by the ant colony algorithms. Wang [29] proposed
ARCMeas conforms system architecture, component system’s reliability and sensi-
tivity to ensure the effectiveness of recognizing the critical component systems to be
settled a fault tolerance mechanism. Neto et al. [30] work on resilient environment
using intelligent agents and transient instances. A smart agent-based architecture
provides an efficient approach to detects and protects the faults in cloud computing.
Al Obaidy et al. [31] proposed an agent-based fault tolerant system to behave the
powerful, reliable, predictable, scalable more flexible, autonomous and capable of
intelligent behavior. Dähling et al. [32] proposed a cloneMAP algorithm to achieve
scalability and fault-tolerance. The cloneMAP eliminates the single points of failure
in cloud environment. This scheme enables horizontal scalability and fault tolerant
in the distributed data storage. Deshkar [33] proposes an intelligent (smart) and soft-
ware agents that are used in fuzzy inference system based upon fuzzy set theory for
creating a decision system.

3.1 Motivation

Since the use of cloud computing is increasing in different critical application,
different fault tolerant techniques are needed. Replication and resubmission tech-
nique work from initial state if a fault is occurred. If the faults of VM, host, and
PE are occurred, then replicas are used to execute the failed cloudlets from initial
state. So the overhead of replication ismore than hundred percent. The checkpointing
technique moves to the last checkpoint and compares with failed part of the task [14].
The creation of checkpoint increases overhead. The checkpointing, replication and
resubmission techniques are backward recovery and solve the problems using roll
back technique [11]. It also increases workload and execution time of cloud infras-
tructure. A maximum efficient smart decision is required to minimize the overhead
of fault detection and recovery.
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4 Proposed Aggressive Fault Tolerant Technique in Cloud

Cloud environment consists of some entities such as datacenter, datacenter broker,
host, virtual machine, cloud information service (CIS) and cloudlet as depicted
in Fig. 2. Virtual machines are allocated in host using the allocation policy. The
processing capacity of a host is default setup for allocated virtual machines. In virtual
machines VM0, VM1, VM2 …VMV and replica virtual machine VM0’, VM1’, VM2’,
…, VMV have processing elements PE0, PE1, …, PEp. The cloudlets are scheduled
by the scheduler and are processed by the PEs. Every entity communicates among
each other via event handler. Firstly, the events are stored in future queue during the
event execution. Future queue is a queue to store the events to be executed in future.
The events of future queue are moved to deferred queue whenever the events cannot
be executed due to some faults. The events are triggered using first in first out (FIFO)
manner until deferred queue is empty. This type of a fault injection module injects
the faults and changes the triggering status, such as cloudlet failure, host failure, PE
failure and virtual machine failure. The aggressive fault tolerant (AFT) technique
can detect and correct transient, permanent, omission and time out faults in the cloud
environment. In the AFT architecture, cloud users U0, U1, …, Un are managed by
cloud manager. They submit the cloudlets to datacenter broker. The entities of data-
center are registered in the cloud information service (CIS). When virtual machines
or hosts are created, the CIS table of resources are updated. The broker knows the
available information of datacenter from the CIS.

The broker is connected to datacenter. A cloudlet Ci is submitted to the available
virtual machine (VMj) by broker. The processing capacity of virtual machine is

Fig. 2 Proposed architecture of aggressive fault tolerance (AFT) in cloud computing
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represented by million instructions per second (MIPS). A certain length of cloudlet
is executed by processing elements (PEs). If any fault is occurred during the cloudlet
processing, then the AFT technique can detect and recover the faults. AFT has two
modules (i) Aggressive faults detection (AFD)module, (ii) Aggressive faults recovery
(AFR) module. The AFD module detects the fault using heartbeat protocol and AFT
recovers the faults using a smart decision technique. Heartbeat protocol is the most
popular to detect the faults. In a heartbeat protocol, every process Pr sends “Alive
now” message to other process Qp after a static interval time. Accept the process Pr
is suspect list if it cannot be reached to Qp within the time threshold which is called
timeout. This protocol determines suspect process Pr. It increases independently the
accuracy of AFD module within the timeout.

4.1 Aggressive Fault Detection (AFD) Module

TheAFDmodulemonitors the events triggering and detects the faults if it is occurred.
Every tasks are processed by processing elements (PEs). The heartbeat algorithm
detects the faults duringmessage passing.When the status of virtualmachine is down,
a fault is notified to broker. Whenever, the VM is over utilized, and an unavailability
fault is notified to broker. The PEs and memory module are failed due to transient
faults. If the number of available PEs are less than required number of PEs, then the
status of PEs is failed based on the rules of quality of service. The virtual machine
is considered as failed if all PEs are failed. A host is damaged if all virtual machines
are down. Whenever a host is down, the broker finds out another new available host.
If the availability acknowledgment is not received before the threshold time, then a
timeout fault is occurred.

4.2 Aggressive Fault Recovery (AFR) Module

The AFR module recovers dynamically after a fault is occurred, and it is recovered
after fault detection. The quality of service (service level agreement) ensures the
commitment between the service provider and end-users. If the available level is
less than the agreed level, then availability and reliability level are decreased. AFR
module makes a replica of cloudlet, replica of virtual machine and replica of host. If
a part of system is failed, then the replica ensures recovery from fault. The replica is
defined as an available entity which executes the failed cloudlets. Whenever virtual
machine is over utilized by overflowofmemory or bandwidth, the tasksmigrate to the
replica virtual machine. Mean time to failure (MTTF) is defined as the average time
of a non-repairable entity works before it fails. The mean time to repair (MTTR)
is the time to repair the failed entities. The mean time between failures (MTBF)
is calculated by the arithmetic average time between failures of a system as given
in Eq. 1 [24]. The availability ensures the measurement of available resources for
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usability. The availability is calculated using Eq. 2.

MTBF = MTTF+MTTR (1)

Availability = MTTF

MTBF
= MTTF

MTTF+MTTR
(2)

We can calculate the Service Level Agreement (SLA) of available resources using
Eq. 2. If the MTBF is zero, the highest availability of a node is 100%. The highest
availability of virtual machine re-executes the failed cloudlets. The data structure of
AFT is given in Fig. 3. It has the following classes:

(a) AFD class
(b) AFR class
(c) Cloudlets
(d) Host
(e) Virtual machine

(f) CIS
(g) CPUBaseFaults
(h) Datacenter broker
(i) Smart decision agent

The AFD detects the faults of cloudlet, host, virtual machine and PEs as described
in Algorithm 1. A smart decision agent takes the right decision according to fault
status. If the status of cloudlet might be canceled or failed, memory or bandwidth
is over utilized, virtual machine is either down or over utilized, hardware might
be damaged, and the acknowledgment might be timeout, then smart decision agent
decides according to fault status.

Fig. 3 Class diagram of aggressive fault tolerance (AFT)
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Algorithm 1: Aggressive Fault Tolerance (AFT): Fault Detection and Recovery

AFT (cloudletList, VMs, hosts, PEs) 
// Cloudlet length, input and output size, status. 
// Smart Decision Agent monitor the status of cloudlets,
VMs, Hosts and PEs 

Input: cloudletList, VMs, hosts, PEs.  
Output: Response time, FaultDetected, status. 
 Foreach (each cloudlet in cloudletList) 
     Process cloudlet Ci on VMj of PEk

If cloudletCi statusequal-toexecutionthen

{ 

 RemainedLenCi = cloudletLengthCi – executedCi; 

Do 

 { 

   Process cloudlet Ci. 
RemainedLengthCi = RemainedLenCi – executedCi; 
Checkpointing(P, ti+1) checkpointing pivot(P); 
 // ti+1 dynamic time interval 
Process cloudlet Ci and continue; 

IF instructions== fail  then
   Smart_Decision_Agent(status); 
   Rollback ( ) last saved point;  
   FaultDetected++;  
End IF 

 } While (RemainedLengthCi !=0); 

 } 
Else if(cloudletequal-tocancel OR fail )  
 {  
        Resubmission( cloudlet ); 
        FaultDetected++;  
} 
Else if (failure equal-toPEORVMORHost) 
{  
         Replication (replica); 
         Migrated( ); 
FaultDetected ++; 
}         

Else 
  Traversehigher VM and migrated the tasks. 
Smart_Decision_Agent(percepts status)  
Actuators condition-actions. 

End Foreach              // End of cloudlet List 
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Each cloudlet length is executed on PEs of virtual machine from the cloudlet list
as shown in Algorithm 1. The processing capacity of virtual machine processes the
cloudlet of a certain length and updates the remained cloudlet length. If the cloudlet
status is canceled or failed, then this task is resubmitted. Whenever the status of
PE or VM or host is failed, the tasks are migrated to replica VM. The instructions
are executed until it finishes the remaining length of cloudlet. RemainedLengthCi
is updated of the cloudlet length and faults occurred when checkpoint ensures last
saved pivot point. Otherwise, failed cloudlet is executed by available (or healthy)
virtual machine. The Smart_Decision_Agent (status) method percepts the status,
and actuator takes the smart decision.

5 Experimental Results

We use the CloudSim simulator (CloudSim Plus) [23] to implement AFT technique
in cloud environment. The parameter of the simulator is given in Table 1. The cloudlet
length varies from 1 to 10K.We use the integrated development environment Eclipse
IDE version: 4.16.0 and Java Runtime Environment version 1.8.0. The configuration
of datacenter uses X86 architecture.

We have compared the execution performance of AFT with other existing tech-
niques (such as checkpointing, resubmission and replication) as given in Fig. 4. The
X-axis shows the length of each cloudlet in million instructions (MI), and the Y-
axis shows the execution time in second. For every cloudlet batch, the replication
performs worst by taking maximum time, followed by the checkpointing and resub-
mission methods. We can see that the performance of the proposed scheme increases
with increasing cloudlet size. For example, AFT technique reduces 26 s compared
to the replication technique for the cloudlet of size 1 K million instructions. On the
other hand, for the cloudlet of size 10 K million instructions, the proposed AFT
technique reduces 202 s compared to replication technique. On average the AFT is
1.5 times faster than checkpointing, 2.0 times faster than resubmission and 2.5 times
faster than replication.

Table 1 The parameter of
experimental setup for host
and virtual machine

Parameters Host Virtual machine

Processor Intel(R) Core i7 Intel(R) Core i7

Processing elements 8 2

Processing capacity (MIPS) 1000–6000 1000

Memory (GB) 10 2

Storage 2 TB 10 GB

Bandwidth (Mbps) 8024 1000

VM manager Xen Xen

Operating system Windows 10 Windows 10
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Fig. 4 Comparison of execution time of different length (MI) of cloudlets

In the same way the proposed approach saves a huge amount of time compared
with the checkpointing, the resubmission and the replication technique when the size
of data set are high. These time savings are very important in cloud computing fault
management, because cloud handles a huge amount of data.

The bar graph shown in Fig. 5 illustrates the number of faults recovered according
to different length of cloudlets from 1 to 10 k. The X-axis shows length of cloudlets,
and the Y-axis shows the number of faults occurred and recovered. The number of
faults recovered by AFT is greater than the other techniques.

The X-axis shows the size of each batch of failed cloudlets, and the Y-axis
shows the recovery execution time required to handle the batch as shown in Fig. 6.
Comparing with replication technique the time from 105 s to only 50 s which is an
improvement of 55 s for a batch-size of 1 K data. For a batch-size of 10 K data,

Fig. 5 Faults recovered for different length of cloudlets
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Fig. 6 Execution time of failed cloudlets length

the replication takes 318 s, and our approach reduces it to 183 s. That is a saving of
135 s in performance. Our proposed AFT technique is 1.14 times faster than check-
pointing, 1.55 times faster than resubmission and 1.92 times faster than replication
technique.

5.1 Fault Injection and Coverage Analysis

The different types of faults are injected randomly and their effects are observed in
Table 2. We have used the Poisson’s distribution for different types of injected faults
based on fixed time interval and different locations [24, 27, 34].

In the AFTmodule, fault injector class is extended the SimEntity class that injects
faults randomly during the occurrence of an event among the entities. Fault event
class has extended the SimEvent class that has tag type of host failure, cloudlet failure
and VM failure. The fault handler of datacenter class has extended the datacenter
class that handled the VM migration. It updates the cloudlet execution and status
according to the fault event types. The main purpose of this module finds out the
boundary of application [13, 35].

The overhead of fault injection (Foft) is given in Algorithm 2.

Table 2 Coverage of injected faults

Instructions type Total injected faults Activated faults Faults recovered Coverage (%)

ALU 200 44 43 97.8

Floating point 98 23 23 100

Others 57 9 9 100

Total 355 76 75 98.7
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CL Cloudlet_length,
Rate Million instruction per second (MIPS),
Ffi Total_Faults_Injected.

Overhead (Foft) = (Ffi × Rate)/CL (3)

Algorithm 2: Host Fault Injection and Coverage Analysis

The cloudlet length consists of set of instructions. The set of instructions include
ALU operations, floating point operations and others as given in Table 2. The fault
injector injects fault and changes the state different types of instructions. Among 200
faults are injected in ALU operations from which 44 errors are activated. From the
activated errors, there are 43 errors are recovered so that the coverage is 97.8%. For
the floating point operations, total injected faults are 98 and 23 faults are activated.
There are 23 faults recovered. For the other operations, total injected faults are 57,
activated faults are 9 and all the faults are recovered so that coverage is 100%. For
total 355 injected faults, total 76 faults are activated. From these 76 faults, there are
75 faults detected and recovered so that coverage is 98.7%.

6 Conclusion and Future Work

To achieve higher availability of cloud services, the fault tolerant mechanism is
required. We propose an aggressive fault tolerant (AFT) technique that combines
checkpointing, resubmission and replication with smart decision agent, which can
efficiently detect and recover different types of faults in cloud environment. Our
proposed technique can detect around 98.7%. The experimental result shows that
the proposed approach is 1.5 times faster than checkpointing, 2.0 times faster than
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resubmission and 2.5 times faster than replication scheme. In future, we shall design
a real cloud environment in laboratory that can implement the proposed AFT in
physical cloud environment.
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Classification of Functional Grasps Using
Hybrid CNN/LSTM Network

C. Millar, N. Siddique, and E. Kerr

Abstract Gestures made by a human can be classified using Electromyography
(EMG) signals collected from the forearm; even with low-frequency devices.
Numerous steps are required from data collection and pre-processing through to
final classification. Traditionally, an important part of EMG signal classification
is extracting features from the raw signal to reduce dimensionality. It is predomi-
nantly carried out manually before the signals are input into a neural network. In
this research, we successfully used a CNN to extract the features automatically,
and an LSTM layer was utilised to classify the gestures. This network architecture
removes a step in the gesture classification process. Using the raw signals input into a
CNN/LSTM hybrid increased classification when compared with an LSTM network
that required features to be manually extracted from the raw signals.

Keywords LSTM · CNN · Gesture classification · sEMG

1 Introduction

Over the past half century, robots have shown that they can perform very well
in repetitive environments where repetitive actions are performed time after time
and there is no variation in the environment the robot is performing in, i.e. car
assembly/manufacturing lines. However, the world does not consist of strict envi-
ronments that never change. Humans interact with unstructured environments that
are filled with objects of all shapes and sizes. To bring this kind of adaptive grasping
to the robotics field is a huge challenge [1]. Anthropomorphic robotic grasping is a
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highly complex process to perform successfully, and it requires data-driven develop-
ment that uses data collected in real-world experiments to improve the performance
of such a system [2–4]. A lot of research has been carried out in the area of data-driven
grasping that have employed varied technologies for recording data produced by the
human demonstrator, i.e. data gloves [5] or vision-based motion capture [6]. Beyond
these methods, it is possible to analyse and classify biological signals produced in
the muscles of the human body when performing physical movements of the hand
and fingers.

Electromyography (EMG) is the process of detecting the electrical activity
produced in contracting skeletal muscles during a movement of the body. More
specifically in terms of grasping the muscles of the forearm control the extension
and flexion of the fingers when shifting the fingers into position to form grasp poses
associated with different objects or when performing tasks. A popular method is
known as surface EMG (sEMG). This is a non-invasive method that requires placing
electrodes on the surface of the skin above the muscles that are controlling the
movement. It is the goal of the researcher to detect the biological signals and utilise
them as an input to an algorithm that can accurately classify the movement being
performed to allow for human–computer interaction (HCI) or potentially control an
anthropomorphic robotic hand.

Classification of sEMG signals can prove to be a difficult task. This is due to
various different factors that affect the ability of some classifiers to accurately classify
themovements being performed. The signals themselves are inherentlyweak but also
the signal patterns are complex. Everything involved in the process from the data
collection to the machine learning algorithm and its parameters contribute to the final
outcomes. For example, different subjects have different physiological structures and
therefore produce different signals despite completing the samemovements [7]which
can add further complexity to classifying signals. The device used to detect the sEMG
signal is also one of the key contributing factors. Most devices used in the literature
are medical grade equipment that have large sampling rates (in some cases up to
10 kHz) that allow a researcher to collect more data per sample. This is particularly
important when compared with more recently developed commercial devices, i.e.
Myo Gesture Control Armband1 that have lower sample rates and therefore less data
per sample.

The combination of deep learning networks and sEMG signal processing has
highlighted the potential for creating a control mechanism that can be reliably used
as an input for the control of anthropomorphic robotic hands or highly dexterous
prosthetic limbs. The eventual application of this research will be to demonstrate
to and teach a robotic system how to use functional grasps to pick up everyday
objects. This paper investigates the classification of sEMG signals generated during
the execution of functional grasps that are associated with activities of daily living
using commercial wearable sensor in conjunction with a selection of deep learning
techniques.

1 www.bynorth.com.
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Classification of Functional Grasps Using Hybrid CNN/LSTM Network 347

The rest of the paper is structured as follows: Sect. 2 contains the literature review
of the related work in this field of interest. Section 3 describes the device used in this
research along with the methodologies applied during the experimental process as
well as descriptions of the deep learning networks and their architectures that were
used. Section 4 summarises the experiment protocol that were followed. Section 5
reports the results of the experiments conducted. Section 6 contains the conclusion.

2 Related Work

The use of sEMG signals has been used in many different fields of research. Most
commonly, it has been used to diagnose muscular problems [8] and as a control
mechanism for prosthetic limbs [9–12]. A further use of sEMG is also for gesture
classification. This application of sEMG signals focuses on classification of move-
ments of the wrist, hand and fingers as well as complete gestures or functional grasps.
Various research has been conducted that demonstrates the efficacy of using biolog-
ical signals, i.e. sEMG as an input for controlling systems or devices such as intu-
itive musical devices [13] or robotic hands [14–16]. Using sEMG as the input to such
systems instead of other traditionalmethods, i.e. data gloves, cameras/motion capture
offers other advantages in terms of application. Data gloves have some drawbacks
when it comes to accuracy, e.g. the gloves are not tailored for different sized hands
and detecting the finger movements can be difficult depending on which sensors the
gloves are equipped with. Motion capture can have difficulties with occlusion of the
markers or duplication. However, commercially available EMG systems are wire-
less, typically with an onboard power supply offering the user an intuitive portable
solution. Wearable sensors like the aforementioned Myo Gesture control armband
have helped broaden the research area due to the fact that the prior more commonly
used systems were medical grade devices that were expensive and can require an
element of expertise to calibrate and set up.

Using sEMG devices in conjunction with contemporary machine learning
networks has demonstrated the overall efficacy of sEMG gesture classification [17–
26]. Various forms of recurrent neural networks (RNN) have been shown to classify
these biological signals with relatively high accuracies. The authors in [17–19] used
the Myo armband to collect the sEMG signals and a Convolutional Neural Network
(CNN) to classify a distinct small set of single-finger movements, i.e. flexion move-
ments of the thumb, index, ring and little fingers. The authors in [17] classified the
raw signal after it was passed through various filters, whereas [18] converted the
signals into images to take advantage of the CNN’s ability to recognise patterns
within the images. Chen et al. [19] transformed the raw sEMG signals using a
continuous wavelet transform (CWT) and compared various classifiers and other
feature extraction methods showing that CWT and their own CNN network named
‘EMGNET’ performed the best [19]. In previous work conducted by the authors,
they demonstrated how Long Short Term Memory (LSTM) networks can be used to
classifymovements of all the fingers and thumb [25] and functional grasps [26] using
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sEMG signals. Further research has been introduced that classify basic gestures of
the hand and wrist, i.e. open/close hand or flexion/extension of the wrist using CNN,
LSTM and hybrid CNN/LSTM architectures [20–24]. In [20], it was shown that the
hybrid LSTM-CNN (LCNN) network classified the signals with the highest accuracy
when compared with LSTM. Moreover, [21] demonstrated that an attention-based
CNN/LSTM hybrid was effective in classifying sEMG signals from some publicly
available datasets. The authors converted the sEMG signals into various different
types of image representations and used them as inputs into the hybrid network. The
authors in [24] used an attention-based CNN to classify 53 movements of the hand
from the NinaPro database [27].

The authors in [23] introduced a novel CNN architecture that combined ‘slow
fusion’ and ‘inception’ models that then combine the outputs of the these 2 layers,
and they propagate through the rest of the 3D CNN. They successfully demonstrated
that this hybrid architecture performed better than using any of the individual models
singly. Another use of sEMG signals with a CNN was exhibited in [7], where the
authors classified 30 Korean sign language gestures with high degree of accuracy.
They used the CNN’s ability to extract features from the raw signal and presented
a comparison between CNN architecture with a dropout layer and a CNN without
dropout layer. Whilst having a dropout layer did show to have some effect on the
classification it varied between subjects and on average decreased classification by
around 1%.

In the literature reviewed above, a series of papers that carried out research into
various CNN/LSTM hybrid architectures when investigating classification of sEMG
signals was presented. These papers focused on sEMG signals that were generated
when performing basic hand gestures and wrist movements, i.e. open/close hand or
extension/flexion of the wrist [20–23].

The authors of this paper have applied a novel variation of these architectures
to sEMG data gathered from human demonstrations of functional grasps. These
are grasps that would typically be performed during activities associated with daily
living, i.e. power grasp, precision sphere. The benefit of the hybrid network proposed
is that it removes the need for a manual feature extraction process which can be time
consuming. The application of these networks and future goal of this research is to
use the trained models as a control mechanism for a robotic grasping system.

3 Methodology

This section describes the methods and technologies applied in this research along
with the architectures of the neural network classifiers used to accurately predict the
gesture using the raw sEMG signal detected using the Myo armband.
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Fig. 1 a Myo gesture control armband, b subject wearing the Myo

3.1 sEMG Detection

The data used in this work has been collected using the Myo Gesture Control
Armband, as shown in Fig. 1. This device is a commercially available wearable
solution that allows a user to interact with various software using just the motions
of the forearm, hand and wrist. The device itself consists of 8 dry electrodes that
fit uniformly around the forearm of the user. The electrodes detect the inherently
weak EMG signal produced by the skeletal muscles of the forearm and represents
the signals as an arbitrary normalised range of values from −128 and 128. The elec-
trodes sample signals at 200 Hz, 200 samples per second. In some instances, this has
been highlighted as a drawback for the device as it produces less data than some of
the more expensive medical grade equipment that is available. The medical grade
devices can have sample rates as high as 10 kHz which provide a lot more data per
second than the Myo is capable of. Despite the differences in the sample rates, it
has been shown that despite a lower sample rate, the use of the Myo is still viable
with the lower sample rate equating to less the 5% difference in the final accuracy.
Additionally, the device also has advantages over medical grade equipment in that
it is an intuitive device that offers portability to the user and requires no expertise to
use.

3.2 Network Architecture

The classification of sequential data is the cornerstone of the sEMG gesture recogni-
tion models. RNN’s have been popular amongst researchers studying various types
of sequential data, i.e. handwriting classification, speech recognition and other time-
sequence data [28–32]. A commonly used variation of an RNN used for these types
of applications is an LSTM network. LSTM networks were designed to overcome
the exploding/vanishing gradient problem that was associated with networks that use
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a gradient based learning function or backpropagation [33]. LSTM networks have
previously presented as a viable option for classification of sEMG signals gener-
ated through various types of finger movements [25] and functional grasps [26].
LSTM networks are often preferred for these types of scenarios as they specialise
in learning the dependencies between the different time steps of the sequential data.
These networks can be used to classify signals and also as a method of predicting
future time steps in the sequence. The network enforces constant error flow between
the internal states of the special units. The special units contain multiplicative input
gates, forget gates and output gates that control the flow of data depending on the
importance and strength by passing the information to the next cell or blocking the
information. This process is controlled by the modification of the networks weights
via its learning process [32]. The LSTM architecture used in the experiments is
shown in Fig. 2. This architecture has proven to perform accurate classification of
both finger movements and functional grasps in [25, 26]. A shallow 6-layer network
has been used comprising of a sequential input layer where the inputs are normalised
using z-score normalisation. These normalised sequences are fed into a bi-directional
LSTM layer (bi-LSTM) that contains the LSTM networks hidden units which enable
the network to learn the bi-directional dependencies of the time series data. Following
similar architectures, a dropout layer was added. Dropout layers have been shown to
reduce over-fitting [34]. The dropout layer randomly deactivates hidden units with a

Fig. 2 LSTM network architecture and close up view of LSTM hidden cell
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Fig. 3 CNN/LSTM network architecture

probability of p, in this network p = 0.3 [25, 26]. The fully connected layer applies
the weights and biases of the network to the data throughmultiplication of the weight
matrix and the bias vectors. A softmax activation function calculates the probability
distribution in a multiclass classification problem. The final layer in the architecture
is the classification layer that computes the cross-entropy loss from classification
problems with mutually exclusive classes.

Further to the LSTM network, this research evaluates a hybrid CNN-LSTM struc-
ture as these have demonstrated to produce accurate classification of sEMG signals.
Traditionally, CNN has been used in image classification problems [35]. The CNN
specialises in detecting patterns found within high-dimensional data sequences or
images. CNN’s contain convolutional layers that use filters of a predefined size to
traverse, or convolve, over the input data. The filter calculates the dot product of the
data contained in the filter, creates a feature map and passes it to the next layer.

Figure 3 illustrates the architecture of the hybrid network used in this research. The
purpose of combining these network architectures is to take advantage of the strengths
provided by both of these types of networks. The z-score normalised sequential input
data is fed into a folding layer that converts the sequences to an array of sequences.
A convolution layer follows the folding layer. An empirically determined 3× 3 filter
has been used in this architecture. The data in the feature map are normalised in the
batch normalisation layer and are processed in a rectified linear unit (ReLU) layer
that removes any values less than 0. In this final CNN section of the architecture,
a dropout layer is added where p = 0.5. Once the convolution process has been
conducted, the feature maps are unfolded and flattened. The unfolding layer restores
the original sequence structure and the flattened layer converts the data into a 1-
dimensional array. This 1-dimensional array is fed into the bi-LSTM layer of the
network where the long-term dependencies between the features are processed. The
final 3 layers of the network follow the same arrangement as the LSTM network.
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3.3 Feature Extraction

As with other traditional signal classification solutions, an important procedure is to
extract features from the raw signal so that the dimensionality of the original signal
can be reduced. When using LSTM networks or other machine learning algorithms,
this must be completed prior to being input into the classifier. Typically, features are
extracted from the time domain, frequency domain or the time–frequency domain.
Time domain features being the most commonly used in the literature [36]. This is
due to the efficiency associated with the computation of the time domain features
but also due to their demonstrated improvement of overall classification in previous
works [12, 25, 26, 35–38]. In this research, an LSTM architecture is evaluated. The
LSTM was tested using time domain feature data sequences as input to the LSTM
network. As aforementioned, this process requires greater computational cost and
needs careful consideration depending on the requirements of the model that is being
produced. The authors in [12] specified an acceptable processing timeof 300mswhen
performing classification of sEMG signals with the view of controlling a prosthetic
hand in real-time. Further delay than 300 ms would be too slow and will affect the
performance of the prosthetic in terms of responsiveness. This processing window
would be required to be similar for controlling robotic hands. If humans are to control
robotic hands in a responsive manner where the mimicry is achieved with almost
instantaneous recreation of the human action then the processing time of the input
signal will need to be less than the 300 ms window that was suggested [12]. Further
experiments were completed in this research that take advantage of the CNN’s ability
to extract feature information from the original raw signal. This ability of the CNN
makes it a very attractive option for the researcher as searching for the optimum
manually selected features can be time consuming and also vary across research due
to the differences in detection devices being used, the movements being performed
and the classifiers that will classify the sequences.

The features selected in this research are commonly found throughout the literature
associated with EMG signal classification as they are computationally efficient and
have contributed to more accurate models being developed [25, 26, 35]. Table 1
contains the 11 features, and their associated equations used in this research.

4 Data Acquisition and Pre-processing

This section outlines the protocols followed during the data collection phase of the
experiment and the steps to process the raw signal data. The authors also incorporated
a publicly available database that was first made available in [27].
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Fig. 4 Functional grasps performed: top row (from left to right). 1. Power grasp, 2. Medium wrap,
3. Lateral grasp, 4. Precision sphere, 5. Small diameter grasp, 6. Tip pinch, 7. Writing tripod, 8.
Prismatic quad grasp

4.1 Data Collection

This paper focuses on functional grasps that are associated with activities of daily
living. A series of such grasps were performed by a single subject following the same
protocol outlined in [25]. The Myo gesture control armband was placed around
the subjects left forearm just below the elbow. The subject was then tasked with
performing a select set of functional grasps, shown in Fig. 4, on various objects to
produce realistic signals that are impacted by the object’s geometry instead of the
user pretending to grasp an object. Each grasp was carried out by the subject a total
of 200 times. This was to make sure that the networks had a large amount of data to
train and attempt to avoid over-fitting of the model. This database is referred to as
Grasp Database 1 in the rest of the paper.

4.2 NinaPro Database 5

CNN’s require large amounts of data to train effectively. Therefore, a publicly avail-
able benchmark database, NinaPro database [39], was utilised and incorporated into
the dataset. TheNinaPro database contains sEMGsignals frommultiple right-handed
subjects performing a wide range of dexterous hand and finger movements including
functional grasps. The NinaPro database has multiple databases within that were
recorded from both able bodied and amputee subjects using a range of medical grade
EMG systems as well as a database recorded using a dual Myo configuration. Data
was used from 9 of the available subjects and the sEMG signals from the corre-
sponding movements, shown in Fig. 4, were the only movements considered in this
research.
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4.3 Data Pre-processing

All the subject data was concatenated into a singular sequence array, known as a cell
array in Matlab. This required taking each subject from the NinaPro database and
separating each of the movements and creating sequence samples of the movement
classes from Fig. 4. The master set of data that contained the data recorded for this
research combined with the 9 subjects from the NinaPro database was split into
training (70%), validation (15%) and testing sets (15%). No other processing was
applied to the signals being used for the hybrid CNN/LSTM network. However, for
the LSTM network that was also trained a set of time domain features were used as
aforementioned in Table 1, found in Sect. 3.3.

5 Experiments and Results

This section outlines the experiments carried out, and a summary of the results for
each experiment is provided. Each of the networks were trained 50 times using
multiple hyper-parameters to find the best combination to produce the highest classi-
fication accuracies. Various parameters were tested throughout the experimentation
process which are found in Table 2. In this research the authors have evaluated the
best performing network as the network with the highest accuracy attained using the
validation set during training. Table 3 contains the parameters of the best network
for each experiment. The hyper-parameters were adjusted following the Bayesian
optimization strategy which automates the procedure of tuning the parameters [40].
The aim of this strategy is to maximise the generalisation of the algorithm.

5.1 Experiment 1—LSTM Classification of Raw Signals

The initial network trained was an LSTM network. This was carried out to give a
baseline accuracy for comparison with the hybrid CNN/LSTM network. This initial
network was trained using the raw EMG signals with no feature extraction carried
out on the signal. 50 networks were trained, using both the Grasp Database 1 and
the Ninapro database, using a set of 1828 training samples (70%) and a set of 229
validation samples (15%). During the training process the validation samples are
used to tune the learning process to optimize the generalization of the network
and reduce overfitting. The average classification accuracy on the training data was
71.87% (9.27%±) across the 50 networks. The optimazation process was focused
on maximising validation accuracy. The average validation accuracy was 57.70%
(3.80%±) and the average test accuracy was 74.07% (8.33%±). In this experiment,
trial 29 produced the highest training accuracy of 95.18% and a validation accuracy
of 62.45%. When tested with an unseen test set trial 29 acheived an accuracy of
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Fig. 5 Experiment 1 test data confusion matrix for trial 29

Table 3 Parameters of the best performing networks

Parameter Exp 1 Exp 2 Exp 3 Exp 4 Exp 5

No. of Filters N/A N/A 8 9 7

Mini Batch Size 107 69 90 84 64

Max Epochs 23 25 25 23 25

Initial Learning rate 0.0025 0.8350 0.0028 0.0021 0.0032

L2 Regularisation N/A 0.0366 0.0171 0.0306 0.0110

No. of Hidden Units 158 60 60 60 60

91.27%. Figure 5 shows the confusion matrix for the classification of the test set on
trial 29.

5.2 Experiment 2—LSTM Classification of Processed
Signals (Time Domain Fea-tures)

The data for this network contained the time domain features that were extracted from
the raw data signal over a 200 ms sliding window with overlapping increments of 25
ms [25, 26]. The parameters of the best performing network of the 50 thatwere trained
are found in Table 3. The average training accuracy 93.34 (4.18%±) and validation
accuracy was 75.49% (2.85%±) with 5 of the trained networks achieved a maximum
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validation accuracy of 79.04%. An average classification accuracy of 96.87% (2.94
%±) was achieved across all 50 networks using the unseen test data. The highest
classification accuracy of unseen test set achieved was 99.13% bymultiple networks.
Figure 6 illustrates the confusion matrix for the test set of trial 17. There is a distinct
improvement demonstrated by this network when compared with the previous exper-
iment that classified raw sEMG signal data showing that feature extraction is an
important step when using LSTM network to classify sEMG signals.

5.3 Experiment 3—CNN/LSTM Hybrid Using Grasp
Database 1

The CNN/LSTM network was trained using the single-subject database recorded for
the purpose of this research. The network was trained using the raw sEMG signals
as inputs. Table 2 displays the parameters that were optimised and the ranges of the
parameters. Table 3 contains the parameters of the best performing network of the
50 that were trained. On average the training accuracy reached 97.79% (8.25%±).
The average classification accuracy of the unseen test data was 98.50% (7.00%±).
The validation accuracy peaked at 97.22% for trial 20 and was tested using unseen
data where it achieved 100% accuracy. Figure 6 shows the confusion matrix for the
test set of trial 20.

Fig. 6 Experiment 2 test data confusion matrix, trial 17
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Fig. 7 Experiment 2 confusion matrix test data, trial 20

5.4 Experiment 4—CNN/LSTM Hybrid Using NinaPro
Database 5

A separate network was trained using only the data from the NinaPro DB5. The
CNN/LSTM parameter ranges are displayed in Table 2, and the parameters of the
best performing network are contained in Table 3. The Ninapro dataset is made
up of samples from multiple different subjects whose signals will vary due to the
various physiological differences between the subjects. The average training accuracy
was 99.30% (3.59%±) and the average validation accuracy was 50.25% (5.22%±).
However, the unseen test set still achieved an average accuracy of 99.76% (1.44%±)
with trial 10 achieving a training and test accuracy of 100% along with a 59.18%
validation accuracy. Figure 8 illustrates the confusion matrix for the test set during
the training process.

5.5 Experiment 5—CNN/LSTM Hybrid
Classification—Combined Dataset

The CNN/LSTM network was trained to classify the sequences produced by the
performance of the 9 functional movements. This network was trained using the
raw sEMG signal data only of the combined datasets. The parameters of the best
performing network are found in Table 3. It should be noted that an additional param-
eter for the number of filters used in the convolution layer were searched in this exper-
iment. The network achieved an average training accuracy of 80.14% (30.82%±) and
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an average validation accuracy of 63.57% (23.52±). When the networks were tested
using the unseen test data the average reached 82.10% (30.21%±). The best network,
trial 16, performedwell and achieved 100% for both training and test accuracy, shown
in Fig. 9. This network achieved a validation accuracy of 83.41% during the training
process.

Fig. 8 Experiment 4 test data confusion matrix, trial 10

Fig. 9 Experiment 5 test data confusion matrix, trial 16
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6 Conclusion

This paper presents the results of a hybrid CNN/LSTMclassifier that can classify raw
sEMG signals generated when performing functional grasps. A LSTM network was
developed as a benchmark classifier and produced the lowest average classification
of 74.07% with the best network achieving 91.27% for test data. The novel hybrid
CNN/LSTM architecture reached 82.1% on average with the best network reaching
100% classification for all the datasets used in this research. The main advantage
of using the hybrid CNN/LSTM network architecture is that it removes the need to
manually process the raw signal to extract time domain features. This task is now
automatically completed by the network using the CNN section of the architecture
to calculate feature maps and then passes these feature maps as inputs in the LSTM
section of the network.

The future application of these models will be in conjunction with an anthropo-
morphic robotic hand. Themodels created in this researchwill be applied in an offline
capacity in order to develop a robotic grasping system that can perform dexterous
functional grasps associated with activies of daily living in a domestic setting.
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Fire Safety and Supervision System: Fire
Hazard Monitoring Based on IoT

Ahsan Habib, Srejon Sharma, Mohammad Riduanur Rahman,
Md. Neamul Haque, and Mohammad Ariful Islam Bhuyan

Abstract Fire safety is the most significant thing in this era and the people of
the twenty-first century. The fire occurred everywhere, basically homes, industries,
buildings and lost more property and lives. So we developed an Internet of things
(IoT)-based fire regulate and response system which takes the protection before fire
occurs and takes action on the fire situation. This requirement has been achieved in
this proposed system by employing fire controlling and fire detection using Arduino
Uno and Raspberry Pi b+. This system consists of perspective sensors like gas or
smoke and temperature sensors.All sensor data has been sent to a server for prediction
and checked data validation using a support vectormachine (SVM) algorithm. Invalid
data refers to a system that creates an error and immediately notify the authority.
Using a trained dataset, machine learning method takes proper action automatically
which reduces complexity and delivers the best accuracy than existing systems.

Keywords IoT · Fire hazards monitoring · Mobile messages · Gas cylinder
regulator off · Fire extinguisher · Exhaust fan · Raspberry Pi b+ · Sensor data
validation

1 Introduction

Fire prevention can save lives and reduce the damage caused by fire. People cannot
always stay at home or at an institution. Many applications include a gas sensor,
a flame sensor, a camera module, water sprinkler and a fire fighting robot. That is
costly and that is used individually, which is maintained by big authorities. So for
this reason, we build a technology which can protect before of fire occurrence and
fire occurs situation. After all, the existing system is not cost efficient, installment is
not easy and performance is not fast, that has been fault tolerance.

IoT is an essential part of smart homes and smart buildings. These structures are
built up with devices which are connected and controlled by autonomous systems.
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Besides, one can perform various tasks within the building remotely with the help of
these connected devices. Now the question is how does the system works to detect
fire hazards. At first, this system observes any suspicious changes in the environment,
such as different types of gas leakage, temperature crossing the threshold value or
the presence of smoke. If the gas sensor senses gas leakage, it is on the exhaust fan,
turns off the gas cylinder regulator with a servo motor, sends data in the cloud, that
means a server, and sends a message to the owner’s mobile.

The most important role of the IoT in fire safety is detecting data validation. The
sensor sends the data to a server and checked whether the data is valid or not by using
machine learning. Invalid data means the system has a faulty connection and notify
the user or authority system that the system has faced a problem or error.

The benefits of this proposed system are the most effective means of fire control,
data validation, and user notification. When properly installed, this proposed system
can be a highly effective safeguard against the loss of life and property.

2 Related Works

In this section, we try to know about some proposed system with references.
This is an Internet of things (IoT) based on a proposed system,where awebcamera

monitors the area and detects fire using image processing [1]. If the system detects
fire, an e-mail has been sent to the security and nearest fire department with an
attachment photograph. But in this system if dust falls on the camera, it cannot
detect fire properly, and the mail communication process is also not reliable.

A device efficient for fire detection and warns users about the fire. Whenever a
fire is detected by the system, it will start the smoke alarm and extinguish the fire
[2]. There is a chance that the fire transmitter sensed false fire activity, but it will
simulate the smoke alarm and extinguisher without confirmation of fire.

The othermodel highlights the capable feature ofwireless sensor networks (WSN)
as a probable solution to the challenge of identifying fires quickly [3]. The proposed
scheme relies on wireless sensor networks to help in earlier detection of any fire
threat. But this system does not mention how users will be notified if a fire incident
occurs.

3 Proposed System

The system detects gas or smoke and temperature using perspective sensors. If gas
or smoke sensor data is increased above the threshold value, the system will send
messages to the usermobile, turn off the gas cylinder regulator by using a servomotor,
and turn on the exhaust fan. If a flame or temperature sensor detects unexpected fire,
the fire extinguisher will turn on by using a solenoid valve, the fire alarm sounds
and sends messages to the owner’s mobile and fire department. All sensor data has
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Fig. 1 Structural design of
system

been sent to a server for prediction and checked data validation after a period of time
using machine learning using support vector machines (SVM). Invalid data means
the system has a fault that means the connection is lost and notify the authority.

3.1 Structural Design of System

The structural design of the system is based on Arduino Uno and Raspberry Pi 3b+.
Flame and gas sensors are connected in Arduino Uno for taking analog signals as an
input before fire occurrence. The exhaust fan and alarm are connected as an output
signal to take action at the time of the fire. The relay unit likes a switch which uses
a solenoid valve which joint in Arduino Uno and a solenoid valve to give the analog
signal for doing turn on the fire extinguisher if a fire is detected. Raspberry Pi 3b+ is
joined not only to the Arduino Uno but also to the connected Servo motor. Raspberry
Pi 3b+ other works transmit a sensor value in the Web server to give the message
in the user device and it is to take system connection losses or faulty. The power
unit gives proper current voltage in solenoid valves, Arduino Uno, and Raspberry Pi
(Fig. 1).

3.2 Use Case Diagram

The use case diagram represents the user interface. Basically the use case diagram
has shown what will be able to see a user such as—the user will see valid or invalid
data, view detection data from the detector. A user can know system errors as well as
receive notification from theWeb server. The use case diagram formobile application
improvement is proven in Fig. 2.
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Fig. 2 Use case diagram of
user mobile application

4 System Implementation

4.1 Fire Hazard Detection Using SVM

The support vector machine (SVM) algorithm is an expert to categorize the data
points like temperature, smoke, and flame into a positive class as fire outbreak with
threshold value 1 or negative class as no fire outbreak with threshold value 0. The
input data as training data are formulated as given in Eq.1;

(p1, q1) . . . (pn, qn) (1)

Here:
p is the set of components
q is the threshold value
Now here is pi = p1i , p

2
i , . . . p

d
i

Where:p j
i is a real value

Then another is qi = 0 and 1
Where: 0 refers to fire outbreak and 1 refers to no fire outbreak.
The Radial Basis Function kernel is employed to sketch the non-separable training
data from input space to feature space in addition to finding an optimized hyper-
plane that accurately secludes the data. The RBF kernel is existent in Eqs. 2 and 3,
respectively.

K (
−→p l ,

−→p j ) = ∅(
−→p l)

T ∗ ∅(
−→p l) (2)
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K (
−→p l ,

−→p j ) = exp(−γ ∗ ||pi − p j ||2) (3)

Where: γ is 1/(2σ 2) > 0−→p i is the support vector points−→p j is the feature vector points in the transformed space
and K (

−→p i ,
−→p j ) is the kernel function.

The kernel function computes the point of the sketch data points in the transformed
feature space. The optimal hyperplane that secludes between the two classes, like to
fire outbreak and no fire outbreak, is found using Eq. 4;

wT p + r =
l∑

i=1

αi qi∅(
−→p l)

T
∅(

−→p l) + r (4)

The alignment frontiers are found using;

w∅(p) + r = 1 (5)

This points are defined as fire outbreak.

w∅(q) + r = 0 (6)

This points are defined as no fire outbreak.
The optimal weight vector (w) is given by:

−→w =
l∑

i=1

αlqi∅(
−→p l) (7)

Here employed the dual training of SVM algorithm presented as a maximization
problem over alpha has been given in Eq.8;

max
l∑

i=1

αi − 1/2
l∑

i=1

l∑

j=1

αiα j qiq j∅(
−→p l)

T
∅(

−→p l) (8)

Subject to:
0< α < C and

∑l
i=1 αi qi = 0

Here: alpha is represent the weight vector; q: is formulated the label vector and
C : represents the detach
The decision function d used in making prediction is given as:

d(
−→p ) = sgn(−→w T−→p + r) => sgn

(
l∑

i=1

αi qi∅(
−→p l)

T
∅(

−→p l) + r

)
(9)
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Table 1 SVM Model training set and accuracy

Data Training set and accuracy

Sets Training data Testing data

Normal data 1000 100

Fire data 1000 100

Warning data 300 30

Accuracy 99% 99%

Where: g(−→p ): is the predicted label, sgn: is the sign of (−→w T−→p + r) (i.e., 1 or 0),
αi : is the value of weight vector.
The ordinary steps taken to execute the classification and prediction of fire outbreak
are given in below:
Process 1: Task to input training data
Process 2: Isolate data into −→p i as component set and −→q i as labels
Process 3: By using RBF kernel sketch data from input to component space
Process 4: Search an optimal hyperplane using the formula (6)
Process 5: Finally, find the classification frontiers as support vectors.

4.2 SVM Model Training Set and Accuracy

The system decides whether it is a sensor fault or a spark ignition around the sensor.
As it returns to normal data after a short time, this is not considered a fire situation
and only a warning message is sent as confirmation. The possibility of a final fire is
calculated from the fire situation and the normal situation, which is identical to the
SVM algorithm. Finally, accuracy is up to 99% successfully (Table 1).

4.3 Fire Extinguisher Working Area Measurement

Calculating the quantity of class, an extinguisher is needed, which roughly equates
to five 13A extinguishers covering 1000m2. Floor area (m2) = 1000 and calculation
= 1000 * 0.06/13 = 4.613.
Result = A total of 5 * 13A extinguishers is required.
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Fig. 3 Servo motor activity

4.4 Gas Cylinder Regulator Controlling by Servo Motor

Servomotors are controlled by sending a variablewidth electrical pulse or pulsewidth
modulation (PWM) using controlwise. There is a minimum pulse, a maximum pulse,
and a repetition rate. A motor can typically rotate 90◦ in either direction during 180◦
movements (Fig. 3).

5 Result and Performance Analysis

5.1 Evaluation Methods

In addition to comparison, the success of using data augmentation methods is to
prosper the performance of the procedure, the role of some hyperparameters and
how to growth improve rates against some other SVM models. We have been used
by evaluation methods which are defined as follows:

DR = (Pp/Qp) ∗ 100% (10)

FAR = (Np/Qn) ∗ 100% (11)

AR = (Pp + Nn)/(Qn + Qp) ∗ 100% (12)

Where: DR, FAR, and AR are detection rate, false alarm rate, and accuracy rate,
respectively. Moreover, Qp is explained as positive data which is the total number of
smoke data in our test data and Qn is explained as the number of negative examples.
Pp and Np are the number of correctly classified positive examples and a number of
falsely classified negative examples respectively.
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Table 2 Experiments with data augmentation

Data sets Data accuracy methods

Number AR% DR% FAR%

Set 1 94.85 93.12 0.63

Set 2 95.87 93.41 0.60

Set 3 95.21 93.91 0.58

Set 4 98.15 97.98 0.23

Table 3 Performance appraisal of subsystem modules

Subsystem Subsystem performance

Modules Work in (%) Remarks

Microcontroller unit 100 Works in all the time

Sensor unit 94 Sometimes lead to unreliable

SVM method 98.15 Provide high accuracy levels

Fire notification 100 Shows fire notifications in real
time

5.2 Experiments with Data Augmentation

The testing results listed in the Table 2 show that when we train our network on the
larger datasets, we can achieve better accuracy and detection rates as well as a lower
error rate. For an example, when we train the network on the Set 2, AR increases
from 94.85 to 95.87%, and DR increases from 93.12 to 93.41%, while there is the
minor drop in FAR from 0.63 to 0.60%. Experimental results of SVM trained on the
Set 3, which consists of data generated using the sensors are better than the network
has trained on the original dataset, the Set 1.

5.3 Performance Evaluation

Based on the evaluation and performance tests, all modules of the subsystem of the
advanced hardware and software systems were tested, and the results are recorded
and listed in Table 3.

5.4 Gas and Flame Sensor Activity

Figure 4 represents the date in the x-axis, which takes the data continuously and the
gas level in the y-axis which contains the threshold value. If the gas level is up, its
threshold value contains 0 or 1. In this performance, it is 1.
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Fig. 4 Gas sensor data performance

Fig. 5 Flame sensor data performance

The date in x-axis, which takes the data continuously and flame level in y-axis
which contains threshold value is represented in Fig. 5. If the flame level is down, its
threshold value contains 0 or 1. In this performance it is 1.

6 Discussion

Other models have been used for fire hazard detection, usually based on KNN, LDR,
LR, NB, and CART, but the accuracy of this model prediction and training dataset is
less than 98.15%. When classifying and predicting datasets based on fire outbreaks,
the results show that support vector machine-based fire detection can solve problems
related to fire outbreaks by regularly monitoring environmental changes that lead to
fires such as temperature, smoke, and flames. The model can detect fire accidents by
knowing that it may cause a fire. The system uses the SVM model in the event of a
fire, with an accuracy rate of 98.15% and a minimum error rate of 1.85%. We built
prototype sensor systems to work in various environments. Based on the dataset,
we use supervised machine learning processes in different environments to observe
undetected events. Achieve the expected pattern and predict the severity of the risk.
The characteristics of the difference model are shown below, and SVM proposes the
best solution (Fig. 6).
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Fig. 6 Difference model performance analysis

7 Conclusion

This project is not only a successful representation of early fire detection but also
provides better features and performance.We have implemented supervisedmachine
learning processes on sensor data validation, because an invalid sensor data can cause
panic and create unnecessary problems in an office or at home, etc. If this system is
installed and implemented successfully, it can save many lives and resources.
In the later part, we will collect more additional data and integrate other machine
learning algorithms to promote model accuracy and reduce false positives. We also
have the trend toward real-time analytic with cloud services.
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Development of an Optimal Design
and Subsequent Fabrication
of an Electricity-Generating Ground
Platform from Footstep

Sudipta Mondal, Md. Tazul Islam, Arnab Das ,
and Mayeen Uddin Khandaker

Abstract This study presents a solution to the modern power crisis with the non-
renewable power source by optimally using electricity-generating ground platform
which utilizes the energy from human footsteps. An optimal design is proposed
using both rack, and pinion mechanism and piezoelectric transducer mechanism
which is fabricated and analyzed both theoretically and practically. The results are
promising; a single device can produce up to 33 V. These ground platforms can solve
the problems regarding electricity generation; load shedding, environment pollution,
lack of non-renewable power sources, etc. if they are mass-produced and deployed
in busy places and roads.

Keywords Generator · Piezoelectric transducer · Footstep · Rack and pinion

1 Introduction

Energy is needed in every form of our life. One form of this energy electricity
has become a basic need for us nowadays. Some people say that this is the era of
electricity. In a common way, we have been producing this form of energy using
fossil fuels which have a limited source, and these sources have been consumed
to a great extent. Now the time has come to look for alternative means to harvest
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electricity from other sources for this huge population of this world. We may call
them renewable or regenerative energy sources. We can also use the implementation
of the techniques for optimum utilization of conventional sources of conservation of
energy. A recent power generating technique has caught the eye of many researchers,
that is, electricity-generating ground platform.

The operating principle of generators that use electromagnetic flux change to
induce electricity was discovered in the years 1831–1832 byMichael Faraday known
as Faraday’s law. Using this theory, later many concepts are invented to use natural
kinetic energy for electrical energy such aswind turbines,wave electricity generators,
etc. And ground electricity generator is one of them. Researchers of Hull University
started working at the very beginning to transfer the locomotive energy of a person
to electric energy. Mohan et al. [1] showed three different methods of footstep power
generation namely piezoelectric method, rack and pinion method, and fuel piston
method and after a comparative study, rack and pinion system is found to be more
efficient with a moderate cost of operation and maintenance. Later Lowattanamart
et al. [2] used rack and pinion system with a rectifier circuit and generated about
5 V–500 mA regulated power supply. Joydev et al. [3] used magnetic coil to produce
electricity and got about 80 V–40 mA from their first invention. Later inventions
provide about 95 V–50 mA from one coil which can be used to light LED and
run DC motor including charging of batteries. The revolution per minute (RPM)
value of the dynamo or motor used for this type of device has a great impact on
the performance. Mahmood [4] used a pneumatic fluid pressure based system where
water is used for the fluid- flown through nozzle and rotating turbines for electricity.
Pascual [5] fabricated a model from stainless steel, recycled tires, and aluminium;
making the device nature friendly and green technology.

There are also a lot of researches on the piezoelectric method where piezoelectric
transducers are used to convert pressure energy into electric energy. The invented
and experimented footstep power generating devices based on piezoelectric method
are shown in Table 1.

These devices rather have rack and pinion system or have piezoelectric method
according to the literature review. But this study combines these two methods of
power generation into one particular device with a novel design proposed that can
optimally produce electricity from footsteps. The main problem behind using these
footstep power generators is, they are too much costly to be used for same amount
of power generation like coal fired electricity generators. But the proposed design
with both rack and pinion system and piezoelectric transducer system is cheaper
compared to other available devices of this kind. An electric circuit to store the
generated electricity is also presented in the present study. Mass people can produce
this proposed device locally at a low cost apply these devices in their homes or
workplaces to generate electricity to be used to recover the loss of load shedding in
3rd world countries like Bangladesh, Pakistan, etc.
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Table 1 List of devices based on Piezoelectric method

Company-Technology Generated energy Price/Egyptian pounds References

Waynergy Floor Waynergy Floor 4000 [6]

Sustainable Energy
Floor (SEF)

Up to 30 W of continuous
output. Typical power output
for continuous stepping by a
person lies between 1 and
10 W nominal output per
module (average 7 W)

15,000 [7]

Pavegen tiles 5 Watts continuous power
from footsteps

35,000 [8]

Sound Power 0.1 W per 2 steps N/A [9]

Drum Harvesters-Piezo
buzzer Piezoelectric
Ceramics

Around 2.463 mW Estimated 500/tile [10]

2 Materials and Method

The electricity-generating device from footsteps was fabricated under two key objec-
tives: user-friendly and cost effective. The materials that are used for the fabrication
of this device were selected as well as actuated with these goals in mind. A brief
information of the components with some of their key features is presented in Table
2.

Table 2 Components list

Component name Key features Advantages

Dynamo • Max voltage output: 12 V
• Max current output: 1–2 A
• Max torque: 3 kg
• Max rpm: 300 rpm

• Sufficient torque for this study
• Doesn’t have excessive torque
• Optimal Size

Piezoelectric transducer • Voltage range: 10-33 V
• Current range: 1e−7–10e−7A
• Diameter: 35 mm

• Easy connection
• Cheap price
• Easily available

Helical spring • Number of turns: 20
• Inner diameter: 3.6 cm
• Outer diameter: 4.3 cm

• Can resist weight up to 200 kg
without any deflection of the
structure

Rectifier • 1N5408 • Easily available
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Fig. 1 3D isometric design of the fabricated electricity-generating device

2.1 Design and Modeling

The output performance of any system is determined by a variety of factors, including
its structural reliability, resistance to environmental change, etc. These factorsmainly
depend on the design and architecture of that device. The Electricity-Generating
Ground Platform device is designed in CAD software and an isometric view of the
3D design with specific dimension parameters is shown in Fig. 1.

The gear mechanism used in this device is reck and pinion gear mechanism. Here
in this study, two types of pinion gears and 4 springs with different specifications are
used which are shown in Table 3.

2.2 Theoretical Aspect

The electricity-generating devicewas designed based on some numerical assessment.
The reck and two types of pinions are used to convert the vertical force into rotational
force. The setup is shown in Fig. 2.

Here Module of Gear A =Module of Gear B =Module of Gear C =Module of
Rack.

Teeth of gear A, TA = Teeth of gear C, TC.
In this study, amount of Teeth of gear A and C is 16, and the number of teeth of

gear B, TB is 32.
As the teeth number is same and both are of same shaft, the speed and Torque of

gear A and gear B is same but the speed of gear C is different.
The relation between the speed and torque of the gears is expressed as,
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Table 3 Specifications of the
components

Components Specifications Value

Gear (pinion) (small) Number of teeth (N) 16

Outside diameter (Do) 25.4 mm

Pitch circle diameter (D) 22.58 mm

Module (m) 1.41

Diametric pitch (P) 0.7

Addendum (a) 1.41 mm

Dedendum 1.785 mm

Pressure angle (�) 20°

Gear (pinion) (Big) Number of teeth (N) 32

Outside diameter (Do) 48 mm

Pitch circle diameter (D) 45.17 mm

Module (m) 1.41

Diametric pitch (P) 0.7

Addendum (a) 1.415 mm

Dedendum 1.785 mm

Pressure angle (�) 20˚

Rack specifications Module 1.41

Pitch circle radius (r) 1.27 cm

Length of rack 100 cm

Length (l) 15 cm

Spring specifications Total length 15 cm

Number of turns 20

Inner diameter 3.6 cm

Outer diameter 4.3 cm

N

Nc
= TC

TB
(1)

Here, N represents the speed of gear A and gear B, NC is the speed of gear C. TC

and TB are the Torque at gear C and gear B.
The torque generated can be found from the equation,

T = r × F (2)

Here T is the generated torque, r represents the radius of the gears and F is the
force exerted.

The mechanical power generated can be calculated from,

P = T × ω (3)
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Fig. 2 Gear mechanism of the electricity-generating device, a front view, b side view

where, P is the mechanical power generated, T is torque generated and ω is angular
velocity of the gear

ω = 2πN

60
(4)

Here N is the rotation per minute speed of the gears.
As there are 2 sets of gear of same size each set produce same amount of power.
Total power generated from the gear = 2× power generated at each set of gear.

2.3 Power Collection System:

In this study, two types of power sources are used-12 V capacitive motor or dynamo
and piezoelectric transducers. A 9 V rechargeable Li-Po Battery is used in this study
to store the generated electricity. An ammeter is used to measure the current (mAh)
level of the battery. Full wave bridge rectifier is used to make the charging single
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Fig. 3 Schematic diagram of the battery charging circuit

way and to prevent discharging of the battery. The schematic of the designed circuit
is shown in Fig. 3.

Here dynamo and piezoelectric transducers should be connected to the main input
connectors of this circuit shown in Fig. 3.

This is a very simple charging circuit that charges batteries very slowly and opti-
mally. As neither the current nor the voltage generated from the proposed device of
the present study is constant, as they mostly vary on the weight exerted on the device;
It could harm the battery life. To prevent such events, this simple circuit is used so
that the battery can charge slowly and the excessive currents or voltage can not harm
the battery health or battery life.

3 Fabrication Process

The proposed device in this study was fabricated manually in the workshop. The
structure had to undergo different machining processes including welding, as the
structure is totally made of stainless steel and mild steel which are easily available.
The gears are also made manually using lathe machining process. The piezoelectric
transducers are placed on the top plate of this device. The placement of the dynamo
and the piezoelectric sensors are shown in Fig. 4.

The power collecting circuits and the battery are placed underneath the device.

4 Working Principle of the Device

The whole working process is expressed in a flowchart in Fig. 5.
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Fig. 4 a Front view of the electricity-generating device, b isometric view showing the array of the
piezoelectric transducers

Fig. 5 Flowchart of the working process of the proposed device

The proposed device of this study changes mechanical energy into electric energy.
This mechanical energy comes directly from the weight exerted by the human foot-
steps and also the vehicles on the road which is generally get wasted otherwise. The
weight pressure moves the reck which causes the bigger gear rotate at a certain speed
for both push and release process of the footstep. The bigger gears then transfer the
rotational energy to the smaller gears increasing the rotation per minute or speed of
the gear. This gear is directly connected to the shaft of the dynamo from which the
electric energy is generated by the change of the magnetic fluxes in the electric coil.
The piezoelectric transducers produce electric voltage when pressure is exerted on
them as they are placed on the upper plate of the device. These electric energies are
then collected and reserved in a battery through an electric circuit.
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5 Results and Discussion

Different loads have been applied on the setup and output data have been noted. The
setup obtains kinetic energy from human body mass in the form of gear rotation.
This gear rotation of gear helps the dynamo to produce electrical voltage. The setup
also converts pressure energy from human mass into electrical voltage signals with
the help of piezoelectric sensors. About 100 trials were recorded and among them,
5 trials are shown in Table 4 to show the relation between the weight and generated
power.

In This device, in order to increase the rotation speed of the rotor, gear reduction
mechanism is used which will increase speed of the gear with smaller diameter about
two times the rotation caused by the rack.

The visual representation of the voltage and electricity generation is presented in
Fig. 6.

Here Fig. 6a shows the change of produced voltage with respect to mass that
has been used as input. Here we can see the voltage from piezoelectric sensors is
higher than the dynamo. But the Fig. 6b, c shows fully opposite results. The elec-
tricity produced fromdynamo ismuch higher than the current flow frompiezoelectric
sensor. But this phenomenon is according to the nature of piezoelectric transducer.
Here the current flow from dynamo ranges from 0.0863 to 0.289 A but the current
flow from piezo is at micro ampere level. Current flow from piezo ranges from 0.2 to
0.8 µA depending on the input mass. The main reason behind these opposite char-
acteristics is that dynamo has a large coil and magnet which can generate a good
amount of current flow balancing with the generated voltage, whereas, the piezo-
electric transducers working principle is based on pressure based electron transfer
through chemicals which can create a large amount of voltage difference but can not
produce enough electricity and as a result dynamo generated power is higher than
the piezo generated power.

Downward gravitational force for different mass creates torque on the gear which
results in angular rotation of the gear. From this angular rotation and torque the power
at the gear has been calculated. Gear reduction has been used to get higher angular
speed at the dynamo. But loss in gear reduction has been neglected in the calculation.

Table 4 Summary of output: mechanical power, voltage, and electricity with respect to weight

Trial No. Mass (kg) output at
gear (W)

Voltage from
2 dynamo (V)

Current
Flow from
dynamo (A)

Voltage from
Piezo-sensor
(V)

Current flow
at
piezo-sensor
(A)

1 57 20.8 2.5 0.0863 13 0.2 × 10–6

2 68 27.69 3.9 0.134 18 0.3 × 10–6

3 73 35.20 4.8 0.1654 22 0.5 × 10–6

4 80 50.04 6.1 0.2105 25 0.7 × 10–6

5 86 62.77 8.4 0.289 33 0.8 × 10–6
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Fig. 6 a Mass versus generated voltage for dynamo and piezo. b Mass versus current flow at
dynamo, c Mass versus current flow for piezoelectric transducer

This gives an approximate vision of the nature of the output. The downward force
creates rpm ranging from 28 to 56 rpm to gear ‘A’ meshing with the rack. There
might be slight difference in those values that have been measured from calculation
with the help of the slow-motion videos from mobile. Here the gear A and Gear B
is at the same shaft o the torque has been to be the same. Again the power loss has
been neglected in calculation hence the power produced at gear A is considered to be
the same as the power in Gear ‘C’ which is connected to the dynamo. These power
generated at the gear increases with the increasing weight. Here power output is
higher than the power from the dynamo as there is a slip between the coupler and the
motor. Solving this problem can increase the output voltage. The total mechanical
power generated from the gear mechanism is presented in Fig. 7.

Output from various input mass has been shown. Due to gear reduction, the
rotational speed of dynamo and voltage generated from dynamo has increased. In
previous studies absence of gear reduction caused low voltage production which is
solved in this study. Electrical power generation based comparison is shown in Table
5 based on the previous studies.
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Fig. 7 Mass versus output
power at gear
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Table 5 Power generation comparison

Company—technology Generated electric energy References

Sustainable energy floor (SEF) average 7 W [7]

Pavegen tiles 5 W [8]

Sound Power 0.05 W [9]

Drum Harvesters - Piezo buzzer Piezoelectric Ceramics Around 2.463 mW [10]

Developed device Avg. 1.049 W

Also in case of previous studies, an integrated circuitry system to store the gener-
ated power was not shown or clearly described. But in this study authors designed
and fabricated an electric circuitry system to store the power.

Usage of piezoelectric sensors also adds some voltage production though the
increased power is less in comparison. Here from dynamo both downward motion
and upward motion of the platform give voltage output with the help of a rectifier.

But the piezoelectric sensors only use the downward pressure of the footstep.
The goal of this project is concerned with capturing energy that is lost in our daily
life without using any fossil fuel. Though the generated power is not that much but
massive implement can lead to considerable power output in regular days. Again
overcoming limitations of this setup from further research can increase its efficiency.
This may contribute to the portion of renewable energy that is a very much important
phenomenon in upcoming days.

6 Conclusion

This study is based on the concept of harvesting electricity from energy that is not
converted into other forms in regular life with no utilization. Nowadays looking for
alternative sources for energy is a new challenge. This present study deals with this
fact and so the electricity-generating ground platform has been built using dynamo
and piezoelectric transducer. The concept of the device was designed first and then
fabricated and tested with different weights. A circuitry system has been developed
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and demonstrated to store the generated energy form the fabricated device which is a
novel concept. The results from the tests were analyzed and the concluding remarks
are given as;

• The voltage from dynamo ranges from 2.5 to 8.4 V with current flow of 0.0863
to 0.289 A.

• The range is from 13 to 33 V in case of piezo with current flow ranging 0.2 to 0.8
µA.

• The efficiency of the device is 2.67% based on the average mechanical power
generated and average electric power generated.

• Average power generation is 1.049 W per step.

Optimization of the gear reduction mechanism is recommended as future recom-
mendation to increase the output power. Also number of piezoelectric transducers
can also be increased along with the number of dynamo for better performance.
Systems to avoid slip of gear and dynamo shaft can increase the efficiency of the
device.

Acknowledgments Authors pay gratitude to Sunway University for providing the registration fee
for the conference proceedings.
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An Automated Planning Approach
for Scheduling Air Conditioning
Operation Using PDDL+

Amina Shaikh Miah , Fazlul Hasan Siddiqui ,
and Md. Waliur Rahman Miah

Abstract Scheduling andplanning of a hybrid (mixed discrete—continuous) system
for a real-world problem are very challenging. Fortunately, PDDL+ shows a way to
model such systems. An air conditioning system is an example of a hybrid system
which provides thermal comfort to the occupants of any residence at an expense
of energy. Scheduling the air conditioner with a wise plan can reduce the energy
consumption without losing thermal comfort. In this work, we create schedules for
air conditioning operations and predict the amount of energy required to execute
the schedules for maintaining the thermally comfortable zone temperature. For this
purpose, we design two hybrid domain models, namely linear durative model and
process-event model. For optimized operations of an air conditioner, we implement
those models with automated planning using PDDL+ and show the comparisons
between two domains. For simulation, a state-of-the-art hybrid planner SMTPlan+
is used.

Keywords Automated planning · Hybrid planning · Energy optimization ·
PDDL+

1 Introduction

The air conditioning (AC) system is one of the essential appliance that provides
thermally comfortable environment by cooling or heating the zone air. People tend to
either turn on or turn off theAC system periodically or leave it turned on for thewhole
duration. They usually select a setpoint temperature for the AC thermostat with little
or no knowledge of thermal comfort and energy optimization. The running period
of the AC depends on human interventions as well. These arise several issues. First,
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often the AC system runs at wrong temperature setpoint. Second, the AC system does
not turn off automatically until the user turns it off or alters the thermostat temperature
setpoint. Third, the AC system stays on longer than necessary, which in turn wastes
energy. Energy optimization is an interesting contemporary research field. However,
researchers in this field mostly focused on optimizing the energy consumption for
larger systems, such as heating, ventilation and air condition (HVAC) system [20],
while small AC systems received less attention. Different approaches are applied
in different works for optimizing a HVAC system [5, 7, 10–17, 21, 24]. Those
works are carried outwith different approaches such as neural networks, evolutionary
algorithms, genetic algorithm, particle swarm optimization (PSO) algorithm, linear
programming, and few other techniques.

The automated hybrid planning is an attractive discipline to AI researchers for
optimizing any feature such as time, energy, and actions/operations [2, 8]. In this
field the optimization is achieved by clever scheduling. Recently, the automated
temporal planninghas showedpromising results in optimizing energy consumption in
fields like urban trafficmanagement [23], personalizedmedication [1] and petroleum
refinery operation [6].

Though promising, to the best of our knowledge, the automated hybrid plan-
ning field still remains unexplored for optimizing the energy consumption of an
AC system. This research gap motivates us in pursuing the current work. Under
this circumstance, we pose ourselves few research questions. First, can the human
interactions for operating an AC system be reduced by automatic planning? Second,
can the thermal comfort of a zone be maintained automatically with scheduling,
while optimizing energy consumption for the AC system? Third, can the automated
hybrid planning approach be applied for scheduling the operations of the AC system?
Throughout this research, we will gradually find out the answers of these questions.

In this work, we present a novel approach for energy optimization by automati-
cally scheduling the operations of air conditioning system. We model the system by
automated hybrid planning using planning domain definition language, PDDL+ [6].
Our main contribution in this paper is a novel automated planning model that can
be applied to an air conditioning system for scheduling its operation. The idea is
operating the AC system by following a plan with time and duration generated from
our proposed AC scheduling Domain Model. In this regard, our model automati-
cally generates a plan of the AC system operations along with a predicted amount of
required energy.When the plan is executed, theAC system consumes optimal amount
of energy and the zone temperature becomes thermally comfortable. The generated
plan confirms that the AC system do not run for longer time than necessary. In this
way, human intervention is reduced to periodically turning on or off the AC system
for maintaining the thermal comfort over a dedicated time period.

The remaining part of this paper is organized as follows: Sect. 2 provides back-
ground literature related to automated hybrid planning and thermodynamics of an
air conditioning system. A formal problem is defined for an AC system in Sect. 3.
Related discrete and continuous variables are also explained in that section. Section
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4 designs the AC scheduling domain model with automated hybrid planning. Our
experiments and results are presented in Sect. 5. Finally, we conclude and provide
some future directions in Sect. 6.

2 Background

The automated hybrid planning allows to model a mixed discrete-continuous hybrid
systems in the real world. It considers the changing of both discrete and continu-
ous variables of any hybrid system with respect to time [6, 8]. Petroleum refinery
production problem and Mars planetary lander activities are two examples of hybrid
planning [6]. In petroleum refinery production problem, raw materials (for example
crude oil and natural gas condensate) go through a number of processing units for
refinement. It involves in changing the control settingswhich is discrete. The volumes
and rates of flow, material properties and the time-dependent properties along with
filling and emptying different tanks are continuous in nature. In the case of mars
lander, it is designed to operate with limited energy and time. Both the problems
have discrete-continuous effects which are the results of discrete-continuous causes
presented by real world. Generator problem, where the fuel consumption needs to be
optimized, is another benchmark hybrid planning problem [2]. The generator runs
and refuels continuously when necessary, until all the available tanks are not empty.
Two most recent examples of hybrid planning are (1) an activity scheduling and
planning model of personalized medication doses [1], and (2) urban traffic models
to reduce the traffic congestion at the junctions [23].

The thermodynamics of an air conditioning (AC) system own mixed discrete-
continuous properties. The major explicit variable parameters of an AC system are
temperatures, consumable energy, and the operational states of the AC system. These
parameters have both discrete and continuous effects which are caused by real world
changes. For example, the air conditioner changes its status fromOFF to ON in order
to turn on the cooling system, which is discrete. Again, when the cooling system is
ON, the room temperature drops gradually. Hence, the AC system spends energy in
a continuous manner. These discrete and continuous properties make the AC system
an excellent candidate for hybrid planning domain.

An automated hybrid planning domain generates hybrid plans. A hybrid plan
is a sequence of timed actions that change the environment from initial state to
goal state. The actions are modeled by considering the mixed discrete-continuous
parameters. An automated planning domain consists of predicates (facts), numeric
predicates (numeric function) and actions (durative or instantaneous). The body of
a durative action is divided into three parts—duration, precondition and effect. An
action becomes active when the preconditions become true. The effect is the result of
the action. The preconditions of temporal action are three types which must be true at
different stages of the action. The stages are (1) at the beginning of the action, (2) at
the end of the action and (3) for whole period of time. The effect of temporal action
takes place at two stages, (1) at the start of the action and (2)at the end of the action. In
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the case of hybrid planning, the domain consists of two more constructs, process and
event [6, 8]. A process models the flow of continuous parameters, where an event
models the change of discrete parameters. An action or an event triggers a process
to start by making the precondition(s) true. Then, the process keeps changing the
numeric predicates until the precondition(s) holds truth. Finally, the process and its
effects stop when intended goals are achieved.

The planning domain definition language (PDDL+) is dedicated for implement-
ing hybrid domain. It comprises of continuous process, exogenous event, PDDL2.1
features, and basic PDDL features. A hybrid planner takes the domain model and
problem instance created using PDDL+ as input and produces the plan. In this work,
we used a modern hybrid planner namely SMTPlan+ [2]. The SMTPlan+ posses all
the features of PDDL2.1 along with PDDL+, which is required to model the dura-
tive linear and non-linear changes of numeric variables of the system. Also, it shows
extraordinary good results compared to another hybrid planner such asUPMurphi [3]
for the benchmark problems [2].

3 AC Problem Definition

Assume, the air conditioning system is turned on when the zone temperature (Tzone)
is higher (during summer) than the thermostat setpoint (Tset). So, the cooling process
begins and the zone temperature starts to drop. In order to cooling, the AC system
requires energy (electricity) as fuel.While the cooling continues, energy consumption
continues, as well. So, there are two variable parameters which changes continuously
over time. These are the zone temperature (Tzone) and the total energy (energytotal).

The zone temperature (Tzone) changes in twoways. First,while theAC is turnedoff,
the zone temperature increases by a changing rate (trate). Second, when the cooling
system is turned on the zone temperature decreases by a cooling rate (tcooling_rate). The
cooling rate is modeled as negative of the changing rate (trate) because it decreases
the value. The total energy (energytotal) is changed by energy consumption rate (erate).
These thermodynamics of air conditioning system are defined in Eqs. (1), (2) and (3)
as below:

Temperature Change Rate, trate = dTzone
dt

(1)

Temperature Cooling Rate, tcooling_rate = −dTzone
dt

(2)

Energy Consumption Rate, erate = d Energytotal
dt

(3)

The invariant parameter of air condition system is the zone thermostat set-
point (Tset) temperature. This setpoint temperature has to be thermally comfortable.
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Acceptedmetric of thermal comfort in existing literature are percentage ofmean vote
(PMV) and predicted percentage of dissatisfaction (PPD) [4]. The PMV-PPD index
indicates the temperatures where majority of the people in a zone can be thermally
satisfied. This index is calculated based on six parameters: air temperature, mean
radiant temperature (MRT), humidity, air speed, clothing, and metabolic rate [4, 19].
Equation (4) presents the ASHRAE Standard 55-2004 [18] approved PMV-PPD
index.

− 0.5 < PMV < 0.5 and PPD < 10% (4)

We have used a python package pythermalcom f ort [22] to calculate the PMV
and PPD, which indicates the thermally comfortable zone thermostat setpoint (Tset)
temperature for our system. In this way, we confirm the zone thermal comfort for
occupants.

Using above discrete and continuous parameters we define the following con-
straints for modeling the AC system.

• The AC must stay OFF, as long as the Tzone remains under thermostat setpoint
(Tset). In this state the zone temperature Tzone increases by the rate trate .

• The AC must turn ON to reduce the Tzone temperature before Tzone exceeds the
setpoint Tset. The zone temperature decreases by cooling rate Tcooling_rate.

• While Tzone drops, a safety boundary temperature Tlower_limit need to be employed
to prevent Tzone from dropping to thermally uncomfortable temperature range.

• The AC can be turned ON and OFF as many time as required to maintain the
thermal comfort over the period of time.

• The AC can be turned ON and OFF at any time point. And remain ON or OFF as
long as necessary.

In the next section, we discuss modeling of above constraints using PDDL+ and
PDDL2.1.

4 AC Scheduling Domain Model

In this research, we develop two distinct domain models for the air conditioning sys-
tem. One of them is a model for linear domain and the other one is a model with pure
hybrid event-process feature. The linear domain is modeled using temporal plan-
ning features only. The event-process domain is modeled using hybrid and temporal
planning features. There are more than one way to design and develop a problem
in automated planning field. The outcome of differently designed domains varies in
several ways, such as number of actions in a plan, time duration of the actions, time
span of the plan, CPU runtime. The outcomes of any particular problem can be more
desirable with a domain that is designed and developed in a specific way. Following
subsections elaborate our models.
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(:durative-action air_conditioning

:parameters (?z - zone ?c - chiller)

:duration (= ?duration 120)

:condition (and 

(at start (not (system-on ?z)))

(over all (for ?c ?z))

(over all (<= (zone-temperature ?z) (set-temperature ?z)))

)

:effect (and 

(at start (system-on ?z))

(at end (air_conditioned ?z ?c))

(increase (zone-temperature ?z) 

(* #t (temperature_change_rate ?z)))

(at end (not (system-on ?z)))

)

)    

Fig. 1 PDDL model for (Air_Conditioning) action in linear domain

4.1 Air Condition Domain Model: Linear

The air condition domain is designed with two components—an AC system attached
to the zone and the zone itself. The linear domain comprises of two durative actions:
Air_conditioning (Fig. 1) and Cooling (Fig. 2). These two actions are
responsible for maintaining zone temperature under thermostat set temperature over
the period of time.

The action Air_conditioning is the main action that handles the zone tem-
perature. The (zone-temperature ?z) and (set- temperature ?z)
are the numeric predicates that capture the values of zone temperature and thermo-
stat set temperature, respectively.

The predicate (for ?c ?z) confirms that the AC system ?c is dedicated for
the zone ?z and it will remain that way over the period of time. The predicate
(system_on ?z) makes sure that the AC system does not turned ON acciden-
tally. It permits the AC to turn ON or OFF when required. The changes in zone
temperature is handled as the effect of the action. The statement (increase
(zone-temperature ?z) (* #t (temperature_change_rate ?z))
indicates that at each #t timestamp zone temperature increases at
(temperature_change_rate ?z).

TheCooling actionmimics the operation of cooling system ofAC. The duration
of this action is not fixed, whichmeans it is left for planner to decide. The condition is
that coolingmust remain active until (zone-temperature ?z) reaches the
safety temperature(temperature_limit ?z). The predicate(chiller_on
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(:durative-action cooling

:parameters (?z - zone ?c - chiller)

:duration (>= ?duration 0)

:condition (and 

(at start (not (chiller_on ?c)))

(over all (system-on ?z))

(over all (>= (zone-temperature ?z) 

(temperature_limit ?z)))

)

:effect (and (at start (chiller_on ?c))

(decrease (zone-temperature ?z) 

(* #t (cooling_rate ?z)))

(increase (total-energy) (* #t (energy_rate ?z)))

(at end (not (chiller_on ?c)))

)

)

Fig. 2 PDDL model for (Cooling) action in linear domain

?z) being true indicates AC system is ON. As effects, the zone temperature drops
at the rate of (cooling_rate ?z). Consequently, total energy consumption
(total_energy) increases at rate (energy_rate ?z).

4.2 Air Condition Domain Model: Process-Event

The second domain is a process-event model. In this model, we replace the dura-
tive action (cooling) of previous (linear) model with an action-process-event
trio combination. The main durative action (air_conditioning) remains
as it is. In this domain, action (cooling) in Fig. 3 activates the process
(cooling_begins), and event (stop_cooling) deactivates it.

As the time passes, the zone temperature increases as well. The planner decides
appropriate time to initiate (cooling) action which in turn activates the
(cooling_begins) process, so that (zone-temperature ?z) never cross
the thermally comfortable set temperature (set-temperature ?z). The pro-
cess (cooling_begins) activates as soon as the predicate (cooling ?chil
?z) becomes true. The process (cooling_begins) is active meaning that the
AC system is turned ON in real world. While process (cooling_begins) is
in progress, the (zone-temperature ?z) starts cooling. To stop that process
(turn OFF the AC system in real world), the predicate (cooling ?chil ?z)
needs to become false. This is done by the event (stop_cooling). An events trig-
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(:action cooling
:parameters (?z - zone ?c - chiller)
:precondition (and (not (cooling ?c ?z)) 

(system-on ?z))     
:effect (and (cooling ?c ?z)))

(:process cooling_begins
:parameters (?z - zone ?c - chiller)
:precondition (and (cooling ?c ?z))
:effect (and

(decrease (zone-temperature ?z) 
(* #t (cooling_rate ?z)))

(increase (total-energy)(* #t (energy_rate ?z)))))

(:event stop_cooling
:parameters (?z - zone ?c - chiller)
:precondition (and (cooling ?c ?z)

(<= (zone-temperature ?z)
(temperature_limit ?z)))

:effect (and (not (cooling ?c ?z))))

Fig. 3 PDDL model for action, event and process used to model the process–event domain

gers when certain condition is met. The event (stop_cooling) triggers as soon
as (zone-temperature ?z) hits the comfort limit (temperature_limit
?z). As the effect (:event stop_cooling) set the predicate (cooling
?chil ?z) false, which stops the process(cooling_begins). Figure 3 shows
the process and event for the cooling operation. In the resultant plan, only action(s)
and durative action(s) can be visible, hence it does not show any trace of process
and event. However, by validating the plan with validation tool, one can see the
background activities of (:process) and (:event).

4.3 Initial State and Goal

A PDDL problem includes initial states, goal condition and objective functions.
Initial states indicate the beginning status of predicates and numeric predicates used
in the domain. For the air condition problem, the predicates (for ?c ?z), (not
(chiller_on ?c)) and (not (system-on ?z)) are initially true. These
predicates make sure that the dedicated AC system ?c of zone ?z is not operating
at this moment and is ready for future operation.

At the end of the period, durative action air_conditioningmakes predicate
(air_conditioned ?z ?c) true. This indicates that the zone ?z is condi-
tioned by AC system ?c over the period of time, hence the goal is achieved.
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4.4 Plan Metrics

The (:metric) token instructs the planner to minimize or maximize certain
numeric measure to optimize the resultant plan. In this problem, we have used only
one (:metric), which is (total-energy) which indicates the total amount
of energy used by the AC system over the duration. Our motive is to minimize the
total energy consumption.

5 Experimental Result

In this work, we develop two distinct hybrid domains for an air conditioning sys-
tem. Each domain is simulated against six problems with different time periods. To
generate plans of the problem, we choose SMTPlan+ hybrid planner. The output of
a planner is a plan, which is then validated by the validation tool VAL [9].

Input values of parameters are presented in Table 1.We keep the parameter values
invariant for all five problems. For this experiment, the set_ temperature is
chosen 23◦C according to PMV-PPD index (equation (4)) described in Sect. 3. The
safest lower limit temperature for cooling is set 18 ◦C, chosen by PMV-PPD index
as well. We assume that room temperature changes at 20% rate while the AC system
is OFF. The AC system runs with full potential (100%), while cooling. The energy
is consumed by 0.5 KW/min. Each domain is tested for six different time periods of
30, 60, 90, 120, 150 and 180min.

In this section, we describe elaborately the results for the time period 150min.
Table 2 displays the generated plans for linear domain (right) and Process-Event
domain (left). The validation tool VAL confirms that the domains are modeled cor-
rectly and can generate correct plans for the AC condition system. also the plans
are successful in keeping the zone temperature within the 18 and 23 ◦ C, evidence is
shown in Fig. 4.

In addition to that the plans generated by the two domains are almost identical
except around timestamp30–40min.Wecan see that the plan generated fromprocess-
event domain suggests cooling earlier (at 32.6 min), while the plan of linear domain

Table 1 Input parameters to the problem

Parameter Value

zone_temperature 20 ◦C
set_temperature 23 ◦C
temperature_limit 18 ◦C
cooling_rate 1.0 (100%)

temperature_change_rate 0.2

energy_rate 0.5 KW



400 A. S. Miah et al.

Table 2 Generated plan: process-event domain (right) and linear domain (left)

Process-event domain Linear domain

Timestamp (Action) Timestamp (Action) [Duration]

0.0: (air_conditioning
z1 ac)

0.0: (air_conditioning
z1 ac)

[150.0]

14.5: (cooling z1 ac) 14.5: (cooling z1 ac) [6.12]

32.6: (cooling z1 ac) 45.0: (cooling z1 ac) [3.0]

59.6: (cooling z1 ac) 60.0: (cooling z1 ac) [6.0]

89.6: (cooling z1 ac) 90.0: (cooling z1 ac) [6.0]

119.6: (cooling z1 ac) 120.0: (cooling z1 ac) [6.0]
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Fig. 4 Scheduled zone temperatures found by SMTPlan+ planner by Linear (L) and process–event
domain (PE)

suggests cooling later (at 45.0min). The later one is more desirable because it utilizes
the cool environment inside the zone fully.

Figure 5 shows the energy consuming periods in the simulation plans of linear
domain and process-event domain. Consequently, this indicates that at what time
periods the AC system is become operative for each plan.

The generated plans fromboth domains (linear and process-event) are successfully
validated with the validation tool VAL [9]. In this paper, we describe validation
output report for process-event domain only. Plan validation confirms that the plans
are correct. It also helps to understand the hidden activities behind the plan which
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is required for executing the plan successfully. For example, although the actions
of two plans are similar, there is structural difference between two plans which is
theoretical.

The linear domain produces plan, where each action shows the duration explic-
itly. The process-event domain only mentions the starting time of the operation and
the operation runs by :process and stops by :event internally. However, the
processing activities can be observed in plan validation report generated by VAL.

Figure6 shows a fragment of validation report of plan generated by process-event
domain. It shows that at 59.62min zone temperature reaches to 22.8003. As the zone
temperature can not go beyond the thermostat set temperature 23, the planner imme-
diately adds predicate (cooling ac z1) in the planner stack, which activates
the process (cooling_begins z1 ac). The process keeps lowering the zone
temperature until it touches the safety temperature 18. At 65.62 min, 18 is achieved,
and hence, the event (stop_cooling z1 ac) is triggered. This event deletes
the predicate (cooling ac z1) from planner stack, which inactivates the cool-
ing process at once. This activation-inactivation continues whenever requires cooling
during the over all time period.

Another purpose of plan validation is to predict an optimized amount of energy
which is required to operate the AC system for a dedicated time period. We have
measured the optimized value by minimizing :metric (total_energy). The
validation report confirms that if the AC system consumes electricity 0.5 kw/min, to
keep zone temperature between 18 to 23 for 150min; the system requires a total
of 13.56 kw. Both linear and process-event domains exhibit the same value for
(total_energy).
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Fig. 6 Plan validation output of a plan generated with process–event domain

As mentioned before, we have simulated two domains with five different time
periods. Table 3 shows the CPU runtime (in seconds) to generate plans. In three out
of five cases, Process-Event domain takes less time than linear domain. We have run
our experiment on operating system Ubuntu 20.04 LTS in a Intel(R) Core(TM) i5
CPU 3.00 GHz with 4 GB of RAM.

In our experiment, we run the planner until finding the solution except for the
problem instance with plan duration 180min. For the problem instance of 180min,
the planner is unable to find any plan. Although we have allowed planner to run
for 10 CPU minutes, after that we kill the process. There can be several reasons
for not being able to find a plan. One of them is the problem becomes complex as
the time duration gets longer. The planner needs to handle more ground predicates
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Table 3 CPU runtime (in seconds) to generate the plans

Plan duration (min) Linear domain Process-event domain

30 0.061 0.031

60 0.089 0.129

90 0.645 0.792

120 6.792 4.829

150 99.886 43.887

180 – –

and numeric predicates. Hence, the problem becomes unsolvable for the planner.
Moreover, for applying the plan to anAC system, solutionmust be available instantly.
For problem instance with plan duration 150min, it took 99.9 and 43.9 s for linear
domain and process-event domain, respectively. So, we can say that our domains are
capable of generating solutions for 150min. However, parameters vary in real world,
for example, temperature changes in everyminute. So, generating plans for long time
such as two and half hours is quite ambitious and risky. Furthermore, problems with
plan duration below 120min (included) took acceptable amount of time to find the
solutions for both domains.

6 Conclusion and Future Direction

In this paper, we have created two domains for air conditioning system using auto-
mated hybrid planning. The domains are modeled with PDDL+ and PDDL 2.1. The
state-of-the-art planner SMTPlan+ is used to generate plans. Our domains produce
schedules (plans) for operations of air conditioning system over a period of time.
The resultant plans are able to maintain thermally comfortable temperature success-
fully by following the actions in it. The plans are also presented with optimized
energy consumption. This automation reduces human interactions in operating an
AC system.

We have devised six problems for testing our designed domains. Each problem
takes a set of input values with different time durations. We choose the thermo-
stat temperature and safety limit temperature according to PMV-PPD index. Our
approach successfully solved five out of six problems, although the problems with
smaller time duration show better performance in terms of CPU runtime of the plan-
ner. By validating the plans with VAL tool, we confirmed the correctness of the plan.
For our designed domains a planner takes only a few seconds to generate a plan.

In the current work, limited number of parameters such as zone temperature,
thermal comfort, and energy consumption is used for modeling. In future, this can
be extended by adding more parameters (for example, humidity, air quality) which
would improve and enrich the domains. This work uses only one planner SMTPlan+,
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in future other planners can be used. An interesting future direction would be imple-
menting our work in a climate control system in a built environment. This would
achieve satisfactory thermal comfort in that environment with improved efficiency,
and optimal energy consumption. However, a successful implementation in such
environment requires further research.
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Nuclear Power Plant Burst Parameters
Prediction During a Loss-of-Coolant
Accident Using an Artificial Neural
Network
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Abstract Several researchers have concentrated on analyzing the nature of fuel
claddings through performing burst experiments on computed loss-of-coolant acci-
dent scenarios and creating practical and conceptual computer programs. In compar-
ison to experimental observation, the established burst criteria (a) assumes that the
cladding tube deforms in a symmetrical manner (b) infers the characteristics of
Zircaloy-4 cladding for mixed-phase of α + β step (c) ignores azimuthal temper-
ature variations. To resolve all of the shortcomings of the burst criteria, this paper
proposed an artificial neural network to forecast the burst parameters. In this research,
a feedforward backpropagation algorithm with the logsig activation function is used
to build this neural network model. A neural network architecture of 2-15-15-15-3,
which is a model of three hidden layers containing fifteen neurons in each layer
is designed. The mean deviation of burst temperature, burst stress, and burst strain
gained from the burst criteria is 1.15%, 3.82%, and 39.41%, respectively, while these
parameters are predicted by the proposed neural network includes mean deviations
of 0.43%, 1.57%, and 3.85%, respectively. The proposed neural network has been
discovered to be more efficient than existing models.
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1 Introduction

The pellets of uranium oxide are encased in a thin-walled tube known as Cladding for
nuclear fuel that undergoes a fission reaction to produce heat. In light-water reactors,
the generated heat is moved away by a coolant with high pressure circulated on
the outside of the cladding. There is a drop-in heat transfer rate from the fuel and
system pressure of cladding on the outside during loss-of-coolant accident (LOCA).
If the external cooling system’s pressure decreases, the cladding’s internal pressure
rises above the surrounding pressure, causing a rise in hoop stress, in the meantime
a reduction even in the rate of heat transfer induces a fast rise in cladding burst
temperature. As a consequence, fuel cladding begins to deform or balloon, which
can ultimately cause it to burst. Furthermore, fuel cladding ballooning can cause a
clog of the cooling system, reducing fuel cooling ability [1].

Several types of research have been carried to further understand the behavior of
claddings of nuclear fuel, including burst experiments on a single tube of cladding
during computed LOCA situations and the formation of conceptual cum theoret-
ical predictive computer codes. In [2] an internal heater was used in Zircaloy-4
cladding in order to imitate fuel pellets inside a steam-heated environment. It was
found that even a small temperature differential will cause Zircaloy-4 cladding to
deform and that local temperature fluctuations are quite a key determinant of burst
parameters. In [3] Burst tests on Zircaloy-4 cladding were performed and estab-
lished that the burst stress is determined by oxygen concentration and temperature.
Burst correlations depending on observational data integrating values burst stress
and oxygen content, a stress-based burst criterion was suggested, implying symmet-
rical cladding deformation. In [4], it was examined the burst properties of cladding
made of zircaloy-4 both in vacuum and vapor configurations. The cladding tube
bends during ballooning but not until it bursts, and such effect is quite prominent for
burst tests in steam experiments than for burst tests in vacuum in otherwise similar
circumstances. In [5], to evaluate thermo-mechanical anisotropic creep deformation
behavior throughout ballooning and explosion in LOCA, amulti-physicsmethodwas
implemented. It incorporates gap heat transmission, material anisotropy with high
temperature creep, and temperature and burnup dependent material characteristics.
To anticipate the burst tendency of Indian PHWR fuel claddings under intermittent
heating during an inert atmosphere, a burst criterionwas devised [6]. A new hydrogen
concentration based burst criteria is constructed in [7] for nuclear fuel cladding. In
[8, 9], a burst criterion was established to estimate burst parameters within virtual
LOCA situations for fuel cladding.

The established burst criteria in the existing studies [8–10] imply symmetrical
cladding tube deformation, which contradicts laboratory observations of cladding
tube bending during tube ballooning prior to burst [2]. During LOCA, cladding
formed of a zircaloy-4 material change to β-phase gradually from α-phase as the
ambient temperature increases. There is a combined α + β-phase as a result of this
gradual phase transition. These mixed α + β-properties phases are presently unclear.
As a result, the burst criteria interpolate cladding properties during the mixed α + β



Nuclear Power Plant Burst Parameters Prediction During … 409

phase [8–10]. Even though deformations are particularly vulnerable to local cladding
temperature, azimuthal temperature changes are not taken into consideration by these
burst parameters [2]. So far to resolve all the issues of the burst criteria, it is well-
founded that AI technology may be a smarter choice for predicting the fuel cladding
burst factors at LOCA because it doesn’t necessitate a conceptual interpretation of
all of the occurrences.

An artificial neural network (ANN) is an element of a computational system that
mimics how the human brain evaluates and processes data. It uses data to learn
and simulate outputs for specified input data. Each layer of the neural network, to be
precise the input, hidden, and output layers, is consisted of neurons. From forecasting
tomedical issue identification and risk assessment [11, 12],ArtificialNeuralNetwork
(ANN)may be utilized in awide range of applications. This technique is being used to
simulate the Zircaloy-4 cladding burst parameters throughout LOCA in this present
research. The output of the artificial neural network was compared to experimental
results and even burst criteria values. The mean deviation of the predicted data is
calculated concerning experimental and criterion data.

The paper is organized as follows: Sect. 2 presents the data collection for the
neural network; Sect. 3 presents the design of a neural network. Evaluation of the
outcomes of the proposed network iswith a linear regressionmodel and a comparative
analysis between experimental, criterion, and predicted data of the proposed network
are given in Sect. 4 followed by the conclusion in Sect. 5.

2 Data Collection

Prior to the implementation of an ANN model, data collection is an important step.
The validity of the data used to train an ANNmodel defines its efficiency. Chung [4],
Karb et al. [13], Chapman et al. [2], and Sawarn et al. [14] performed experimentation
on a single tube of Zircaloy-4 fuel cladding in a virtual LOCA condition. Those
experimental data are used to develop a neural network in this research. The data used
in this study is particularly for non-irradiated Zircaloy-4 cladding burst experiments
in a vapor surrounding.

In [4] burst experiments were performed in a steam atmosphere on Zircaloy-4
claddings for heat transfer rates ranging between 3 and 145 K/s and initial pressures
ranging between 0.5 and 14.5 MPa. During the test, a video recorder with a decent
speed was accustomed to monitor the tube’s axial and diametrical shifts. Chapman
et al. [2] investigated the deformation behavior of Zircaloy-4 cladding where the
heat transfer rate and initial internal pressure were ranged between 4–30 K/s and
0.8–20 MPa [2]. Even minor temperature variations were found to have a significant
impact on deformation. Sawarn et al. [14] carried out instantaneous heating tests on
cladding made of Zircaloy-4 that were pressurized from inside with the gas argon at
3–70 bar. The heat transfer rate was adjusted between 5 and 19 K/s. Karb et al. [13]
performed the same tests with heating rate along with initial pressure ranging from
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Table 1 Specifics of the experimental data are required to design the Neural network

Researchers External diameter
(mm)

Internal diameter
(mm)

Initial pressure
(MPa)

Heating rate
(K/s)

Chung et al. [4] 10.90 9.63 0.56–14.50 3–220

Chapman et al.
[2]

10.92 9.65 0.8–20.35 4.8–30.6

Karb et al. [13] 10.75 9.30 2.6–9.40 7–19

Sawarn et al. [14] 15.20 14.40 0.3–7.10 5–19

7–9 K/s to 2.6–9.40 MPa respectively. Table 1 lists the details of all of the data used
in the current study.

Cladding tubes were transiently heated and pressurized from inside in the exper-
imentations during LOCA circumstances to better understand their rupture proper-
ties and to determine burst parameters. Initial internal pressure, po was transformed
into initial hoop stress, σo in order to homogenize the various measurements of the
cladding tube using the following equations [6]:

σo = por

s
(1)

Here, s and r are the thickness and internal radius of cladding, respectively, and
po is the internal pressure.

3 Design of Artificial Neural Network Structure

Neural Networks are complex systems consisting of artificial neurons that can take
in several inputs and generate one or more outputs. There are three layers in every
ANN structure: input layer, hidden layer, and output layer. The hidden layer learns
from data and determines the nonlinear relationship between inputs and outputs. The
predictive outcome is influenced by the overall ANN architecture.

3.1 Network Structure

In a neural network, the total amount of input-output parameters decides the input
and output layers’ neurons number. Indeed, the input-output mapping’s complexity
determines the hidden layers number and the also neurons in each of the hidden
layers. In order to get the best results, the total amount of hidden layers and the size
for each of the hidden layers are often determined by the process of trial and error. For
the estimation of diametral creep of Zr2.5% Nb pressure tubes in the reactor, Sarkar
et al. [15] designedANNwith a 9-12-1 configuration, whichmeans it consists of nine
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Table 2 Mean errors for
different ANN architectures

ANN architecture Mean error (%)

2-4-4-3 11.11

2-10-10-3 9.60

2-15-15-3 9.16

2-4-4-4-3 10.52

2-10-10-10-3 8.61

2-15-15-15-3 6.16

Fig. 1 The architecture of the proposed neural network

neurons for the input layer, twelve neurons in one hidden layer, and a single neuron
in the output layer. When designing a neural network to analyze irradiated steels’
changing temperature, the number of hidden layer neurons was changed between
2 and 15 [16]. Suman [17] modeled a neural network with a 2-4-4-3 configuration
based on the theory that the number of neurons can be n/2, n, 2n, and 2n+ 1 used in
a hidden layer, in which n is the number of input neurons. However, if there aren’t
enough neurons, the outcomes may not be fully accurate.

In this study, several ANN architectures are tested to find the optimized config-
uration. Based on minimum mean error represented in Table 2, the proposed neural
network has a 2-15-15-15-3 configuration where there are three hidden layers with
fifteen neurons in each. The two-input neuron represents the input parameter: heating
rate and initial pressure. Three output burst parameters are burst temperature, burst
stress, burst strain. Figure 1 shows the architecture of the neural network.

3.2 Training and Testing Data

Since ANNs are focused on learning from data, the greater the database used to
train the network, the better the prediction. In the field of material science, the
information applied to train the network originates through real-world experiments.
Researchers face numerous challenges in obtaining significant amounts of data for
training, including resource supply, expense, and time taken to perform experiments.
ANN is designed to get a reliable outcome for burst parameters by using a dataset
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Table 3 Specifics of the
proposed neural network

Specifics Value

Architecture 2-15-15-15-3

Algorithm Feedforward backpropagation

Training function Levenberg–Marquardt (trainlm)

Activation function Log-sigmoid (logsig)

Performance function MSE

of 322 observations shown in this research. For neural network testing, 10 data
samples from this dataset were randomly chosen in such a way that they cover the
full spectrum of heat transfer rate as well as the hoop stress. From the rest data is
available, 80% was chosen for training and the remaining 20% as validation data.
Validation data would be utilized to evaluate network generality and to stop training
once it has reached a stable state.

3.3 Neural Network Algorithm and Components

Researchers have proposed a variety of ANN algorithms for modeling a system’s
response, including Cascade forward, Radial basis, Feedforward Backpropagation,
and others. Researchers, on the other hand, mostly use the feedforward backpropaga-
tion algorithm to predict various types of outputs as it provides more accurate results
[15, 18]. Multiple activation functions, as an example, log sigmoid (logsig), linear
activation function (purelin), and hyperbolic tangent sigmoid function (tansig) are
also available for theANN algorithm.According toNalbant et al. [19], the preference
of activation function is focused on the complexity of the issue.

The logsig activation function along with the feedforward backpropagation
method is used in this study because this activation function has the advantage of
not allowing the result to contract and expand indefinitely. The error is a distinction
between the experimental outcome and the predicted outcome from the network, and
this error could be a performance function of the model. The performance function
selected for the proposed network is the mean squared error (MSE). The specifics of
the designed network are given in Table 3.

4 Result Analysis

The established ANN model’s performance is compared to non-irradiated Zircaloy-
4 burst criteria developed during a loss-of-coolant accidents situation. The required
training time for this ANN model is 15 s which is quite fast. This model training
is done on a PC with the specifics Intel(R) Core (TM) i7-8550U CPU of 1.99 GHz
frequency along with 8 GB memory. The effectiveness of the proposed network



Nuclear Power Plant Burst Parameters Prediction During … 413

is evaluated using ten separate testing conditions known as testing data from the
collected dataset that balance the overall variety of heat transfer rate and also initial
hoop stress. The burst parameters are also tested and compared to the ANN model
predicted outputs using the burst criteria. Burst parameters, such as burst temperature,
burst stress, and burst strain, derived from the configured neural network and burst
criteria [8] are compared to experimental data in Table 4.

The mean deviation of burst temperature, burst stress, and burst strain gotten from
the burst criteria is 1.15%, 3.82%, and 39.41%, respectively, while the proposed
neural network estimated those parameter values with mean deviations of 0.43%,
1.57%, and 3.85%, respectively. By using the artificial neural network, the accuracy
of predicting burst parameters improved significantly.

All of the disadvantages can be overcome by using a neural network, which does
not require any conceptual or empirical relationships. It tries to learn from data and
develops complex relationships and the improved accuracy of its prediction implies
it performs better than burst criteria. It could be utilized to evaluate the occurrence
of rupture of cladding tubes. A ratio between experimental burst parameters and
burst parameters gained from burst criteria and the ratio between experimental burst
parameters and burst parameters gained from neural network has been calculated
to analyze the deviations from experimental data. These ratios for the test data are
plotted for each sample to determine how much they varied from the ideal ratio of 1.

Figure 2 plots the ratio of burst temperature for all of the testing records presented
in Table 4. The ANN predicted value is less scattered than the criterion values and
almost similar to the line of 1. Similarly, Figs. 3 and 4 plots the ratio of burst stress
and burst strain for all test data respectively. In Fig. 4 burst strain for the criterion
data is scattered too much than the ANN data.

In addition, linear regression is implemented to determine the coefficient of corre-
lation (R) for each of the output parameters. Figure 5a–c represent the regression
plots between ANN predicted value and experimental value for burst temperature
burst stress, burst strain respectively. The neural network model’s estimated burst
parameter values are quite similar to the experimental values.

The value of R is 0.98047 for burst temperature, 0.9913 for burst stress, and
0.9168 for burst strain. This Neural Network is suitable for the prediction of burst
parameters because R is very near to 1. The values of coefficient of correlation are
compared with those of in [17] is shown in Table 5. It is quite visible that the value
of R increases for burst temperature and burst stress from those of in [17]. But for
burst strain, the value of R is quite less. It is due to the randomness of the training
data so, there is less correlation between input data and burst strain. The values of
the mean deviations for each parameter are very low compared to those of in [17].

5 Conclusion

Based on information sourced by various scholars from burst tests on Zircaloy-4
fuel cladding during virtual loss-of-coolant accident conditions, an artificial neural
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Fig. 2 Comparative analysis
of deviation in burst
temperature gained from
burst criteria and proposed
neural network contrast to
the experimental burst
temperature 0.95

1.15

1.35
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Burst Temperature

Exp: Exp Exp: ANN Exp: Criterion

Fig. 3 Comparative analysis
of deviation in burst stress
gained from burst criteria
and proposed neural network
contrast to the experimental
burst stress
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Fig. 4 Comparative analysis
of deviation in burst strain
gained from burst criteria
and proposed neural network
contrast to the experimental
burst strain
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networkwas created for estimating theZircaloy-4 fuel cladding burst parameters. The
results from the proposed ANN model for test samples are compared to previously
developed burst criteria, and it has been discovered that the ANN surpasses the
burst criteria. The predictions from the neural network are very similar to those of
the experiments. The mean deviation of burst temperature, burst stress, and burst
strain obtained from the burst criteria is 1.15%, 3.82%, and 39.41%, respectively,
while the proposed neural network estimated those same parameter values withmean
deviations of 0.43%, 1.57%, and 3.85%, respectively. It’s also discovered that a
relatively low burst temperature is related to increased initial stress for a given heat
transfer rate. For a certain internal pressure, burst temperatures increase dramatically
as the heating rate is increased; that means, the more the heat transfer rates increase,
the higher will be the burst temperature. But for a given initial heating rate or initial
pressure, burst strain changes randomly not in a specific manner.
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Fig. 5 Regression plot
between ANN predicted data
and Experimental data for
a burst temperature, b burst
stress, c burst strain
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Fig. 5 (continued)
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Table 5 Comparison of correlation coefficient (R) values and mean deviations

Reference Burst
parameter

R Mean
deviation
(%)

Burst
parameter

R Mean
deviation
(%)

Burst
parameter

R Mean
deviation
(%)

Suman
[17]

Temperature 0.966 6 Stress 0.987 2 Strain 0.973 8

Proposed
method

0.981 0.43 0.991 1.57 0.916 3.85
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IoT Controlled Six Degree Freedom
Robotic Arm Model for Repetitive Task

Aditi Barua, Tazul Islam, Aidid Alam, and Suvrangshu Barua

Abstract The study intends to fabricate a six degree of freedom articulated robotic
arm with a gripper that will be controlled by IoT. After designing the arm in Solid-
works, fabrications was done using mechanical hardware like beam bracket, U and
L-shaped brackets, and gripper made of aluminum alloy. The robot arm was given
four revolute joints with one degree of freedom in the base, shoulder, elbow, and
wrist. The end effector was given two revolute joints at the gripper, and the gripper
joint to fulfill the six degrees of freedom estimation. So it can revolve in 3D plane
to grip object. The study intends to experiment on the response of the arm, while it
is controlled by IoT using an Android app for sending instructions to the arm. The
arm was controlled successfully with higher Internet speed from different districts
using IoT, and the response timing was recorded not more than 11s. In recent times,
training the robotic parts is really getting a lot of importance. The training is often
done by complex calculations and time-consuming approaches. The arm built here
is expected to be trained for repetitive task loops. The program setup is such that it
would store the position values of the angle in the two-dimensional array and run
them in loops when the proper command is given.
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1 Introduction

Robotics is a multidisciplinary field of knowledge. Nowadays, researchers are exper-
imenting with the arenas where robots can assist humans. Such sectors include health
care, fire safety, and home maintenance. Joseph et al. [1] presents numerous exam-
ples where robots have come into the assistance of the doctors in acts as sensitive as
surgery. Gray and Davis [2] shows how robots have contributed in the food indus-
try. Moreover, with advent of Industry 4.0, robots are designed, so that they can
work within the same envelop as people and achieve more precision and celerity
[3]. However, the notion that robots are only suitable for life-threatening tasks that
would otherwise have been quite impossible for humans still prevails. Harpel et al.
[4] include an analysis where a three-joint manipulator in a hazardous environment.
Anantha Raj and Srivani [5] explain how a firefighting task was accomplished by an
IoT controlled robot.

Robots are not entirely self-actuated as they can only follow commands given to
them by the maker with precision and accuracy. Large-scale industrial robots move
at such a speed that it can be quite dangerous to be near them. So the importance of
remote controlling any robotic part is indispensable.

The study also intends to build such a platform for controlling the robot arm
remotely that has been built for any pick and place action. Robotic arms are suitable
to perform tasks where the robot is fixed, but the end effector can reach certain
distances. Instead of building a whole humanoid robot due to the cost, only the
arm-shaped structure is made.

This study includes the remote operation of an articulated arm with six degrees of
freedom. The base, shoulder, elbow, and the wrist will have revolute joints each, and
the end effector has two revolute joints. The robotic arm will be controlled by the
Internet of Things or IoT applying the master–slave concept where the master will
be Node MCU and slave will be the microcontroller. Beforehand, it was planned to
control the arm using only one controller hardware and that would be Node MCU
alone. But the current supplied by the Node MCU was not sufficient to control more
than two motors at a time. So the concept of master slaving will be applied.

2 Literature Review

The idea of automation was introduced from the beginning of the industrialization.
From simple watch to today’s humanoid robot, human ingenuity expressed its ver-
satility. But the concept of robot came into reality when dangerous, heavy duty tasks
were needed to be done. Though industrial robots outdo at simple tasks like haul-
ing and welding, they are not suited for replicating such tasks which require the
craftsmanship and expertise of skillful engineers. The employment of robots in the
manufacturing business is still partial. Also many jobs are still dependent on the
people.
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This paper [6] has shown that why it is important to make the systems that help
the farmers to check soil properties automatic with high reliability and cost effective
as they often do not get enough training on agricultural science. Megalingam et al.
[7] has introduced human dealings with the robotic arm in the concurrent situation.
This paper tells about the construction and testing of a small prototype resembling a
robotic controller arm using Bluetooth technology. Abhilash andMani [8] performed
study blending the IoT with the robotics. The robot is IoT controlled wheeled robot.
The robot can move smoothly over a surface compared to a legged one. The wheels
are basically controlled with IOT not the arm. The arm sits over the wheeled structure
to perform occasional grabbing. Rajashekar et al. [9] presented a robot also based on
Arduino-based controller. The robot moves in four directions with the help of servo
motors. The servo motors can rotate up to 180◦ if given enough torque. The robot is
given a arm like shape. The actuators are responsible for its movement. This paper
[10] demonstrated an intelligent robotic arm (IRA) which is capable of cooking. The
robotic arm identifies the kitchen accessories like utensils and spices required for the
specific recipe. For object detection, they have developed a system using Open CV
and Python which helps the robotic arm to recognize the correct ingredient and pick
and drop it to appropriate utensil for cooking the required recipe.

3 Methodology

Experiments are conducted considering some basic aspects. First comes the assembly
of hardware for performing experimental procedures. Further comes data collections
and calculation. Lastly some decision regarding the observations are drawn. The
robotic arm project has also considered these steps. In this project, integrating wire-
less communication between hardware and software has enhanced the applications
of robotic operations, hence increased the chance of eradicating limitations regard-
ing control. This study aspires to implement the concept of IoT over a six degree
of freedom robotic arm. The aim is not only to control the arm from distant places
using IoT but also to train the arm using Android application for any kind of pick
and place operation. The arm model is designed using Solidworks. The Solidworks
model is presented in Fig. 1.

In this project, Arduino IDE is used to write the command instructions into an
Arduino UNO. For communication purpose, Node MCU microchip is used to accu-
mulate data and program. As it has high processing power with inbuilt Wi-Fi or
Bluetooth as well as deep sleep operating features, it is ideal for using in this IoT
project. It can be easily programmed in the Arduino IDE platform. MQTT broker
is optimal for overcoming constraints like low bandwidth or communicating with
satellites. The devices that send data are known as publishers that establish connec-
tion with the MQTT broke. The broker then sends a package data named topic data
with variety of information and shares data if there are subscribers.
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Fig. 1 3D modeling of the
arm in solidworks

Figs. 2 and 3 show the complete assembly of the fabricated arm structure and the
electrical setup accordingly.

All instruction for controlling the robotic arm is given by an Android application.
The app has the functionality to choose modes of control as well as saving entry data
in order to train the arm for repeated actions. Figure 4 shows the control interface of
the application.

The concept of master slave of IoT is a applied here. Here, the Node MCU acts
as a master. Master provides clock which effectively becomes the data transfer rate.
Being a bidirectional bus master can write to the slave and also read from the slave.
The data is shifted bit by bit. Here two bus lines, serial clock line (SCL), and serial
data (SDA) are provided. The Node MCU receives instructions from the Android
application. Then send it to the Arduino UNO via SDA and SCL connection set
between them. The Arduino controls the motors as per the order. The application
and the node is connected to the local Internet usingWi-Fi. The instructions received
fromMQTT server to ArduinoUNO that acts as a slave. NodeMCUbeing themaster
publishes the commands to Arduino UNO using I2C communication protocol. Data
transmission flow should be like this: Connecting App and Node MCU to Wi-Fi ⇒
Instructions sent from Application to the MQTT Broker ⇒ Instructions received by
MQTT Broker ⇒ Node MCU receives data as subscriber from MQTT Broker ⇒
Node MCU sends data to a Arduino UNO via I2C communication ⇒ Arduino UNO
receives data and controls the motors.

4 Result and Discussion

The aim of the project was primarily to build and apply such a platform where the
robot arm can be controlled using IOT. The observations are more visual rather
being mathematical. The important measure was its accuracy and response. The
results obtained from various observations are listed in the following few pages.
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Fig. 2 Complete setup of
fabricated arm model

Fig. 3 Circuit setup with
electrical equipment



424 A. Barua et al.

Fig. 4 Control menu of the application

4.1 Data Collection

Before performing any kind of mathematical or control actions, some visual obser-
vations were made. Table 1 shows the different criteria observed for the robotic arm.

Table 2 shows the response time for IoT control when publisher data transfer
speed is 5.4Mbps. The arm is controlled from different distances.

Table 3 shows the response time for IoT control when publisher data transfer
speed is 20Mbps. The arm is controlled from different distances.

The receiver’s Internet speed was considered constant. As the data is transmitting
in one way, the arm is controlled from different distances. This time the distances
are not confined in one area or so. The last data is taken from a distant district.

The previous table shows the arm can be controlled with IoT. IoT enables
the way to control the area from any place irrespective of geographical location.

Table 1 Criteria of the designed robot

Criteria Type

Classification of robot Industrial robot

Degree of freedom 6

Configuration Articulated

Robot drive Electric

Vision and sensing Not used

End effector Grapper

Robot motion Stop to stop control

Work envelop shape Does not have specific shape

Maximum weight to be carried ≤ kg

Maximum opening of gripper 6 cm

Weight of the complete set up 1.5 kg
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Table 2 Response of robot arm during IOT control (5.4Mbps)

Average data transmission
rate of publisher and sub-
scriber (Mbps)

Distance (m) Input
angles (◦)

Time of response
of each motor (s)

Total time
of response (s)

5.4 mbps M1=60 1.99

M2=75 1.96

1 M3=80 1.95 11.82

M4=45 1.97

M5=60 1.97

M6=30 1.98

M1=60 1.99

M2=75 1.99

5 M3=80 1.95 11.85

M4=45 1.97

M5=60 1.97

M6=30 1.98

M1=60 1.99

M2=75 1.99

7 M3=80 1.95 11.85

M4=45 1.97

M5=60 1.97

M6=30 1.98

M1=60 1.99

M2=75 1.97

10 M3=80 1.97 11.84

M4=45 1.97

M5=60 1.97

M6=30 1.98

Table 4 shows the response of in such situations. The arm was controlled from dif-
ferent districts as shown in the next table.

For this type of control, the average Internet speed of the publisher was kept nearly
10Mbps. The traffic in the MQTT server was considered fairly normal. The delay
of response in within the range of 10.15–10.86. The network observed was fairly
stable.

The arm contains a unique feature where it can be instructed for performing
repetitive tasks. This is a feature for arms that is intended to be used in industrial
setup for pick and place application. Table 5 shows the performance while the arm
was performing repetitive task.
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Table 3 Response of robot arm during IOT control (20Mbps)

Average data transmission
rate of publisher and sub-
scriber (Mbps)

Distance (m) Input
angles (◦)

Time of response
of each motor (s)

Total time of
response (s)

20Mbps M1=60 1.05

M2=75 1.09

1 M3=80 1.15 6.48

M4=45 1.05

M5=60 1.07

M6=30 1.07

M1=60 1.06

M2=75 1.11

5 M3=80 1.15 6.53

M4=45 1.06

M5=60 1.07

M6=30 1.98

M1=60 1.06

M2=75 1.11

10 M3=80 1.16 6.54

M4=45 1.06

M5=60 1.07

M6=30 1.08

M1=60 1.06

M2=75 1.12

10 M3=80 1.16 6.55

M4=45 1.06

M5=60 1.07

M6=30 1.08

To be able to train the arm to perform repetitive task, the position data were collected
in a two-dimensional 10 × 6 array where the column indicated number of eachmotor
and the row represented position values of angles associated with each motor. After
saving one or more positions, one after another the command runs reading data from
row by row. So the command to change position from one to another is executed.

5 Discussion

In the previous section, several data were collected on the basis of performed obser-
vations and response of the arm during IoT control. The arm was controlled by two
publisher of different Internet speeds, respectively. Then, the arm was tested for per-
forming repeated tasks. For this, instructions were saved in its memory then set for
running at those given commands.
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Table 4 Response of robot arm during IoT control from distance places

Location of publisher and
average data transmission
rate of publisher (Mbps)

Location of
arm

Average data
transmission rate
of subscriber
(Mbps)

Total response
delay (s)

Chittagong 10 Dhaka 5.4 10.86

Rajshahi 10 10.15

Khulna 10 10.22

Sylhet 10 10.45

Table 5 Training the arm for repetitive action
Control type Data

transmission
rate of
publisher
(Mbps)

Data
transmission
rate of
subscriber
(Mbps)

Range (km) Input angle
for first
position (◦)

Input angle
for second
position (◦)

Number of
loops (N)

Response
delay (s)

IoT 10 5.4 6.3 M1=70 M1=90 5 1.5

M2=75 M2=95

M3=80 M3=100

M4=45 M4=70

M5=100 M5=120

M6=30 M6=50

IoT 20 5.4 256 M1=70 M1=90 5 1.3

M2=75 M2=95

M3=80 M3=100

M4=45 M4=70

M5=100 M5=120

M6=30 M6=50

Figure5 shows the response of the arm during IoT control. The responses are fairly
at any distance. The response time decreases as the data transmission rate of the
publisher increases. For 20Mbps, the arm responses faster than it does with 5.4Mbps
Internet speed. The arm maintained its response time well within the same range for
each mbps. For 5.4Mbps, the arm responded within 11.82–11.85 s. For 20Mbps, the
response time is fairly less. The response mainly depends on the data transmission
rate of the publisher. The response is faster with less traffic in the server.

6 Conclusion and Future Work

The industrial revolution is moving toward Industry 4.0. The above study is a prepa-
ration for the upcoming revolution in the world of product manufacturing and auto-
mated production. This type studies pave the way for collaborative deployment of
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Fig. 5 Response time of the
arm during IoT control

small-scale industrial robot in the vicinity of household workers. From the above
study, following conclusions can be drawn:

1. The response of the arm during IoT control does not vary with distance but with
Internet speed of the publisher. The response time decreases as Internet speed is
increased.

2. The IoT response is faster if the MQTT broker server has less traffic.
3. The servo motors are able to rotate upto 180◦. But for the grippers motor, it was

limited to 30◦ because maximum opening of it is 6 cm which does not suffice for
180◦ rotation of the gripper motor.

In future practice where the robot arm will be designed for specific industrial
environment, this should be kept in mind as higher torque means increased price,
and hence, the project will not be cost effective. The suggested framework can be
updated as following

1. Study of collaborative action, safety, and design
2. Object detection system can be introduced
3. The structure can be upgraded for different production operations by changing

the end effector such as drilling and CNC operations.
4. Trials using pneumatic and hydraulic actuator for large-scale industrial job.
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Abstract The Internet of Things (IoT) is one of the emerging fields of technology,
which allows the appliance of Smart Home to connect via the internet for communi-
cating and sharing data between them. However, ensuring the security of IoT devices
is challenging for their processing and power consumption. IoT devices are resource-
constrained, and traditional encryption algorithms are computationally expensive for
these small-size and low-powered devices. In this research, an efficient and effective
lightweight cryptographic scheme is presented for securing communication between
IoT Home devices based on Elliptic Curve Cryptography (ECC). It ensures complete
protection against security risks such as authentication, confidentiality, integrity, and
key agreement and protects against common cyber attacks. We have conducted an
experimental evaluation to demonstrate that the proposedmethod can outperform the
state-of-the-art cryptographic techniques, which significantly improves the security
and reduces the storage and communication cost.
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1 Introduction

In the era of speedy mass globalization, living standards are improved by integrating
the Internet of Things (IoT) with the home automation system called the Smart
Home. Smart home is a popular application area of the IoT, and it connects smart
devices over a network to share data and interconnect between the devices. Smart
home is connected to various devices and has the flexibility to manage, monitor, and
access. Therefore, the security and privacy of the user’s data must be ensured before
sharing. Several security attacks may arise in each layer of IoT architecture, such
as Man-in-the-Middle (MITM), Denial of Service (DoS), node capture, fake node,
Distributed Denial of Service (DDoS), replay attacks take places in the networks and
the perception layer [1].Moreover, data accessibility and authentication, data privacy,
and identity security risks arise at the application layer. It is a great challenge to secure
Smart Home appliances from the security perspective to prevent all the attacks and
risks.

There is a need of developing new security mechanisms because of the attacks.
By the lack of proper security protection, attackers can know how the messages or
data are routed, enabling attackers to listen to traffic and intercept it, affecting the
transmission. Attackers can prevent authorized users from accessing it, increase the
power consumption, create a routing loop, and spread fake identities, affecting the
security of the entire network.Moreover, fake or invalid users could have a significant
impact on the availability of the entire system. Figure 1 illustrates the differences
between the present and future possibilities of IoT systems. The IoT devices are
connected via fog node, but IoT devices will be connected directly to each other and
can share data between them soon. Thus the security of IoT layers will become a
primary concern. In conclusion, the major IoT security concerns are authentication,
integrity, confidentiality, availability, and privacy [2]. All of these objectives can be
fulfilled with the help of cryptographic approaches.

Fig. 1 IoT architecture
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In this paper, we propose a security and privacy protocol for resource-constrained
IoT devices of Smart Home. It ensures authentication, confidentiality, integrity, and
key agreement and resists common cyber-attacks with an affordable computation
and less communication and storage cost. A modified Elliptic Curve Cryptography
(ECC) is applied to ensure lightweight cryptographic calculation that consumes less
time in processing and data sharing. ECC is considered an efficient technique with
having smaller key sizes, and for breaking the system, it takes an exponential time
challenge for attackers [3].

In the proposed system, the sender and the receiver generate a pair of keys, i.e.,
a public key and a private key by the ECC calculation. All the parameters of the
authentication and communication phases are transmitted over a secure channel by
computing their hash value. The hash function is providing a digital signature. All of
the received parameters are recalculated to ensure authenticity and integrity. In this
way, the proposed communication protocol ensures the security of IoT Smart Home
appliances.

The rest of this paper is organized as follows: Sect. 2 provides a summary of our
related works. The methodology of our proposed protocol is presented in Sect. 3. In
Sect. 4, the security analysis is discussed. Implementation of the proposed protocol
is discussed in Sect. 5. Finally, we have discussed the conclusion and future work in
Sect. 6.

2 Related Works

For the security of smart homes, there are several research works taking place. Pham
et al. [4] proposed a three-phase protocol to perform authentication between device-
to-device and device-to-server. But their two-phase authentication has increased the
storage cost and computation cost. They have used too many parameters in commu-
nication which has increased the communication cost significantly. Authors in [5]
proposed a secure IoT-enabled Smart Home system that generates a password by
combining user password and fingerprint. The system can resist man-in-the-middle
and online dictionary attacks. However, the use of many components has increased
the system’s implementation cost. Chowdhury et al. [6] proposed a low-cost system
withminimum requirements for home security and home automation. However, their
system has not considered an attack caused by the hacker over the internet. Singh et
al. [7] proposed a home security system that is especially for the old, disabled, and
children. But they have only provided hardware-based security and they ignored the
security issues over the internet.

Utilizing ECC’s advantage, Vasudev et al. [8] have developed a V2V authentica-
tion method, where a vehicle can request the vehicle server for real-time informa-
tion. Their system has involved identification numbers, smart cards, secure hash, and
nonce. However, the large number of security parameters has increased their commu-
nication cost and storage cost. Garg et al. [9] designed a mutual authentication-based
key agreement protocol, where they have performed formal security analysis and
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proved the resistance against different attacks. Nevertheless, the schemes interaction
process is relatively complicated, requiring at least two rounds of computation.

Kumar et al. [10], proposed a face recognition-based security system for IoT
devices. They used Raspberry Pi 3 to increase the performance and reduce power
and energy consumption. However, the implementation and storage cost are very
high, and they have not considered any security measures to resist cyber attacks.
Raju et al. [11], proposed a security system for the devices used in home automation
by using node MCU. But their system is vulnerable to cyber attacks, as they have
not considered it.

It is a big issue to ensure the security of IoT Smart Home devices as it overgrows.
Our method uses mutual authentication based on ECC to satisfy security solutions
such as authentication, confidentiality, integrity, and key agreement and protects
against different cyber attacks.Moreover, it will also tend to have less communication
and storage costs.

3 Methodology

Wedesigned a security protocol for those IoT devices that cannot deal with high com-
putation and large keys. The proposed protocol enables end-to-end authentication,
confidentiality, data integrity, and key agreement between sender (S) and receiver (R).
It can also provide complete protection against common cyber attacks. In Fig. 2, we
showed the workflow diagram of our proposed protocol. It depicts that our proposed
protocol is divided into three phases. In phase 1, the communicating nodes initialize
the communication parameters. In phase 2 and phase 3, authentication and commu-
nication are performed, respectively, between the communicating nodes. To keep the
computation within the capability of IoT devices, we used mapping as described in
Table 1. The mapping table enables the system to preserve the value of the random
variable An within the range of 0–127 and makes the selection of generator points
easier. This protocol is applicable for resource constraints IoT devices that are used
in home appliances. The notations that have been used throughout the methodology
section are given in Table 2.

3.1 Phase 1: Initialization

Initially, both the S and the R will determine the equation of the elliptic curve E ,
over a field F , and selects the generator point G.
The S selects a random number An and mod it with 127, like An = An mod 127, to
keep it within the range of our mapping table, which is 0–127. The S maps the An

with the mapping Table 1 and get values for the An and G e.g. if An = 736 then An

= An mod 127 = 101. The mapped values of An = 101 is (An ,G) = (125,285).
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Fig. 2 Workflow diagram of the proposed protocol

Table 1 Mapping table AN (AN ,G)

0 (182,221)

1 (110,310)

… …

101 (125,285)

… …

126 (52,147)

127 (132,338)
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Table 2 Notations used in
the protocol

Notations Details

E Equation of elliptic curve

G Generator point of E

Ds Private key of sender

Dr Private key of recipient

Ps Public key of sender

Pr Public key of recipient

Ks Secret key of sender

Kr Secret key of recipient

Pm A point on which plain text M is encoded

Cs Cipher text generated by sender

Cr Cipher text generated by recipient

Ns Nonce generated by sender

Nr Nonce generated by recipient

h(.) One way hash function

|| Concatenation operation

⊕ XOR operation

/ Division sign

3.2 Phase 2: Authentication

This authentication phase helps to identify the valid nodes of the communication
process and prevents the interference of the eavesdropper. A description of this
process is given and shown in Fig. 3.

• The S selects a random number Ds, which is the private key of the S and calculates
the public key Ps.

Ps = Ds · G (1)

The S computes Ps = h(Ps) and sends {Ps || G} to the R by using a secure
communication channel.

• The R selects a random number Dr which is the private key of the R. The R
calculates the public key Pr and secret key Kr = Dr · Ps.

Pr = Dr · G (2)

The R computes Pr = h(Pr) and sends {Pr} to the S by using a secure communi-
cation channel.

• The S calculates the secret key Ks = Ds · Pr. Since, the S and the R are using the
same generator point G, their secret key is same, i.e., Ks = Kr. The S generates a
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Fig. 3 Authentication between sender and receiver

nonce Ns and calculates Xs = h(Ns ⊕ Ks). The S sends the Xs to the R by using
a secure communication channel.

• Since, Ks = Kr, the R calculates the N ∗
s = Xs ⊕ Kr and recalculates the Xs =

N ∗
s ⊕ Kr. If recalculated Xs is not same as the received Xs then the R terminate

the connection. If recalculated Xs is same as the received Xs then the sender is
authenticated and the R generates a nonce Nr, calculates X r = h(Nr ⊕ Kr). The R
sends the X r to the S by using a secure communication channel.

• The S calculates the N ∗
r = X r ⊕ Ks and recalculates the X r = N ∗

r ⊕ Ks. If the
recalculated X r is same as the received X r then the R is authenticated otherwise
the S terminate the connection.
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Fig. 4 Communication between sender and receiver

3.3 Phase 3: Communication

The communication phase describes thewhole procedure of communication between
sender (S) and receiver (R) and it is shown in Fig. 4.

Let’s consider the message is M . At first, we will encode the message M by using
a point from the elliptic curve. We can consider the point as Pm .

• The S calculates Ys = Pm ⊕ Ks and creates the cipher textCs = {An · G, Pm + An ·
Pr,Ys}. The values of An and G is achieved from the phase 1. The S computes Cs

= h(Cs) and sends Cs to the R.
• After receiving the Cs, the R multiply it’s private key Dr with the first left most
value inside of the Cs and gets An · G · Dr. Now, the R subtract this value from
the second left most value inside of the Cs.

Pm + An · Pr − An · G · Dr

From Eq. (2) we know,
Pr = G · Dr



An ECC Based Secure Communication Protocol for Resource … 439

So,
Pm + An · Pr − An · G · Dr = Pm + An · Pr − An · (G · Dr)

= Pm + An · Pr − An · Pr
= Pm

(3)

Now, the R calculates P∗
m = Ys ⊕ Kr. If the Pm and the P∗

m not matches then the
communication is terminated. If Pm and the P∗

m matches then the communication
would be continued and it also ensures the integrity of the message of the S. The
R calculates Yr = Pm ⊕ Kr and Bn = (An · G)/G. The R creates the cipher text Cr

= {Bn · G, Pm + Bn · Ps,Yr}. The R computes Cr = h(Cr) and sends the Cr to the
S.

• After receiving the Cr, the S multiply it’s private key Ds with the first left most
value inside of the Cr and gets Bn · G · Ds. Now, the S subtract this value from the
second left most value inside Cr.

Pm + Bn · Ps − Bn · G · Ds

From Eq. (1) we know,

Ps = G · Ds

So,
Pm + Bn · Ps − Bn · G · Ds = Pm + Bn · Ps − Bn · (G · Ds)

= Pm + Bn · Ps − Bn · Ps
= Pm

(4)

Now, the S calculates P∗
m = Yr ⊕ Ks. If the Pm and the P∗

m not matches then the
communication is terminated. If Pm and the P∗

m matches then the communication
would be continued and it also ensures the integrity of the message of the R.

4 Security Analysis

This section shows how the proposed system resists different cyber attacks and fulfills
the fundamental security requirements: authentication, confidentiality, integrity, and
key agreement.

4.1 Authentication and Confidentiality

The proposed scheme performs a strong authentication by computing Xs and X r

respectively at the senders and receivers end. The S sends Xs to the R and the R
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sends X r to the S. The S computes N ∗
r , and the R computes N ∗

s with their secret
key. The S and the R recalculates the X r and Xs respectively and verifies that the
recalculated X r and Xs is the same as the received one. The Xs and the X r are sent
over the secure communication channel. It is hard to get the data out of the secure
channel. If any eavesdropper managed to get the Xs and the X r, there is no use of it
without the secret key. The secret key is computed with the private key, and without
the private key, it is impossible to get the secret key. This is howour proposed protocol
ensures authentication and confidentiality.

4.2 Key Agreement

Here, the S is creating a secret key Ks using its private key and the public key received
from R. Similarly, the R is creating a secret key Kr using its private key and the public
key received from S. We showed that both Ks and Kr are the same because they are
using the same generator point G to create their public key. Thus, the key agreement
is ensured.

4.3 Integrity

To ensure integrity, we have used a one-way hash function for both ciphertext and
communication parameters. The one-way hash function acts as a digital signature.
In the case of Cs and Cr, when a node receives them, the node recalculates the Pm
and matches with the received one to make it more robust. For Xs and X r, these
parameters also being recalculated when received by a node. Thus, the recalculation
process and the digital signature are providing integrity.

4.4 Resistance to Attacks

• Replay attack: In this scenario, an adversary fraudulently replies to the messages it
intercepts to attain desired goals. suppose, in phase 3, an attacker has intercepted
messages of the receiver and replied with the fallacious messages. Our system
detects these types of deceitful messages by recalculating messages at every end.
When the fraudulent reply arrives at the sender’s end, the S recalculates themessage
withYr and Ks. Since the attacker does not know the secret key (Kr) the recalculated
message will not match with the received one and the sender will terminate the
connection.

• Impersonation attack: In this case, the attacker attempts to establish a connection
by adopting the disguise of other nodes. Assume that a disguised device sends
a connection request to a valid node. When Xs arrives at the valid node, it will
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recalculate the Xs with its secret key (Kr) and recalculated nonce (N ∗
s ). Since

the disguised node does not have the actual private key (Ds) it can not generate
the actual secret key (Ks). Therefore, the recalculated Xs will not match with the
arrived one and the valid node will abort the connection.

• Insider attack: In this attack model, the attackers are the authorized devices of the
network. Because of their authorization, the attack is stronger and effective than
external attacks and the attackers are hardly detected. In our proposed system, there
is no scope for an insider attack. In our system, there is no administrative body to
serve the communication. During a communication, each node assists itself with
the required keys of the authentication and communication phases. Therefore, no
other devices get the authorization to intervene in the communicating devices.

• Offline dictionary attack: In this case, the attacker tries to guess the crucial infor-
mation (e.g., password, secret key, private key, etc.) by capturing the transferred
messages between nodes. In our system, communicating nodes do not transfer
their private key and secret key over the network. Instead, the S and the R transfer
two hashed variables Xs and X r, respectively over the secured channel to ensure the
authentication. Thus, the crucial information of the system remains unguessable
to the attacker.

• Man-in-the-middle attack: In this scenario, the attacker places himself in between
communication and intercepts information and data by pretending as a legitimate
node on both sides. Our system can successfully defend against this type of attack.
Assume that the attacker gets the Xs or X r in phase 2 by eavesdropping. But in
phase 3, it can not perform communication without the actual private key and
secret key. The attacker will fail to generate Ys and Ks or Yr and Kr. Thus, the
connection will be terminated.

5 Implementation

We have implemented the authentication phase and the communication phase on a
dedicated hardware device to obtain the proposed protocol’s computation cost.

5.1 Implementation on Raspberry Pi

We have implemented the protocol on Raspberry Pi, it has an 8 GB SD card and
BCM2708 System-On-Chip with an ARMv6-compatible processor. The authentica-
tion phase takes 4.202 ms, and in the communication phase, it takes 4.206 ms.
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5.2 Performance Analysis

Here, we evaluate the performance of our proposed protocol based on the storage
cost and communication cost.

5.2.1 Storage Cost

The storage cost is involved with the number of security parameters we stored in
the database. Here, we do not consider the parameters that our system needs to store
temporarily.According to the proposed system, the device requires to store the private
key (128 bits) and the secret key (128 bits). Total memory we need = [128 + 128] =
256 bits. The storage cost of our system is 256 bits.

5.2.2 Communication Cost

In the proposed system, it transmits some parameters to ensure the security of the
system. Those parameters are involved with the communication cost. The commu-
nication cost is the same for both sender and receiver. Considering the sender’s end,
the communication cost is [Xs,Cs] = [128 + 128] = 256 bits.

5.2.3 Comparison

We perform a comparison for the storage cost and communication cost with other
related systems. In [4, 12–16], the authors showed their storage cost and commu-
nication cost for their ECC-based proposed system, and it is presented in Table 3.
The storage and communication cost are higher than the proposed system because
we have used fewer security parameters. It is observed that the proposed approach
outperforms the other techniques. The storage and communication cost are reason-
ably low and also ensures authentication, confidentiality, key agreement, and data
integrity.

Table 3 Comparison of performance with the existing methods

Storage cost (bits) Communication cost (bits)

Aakanksha [12] 576 1152

Jiang [13] 1218 352

Ray and Biswas [14] 1280 448

Liao and Hsiao [15] 1680 652

Pham [4] 461 2120

Abichar [16] 800 448

Proposed approach 256 256
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6 Conclusion and Future Work

In this paper, we proposed a secure communication protocol for resource constraints
IoT devices by leveraging the advantage of the ECC. All of the communicating
nodes secure themselves by using the authentication and communication protocol
of the proposed system. The system fulfills all of the essential security criteria such
as authentication, confidentiality, integrity, and key agreement to enable the smart
home’s security. In the security analysis, we showed that our system can resist dif-
ferent common cyber attacks. Our storage and communication costs are relatively
low compared to other methods. From the implementation of the authentication and
communication protocol on the Raspberry Pi, it is evident that the proposed scheme
is compatible with low-computational powered devices.

In future, we will extend the work by implementing the protocol on Arduino or
more low-computational powered devices, and we will evaluate securing communi-
cation cost of the system. With the advancement of science, many smart IoT devices
and sensors are incorporated into the healthcare system that collects sensitive data.
We can employ our protocol to fulfill the crucial security criteria of those sensitive
data.
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IoT-Based Smart Blind Stick

Asraful Islam Apu, Al-Akhir Nayan, Jannatul Ferdaous,
and Muhammad Golam Kibria

Abstract Optic failure can be named as a visual shortcoming and optic misfortune.
Moreover, this hindrancemakes numerous challenges in their daily exercises, such as
walking, socializing, reading, socializing, and driving. This research aims to imple-
ment an IoT stick that will view the image of opportunity, autonomy, and certainty.
The proposed smart stick is planned with an impediment identification module, a
global positioning system (GPS), pit and flight of stairs detection, water detection,
and aglobal system formobile communication (GSM) toperform their daily activities
quickly. The impediment identification module utilizes an ultrasonic sensor along-
side a water level sensor to distinguish the obstructions that insinuate recognizing the
obstacles and identifying the obstructions pattern. An Arduino ATmega328 is used
to advise the weakened people about the barriers and sends notifications using an
earphone and a buzzer. The current location of the blind person is located using GPS
and GSM modules. The stick activates an alert system in case of loss. Several test
cases prove that the functionalities introducedwith the stick are performing correctly.
Such a stick will be a blessing for blind people having a positive impact on science
and technology.
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1 Introduction

Blindness is the absence of vision. It also refers to a deficiency of optic that cannot
be reformed with any other easy ways. Fragmented optic insufficiency suggests
getting limited or partial optic power. Complete optic debilitation infers nothing
to watch. Among the significant types of incapacity, visual hindrance is perhaps
the most severe disability and influences numerous individuals around the globe.
The International Arrangement of Diseases [1–3] characterizes visual deficiency as
a distance vision hindrance that introduces visual keenness more regrettable than
3/60. Additionally, as indicated by the World Health Organization (WHO) [4–6],
about 2.2 billion individuals are outwardly weakened worldwide. The expense of
this enormous section can be huge [7–9].

The research marks out related issues and proposes a brilliant and impaired solu-
tion based on IoT that makes a weakened individual’s life more straightforward and
considerably more effortless. Comparing with other fundamental devices, “Smart
Stick” ismore intelligent and successful.As thoseweakened individuals need the help
of an intelligent stick constantly, the device will provide them a keen and mechanical
arrangement to be confident while moving. The primary aim is to offer and guarantee
a strain-free living as like as normal human beings. Impaired people can be tracked
via GPS and the Blynk application. If a blind person encounters any problem, he can
transmit a text message to his caretaker by pressing the remote button. If he faces
obstacles, then he will be guided through voice messages. All essential features will
be in vain if the blind man loses the stick. As a solution, an alarm is set with the
IoT-based smart blind stick associated with a remote controller. This alert helps to
locate the lost stick. Many individuals who will utilize this visually impaired stick
will live a joyful and productive life.

In the context of Bangladesh, it is practically difficult to fix visual deficiency,
but the intelligent blind stick will offer them the chance to overhaul their lifestyle.
The features will offer its users the opportunity to be liberated from most of their
pressures concerning their movements.

2 Related Works

A Nava let was created by Shovlet, and a multipurpose wearing pc that detects
obstacles was placed inside the house. It was based on two things; the first one was
that it would sound different for different interruptions. One volume was to move
forward, and another one was when it faced hindrance. Moreover, the second one
was if the blind man stands in the wrong place, the intelligent stick will warn him
about his position. The research work could not satisfy users for the lack of necessary
features [10].

A research work described a white cane with space measurement. It was complex
but time-saving technology. The stick could produce different types of vibration on
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various modes. Various vibration moods could identify the obstacle variations. It
warned blind people for getting ready at the time of danger. However, it contained
a drawback. It had data security issues. This cane had no remote detection feature
[11].

Another research work described an intelligent white cane that was suitable inside
the room.But it could not identify the outdoor obstructions. The featureswere limited
[12].

Two authors proposed an innovative blind stick technique called an intelligent
walking stick for the visually impaired. The group built up a stick for outwardly
hindered people that helped the individual by providing an alert. But it could not
send notifications like navigation or voice message alerts. The features were limited
and could not fulfill user’s demand [13].

Another bright stick of tiny size proposed an effectivewearable device for tracking
the route. Moreover, the cane could tell the user in advance about the path. If an
obstacle was detected in walking the road, then it could suggest a safe shortcut
route. Undoubtedly, it was a time-saving feature. And the authors planned to attach
a camera to see the way. This paper introduced a plan that paved the way to monitor
blind people in real-time. But the implementation was expensive, and it could not
draw the attention of users [14].

Another research work mentioned a smart walking cane that provided advance
notifications using infrared sensors. If obstacles were detected in front of the stick, it
could warn the blind man through the vibration signal. However, the cane could only
detect the front obstacles but produced no warning at the time of danger. Moreover,
there contained a limitation for IR sensors. For example, it could not detect distant
objects efficiently [15].

Most of the research work related to the blind stick showed unsatisfactory perfor-
mances when tested. Besides, the previous results did not suggest any solution while
losing the stick and network failure. Those drawbacks paved the way for us to rethink
a bright blind stick that will be more accurate in detecting obstacles. Therefore, we
have introduced a solution against the stick losing. Our implementation has worked
out successfully, and we have described the performances elaborately in the result
section.

3 Materials and Methods

3.1 Proposed System

The IoT-based smart stick for blind persons is planned with impediment discovery
module,water recognition, front obstacle detection, pit andflight of stairs localization
utilizing different sensors. GPS [16] and GSM [17] modules are used to make daily
work easier. The GPS module can trace the impaired people when they get out of the



450 A. I. Apu et al.

Fig. 1 Proposed system

home.A caretaker can locate him through amobile application. It makes him tension-
free to move everywhere. The GSMmodule sends emergencymessages to the family
members if the impaired person faces any problem. The obstruction identification
module utilizes sonar and water level sensors to identify and recognize the type,
location, and distance of obstacles from the blind person.

The system generates outputs using an airphone that provides a voice signal and a
buzzer that creates sound. All specialties may fail if the stick gets lost. As a solution,
an alarm system using a remote controller is introduced. The controller has two
emergencybuttons called “A”and “B.” “A” is used to locate the stickwhilemisplaced,
and “B” is used to send a message to family members at the time of danger. The
blind man can find out his stick by pressing the emergency remote controller button.
All the sensors, GPS, and GSM modules are connected to an Arduino pro mini and
attached with a stick. An abstract of the proposed system is shown in Fig. 1. The
block diagram of the system is shown in Fig. 2, which may help to understand the
stick’s working procedure quickly.

3.2 Proposed Context-Aware System Architecture

Context-aware choice permits innovative blind stick frameworks to settle on context-
aware services and depend on the user’s encompassing context. Context-aware
middleware is the blend of two components: theContextManagement System (CMS)
and the Knowledge and Notification System (ANS). The Context Control framework
encourages the use of setting mindful programming and assets to distribute logical
information. The knowledge andmessaging frameworks empower client applications
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Fig. 2 Block diagram of the system

to apply guidelines that incorporate importance-based prerequisites and notice when
the system has been set up [18]. The architecture plans to bring customer applica-
tions and data sources together. As a result, a middleware door is created, associating
connection between ANS and CMS. The architecture is shown in Fig. 3.

According to the architecture, there contains Context source, Context supplier,
Server, and Context buyer. Diverse works are done in these classifications, and for
the productivity of the turn of events, the proposed framework has been determined
into four parts. Their portrayals are:

Context Source: The sensors are the primary source from which the framework gets
data about the specific situation and generates decisions.

Context Supplier: Microcontroller or SOC (framework on-chip) functions as setting
supplier. Arduino is the gadget for interfacing or gathering data from the setting.

Fig. 3 Context-aware middleware architecture
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Server: Information that comes from the setting supplier is saved and calculated
immediately or periodically. The server is used for further processing of the collected
information.

Context Buyer: Processed or saved information is served to the clients after inves-
tigation. The proposed framework provides an interface or gadget to show that data
to the clients.

3.3 Required Devices and Sensors

The following devices and sensors have been used to implement the project.

• Arduino pro mini (ATmega328)
• Ultrasonic sensor
• Water level sensor
• GSM Module
• GPS Module
• RF transmitter and receiver module
• Power supply
• Blynk software

3.4 Hardware and Software Implementation

All the components, including two ultrasonic sensors [19, 20], GPS, and GSM, are
related to the Arduino pro mini microcontroller. The microcontroller board model
is Atmega328 [21, 22]. RF transmitters [23] provide a signal to the microcontroller
through the trans receiver. The water sensor [24] provides a call to the microcon-
troller while moving the stick into the water. Figures 4 and 5 shows the circuit
diagram and workflow diagram of the system accordingly. The microcontroller
receives signals from sensors and provides outputs through a buzzer and earphone.
Here, two threshold values are used (for the front, 35 cm, and deep, 20 cm). If the
threshold value is more than 35 cm, it keeps moving; otherwise, it warns.

Necessary code was written installing the Arduino IDE application on a laptop
computer. Different sensor’s libraries were imported and launched simultaneously.
Before uploading the code to the Arduino microcontroller, it was compiled and
tested to solve the error. After checking the capabilities of all functions, the code
was uploaded to the Arduino using a dedicated cable. To monitor the test outputs,
the Arduino COM3 port was used.
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Fig. 4 Circuit diagram

3.5 Blynk Application

Blynk application displays the latitude and longitude values when the victim will
go out of the home. Using the application, the family member can trace and locate
the blind person. The GPS module will send the latitude, longitude, and the blind
person’s speed to the Blynk Application in a critical situation. The application will
help to find out the person immediately.

4 Analysis and Result

An internet connection is essential for the stick to work smartly. A caretaker can
trace the blind person via the Blynk application when the GPS module is connected
to the internet.

First, the client must put a SIM card into SIM900 [25] module to use the stick.
When the internet connection is established, theGPSgets connected to the satellites to
find the stick. When the blind man starts his journey to his destination, the intelligent
stick guides him to find the path avoiding obstacles and danger. His location is traced
every second, and his family member can trace him using the Blynk application.
Figure 6 shows the current location of the blind person. We ran test cases several
times and got accurate results processed through theGPSmodule and the application.
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Fig. 5 Flowchart diagram

4.1 GSM and GPS Output

All the parts like GPS, GSM, and speaker are associated with each other to trade
information through their conventions. These pieces are associated with Arduino pro
mini ATmega328 and situated at the highest point of the stick, as appeared in Fig. 7.
It is the most suitable spot for those parts. For instance, the GPS receiving wire is set
at the highest point of the stick to get the signal from the satellite with no obstacle.
Also, the stick is associated with a remote. Pressing the remote button, it sends text
messages to his caretaker when he encounters any problem. We tested and found
the messaging system functioning correctly. The testing results of sending messages
have been shown in Fig. 8.
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Fig. 6 Blynk application output

4.2 Sensor Readings

We utilized two ultrasonic sensors and a water sensor. These sensors are associated
with a buzzer that produces an alarm. To investigate the system’s ability, we created
hindrances like a divider, a tree, or others on the way. At that point, the ultrasonic-1
recognized the forward checks by computing the distance, and the sonar sensor-2
detected the pit hole. The buzzer started to produce sound to caution the blind man,
and the notice established through a headphone.

The visually impaired individual may confront impediments beneath the ground
level. That is why the Ultrasonic-2 is situated at the lower piece of the stick to
identify scarps like the walkway and steps. It works equivalent to the guideline
portrayed beforehand. Creating a pseudo environment for testing, we found that the
signal produces various sounds in various frequencies. Utilizing those sensors, the
stick distinguishes the obstructions which assist the visually impaired in moving
securely. In the test case, the water sensor lying at the end of the stick recognized
the downpour on the road and functioned accurately to avoid unexpected incidents
caused by the water. It created an alarm to express the presence of water. Table 1
shows the readings obtained from the ultrasonic sensor.

Readings from 30 to 400 cm have been shown in Table 1. Accuracy is determined
in percentage. If the distance increases, then the error values increase. For example,
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Fig. 7 Complete picture of the smart blind stick

at 30 cm, the error is 0.53, and for 400 cm, the error is 4.17. As distance increases,
the accuracy becomes less gradually.

4.3 Cost Analysis

The cost for producing the smart blind stick has been mentioned in Table 2.
Calculating the amount, we found that the production cost of the stick is cheaper.
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Fig. 8 Messages generated by GSM module

4.4 Comparison

The stick tumbles from the hand of optical blind people. If the blind man losses
the stick, he can locate it from four meters away by pressing a button in the remote
controller. It is the feature that makes the stick brighter than any other blind stick.
After analyzing and comparing the production cost, we found that the smart stick is
cheaper than any other blind stick. Several test cases prove the ability of the stick.
The rapid production of the stick can be a blessing for the blind people of our society.

5 Conclusion

Blindness is considered a curse in society. Blind people encounter various challenges
to lead their life. The challenges kill their self-respect, and the blind people start to
think of themselves as a burden of socio-economic development. It destroys their
interests in life. Being human, we cannot neglect them. That is why we planned
to invent an intelligent blind stick that will help blind people making their daily
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Table 2 Cost analysis S. No. Description Quantity Amount

1 Arduino nano 1 260

2 IoT 1 400

3 GSM 1 450

4 GPS 1 1600

5 Ultrasonic sensor 2 200

6 Audio jack 1 5

7 Water level sensor 1 100

8 RF module 1 450

9 Wire 120

10 Pipe 1 75

11 Glue stick 50

life easier. With the help of a microcontroller, IoT, GPS, GSM, sensors, and other
modern instruments, we have successfully implemented and tested a smart stick. The
stick provides solutions related to blindness. It guides its users, creating automatic
paths. Even the stick contains a unit that activates at the time of loss. The stick can
automatically trace itself and sends an alert to its user to find it out. The stick transmits
signals and text messages to the guardian of a user in a difficult situation. Several test
cases were run that prove the ability of the stick. Such a type of stick may contribute
to the welfare of humankind.
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Deep Learning Techniques in Cyclone
Detection with Cyclone Eye Localization
Based on Satellite Images

Md. Nazmul Haque , A. A. M. Ashfaqul Adel , and Kazi Saeed Alam

Abstract Contemporary progress in satellite imaging and computer vision tech-
nology has made it feasible to make automatic weather predictions accurately. To
reduce environmental damages and limit the risk of human lives, we have introduced
a system to predict cyclones from satellite imagery. The eye of a powerful cyclone
inherits a lot of information about its behavior, indicating that detecting the cyclone’s
center rotating area is also an important task; we have constructed a deep learning
object detection system to locate a cyclone’s eye. Several models using machine
learning and deep learning approaches have produced a cyclone prediction accuracy,
ranging from 86 to 95% or better and cyclone eye detection accuracy over 87%.
Our experiment’s results have been impressive, highlighting that it can outperform
conventional approaches and existing works.

Keywords Satellite imagery · Remote sensing · Machine learning · Deep
learning · Cyclone detection · Cyclone eye localization

1 Introduction

A cyclone is a natural catastrophe that occurs when a low-pressure circular spinning
area arises over tropical waters, causing significant damage. It can also be called
a ‘hurricane’, ‘typhoon’, etc., and its center rotation can be in the clockwise or
anticlockwise direction. It has caused countless damages all across theworld due to its
destructive characteristics likemassive flooding, strongwinds and heavy downpours.
Cyclones such as ‘Sidr’, ‘Aila’ and ‘Amphan’ have destroyed numerous lives in
Bangladesh. Thousands of people died in the Bay of Bengal area in 1970 as a result
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of the disastrous storm surge known as ‘Bhola’. As a result, cyclone prediction
methods are becoming increasingly important.

To provide reliable results, it is important to understand the cloud patterns [1].
Forecasters have utilized satellite data to provide early warnings for cyclone for-
mation; many of the outcomes were determined by human judgment, which is an
ineffective procedure in today’s world. Researchers have used machine learning and
deep learning methods to overcome some of the constraints in weather forecasting.
Nonetheless, additional study is required to produce a more dependable system.

Weather forecasting issues with machine learning algorithms have been reported
in studies [2, 3]. Because of data availability, deep learning methods have been
brought into the remote sensing field. It has achieved incredible performance in object
recognition and classification with the help of graphical processing units (GPUs).
Suchmodels need processing capacity, inwhich powerfulGPUsdeliver.Open-source
deep learning software frameworks like TensorFlow and Keras have made the work
simple. Research works on satellite image classification [4, 5], and deep learning
algorithms in disaster detection [6] have given us the motivation to work in this
field. To detect the cyclone and cyclone’s eye in satellite images, we propose a deep
learning-based framework with multiple models. There are three major components
to our proposed methodology: (1) image preprocessing, (2) cyclone detection and
(3) cyclone eye localization.

We haveworkedwith several deep learningmodels and achieved accurate cyclone
identification. It is also necessary to locate the center of a cyclone. To address this
issue, we have implemented an object-detecting system. This stage anticipates the
central rotating region with a bounding box. A version of the You Only Look Once
(YOLO) model, which has been trained in Google Colab with an Nvidia Tesla GPU
returned the object localization result. Experiments have been performed on a series
of satellite images obtained from the web and Kaggle competition. When compared
to multiple models, our deep learning-based solution produced a higher recognition
rate.

2 Related Works

Several methodologies for dealing with satellite images have lately been introduced.
Traditionalmethodologies were introduced by some researchers, while deep learning
and machine learning techniques were presented more recently. We will go through
some of the prior research that has been done in this field.

Matsuoka et al. detected tropical cyclones and their precursors using ensemble
CNN, having data of 50,000 for cyclones and 500,000 for non-cyclones, and they
attained a maximum accuracy of 91.26% [7]. Kim et al. used three distinct machine
learning models (SVM, DT and RF) to predict cyclone formation, with a hit rate
ranging from 94 to 96% [8]. Deep Learning models (CNN, MobileNet, NasNet,
Xception) were used to classify cyclone images and a linear regression model to
forecast the future direction [9] with a minimum of 90% accuracy for classification
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and 84% for path prediction. Panangadan et al. developed a Kalman filter-based
tracker that presented the results from five satellite sources, as well as an automated
graph-based approach to locate cyclone’s eye from satellite infrared images [10].
Wang et al. presented a two-step deep learning object detection approach ‘OSIP’ and
‘IP’ for detecting the precise center of a cyclone [11].

Many forecasters were aided by Dvorak’s invention in observing cloud charac-
teristics changes in geostationary satellite images and estimating cyclone intensity
[12, 13]. However, determining intensity in distinct cloud basins has proven to be
challenging. Chen et al. proposed a modified CNN model for cyclone intensity esti-
mation from satellite infrared and microwave data with an RMSE of 8.39kt [14]. For
cyclone track predictions, Kovordányi et al. presented a multilayered artificial neural
network and obtained a 95% accuracy. However, they did not use a wide range of
datasets [15]. Kussul et al. proposed an ensemble CNN architecture for the classifi-
cation of land cover and crop type from Landsat-8 and Sentinel-1 satellite data and
acquired 85% accuracy [16]. Deep neural network architecture such as VGG13 was
applied to detect floods from the satellite images [17].

Additionally, our suggested approach can outperform many previous efforts and
overcome their drawbacks. In the proposedmethod ofMatsuoka et al., their classifiers
can produce model-specific biases [7], where we have applied cross-validation tech-
niques to prevent our models from bias and overfitting. Our method can accurately
locate multiple cyclone eyes in a single image, where we have found the proposed
deep learning algorithm of Shakya et al. unable to detect when images contain more
than one cyclone. And their performance of classification can affect the cyclone
eye localization [9]. We have performed the cyclone detection and eye localization
task separately so that classification performance cannot influence the localization
performance. We also do not have to rely on expert human intuition to accomplish
our tasks. We have also used some hybrid architecture of the machine learning and
deep learning models, although some researchers have just used traditional machine
learningmodels, and the results of our models are notable. Kovordányi et al. used rel-
atively very low-resolution input images and found that distinguishing cyclone from
the neighboring cumulonimbus clouds is difficult [15]; in our case, we have used
much better resolution input images and also applied different preprocessing tech-
niques on our images before training the models which can overcome the problem of
distinguishing cyclones from the neighbor clouds. We have used several models, the
classification accuracy is higher than most of the earlier works and for eye localiza-
tion, and we have used an advanced version of You Only Look Once (YOLO) that
generated faster and accurate results.
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3 Methodology

3.1 Dataset Description

The satellite images of the cyclone have been collected fromKaggle [18]. For the non-
cyclone satellite images, some of them we have collected from the web [19], which
contains cloud masks from the 2018 Level-1C Sentinel-2 archive. In addition, these
images contained 11 categories of surface (dense tree cover, any snow or ice covering
either land or water, farmlands or pastures, coastlines, somewhat sparsely vegetated
areas, extended bodies of water, etc.) and seven categories of cloud (cumulus, cirrus,
haze/fog, ice clouds, etc.). We have also gathered some images from Kaggle [20],
which included Sentinel-2 satellite images of water bodies. We have created a new
dataset using these images.

There are two parts to our dataset: training and testing for both detection and
localization. We double-checked that no images were duplicated. For the detection
purpose, the dataset contains 1460 images overall, with 837 images having cyclones
and 623 images without a cyclone. The train set has 1151 images, accounting for
about 80% of the whole dataset, whereas the test set has 309 images, accounting for
slightly over 20% of the total data. Cyclone images have been categorized as positive,
whereas non-cyclone images as negative. For localization, we have used the same
837 cyclone images. The train set contains 649 images, and the test set contains 188
images.

3.2 Data Preprocessing

Preprocessing techniques have been used to clean image data for the model’s input.
The imageswe gathered required to be preprocessed because therewas the possibility
of smaller cloud formations, shear and center density overcast, as well as noise [21].
It has also decreased models training time and increased execution speed. Here are
some preprocessing techniques we have applied to our images as follows:

Images have been converted to grayscale. Working with grayscale images, our
modelwill only need to keep track of onematrix per image,which reduces complexity
and speeds up performance. Binary thresholding has been used to distinguish an
object from the background or, in other words, it allows us to work with the areas of
an image we are interested in. By applying thresholding, the cyclone’s eye and the
surrounding clouds becamemore visible for training our models.We have used a size
2 erosion, which reduced the size of objects and eliminated minor irregularities, and
the output pixel’s value is the least of all the pixels in the neighborhood. Our dataset
includes images of different sizes. Therefore, all the images have been resized to
300 × 300 pixels. The INTER_AREA interpolation method has also been used for
enhancing the quality of an image. Figure1 shows an example of an original and
preprocessed image for cyclone detection.
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Fig. 1 Preprocessing steps and the outcome

For cyclone’s eye localization, we have manually annotated the cyclone images.
Using the ‘LabelImg’ tool, we took the images and annotated the bounding box.

3.3 Models for Detecting Cyclone

3.3.1 Convolutional Neural Network (CNN)

CNN can be thought of as artificial neural networks that can recognize patterns. In
our model, we have stacked the layers and formed an architecture as shown in Fig. 2.
The first layer consists of a ‘convolutional’ layer with ‘rectified linear unit’ (ReLU);
we have used 16 convolutional filters of size (3 × 3), a stride of size 2. Then a ‘max
pooling’ layer with a pool and a stride of size 2 was added. After that, a second
convolutional layer with 32 filters was implemented, followed by a max pooling
layer. Similarly, we have added two more convolutional and pooling layers. After
these layers, the output was flattened to produce a one-dimensional vector for fully
connected layers [6]. We have used two fully connected layers with the activation
function ReLU. And finally, a ‘Sigmoid’ function was used in the last layer for final
outputs. We compiled the model with ‘Adam’ optimizer and ‘binary cross-entropy’
loss.

We have also used the standard CNN architecture of VGG16 to classify images
under the category of cyclone or non-cyclone. VGG16 is a convolutional neural net-
work that is easy to understand and implement. It has 16 layers, including convolution
and pooling layers that are placed on top of each other.

3.3.2 Support Vector Machines (SVM)

SVMsare primarily utilized in classification and regression tasks. Itworks bydrawing
outlines between two classes. In this proposed architecture, we have used convolu-
tional layers to extract the features, and SVM is used for the final classification. The
convolutional layer contains 16, 32, 64 and 128 filters with the size of 3 × 3 and a
stride of 2, respectively. Then fully connected layers have been added with 256 and
128 units, respectively. Finally, the last output layer was an SVM classifier. In the
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Fig. 2 Proposed architecture of different models

feature extraction layers, ReLU has been used as an activation function, and for the
SVM classifier, a linear activation function with ‘l2’ regularization has been used.
We have compiled the model with the ‘Adam’ optimizer and loss function ‘Hinge’.

3.3.3 K-Nearest Neighbor (KNN)

KNN is based on the idea that every data point that is close to another belongs to
the same class. It selects a number k as the closest neighbor to the data point to be
identified. We have used convolutional layers for extracting features and used them
as input to the KNN classifier to predict the class. This model has been recently
used for image classification purposes [22]. For the implementation of the KNN
classification, we utilized the Python scikit-learn toolkit.

3.3.4 Random Forest (RF)

A random forest is a collection of decision trees. This ensemble technique works well
for classification and regression purposes. It uses majority voting for final classifica-
tion. Because of the local minimum, vanishing gradient and overfitting difficulties,
classical CNNs can face a tough time achieving the optimum generalization [23].We
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have used convolutional layers as feature extractors and used them as input to ran-
dom forest. By doing so, our model is more generalized and reduces the possibility
of overfitting. We have used 50 trees in the random forest.

3.3.5 Gradient Boosting (XGBoost)

The boosting approach is based on the ensemble method’s idea. We have used an
extreme gradient boosting (XGBoost) classifier, a tree-based algorithm for classifi-
cation with a custom loss function. We have built a feature extractor and used the
features as the input to the XGBclassifier.

3.3.6 Artificial Neural Network (ANN)

ANN has been recently used in many satellite image classification problems [15,
24]. We have built an ANN model having two hidden layers with 128 and 64 units,
respectively, and rectified linear Unit (ReLU) as an activation function. The last layer
is an output layer with an activation function, ‘Sigmoid’. The classifier has been
compiled with the ‘Adam’ optimizer and the ‘binary cross-entropy’ loss function.

3.4 Model for Cyclone Eye Localization

3.4.1 You only Look once (YOLO)

It is an object detection algorithm that produces extremely accurate findings in a
short time. We have used the YOLOv4 version for detecting a cyclone’s eye or the
center rotating area. Fast region-based CNN (R-CNN) can mistake the background
patches as an object [25], wherein YOLOv4, the background error, can be very much
reduced [26].

YOLOv4 backbone architecture is composed of three parts: CSPDarknet-53, Bag
of freebies and Bag of special [27].We have scaled the original image to (300 × 300)
pixels and used it as input to our network. CSPDarknet-53 network is constructed,
which is a series of convolutional and residual blocks. ‘SPP’ blockwas added over the
CSPDarknet, ‘PAN’ used as the neck and a YOLOv3 head completes the architecture
of YOLOv4. For training and validating our YOLOv4 model, we employed the
Google Colab platform,which provided uswith 12GBNvidia Tesla K18GPURAM.
However, we have annotated our dataset in the local machine. The architecture of
our YOLOv4 model is shown in Fig. 3.
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Fig. 3 YOLOv4 architecture for cyclone eye localization

4 Experimental Results

We have developed several deep learning models to determine whether a satellite
image contains a cyclone or not and an object detection model to locate the cyclone’s
center rotating area. The detection results of the various models will be shown first,
followed by the detection result of the cyclone’s eye.

4.1 Model Evaluation and Validation for Cyclone Detection

We have trained our cyclone detection models for several epochs using seven distinct
classifiers with 1151 images. After a few epochs of running, the decreasing behavior
of training loss and enhanced accuracy indicated that models have been well trained
on the dataset. The models are evaluated with 309 images, and we have displayed
the results in Table1.

From Table1, we can see that we have reached over 95% accuracy for CNN,
94% for SVM, 93% for RF, 93% for VGG16, 91% for XGBoost, 88% for ANN
and 86% with our KNN model. Using the convolutional layer as a feature extractor
and classifying the class with different classifiers helped the models to improve the
accuracy; the effectiveness of preprocessing can also be noticed.

Table 1 Performance summary for various classifiers

Model F1-Score Accuracy (%)

CNN 0.95 95.15

SVM 0.94 94.17

KNN 0.86 86.73

RF 0.93 93.20

XGBoost 0.91 91.26

ANN 0.88 88.67

VGG16 0.93 93.20
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We have calculated the accuracy by dividing the total number of estimates by
the number of right estimates. We have also calculated precision (P), recall (R) and
F1-measure as evaluation metrics.

We have verified our model’s performance by applying fivefold ‘stratifiedK-fold’
and ‘K-fold’ cross-validation techniques to prevent overfitting. We have achieved
98.42% and 98.23% accuracy with K-fold and stratified K-fold, respectively, for the
CNNmodel. For SVM, we have reached 99.66%, 98.84% accuracy, respectively.We
have also obtained improved performance for other models. Table2 summarizes the
cross-validation effects.

Following an analysis of the overall results, we have decided that the CNNmodel
could be utilized as a benchmarkmodel for cyclone prediction, using satellite images.
In Fig. 4, a bar chart depicts the comparison among the mentioned models based on
metrics evaluation.

Table 2 Accuracy based on cross-validation

Model K-fold (%) Stratified K-fold (%)

CNN 98.29 98.42

SVM 98.84 99.66

ANN 96.51 99.52

VGG16 93.15 94.73

Fig. 4 Performance comparison graph for all the classifiers
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Table 3 Performance evaluation metrics for YOLOv4

Model name Recall F1-Score Average IoU (%) mAP (mean
average
precision) (%)

YOLOv4 0.92 0.89 65.37 87.86

4.2 Model Evaluation and Validation for Cyclone Eye
Detection

For predicting the cyclone’s center rotating area, 837 images have been manually
annotated for training and testing the YOLOv4 model. The model has been trained
on Google Colab for 6000 iterations. After several iterations, the training loss started
to decrease. We reached a training loss of average 0.5723 with a learning rate of
0.00001.

The performance of our model has been evaluated on 188 test images. The antic-
ipated bounding box of an image is compared to the labeled bounding box of the
ground truth image. To test the model’s performance, we have used precision, recall,
‘mAP’ and ‘IoU’ as evaluationmetrics. Table3 shows the validation results of cyclone
eye localization.

The ratio of the intersection and union of the anticipated boundary and the ground
truth (real cyclone eye boundary) is denoted by ‘IoU’. A cyclone eye prediction is
considered true positive (TP) if IoU ≥ 0.5 and false positive (FP) if IoU < 0.5. The
mAP score indicates a model’s performance; the greater the score, the better the
prediction is. We have reached an mAP of 87.86% for an average IoU of 65.37%.
From Table3, we can also see the recall and F1-score of our model are 0.92 and 0.89,
respectively.

After evaluating the model’s performance, we can observe that it is accurate in
detecting a cyclone’s eye. Even if a satellite image contains multiple cyclone eyes,
the model can identify them effectively.

5 Conclusion and Future Works

Considering cyclones are one of themost destructive natural calamities, an automated
cyclone prediction is constantly in high demand. We have offered a solution to this
major challenge using satellite images and deep learning principles. To efficiently
detect a cyclone and its core cloud pattern, we have developed a two-step methodol-
ogy. Although finding a benchmark dataset was a barrier to our accomplished task,
our applied technique generated significant outcomes. However, we would want to
broaden our future work by using additional data (wind speed, surface temperature,
air pressure, etc.) for forecasting and tracking cyclones and predicting a more accu-
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rate center position. Overall, the research reveals that the suggested deep learning
models could be employed for cyclone prediction with more prominent accuracy and
speed than the existing works.
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Abstract This paper represents an important perspective to analyze machine
learning (ML) algorithms, particularly linear and quadratic discriminant analysis
algorithms, in order to predict Autism Spectral Disorder (ASD) disease in a compe-
tent yet convenient way. ASD,mostly caused on account of genetic susceptibilities, is
one kind of psychiatric disorder, affects significantly in social interactions, commu-
nications and behaviors. If it is detected early, a customized treatment plan will
pave the way for a positive outcome by trimming the intensity of the illness. In this
context, discriminant analysis algorithm has emerged as an impeccable component
for its remarkable characteristics in solving classification problems. To this intent,
the University of California, Irvine (UCI) data reservoir has been employed to train
and test in order to construct the ML models. An extensive assessment has been
executed in terms of accuracy, precision, sensitivity, Youden Index, F1 score and
AUC with which it can be concluded that Quadratic Discriminant Analysis (QDA)
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algorithm was the most proficient one with accuracy of 99.77% after tuning the
hyperparameters.

Keywords Discriminant analysis algorithms · Accuracy ·Machine learning ·
Autism Spectrum Disorder (ASD)

1 Introduction

The term Autism Spectrum Disorder (ASD) refers to a constellation of heteroge-
neous, neurodevelopmental conditions, commonly observed in the early years of
life, and clinically diagnosed by the observation of atypical and underdeveloped
social communication skills, with or without restrictive, repetitive patterns of activi-
ties or behavior in a child [1, 2]. Researches have revealed genetic predispositions to
be responsible for this set of psychiatric disorders with more or less environmental
influence [3]. Mutation of DNA, and deletion or duplication of genes involved with
intellect and neuropsychiatric development of a person contribute to themultiple vari-
ants ofASD [4]. The onset ofASDmay be variable and featured by an extended range
of symptoms such as notmeeting the eyes, keeping to himself or herself, repeating the
same pattern of activity or behavior, not showing any interest in communicating with
people, having unusual tone of voice, facial expression or gestures, etc. [5]. A number
of other psychiatric and medical conditions are also reported frequently in patients
with ASD. Common psychiatric comorbidities include attention deficit hyperac-
tivity disorders (ADHDs), social anxiety disorders, depressive disorders, intellectual
deficits, etc. [6–8]. Among the medical infirmities, gastrointestinal diseases, sleep
disorders, immune dysfunctions, etc., are commonly associated with ASD [9–11].

The negative impact of autism disorders on the families can be both direct and
indirect. Substantial effect in the sectors of health, housing, education and social care
of the affected children can be a cause of distress. ASD also creates a financial burden
that extends into their adulthood,mostly carried by the guardians [12, 13]. The annual
costs of medical and non-medical care for the patients have been calculated to reach
around $500 billion in the USA alone by 2025 [14]. A study has estimated the cost
of care to be $3.2 million per capita in a lifetime on average [12]. These expenditures
may vary depending on treatment, care and age [13]. Therefore, the rising number
of autism cases in recent years is a matter of great concern. The average incidence
of cases per 10,000 has risen from approximately 1.9 in 1980 to 14.8 in 2010 in
Asia [15]. On the other hand, a review of studies from the regions of USA, UK,
Scandinavia and Japan has estimated these numbers to be within the range of 30–60
cases per 10,000 [16]. More recent studies on 8-year old children in the United States
revealed one case in every 68 children [17].

The treatment is limited, and the goal is to develop social communication skills,
adjust behavior, and enhance learning and problem solving, and management of the
comorbidities. Counseling the parents for a better understanding of the disorder is
essential to improve the quality of care given and to make clear what to expect in
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future [18]. The recent advancements in medical treatment of ASD look promising,
however, there is little evidence to support the benefit of most of the interventions
[19]. On the other hand, researches have proved the worth of intervention during
the early years of life in the intellectual development of the patients. Behavioral
therapy and long-term, intensive intervention could improve the cognitive functions,
adaptive capabilities and language skills of the children, making less dependent
on pharmacologic treatments. That is why, early screening and diagnosis for better
outcomes in treating ASD are of great importance [20].

Since ages, different algorithms have stirred the curiosity of the scientists in case
of cutting-edge sectors [21, 22]. Several researchers have unfastened newwindows in
many sectors by accumulating almost accurate estimateswithML [23–29]. The use of
machinery to acquire knowledge of healthcare techniques is critical and grows fast. In
the past few years, theway device acquired expertise can be used in various industries
and analysis has been widely used to be common trends. Healthcare organizations
continue to take advantage of system-study methods to obtain useful statistics which
can then be subsequently used to diagnose health conditions in advance as quickly
as possible.

In our work, ML algorithms, particularly discriminant analysis algorithms have
been instigated to modulate the conditions more precisely and timely, to have an
idea of ASD for the minimal repercussions of the impact in human of different.
The data containing different stages categorized for the study with overall workflow
and correlation heatmap are presented in Sect. 2, while Sect. 3 consists of the study
of LDA and QDA. Extensive analyses of the acquired results from the simulation
with discriminant algorithms are stated in Sect. 4 where the performances of the
algorithms are estimated. Finally, the overall exploration is outlined in Sect. 5 with
worthwhile visions and insinuations.

2 Methodology

This research used the dataset available in the UCI Machine Learning Repository,
which is drawn from the University of California Irvine Machine Learning Repos-
itory [30–32]. The first step is to preprocess the datasets and sequentially merge
them. The preprocessed dataset contains 1100 instances merged from three datasets,
with 104 adolescents, 704 adults, and the remainder being child instances. One hot
encoding was implied to age description, which is a categorical feature because
most machine learning algorithms cannot deal with categorical information directly
and must be converted to a numerical format for easy access. Some instances with
missing values are filled using the median method, where label encoding was used
for categorical information, and the null values were filled using KNN imputer.
After processing of the data, they were split into training and testing set, followed
by applying cross validation and selection of hyperparameters. Hence, discriminant
analysis algorithms were applied, and models were constructed. Finally, different
performance parameters were observed, and best performing model was proposed.
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Fig. 1 Overall workflow diagram

The workflow diagram of the overall method is portrayed in Fig. 1. However, the
correlation heatmap is displayed in Fig. 2.

Fig. 2 Correlation heatmap
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3 Study of Discriminant Analysis Algorithms

Discriminant analysis algorithms, particularly linear and quadratic are the two classic
classifiers with a linear and nonlinear supervisory aspect, respectively. These algo-
rithms are valuable for they are intrinsically multiclass, and are shown to perform
well in practice with conveniently calculated solutions [33].

3.1 Linear Discriminant Analysis (LDA)

In order to solve the linear dimensionality problems in case of pattern recognition
and ML, LDA is customarily brought into play. Conventionally, the LDA algorithm
projects the original data matrix into a lower space if two classes with multiple
features are to be separated efficiently. If only a single feature is used, it may result
in unwanted overlapping. So, in order to have a correct classification, increment
of the number of features is a must. LDA is a straightforward method where the
generative approach for classification is applied and trained. It tends to measure and
maximize the associativity of the various classes which can also be named as the
interclass variance or the interclass matrix [34]. The LDA discriminant function can
be written as

∂k(x) = 2μT
k

∑−1

k
X − μT

k

∑−1

k
μk − 2 log(πk) (1)

where,

X = the set of measurements.

μk = mean vector.

πk = prior probability.
∑

k = covariance matrix and.

k = class.
The goal of LDA is to evaluate the results when the criterion or dependent variable

is categoricalwith an interval in existence of the indicator or the independent variable.
This means that it is possible to create discriminating functions which are nothing
but the linear combination of separate variables which distinguish perfectly between
the categories of the dependent variable. The consistency of the classification is also
assessed [35].
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3.2 Quadratic Discriminant Analysis (QDA)

LDA can learn only linear limits, while QDA can learn quadratic limits, and is
hence more mobile. QDA algorithm is a simplified LDA version provided that the
measurements usually are distributed by only two groups of points. InQDA, however,
it does not take into account the postulation that the covariance of each of the class
is equal like LDA. Furthermore, a conic area would be the surface separating the
subspaces (like a hyperbola, or parabola) [36]. The QDA discriminant function can
be stated as

∂k(x) = −1

2
(x − μk)

T
∑−1

k
(x − μk) + log(πk) (2)

The hypothesis that each class can be modeled by a Gaussian distribution, and the
similar covariance matrix would be allotted is the basic idea for LDA. But, it is nearly
incapable when the mean of the distributions are mutual, because to catch a new axis
linearly separable in this case is hardly possible by LDA. Hence, nonlinear discrim-
inant analysis algorithms are welcomed such as Quadratic Discriminant Analysis
(QDA) where each class uses its individual estimate of variance or covariance.

4 Results

After going through the algorithms, the dataset was schemed to build theMLmodels
with QDA and LDA. Here, all the simulations were performed using Python. Later
on, confusion matrices of these algorithms are tabulated in Table 1 with before and
after tuning the hyperparameters. Afterward, a detailed analysis is portrayed in terms
of different performance parameters in Table 2where accuracy, precision, sensitivity,
Youden Index, F1 score and ROC-AUC were calculated and compared for both of
the cases.

Table 1 Confusion matrix for discriminant analysis algorithms

Algorithms Predicted

False True

LDA Before tuning Actual False 287 16

True 0 137

After tuning False 301 2

True 0 137

QDA Before tuning Actual False 34 14

True 7 172

After tuning False 302 1

True 0 137
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Table 2 Comparative analysis based on performance parameters for LDA and QDA

Performance parameters LDA LDA (tuned) QDA QDA (tuned)

Accuracy 0.9636 0.9955 0.7182 0.9977

Precision 0.8954 0.9856 0.5461 0.9928

F1_score 0.9448 0.9928 0.554 0.9964

AUC 0.9736 0.9967 0.6754 0.9983

Specificity 0.9472 0.9934 0.7888 0.9967

Youden index 0.9472 0.9934 0.3508 0.9967

In case of QDA (after tuning), improved performances are observed in all of the
parameters. Although, LDA has presented more accuracy (96.36%) before tuning of
the hyperparameters, QDA surpassed it after hyperparameter tuningwith an accuracy
of 99.77%. In case of precision, LDA (0.8954) triumphsQDA (0.5461) before tuning,
while QDA outperforms LDA after tuning. For specificity, QDA (0.9967) performs
better than LDA (0.9934) after tuning. Likewise, QDA also takes lead of LDA in case
of other parameters (Youden Index, F1 score and sensitivity) after tuning although
LDA showcased better results before tuning.

Hence, the graphical analyses have been illustrated to analyze the investigation
in a quite comprehensive manner. Figure 3 depicts the comparison of Accuracy and
Precision where it is evident that QDA outperforms LDA in both the cases with
tuning. Next, comparison of F1 score and AUC_ROC shown in Fig. 4 can give the
idea that after tuning, QDA (F1 score 0.9964 and AUC 0.9983) leads LDA (F1 score
0.9928 and AUC 0.9967) and in similar fashion, specificity and Youden index of
Fig. 5 can show that tuned QDA gives the satisfactory results. This, QDA presents
promising results in detecting ASD which will enable the healthcare professionals
to prescribe early and timely treatments for the patients.

Fig. 3 Comparison of accuracy and precision
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Fig. 4 Comparison of F1 score and AUC_ROC

Fig. 5 Comparison of Youden index and specificity

5 Conclusion

DNA alteration of genes convoluted with intelligence and neuropsychiatric growth
of a person can contribute to mild or severe ASD. This disorder can craft a notice-
able impact among people at any time of life. That being the case, detection of
it at the most embryonic stage is vital to limit the intensity of the disease and have
fruitfulmedications. Subsequently, the intellectuals have started acting on employing
MachineLearning (ML) algorithmsdue to its competent nature. In this study, discrim-
inant analysis algorithms are investigated and well-organized analytical models are
fabricated with LDA and QDA with hyperparameter tuning for better upshots. If
compared, the accuracy ofQDA is 71.82%which, after tuning, bolsters themaximum
accuracy of 99.77% leaving behind LDA in terms of other performance metrics too.
Necessarily, the intricacy of an e-healthcare system choreographed by ML can play
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a major role for the physicians in clinical judgment, guide the patients to potential
diseases and aid the hospitals in mapping and treating them scrupulously.
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A BRBES to Support Diagnosis of
COVID-19 Using Clinical and CT Scan
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Abstract In the prevailing COVID-19 pandemic, accurate diagnosis plays a vital
role in preventing the mass transmission of the SARS-CoV-2 virus. Especially
patients with pneumonia need correct diagnosis for proper treatment of their res-
piratory distress. However, the current standard diagnosis method, RT-PCR testing
has a significant false negative and false positive rate. As alternatives, diagnosis
methods based on artificial intelligence can be applied for faster and more accu-
rate diagnosis. Currently, various machine learning and deep learning techniques are
being researched on to develop better COVID-19 diagnosis system. However, these
approaches do not consider the uncertainty in data. Deep learning approaches use
backpropagation. It is an unexplainable black box approach and is prone to problems
like catastrophic forgetting. This article applies a belief rule-based expert system
(BRBES) for diagnosis of COVID-19 on hematological data and CT scan data of
lung tissue infection of adult pneumonia patients. The system is optimized with
nature-inspired optimization algorithm—BRBES-based adaptive differential evolu-
tion (BRBaDE). This model has been evaluated on a real-world dataset of COVID-19
patients published in a previous work. Also, performance of the BRBaDE has been
compared with BRBES optimized with genetic algorithm and MATLAB’s fmincon
function where BRBaDE outperformed genetic algorithm and fmincon and showed
best accuracy of 73.91%.
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1 Introduction

It has been more than a year since the COVID-19 pandemic began. COVID-19 infec-
tion can lead to pneumonia in patients. Certain characteristics in radiological data
such as chest X-ray or CT scan might indicate the possibility that the pneumonia has
been caused due toCOVID-19 infection. To confirm this, RT-PCR test is conducted to
diagnose COVID-19. However, RT-PCRmethod has been reported to have a variable
false negative rate, and often it is significantly high as well [1]. Mutations and cross-
reactivity can result in false negative and false positive results for RT-PCR testing [2].
Previous researches have shown that diagnosis of COVID-19 based on blood tests
can be a potential faster alternative of RT-PCR [3]. Research is also being conducted
on medical imaging technologies such as computed tomography (CT) and X-ray to
discover a reliable alternative diagnostic system. However, X-ray-based diagnosis
has been reported to have high false negative results [4]. On the other hand, CT scans
have been reported to have better performance in diagnosis of COVID-19 over X-ray
images [5]. Various researchworks have focused on the application ofmachine learn-
ing (ML) and deep learning (DL) algorithms on hematological data and chest CT scan
data for COVID-19 diagnosis [6, 7]. However, DL and ML techniques have some
limitations. DL relies on gradient-based backpropagation which induces the problem
of catastrophic forgetting. This means during any learning trial, an unpredictable part
of the learning memory can collapse [8]. Although the underlying inference mecha-
nism of deep learning techniques ensure accuracy, it does not support explainability
in the decision-making process [9]. Rudin [10] has noted that ML and DL models
should be interpretable rather than explainable for high stake decision making. Deep
learning techniques transform data manifolds assuming that learnable transfer func-
tions exist that can facilitate the mapping [11]. However, [12] has pointed out that
for data that have causal relationships, such transformations do not perform well,
even for large datasets. Nguyen et al. [13] have shown that deep neural networks are
prone to misclassify data with high confidence. Moreover, hematological data can
have uncertainties of measurement due to the variation in reagents used in the blood
analyzer machine [14]. CT scan images can have uncertainty due tomisinterpretation
of image and variation in image acquisition techniques [15, 16]. Besides, it might
not be possible to run all the tests that assist in diagnosis. This can happen due to lack
of reagents and equipment. Taking these facts into account, we have trained a belief
rule-based expert system (BRBES) using the gradient-free optimization algorithm-
BRB-based adaptive differential evolution (BRBaDE)—on a public clinical dataset
containing hematological and CT scan parameters. BRBES can reason on data hav-
ing nonlinear causal relationship [17]. It is a reasoning mechanism that can address
the uncertainty in data such as ignorance, incompleteness, and imprecision of data.
Also, BRBES can learn using gradient-free optimization approaches such as various
evolutionary algorithms. BRBaDE [18] is one of the efficient evolutionary algo-
rithms that provides an appropriate balance between exploration and exploitation of
the search space.
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The rest of the article is organized as follows: In Sect. 2 related works have been
reviewed. Section3 covers the methodology followed by Sect. 4, where the perfor-
mance of the system is evaluated and discussed. Finally, Sect. 5 concludes the article
and points out our future work.

2 Literature Review

In previous works, efforts were made to identify various hematological parameters
related to COVID-19 [3, 19–21].Machine learning has been applied on such hemato-
logical parameters in multiples works. Authors of [6] employed random forest (RF)
and found elevenparameters that produce the best results. In [22], authors conducted a
feasibility study with application of classical machine learning on routine blood tests
for COVID-19 diagnosis. Similarly [23] explored the potential of machine learning
on hematological dataset of Oxfordshire Research Database (IORD). An explain-
able ML approach using decision tree and criteria graph was used in [24] to diagnose
COVID-19 from routine blood tests. Chest CT scan results can provide essential
insight for COVID-19 diagnosis. Previous researches discovered various CT scan
image features correlated to COVID-19 [25–29]. DL approaches were employed on
chest CT scan image data of patients as well for identifying alternative diagnosis
methods for COVID-19. In [30], an AI-based system was developed by training a
convolutional neural network (CNN) on CT scan image data and training classical
machine learning algorithms on clinical biochemical data. Authors in [7] used a
voting-based approach to develop an efficientNet-based diagnosis system for chest
CT image data. In [31], a DL-based computer-aided detection (CAD) system was
developed to assist radiologists to diagnose COVID-19 at early stage from CT scan
images. Thesemethods rely onML orDL algorithmswhose limitations we discussed
in previous section. Unlike ML and DL algorithms, BRBES can address nonlin-
ear causal data, reason under uncertainity and can be optimized using gradient-free
nature-inspired algorithms such as BRBaDE [18]. BRBES has been applied to design
artificial intelligence-based diagnosis systems for various diseases and medical con-
ditions [32–39]. In [40], BRBES optimized with a modified differential evolution
(DE) algorithm has been developed to predict the severity of illness in COVID-19
patients. They used lactic dehydrogenase (LDH), lymphocytes, and high-sensitivity
C-reactive protein (hs-CRP) as clinical parameters. However, they only considered
hematological parameters in developing their diagnostic system. In our research, we
consider four hematological parameters and one chest CT scan parameter to train our
BRBES. They will be discussed in Sect. 3. BRBES can be trained using optimization
algorithms such as genetic algorithm (GA), DE, and MATLAB’s fmincon function.
However, GA requires to encode and decode the solutions of the optimization prob-
lem to bit strings, and it does not support vectorized mutation [41]. Fmincon uses
gradient-based algorithms which are prone to problems related to local optima. DE
is a developed form of GA that has updating equation to allow efficient vectorized
mutation [41]. Real numbers can be used to represent the solutions [41]. However,
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the crossover and mutation factors remain constant hindering balanced exploration
and exploitation of the search space. This has been addressed in [18] where a new
optimization algorithm, BRBES-based adaptive differential evolution (BRBaDE)
has been used to optimize a BRBES for power usage effectiveness (PUE) prediction
of data centers. In summary, BRBES can infer on hematological and chest CT scan
data of COVID-19 patients that contain uncertainty and BRBaDE provides a gradient
free optimization with optimal exploration and exploitation.

3 Methodology

3.1 BRBES

A belief rule-based expert system (BRBES) uses a belief rule base (BRB) as knowl-
edge base and evidential reasoning (ER) as inference engine. Unlike assertive IF-
THEN rule base, BRBES can express complex and nonlinear causal connections
under uncertainty. BRB has two main components—antecedent and consequent.
Each antecedent attribute has some referential values while a distribution of degrees
of belief is assigned to the consequent attribute. An example of a belief rule is as
follows:
IF C-Reactive Protein is Medium AND Prothrombine Time is High AND Fibrino-
gen is Medium AND CT percentage of lung infection is High AND Platelet Count
in Low THEN COVID-19 Positivity is (Very High, 0.37), (High, 0.06), (Medium,
0.27), (Low, 0.3)

The rule is considered complete if sum of the degrees of belief (0.37 + 0.06 +
0.27+ 0.3 = 1) is one. Otherwise it is considered incomplete. This can happen because
of ignorance or incompleteness in data. Since the example rule uses the conjunction
operator (AND), it represents a conjunctive BRB. There are disjunctive BRBs as well
that use the disjunctive operator (OR). The relationship between antecedents and con-
sequents in a BRB can be represented with a BRB tree as shown in Fig. 1. Evidential
reasoning (ER) can handle heterogeneous data and various types of uncertainties
such as incompleteness, ignorance, imprecision, vagueness, and randomness. Evi-
dential reasoning comprises of certain steps. They are input transformation,matching
degree calculation, rule activation weight calculation, belief update, and rule aggre-
gation which as shown in Fig. 2. Through input transformation, the input value of

Fig. 1 A BRB tree
representing the COVID-19
diagnosis framework using
hematological data and CT
scan lung infection data
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Fig. 2 Working process of a BRBES

an antecedent attribute is distributed over the referential values associated with that
antecedent attribute. These transformed values are known as matching degrees. The
rules are generated by using multiplication or addition operation on the individual
matching degrees. The operation type depends on whether the BRB is conjunctive or
disjunctive, respectively. Due to this operation, total matching degrees are obtained
for each rule. Each of them represents a rule in the rule base. With matching degrees
assigned, the rules then become active. Next, the activation weight of the rule is cal-
culated using the matching degrees and relative rule weights. The activation weight
of a rulewill be zero if that rule is not activated. The sumof the rule activationweights
of a rule base should be one. After these steps, an initial belief matrix is generated
which lists degrees of belief corresponding to the consequent attribute of each rule.
There may be absence of data for any antecedent attributes because of ignorance.
In this case, the belief degrees associated with each rule in the rule base need to be
updated to address this uncertainty due to ignorance. Lastly, all the rules are aggre-
gated to calculate the output for the input data of the antecedent attributes using the
evidential reasoning algorithm. The calculated output value against the input data
will be in a fuzzy form, i.e., distributed over the referential values of the consequent.
Then a crisp or numerical value is obtained from the fuzzy form. This is done using
the utility score associated with each referential value of the consequent attribute.
All these steps are executed by following the procedures mentioned in [32, 34].

Optimization is performedusingBRBaDE.Differential evolution (DE) is a vector-
based metaheuristic algorithm. It uses both exploration and exploitation in the forms
of crossover (Cr ) and mutation (F) operations, respectively. However, traditional
differential evolution assumes the Cr and F factors to be constant over the iterations.
BRBaDE takes into consideration the uncertainties in Cr and F factors as well.
In BRBaDE, the Cr and F factors change in each iteration based on the change
in solution vector and fitness values of the current population from the previous
population. The change in solution population is denoted by PC, and change in fitness
value is denoted by FC. From PC and FC, we can obtain the values d11, d12, d21 and
d22. PC, FC, d11, d12, d21, and d22 can be calculated using Eq.15–20 of [18]. Here,
d11 and d12 are sent as antecedent attributes in one BRBES called BRBES_CRwhich
outputs the crossover factorCr . And d21 and d22 in another BRBES called BRBES_F,
which outputs the mutation factor F . Both of these BRBES’ are conjunctive and all
attributes (both antecedent and consequent) have three referential values, i.e., low (L),
medium (M), and high (H ). The utility values assigned to antecedent and consequent



488 S. M. Shafkat Raihan et al.

Fig. 3 Schematic diagram of BRBaDE

attributes of BRBES_CR are 0, 0.5, and 1. Utility values assigned to antecedent and
consequent attributes of BRBES_F are 0, 1, and 2, since F , d21, d22 ∈ [0, 2].

Finally, using two separate BRBES’ to calculate newer values of Cr and F pro-
vides balanced exploration and exploitation by addressing the uncertainty. In Fig. 3,
the schematic diagram of BRBaDE is shown. The training is done for 1000 iterations
with a tolerance of 10−6 with tenfold cross-validation. The objective function ξ is
constructed using Eqs. 7 and 8 of [18]. The optimization of the parameters is done
using the following:

min
P

ξ(P)

P = P(μ(Oj ), θk, δk, β jk)

The parameters here are as follows:

1. μ(Oj ) (0 ≤ μ(Oj ) ≤ 1. j = 1, . . . , N where N is the number of referential
values of consequent attribute) represents the utility values of the consequent
attribute’s referential values. Constraint: μ(Oi ) < μ(Oj ) if i < j .

2. θk ( 0 ≤ θk ≤ 1. k = 1, . . . , L where L is the number of rules) represents the
rule weights.

3. δk (0 ≤ δk ≤ 1. k = 1, . . . , L where L is the number of rules) represents the
antecedent attribute weights. It is applicable for only conjunctive BRBES.

4. β jk (0 ≤ β jk ≤ 1. j = 1, . . . , N and k = 1, . . . , L where N is the number of
referential values of consequent attribute and L is the number of rules) repre-
sents the degree of belief of the j th consequent referential value of the kth rule.
Constraint:

∑n
j=1 β jk ≤ 1.
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3.2 Dataset

We have run our experiments on the dataset prepared and used in [21]. This is a
real-world dataset consisting of data of 231 patients. The dataset was available in
.xlsx format and collected data of ICU-transferred patients and stable patients in
two separate sheets. The sheet of ICU-transferred patients contained 100 samples of
which 18 were COVID-19 negative and 82 were COVID-19 positive. The sheet of
stable patients contained 131 samples of which 57 were COVID-19 negative and 74
were COVID-19 positive. The two sheets had 15 common fields which are Patient
Id, Gender (0: Female, 1: Male), Age (years), Age > 60years (Yes: 1, No: 0), SARS-
CoV-2 RT-PCR testing results (Positive: 1, Negative: 0), Time between the disease
onset and admission to the hospital (days), CRP upon admission (mg/L), INR upon
admission, PT upon admission (sec.), Fibrinogen upon admission (mg/L), Platelet
count upon admission (109/L), Chest CT upon admission: lung tissue affected (%),
CRP, 1week after admission (mg/L), Chest CT, 1week after admission: lung tissue
affected (%) and Platelet count, 1week after admission (109/L). The sheet of ICU-
transferred patients contained two additional fields, namely time between admission
to the hospital and transfer to ICU (days) and artificial lung ventilation in ICU (Yes:
1, No: 0). For this research, we combined the data of both sheets resulting in 231
samples. Of these fields, we selected the fields that recorded CRP, PT, fibrinogen,
chest CT, and platelet count upon admission. These are the antecedent attributes used
in our model. Measurement of these values taken one week later was not considered
because usually RT-PCR results are available within a week. If the values recorded
one week later are considered, our proposed diagnostic model will require to wait
for a week as well. INR was not considered as it is value derived from PT value. The
field “SARS-CoV-2 RT-PCR testing results” was taken as the consequent attribute.
Some of the samples had blank field for one or two antecedent attribute. If samples
with blank fields were omitted, the size of the training set would reduce in size.
However, BRBES has the remarkable property of being able to address ignorance in
data samples. Therefore, fields that were missing values were filled with 0, so that
the complete dataset could be utilized. The final dataset contained 156 samples of
COVID-19 positive patients and 75 samples of COVID-19 negative patients. The
attributes selected as antecedent attributes are presented in Table1. The RT-PCR
testing result forCOVID-19 (1 if positive, 0 if negative)was considered as consequent
attribute. For each antecedent and consequent attribute, four referential values were
considered. The utility values of each antecedent attribute were assigned based on the
highest and lowest values of that attribute in the dataset. The lower bound and upper
bound for the consequent attribute were 0 and 1, respectively. The crisp output is
intended to be a probability value indicating the chance of being COVID-19 positive.
The utility values for the antecedent attributes are presented in Table1.We conducted
tenfold stratified cross-validation on the whole dataset. On average, the training folds
had a positive-to-negative class ratio of 140.4:67.5. On average, the test folds had a
positive to negative class ratio of 15.6:7.5.
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Table 1 Utility values of the antecedent attributes

Referential
value

CRP (u.a.) PT (u.a.) Fibrinogen
(u.a.)

CT (u.a.) Platelet (u.a.)

Low (L) 0 0 0 0 38.0000

Medium (M) 109.3300 6.8700 3.8270 0.3300 189.6700

High (H ) 218.6700 13.7300 7.6530 0.6700 303.3300

Very high
(VH)

328.0000 20.6000 11.4800 1.0000 493.0000

CRP = C-reactive protein, PT = prothrombine time, CT = chest CT (percentage of lung tissue
infected), platelet = platelet count, u.a. = upon admission

4 Results and Discussion

We have trained the BRBaDE for both conjunctive and disjunctive BRBES although
BRBES_CR and BRBES_F were conjunctive for both. For comparison of results,
we have also trained and tested by optimizing the disjunctive BRBES with genetic
algorithm as well as fmincon optimization function from MATLAB Optimization
toolbox.

Yang [41] states that in practice, it is more efficient and stable to use F ∈
[0, 1] instead of F ∈ [0, 2]. Thus, we have trained the conjunctive and disjunctive
BRBaDEs using F ∈ [0, 1] as well. For this, the utility values for L , M , and H for
all antecedent and consequent attributes of BRBES_F were changed to 0, 0.5, and 1,
respectively. Also, Eqs. 19 and 20 of [18] were modified as follows,

d21 = d11
d22 = d12

We also performed a tenfold cross-validation on our dataset. The mean square error
(MSE) was the objective function to be minimized. Table2 shows the mean square
error of test sets in each fold as well as the average and best values.

Themodel classifies sampleswith predicted output≤ 0.5 as 0 (negative) and those
> 0.5 as 1 (positive). Various classification metrics have been shown in Table3 to
compare the diagnosis performance of the algorithms. Accuracy shows the number
of correctly classified samples. Precision represents the exactness of the classifier
. Sensitivity or recall represents the completeness of the classifier . F1 score is the
harmonic mean of precision and recall. These measures are very effective when the
dataset has class imbalance. The true negative (recognition) rate is represented by
specificity. Receiver operator curve helps to visualize the trade-off between true pos-
itive rate and false positive rate. Similarly precision–recall curve helps visualize the
trade-off between precision and recall. The area under curve (AUC) is a measure
of how capable a classifier is to distinguish between classes. To visualize the per-
formances, we have plotted ROC curve and precision recall curve of the algorithms
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Table 3 Best performances of the optimization algorithms

BRBADE
(F ∈ [0, 2])
for conj.
BRBaDE

GA BRBES fmincon
BRBES

BRBaDE
(F ∈ [0, 1])
for disj.
BRBES

BRBaDE
(F ∈ [0, 2])
for disj.
BRBES

Accuracy 0.54167
(Fold-2)

0.69565
(Fold-1)

0.69565
(Fold-1)

0.73913
(Fold-8)

0.73913
(Fold-10)

Precision 1 (Fold-1) 0.69565
(Fold-1)

0.69565
(Fold-1)

0.72727
(Fold-8)

0.72727
(Fold-10)

Sensitivity 0.5 (Fold-2) 1 (Fold-1) 1 (Fold-1) 1 (Fold-1) 1 (Fold-1)

Specificity 1 (Fold-2) 0 (Fold-1) 0 (Fold-1) 0.14286
(Fold-8)

0.14286
(Fold-10)

F1-score 0.59259
(Fold-1)

0.82051
(Fold-1)

0.82051
(Fold-1)

0.84211
(Fold-8)

0.84211
(Fold-10)

ROC-AUC 0.61607
(Fold-1)

0.61607
(Fold-7)

0.56667
(Fold-6)

0.63393
(Fold-10)

0.63393
(Fold-10)

(a) ROC (b) Precision-Recall

Fig. 4 ROC and precision–recall curves

as well. They have been depicted in Fig. 4a, b, respectively. We have trained our
model on a dataset of adult patients of viral pneumonia. In the COVID-19 pandemic,
faster diagnosis is very important. In case of patients of pneumonia, further care is
needed as the lungs get infected. Various previous studies have shown the correlation
of hematological parameters with COVID-19. Other studies have identified charac-
teristics of chest CT image data that can assist in identifying COVID-19 infection.
However, to confirm the suspicion, medical professionals need to rely on RT-PCR
test. It is the current standard for COVID-19 diagnosis. But RT-PCR has signifi-
cant susceptibility to false positive and false negative errors. Also, since the virus
is mutating, RT_PCR primers and probes needed for identifying the mutated strains
need to be available at the hospitals and diagnostic institutes. This might not always
be possible. If the correlation of hematological data and CT scan data to COVID-19
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can be utilized to form an alternative diagnostic approach, many lives can be saved.
Artificial intelligence can make that possible. And since real-word scenarios have
uncertainty in them, artificial intelligence methods like BRBES will prove to be very
effective in implementing efficient diagnostic systems. Another feature of BRBES
is that it can operate even when some aspects of data are missing. So even if not all
the tests could be run due to lack of equipment and reagents, BRBES will be able to
reason based on test results that are available. Alongside, BRBES can also handle the
uncertainties raised due to ambiguities and imprecision in the measurement of hema-
tological parameters. It can also address uncertainties raised due to misinterpretation
and variations in image acquisition in CT scan data.

FromTable2, we can see that both instances of disjunctive BRBESwith BRBaDE
optimization have performed relatively better than the rest. BRBaDE on disjunctive
BRBES with F ∈ [0, 2] has the most minimum mean square error (obtained in Fold
10). Also, the BRBaDE on disjunctive BRBES with F ∈ [0, 1] has the lowest aver-
age mean square error. The results of MSE vary for different folds across different
algorithms for various possible reasons. One of those reasons can be the presence of
missing antecedent values which were set to zero. A second possible reason is that
although the sum of degrees of belief can 1 or less than 1, for this article we strictly
adhered to ensuring completeness of belief and hence the algorithm was coded in
a way that ensures the sum of degrees of belief is one. Although this is an ideal
assumption, real-world scenarios do not always have complete belief rules. Another
reason can be the reduced size of the test set due to tenfold cross-validation.

From Table3, we can observe that both instances of disjunctive BRBES have
outperformed the other models in accuracy, sensitivity, F1-score, and ROC-AUC.
In precision, they were outperformed only by conjunctive BRBES. It can also be
observed that the two instances of disjunctive BRBaDE could not perform well in
specificity. This might have happened due to the class imbalance in our dataset. The
dataset has more instances of positive class than that of negative class. However, their
specificity score is comparatively better than those of fmincon optimizedBRBES and
GA optimized BRBES. Although conjunctive BRBES is has better specificity, it has
not performedwell in the other metrics. Also, the rule base increases exponentially in
conjunctive BRBES due to which it takes long time to train for larger iterations [18].
And if the number of variables to be optimized is large, it may run out of memory
during execution as well. ROC curve plots true positive rate against false positive
rate. On the other hand, a high area under the precision–recall curve represents
both high recall and high precision. High precision relates to a low false positive
rate and high recall relates to a low false negative rate. From Fig. 4a, b, we see that
disjunctive BRBES optimizedwith BRBaDE has outperformed conjunctive BRBES,
genetic algorithm, and fmincon. Disjunctive BRBES optimized with BRBaDE with
F ∈ [0, 2] has outperformed genetic algorithm and obtained precision–recall AUC
more than 76%. It may be noticed that the overall performance of the ROC curve
is quite poor. This is due to the fact that due to tenfold cross-validation on the
whole dataset, the number of test values reduced. Also, as mentioned earlier, strictly
maintaining completeness of belief rules and presence ofmissing values (whichwere
initialized to zero) may have influenced the ROC as well.
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It cannot be denied that the training procedure of BRBaDE needs further refine-
ment for being applied to COVID-19 diagnosis. We trained on a smaller dataset to
experiment on the feasibility of BRBES optimized with BRBaDE.We found that dis-
junctive BRBES optimized with BRBaDE performs better over disjunctive BRBES
optimized with genetic algorithm and fmincon. It also performs better over conjunc-
tive BRBES optimized with BRBaDE. To enhance the performance of disjunctive
BRBES optimized with BRBaDE, it is essential to train on a larger dataset. Also,
[18] has shown that BRBaDE performs very well when both structure and param-
eters of the BRBES are optimized. Our study has revealed that disjunctive BRBES
optimized with BRBaDE possesses good potential as a metaheuristic and gradient-
free optimization algorithm for COVID-19 diagnosis based on hematological and
CT scan data of lung infection. Therefore, it is feasible to continue the research on
disjunctive BRBES optimized with BRBaDE to enhance its performance.

5 Conclusion

In this article, we demonstrated the application of disjunctive BRBES optimizedwith
BRBaDEon hematological andCT scan data. The objective of themodelwas to serve
as COVID-19 diagnostic decisionmaker for adult patients with pneumonia. It showed
better performance in comparison to three other metaheuristic algorithms. However,
our model still requires much improvement. It is trained on a smaller dataset and
can optimize parameters only. Previous studies have shown that disjunctive BRBES
performance enhances when both structure and parameters are optimized jointly.
This research is intended to be a feasibility study to observer how the belief rule-
based expert system performs in COVID-19 diagnosis using both hematological and
CT scan data. The model requires further improvement before being considered for
deployment in the real field. However, to our knowledge, there has been no previous
application of BRBES using both hematological and CT scan data for COVID-19
diagnosis. The findings of this research can assist other researchers who are research-
ing on developing AI-based diagnostic tools for better diagnosis of COVID-19. In
future therefore, we shall train our disjunctive BRBES optimized with BRBaDE
on a larger dataset of hematological and CT scan data. Also, joint optimization of
parameters and structure optimization will be experimented to obtain better results.
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Performance Analysis of Particle Swarm
Optimization and Genetic Algorithm
in Energy-Saving Elevator Group
Control System

Mohammad Hanif and Nur Mohammad

Abstract Optimization of energy consumption in Elevator Group Control System
(EGCS) has become a concerning issue due to the global energy crisis. To resolve
this concern, only a handful amount of approaches, based on swarm intelligence,
have been implemented. For this reason, this study implements and analyzes the
energy-saving EGCSbased on two popularmetaheuristic algorithms: Particle Swarm
Optimization (PSO) andGenetic Algorithm (GA). The performance analysis of these
two algorithms in energy-saving EGCS reveals that both of the algorithms have
some pros and cons. While PSO can optimize energy consumption much better than
GA in most cases, the trapping in local minima or pre-mature convergence of PSO
makes its performance worse. GA, on the other hand, is unable to reduce energy
consumption in EGCS to a considerably lower level. However, the average energy
consumption and standard deviation of GA are superior to that of PSO. In the case
of computational time, PSO outperforms GA, which makes PSO a popular choice
where faster computation is required.

Keywords Metaheuristic algorithms · Constraint · Convergence characteristic ·
Energy-saving · PSO · GA

1 Introduction

In high-rise buildings, EGCS generally controls three or more elevators simultane-
ously. The most important part of EGCS is the group control dispatching algorithm.
Selecting the best elevator from a group of elevators is the basic goal of EGCS [1]. In
this case, selecting the right elevator is crucial for optimizing the performance param-
eters of EGCS. The major performance indicators of EGCS are average waiting-time

M. Hanif (B) · N. Mohammad
Department of Electrical & Electronic Engineering, Chittagong University of Engineering &
Technology, Chittagong 4349, Bangladesh

N. Mohammad
e-mail: nur.mohammad@cuet.ac.bd

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. S. Arefin et al. (eds.), Proceedings of the International Conference on Big Data,
IoT, and Machine Learning, Lecture Notes on Data Engineering and Communications
Technologies 95, https://doi.org/10.1007/978-981-16-6636-0_38

497

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6636-0_38&domain=pdf
http://orcid.org/0000-0002-8288-211X
http://orcid.org/0000-0001-5872-2856
mailto:nur.mohammad@cuet.ac.bd
https://doi.org/10.1007/978-981-16-6636-0_38


498 M. Hanif and N. Mohammad

(AWT), average journey-time (AJT), computational time (CT), and energy consump-
tion (EC) [2–5]. Due to the contradictory relation among these performance indices,
it is difficult to satisfy all the parameters at the same time [1]. When selecting param-
eters, the earlier studies placed a strong emphasis onminimizing AWT or AJT, which
is critical for passengers’ comfort. However, owing to theworldwide energy shortage,
the optimization of energy consumption is being paid much attention in recent years.

The optimization of the EGCS dispatching problem is a complex and challenging
task. Since passengers arrive in multi-story buildings at random, elevator scheduling
is influenced by traffic patterns (i.e., passenger inflow rate). Moreover, optimization
in EGCS is difficult due to the following reasons:

• The optimization in EGCS is dependent on a variety of factors, such as elevators’
position and running direction, passengers’ number in the elevator cars, number
of stops to respond to a hall-call, and traveling distance [6].

• The performance metrics of EGCS are contradictory to one another. As a result,
selecting an objective for EGCS may degrade the other indices of EGCS.

• The EGCS dispatching problem is a combinatorial problem. If an EGCS consists
of n elevators and gets p hall-call at a particular time, the dispatching algorithm
needs to consider np number of cases [6, 7].

• Because of the dynamic nature of EGCS, it is necessary to consider the possible
future call. As a result, various uncertain variables must be considered prior to
optimization.

• Finally, traffic patterns have an impact on EGCS scheduling. As a result, a purely
mathematical method to solve this problem is not feasible [8].

In Fig. 1, the regulatory factors of EGCS to transport passengers are shown. The
controlling factors are mainly divided into two parts (group control and elevator
control). The group control composes of strategies and car selection. On the other

Fig. 1 Basic factors of elevator control and group control to transport passengers
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hand, the elevator control depends on the elevator position, the number of passengers,
and their destinations.

In the meanwhile, EGCS makes considerable use of fuzzy logic and neural
networks [9]. However, due to EGCS’s unpredictable and dynamic behavior, each
approach has significant drawbacks [10, 11].Moreover, because of the combinatorial
nature and uncertainties, metaheuristic approaches are highly beneficial in the opti-
mization problems of EGCS [12]. Swarm intelligence has already demonstrated its
effectiveness in solving complex and dynamic problems. On top of that, this swarm
intelligence-based optimization does not necessitate the use of a precisemathematical
model [13]. For this reason, the authors of this study are motivated to use two popular
metaheuristic algorithms (PSO and GA) to construct EGCS strategies for reducing
energy usage. PSO and GA have been widely applied to solve a variety of complex,
dynamic, and difficult problems, such as scheduling and optimization. Both of these
algorithms are also implemented in EGCS optimization. In most cases, however, the
performance parameters are AWT or AJT, neglecting the energy-saving issue. The
optimization of energy consumption in the EGCS car dispatching problem is a pivotal
issue, even though it has been overlooked for many years, with the exception of a
few metaheuristic techniques. To address this concern, an approach to optimize the
usage of energy in EGCS is implemented in this study. The authors apply PSO and
GA algorithms in the EGCS dispatching problem to optimize energy consumption.
In addition, the comparative analysis between these two algorithms is discussed in
this research. This comparative analysis will serve as a guide for future researchers
and designers in deciding which algorithm is best for the energy-saving in EGCS.

The paper is organized as follows: first, some major previous works are outlined,
then the objective function and constraints of the optimization are formulated. The
fourth section discusses the PSO and the GA in the EGCS problem, while the simu-
lation methods and parameters of the optimization are described in the fifth section.
Finally, the paper concludes with the analysis and comparison of the obtained result,
followed by limitations and future research scopes.

2 Related Previous Works

In 1979, Otis Elevator Company produced the first elevator controller, known as
Elevonic 101 [14]. The first and most commonly implemented metaheuristic algo-
rithm for EGCS is GA. The primary concept of EGCSwasmentioned by Fujino et al.
[15] in 1997, where the authors implemented the EGCS employing GA. Following
that in 2001 and 2003, Tyni and Ylinen [16, 17] implemented two GA approaches.
Subsequently, these two authors investigated anothermulti-objectiveEGCSapproach
in 2006 [18]. In the elevator group, Bolat and Cortés [19] implemented GA and
Tabu Search (TS) approaches in 2011. For various EGCS configurations, the authors
compared these two algorithms (GA and TS). However, these approaches were solely
examined by AJT, ignoring the issue of energy usage. In 2013, Bolat et al. [20] used
PSO in EGCS to minimize AJT, demonstrating that PSO performed better than GA
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and TS in complex configurations. In a simple building, however, PSO performed
poor results in that study. In 2014 and 2016, Tartan et al. [21, 22] implemented
two AWT minimization approaches employing GA. Recently, in 2020, Ant Colony
Optimization (ACO)-based EGCS was implemented by Le et al. [23], where AWT
optimization was taken into account. In that approach, however, due to the increased
operating frequency, the energy consumption performance deteriorated.

3 Problem Formulation

The formulation of the objective function of energy consumption and constraints
are the most significant factors for optimizing energy consumption in EGCS. In
this section, the formulations of the objective function and applied constraints for
optimization have been outlined. An EGCSwith four elevators is depicted in Fig. 2a,
while Fig. 2b shows a counter-weight attached with a single elevator.

3.1 Objective Function Formulation

The objective function of EGCS consists of two parts. The first part is the stopping-
starting energy consumption (Ea), and the other one is the uniform speed energy
consumption (Ev). As a result, the energy consumption of a single elevator can be

(a) (b)

Fig. 2 a Elevator group system with 4 cars. b An elevator connected with a counter-weight
dispatches to transport passengers
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calculated as follows:

E = Ea + Ev (1)

If the EGCS has N number of elevators, then the overall energy consumption can
be estimated by the following equation:

ET =
N∑

r=1

[Ea(r) + Ev(r)] (2)

Here, Ea(r): Energy consumption for acceleration-deceleration of the rth elevator.

Ev(r): Energy consumption during uniform running of the rth elevator.

Acceleration-Deceleration Energy Consumption. The starting-stopping energy
consumption of rth elevator depends on the number of stops of the rth elevator,
when it responds to a hall-call. The following formula is used to determine this
energy consumption:

Ea(r) =
q(r)∑

s=1

(
P(r,s) × Ec

)
(3)

Here, q(r): Number of stops of the rth elevator.

P(r,s): Total number of stops of the rth elevator when responding sth hall-call.

Ec: Energy consumption of an elevator car in single stopping-starting.

Uniform Speed Energy Consumption. The uniform speed energy consumption
relies on the traveling distance of elevator and the number of a passenger inside the
elevator car. This energy consumption is calculated by the following equations:

Ev(r) =
q(r)∑

s=1

p(r,s)∑

t=1

[{
np(r, s, t) × M + Mcar − Mcwt

}
g × d(r, s, t)

]
(4)

Here,

np(r, s, t): Passengers’ number inside the elevator.

M : Passengers’ average mass.

Mcar : Mass of a single elevator car.

Mcwt : Mass of single counter-weight.

d(r, s, t): Distance traveled by an elevator when responding to a particular hall-call.
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Final Objective Function. The overall objective function of the EGCS is the sum
of the starting-stopping energy and the uniform speed energy consumption of all
elevators in the group. As a result, the total energy consumption is calculated using
the following equation:

ET =
N∑

r=1

{
q(r)∑

s=1

(
P(r,s) × Ec

) +
q(r)∑

s=1

p(r,s)∑

t=1

[{
np(r, s, t)

×M + Mcar − Mcwt }g × d(r, s, t)] (5)

3.2 Constraints Formulation

In the optimization of the energy consumption in EGCS, some constraints, based
on the parameters of the elevator, need to consider. Since the performance param-
eters of the EGCS are contradictory to one another, it is crucial to optimize the
energy consumption of the EGCS by keeping the AWT within a certain range. The
other constraints of energy-saving EGCS are load constraint, stopping constraint,
and distance constraint. A list of items that are used to formulate the constraints is
presented in Table 1.

Load Constraint. The load of the elevator should be kept at a limited value. In
this case, the minimum load in an elevator is zero, and the maximum load is the
rated capacity of the elevator (12 persons). On the other hand, the current load is

Table 1 Selected parameters
to implement EGCS

Items Value

Distance of two adjacent floors 3 m

Time of door-opening 3 s

Time of door-closing 3 s

Velocity of elevator car 3 m/s

Acceleration time of elevator 3 s

Deceleration time of elevator 3 s

Car capacity 12 person

No. of floor 20

No. of cars in EGCS 4

Average mass of passenger 65 kg

Passenger boarding-time 1 s/person

Passenger alighting-time 1 s/person

Mass of an elevator car 800 kg

Mass of a counter-weight 850 kg
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determined by the initial passenger number, the boarding passenger in the elevator,
and the alighting passenger from the elevator.

0 ≤ np(r, s, t) ≤ 12; (6)

Again,

np(r, s, t) = npi (r, s, t) − np(exit)(r, s, t) + np(enter)(r, s, t) (7)

Here, np(r, s, t): Current passenger number in the elevator.

npi (r, s, t): Initial passenger number in the elevator before responding to a particular
hall-call.

np(exit)(r, s, t): Passenger exiting from the elevator on a particular hall-call.

np(enter)(r, s, t): Passenger entering in the elevator on a particular hall-call.
The minimum passenger number is zero, and it can never be a negative value. As

a consequence, the number of exiting passengers cannot exceed the sum of the initial
passenger number and the entering passenger number. Hence,

if npi (r, s, t) − np(exit)(r, s, t) + np(enter)(r, s, t) < 0;
then np(r, s, t) = 0.

AWTConstraint. TheAWTof the passengersmust be kept within a limited value. In
a single stop, the time requires by an elevator is: elevator acceleration time+ elevator
deceleration time + door opening time + door closing time + passenger unloading
time × number of passengers unloaded + passenger loading time × number of
passengers loaded = 3 + 3 + 3 + 3 + 1 × np(exit) + 1 × np(enter) = (12 + np(exit) +
np(enter)) seconds.

On the other hand, if an elevator needs to travel d(r, s, t) distance to respond to
a hall-call, and the uniform speed of the elevator be 3 m per second, then the AWT
constraint for keeping the AWT within 5 min (300 s) is computed by the following
equation:

[
12 + np(exit) + np(enter)

] × P(r,s) + d(r, s, t)

3
≤ 300;

Here, P(r,s) = Total number of stops (8)

Boundary Constraints. The boundary constraints of stopping are determined by
considering the minimum number of stops, which is one, and the maximum number
of stops, which is (number of floors -1). Hence, the stopping constraint is:

1 ≤ P(r,s) ≤ 19; (9)



504 M. Hanif and N. Mohammad

The traveling distance constraints range from zero to twice the height of the
building. It is due to the fact that the elevator’s initial state and the hall-call may
be on the same floor, resulting in the minimum possible distance. The maximum
distance covered by an elevator in a round trip is twice the building’s height.

0 ≤ d(r, s, t) ≤ 120; (10)

4 GA and PSO-Based EGCS

4.1 GA-Based EGCS

The following is the optimization process in EGCS utilizing the Genetic Algorithm:

1. Generating random initial population.
2. Evaluating the fitness of each population.
3. Executing the genetic operators (Selection, Crossover, Mutation, and Deletion)

to generate new offspring of each population.
4. Selection: Based on the fitness score, the best two populations are selected to

pass their genes in the subsequent generations.
5. Crossover: The parents exchange their genes to produce new offspring.
6. Mutation: Some genes are flipped in some of the offspring to increase variety

in the offspring. This is referred to as mutation.
7. Termination: When the maximum number of iteration completes, the GA

algorithm terminates.

The flow chart of the GA-based energy-saving EGCS optimization implementa-
tion technique is shown in Fig. 3. The data from the floor is initially transferred to
the solution space, and then GA is applied to the provided data. Finally, the optimal
solution is passed to the elevator controller, which will dispatch optimal cars.

4.2 PSO-Based EGCS

The PSO optimizes the objective function by mimicking the behavior of the swarm.
This algorithm optimizes the objective function by updating the particles’ position
following the local best and the global best. To update velocity, as well as position
of the next iterations, the following expressions are employed:

Vi (t + 1) = wVi (t) + c1r1(Pi (t) − Xi (t)) + c2r2(Pg(t) − Xi (t)) (11)

Xi (t + 1) = Xi (t) + Vi (t + 1) (12)
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Fig. 3 Flow chart of Genetic Algorithm-based EGCS [19]

Here, Vi (t) = current velocity of a particle, Vi (t + 1) = new velocity of a particle,
Xi (t) = current position of a particle, Xi (t + 1) = next position of a particle, c1 and
c2 = random constants (acceleration constants), r1 and r2 = random values between
0 and 1, (Pi (t) − Xi (t)) = distance between local best and current position of a
particle, (Pg(t)− Xi (t)) = distance between a particle’s current position and global
best.

Figure 4 presents the procedure to implement the PSO-based EGCS. The global
best is detected based on the available information, and the elevators are accordingly
scheduled to optimize the energy consumption in EGCS.

5 Simulation

5.1 Implementation

The optimization simulation is carried out by utilizingMATLAB software. In a single
script, the objective function and the constraints are first converted into code. The
PSO and GA algorithms are independently implemented on this objective function’s
script. Later, both the PSO and GA source code are simultaneously applied to the
objective function to compare the performance of these two algorithms. In this study,
the authors consider EGCS having four elevators in a 20-floor building. Moreover,
due to the random and dynamic characteristics of EGCS, the authors use randi
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Fig. 4 Flow chart of PSO-based EGCS

function to select the number of stops of elevators, the number of initial passengers,
the number of entering and exiting passengers in the elevators. This randi function
makes the optimization more dynamic, and in every circumstance, PSO and GA are
able to handle the optimization of the energy consumption in EGCS.

5.2 Parameter of GA and PSO

Parameter selection is an important task in the implementation of metaheuristic-
based EGCS problems. For the simulations of GA-based and PSO-based EGCS, the
selected parameters are listed in Table 2. For GA, the required population is quite
large. This is due to the convergence difficulty of GA. If a small population size is
used, the GA may not able to find the global best within the selected iterations.

6 Result Analysis and Comparison

In this section, the results of the simulation of optimization are discussed. The
computational time of the two algorithms to calculate the optimization result is also
analyzed. At first, the convergence characteristics of PSO and GA in energy-saving
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Table 2 Selected parameters of GA-based and PSO-based energy-saving EGCS

GA parameter PSO parameter

Population 1000 Population 50

Iteration 50 Iteration 50

Crossover 1 C1 1

Mutation 0.1 C2 0.1

Selection Roulette Wheel W 1

Pc (Percentage of children) 0.1 Damping ratio 0.99

EGCS are separately presented. Following that in order to compare the results of PSO
and GA optimization, the typical convergence characteristics of both algorithms are
shown at the same time. Finally, to visualize the comparison between PSO-based and
GA-based EGCS, the statistical comparison and computational time are outlined.

6.1 Convergence Characteristic

Due to the stochastic nature, the convergence characteristic of the metaheuristic
algorithms differs from one another. From the random initial value, the search agents
start searching for the global best. Therefore, at first, the best costs obtained by
both PSO and GA are quite large. The search agents of both algorithms struggle to
get lower costs as iteration increases, and if they find a lower cost, it is recorded.
After reaching the global best (optimum cost), the convergence curve becomes a
straight line parallel to horizontal. In most scenarios, the PSO optimizes the objective
function in a better way if it is not stuck in the local minima. The typical convergence
characteristics of PSO-based and GA-based energy-saving EGCS are presented in
Fig. 5. In energy-saving EGCS, the comparative convergence curves of PSO and
GA are also depicted in Fig. 6a, where PSO outperforms the GA. However, in some
cases, PSO exhibits very poor performance when it is stuck in local minima. In
that case, PSO converges pre-maturely and exhibits worse performance than GA.
Figure 6b illustrates a typical pre-mature convergence of PSO. On the other hand,
GA usually cannot able to optimize the energy consumption in EGCS in a better way
like PSO. However, for 100 independent trials, the mean value of GA (6.4823× 1004

Kilo-Joule) is superior to that of PSO (9.6095 × 1004 Kilo-Joule), which is the most
significant advantage of GA. Moreover, the standard deviation of GA is 35,888.9,
while this value is 107,643. 53 for PSO.

It is clear from the 100 trials of the two algorithms that the PSO algorithm is
considerably better at finding the global minima of energy-saving EGCS than the GA
algorithm. Over 100 runs, the performance of these two methods in the optimization
of energy-saving EGCS is demonstrated in Fig. 7a. The boxplot of these 100 runs is
shown in Fig. 7b, where a visual presentation of standard deviations of PSO and GA
is presented. From 100 trials, the best cost, worst cost, mean cost, median cost, and
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(a) (b) 

Fig. 5 Convergence characteristics of a PSO-based EGCS, b GA-based EGCS

(a) (b) 

Fig. 6 a General convergence comparison of PSO and GA-based EGCS. b A typical pre-mature
convergence of PSO

(a) (b)

Fig. 7 a Plotting of 100 optimum values found from 100 independent runs of PSO and GA.
b Boxplot of 100 runs
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Table 3 Statistical comparison of PSO and GA of 100 trial simulations

Metaheuristic Best
(Kilo-Joule)

Worst
(Kilo-Joule)

Mean
(Kilo-Joule)

Median
(Kilo-Joule)

Standard
deviation

PSO 2.84044e +
04

3.85372e +
05

9.6095e + 04 2.84044e +
04

1.0764353e
+ 05

GA 2.86034e +
04

1.95465e +
05

6.4823e + 04 5.48051e +
04

3.58888e +
04

7.5318 7.6968 8.155 7.9422 7.4197

0.1999 0.1859 0.1959 0.1914 0.188
0

5

10

Simulation 1 Simulation 2 Simulation 3 Simulation 4 Simulation 5

CT comparison

GA PSO

Fig. 8 Computational time comparison of GA-based and PSO-based EGCS

standard deviation of both PSO and GA are presented in Table 3, where the better
performances are highlighted in bold.

6.2 Computational Time

PSO computes and finds the optimum result in a shorter amount of time. As a result,
PSO’s computational time is significantly faster than GA’s. The average computa-
tional time of PSO in energy-saving EGCS is roughly 0.19 s, whereas GA requires
over 7.5 s. Due to the slow convergence of GA in EGCS, a large population number
requires to implement the GA approach, which increases the computational cost.
Figure 8 shows the comparative result of computational time of PSO and GA for 5
random trials, demonstrating indisputably that the PSO algorithm outperforms the
GA strategy in terms of computational time.

7 Conclusion

Previously, most of the GA-based and PSO-based EGCS optimizations tried to mini-
mize the AWT or AJT of the passengers. Only a few papers considered the optimiza-
tion of energy consumption with a brief detail of the procedure. In this paper, the
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authors attempt to handle the optimization of the energy consumption in EGCS with
a detailed description of objective function and constraints. The findings reveal that
GA is unable to produce optimal results in the majority of cases. This algorithm,
on the other hand, has the advantage of rarely trapping in local optima. The PSO
algorithm provides the best value when it does not converge pre-maturely. However,
the problem is, it gives a very worse result when trapped in local minima. In the
case of computational time, PSO is substantially faster than GA. As a result, PSO
can compute scheduling techniques significantly faster, allowing it to better handle
peak periods. The limitation of this study is that it does not consider the uncertainty
in the EGCS. Future research should take into account several uncertain handling
methods, such as Monte Carlo simulation, Poisson or geometric Poisson process
in metaheuristic algorithm-based EGCS approaches. Moreover, the multi-objective
EGCS is crucial to optimize both passenger comfort and energy consumption. In that
case, the Pareto-based multi-objective metaheuristic algorithmmay provide valuable
results. It is also possible to utilize the metaheuristic algorithms in replacing PLC-
based automatic elevator control systems [24]. Last but not least, various hybrid
algorithms have already demonstrated their efficacy in solving optimization prob-
lems in a variety of domains. As a result, combining two or more algorithms to
address the limitations of this study is essential, which will be the authors’ future
research study.
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An Automated and Online-Based
Medicine Reminder and Dispenser

Shayla Sharmin, Md. Ibrahim Khulil Ullah Ratan, and Ashraful Haque Piash

Abstract It is important to take the right medications at the right times and in
the right amounts. Patients, on the other hand, often fail to take their medications
at the times specified in their prescriptions, causing disease or illness to develop
more slowly, especially in the elderly or those who are too preoccupied with their
job. An automated and online-based medicine reminder and dispenser application is
introduced in this paper.A three-part package, anLCDon top of the box, a buzzer, and
a multicolored LED light were all included in this unit. This interface also reminds
the consumer when it is time to take their medicine. An Android application on
this device displays some of the results. The input interface and the output interface
are the two components of this mobile app interface. Prescriptions are accepted or
modified via the input interface. Empty lists, previous data, and whether or not to
take medication are all shown on the data interface. The LED lights and buzzer will
switch on when it is time to take medicine, and the LCD will show the prescription
at the same time. So that the patient is conscious that drug time has arrived. The
proposed method is assessed both quantitatively and subjectively. The results show
that the success rate in terms of perfect functioning is 90%, and the participants
scored the overall system on average 4.6 out of 5 in subjective assessment.

Keywords IoT · Arduino · Android ·Medical dispenser

1 Introduction

People nowadays are susceptible to a variety of diseases, so staying healthy and fit
is important and diseases can be prevent by medicines and drugs [1, 2]. Because of
today’s hectic lifestyles, people often fail to take their medications on time. However,
patients must take the right doses at the right time to lead a healthy life, whether they
are in a hospital or at home [3]. It is especially important for the elderly because they
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can mismanage and take one medication twice or fail to take the correct one [4, 5].
In certain nations, finding a caregiver for an elderly person is difficult. Adherence
to medication refers to the level or degree to which a patient takes the appropriate
drug according to a doctor’s prescription at the appropriate time. Non-compliance
has recently become a major issue, as many studies have shown that non-compliance
may have a direct effect on the patient and raise healthcare costs. Medication non-
adherence is a long-term, difficult, and costly problem that results in poor patient
outcomes and drains healthcare resources [6]. The growing trend of prescription
non-adherence can be attributed to a number of factors. Non-compliance is often due
to a lack of confidence in the need for medication, a desire to prevent side effects,
difficulty handling several dosages per day, or a variety of prescription regimens.

This project created an automatic dispenser that could be controlled by anAndroid
phone, while also considering the importance of a proper intake scheduler, reminder,
and monitoring system. The contribution of this work are given below:

• Developed a dispenser which has three compartments containing medicines.
• Proposed a system to remind medicine at the right time via buzzer and light.
• Proposed a model to notify when a storage is low.
• Tracked down whether users have taken their medications or not.
• Evaluated the framework with subjectively and quantitatively.

The following section outlines relevant works in Sect. 2, elaborates the proposed
model in Sect. 3, and then implements and analyzes the findings in Sect. 4; before
concluding the paper in Sect. 5.

2 Related Works

On the basis of the medication reminder dispenser, various works have been com-
pleted [7] recently.

Jabeena et al. [8] used hardboard to build the dispenser and also used GSM to
send messages. Ulloa et al. [9] created an IoT-based smart medication dispenser, but
this work does not include any warnings about low storage. In 2019, Chawariya et al.
carried out a research onmedication reminder systems in 2019, but their findingswere
not applied [10]. Park and Lim [11] and Pak and Park [12] proposed and developed
a smart drug dispenser with high scalability and remote manageability. It also allows
medical personnel and system administrators to deal with drug dispensers rather than
end-users, which saves money and ensures safe device operation.

Ashwini et al. [13] present an Android application for patients that automatically
sets reminders in the user’s phone to remind them to take the proper medicines in
the proper quantity at the proper time. Tiwari et al. [14] suggested robotic platforms
that have the potential to extend the user interface’s versatility to make personalized
experiences more engaging and encouraging, as well as to proactively reach out to
elderly users to assist with their healthcare delivery. A multi-robot prototype system
that can deliver pills and water to a person in a real-world home environment was
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proposed by Emeli et al. [15]. The computer consists of a mobile robot with a tray,
a stationary dispensing robot, and a smartphone kept by the user.

3 Proposed Methodology

The proposed model is described in detail, as well as the hardware which refers to
the medicine dispenser and the software module thus the mobile app, in this section.

3.1 Proposed Approach

There are two sections to the proposed work. One is a hardware module, such as a
dispenser, and the other is an Android app that can be mounted on any smartphone.
The input in the mobile app includes the name of the drug, the amount, the time,
and meal detail, among other things. These inputs will be stored in a text file in
JSON format on a cloud server. The data is then processed by the Wi-Fi module
and Arduino, and the countdown begins. If it is time for treatment, the prescription
will appear on the LCD screen. This is where the user will find the names of all the
medicines you’ve been given, as well as their dosages. The alarm often sounds to
warn the user to take his or her medication on time. Figure1 depicts the suggested
technique.

Fig. 1 Process diagram of the proposed medicine dispenser
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The proposed medicine box has three drawers that divide one day into morning,
noon, and night parts. Each drawer holds a different kind of medication. In addition,
each drawer in the box has an LED light that indicates which medication must be
taken right now. The various LED lights show the parts of the medication are taking
longer. For example, if the LED light in the first drawer turns on, it means that it is
time for morning medicine.

The dispenser is initially refilled with medication according to the time. In the
mobile app, all of the data was collected at the start. When it was time to take
medication, the Arduino-enabled LED lights and a buzzer, assisting the user in taking
medicine on time. In addition, at that moment, Node MCU displays the medicine
information collected from the cloud on an LCDmonitor at the required time. When
the user opens the drawer, the value of the IR sensors drops, indicating that the
user has opened the drawer to take medication. After the running task of closing the
drawer is completed, it will move on to the next task. As a result, the device is up
and running, and the user is reminded at the appropriate time. If the drawer is opened
within five minutes of the alarm, the system sends the message “yes” to the cloud;
if the user does not open it, the system sends the message “no.” These messages are
stored in the cloud and shown in the mobile app, assisting the user in remembering
to take medicine and alerting the caregiver that his or her patient is having difficulty
taking medications. When the dispenser storage becomes zero, the Arduino activates
the LED light at the top of the package, as well as the buzzer, to notify the consumer
that medicine storage is limited. If the drawer is opened, the inventory status in the
app will be changed.

The data from each drawer is saved in the cloud server after it is opened and
closed. These data can be seen in the mobile app, and the prescription can also be
changed through the app.

3.2 Designing of the Medical Dispenser

The medicine dispenser is permitted to store the medications and remind the patient
when it is time to take them. It also alerts the customer when storage space is running
low. AnArduino, aWi-Fi module, IR sensors, a buzzer, an LCDmonitor, and an LED
are all included in the dispenser’s configuration. The Arduino uses a cloud server to
transfer data from the IR sensor to an Android app, which is then used to decide if
the medicine door has been opened or not. The Node MCU connects the box to the
cloud server and displays medicine data on the LCD panel.

Figure2 shows the structure of the proposed medicine dispenser. Figure2a shows
the front view of the dispenser and an Android mobile which has the installed
medicine reminder app Fig. 2b shows the top view of the dispenser showing all
the circuit components.
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Fig. 2 Proposed model a front view b top view

3.3 Designing the Mobile App

The mobile app has two interfaces: one is an input interface for taking detailed
medication information, and the other is an output interface that displays inventory
status and whether or not the drug has been taken.

In this input interface, the user is allowed to insert medicine name, time, unit along
with the amount of medicines loaded. Figure3a shows the input interface indicating
the fields. Figure3b shows the Data interface. It shows how the user can track down
his/her medication.

After entering the users’ details, this data interface allows them to view the inven-
tory and prescription. If the drawer is opened, the NodeMCU sends a “yes” message
to the server, otherwise “no,” and the app retrieves the medication consumption sta-
tus. If the system receives a “yes,” it will change the inventory by decreasing the
amount of medication the user has taken and notifying the user that medicine has
been taken, indicating “yes.” If the system does not receive a “yes,” the inventory
will not be changed and the status will remain “no.” The flowchart Fig. 4 depicts the
medication monitoring process.

4 Implementation and Result

In this section the implementation of the propose method and result analysis have
been described.
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Fig. 3 Mobile app: a input medicine information b showing inventory and medicine consumption
status

Fig. 4 Mobile app: tracking medication and updating inventory status
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4.1 Implementation

To implement the proposed methodology a dispenser box has been installed at a
particular place and the app is installed in at least two mobile phone. Figure5a
shows that it is time for medicine at noon as the middle drawer light is shown. Also
the LCD is showing which medicine need to be taken. Figure5 shows the alert when
the dispenser is out of medicine. Figure6a shows the initial inventory status of the
dispenser, (b) shows that updated inventory status and (c) shows the message “yes”
that means the user has taken the medicine. On the other hand, Fig. 7a shows the
initial inventory, (b) shows that the inventory has not been updated, and (c) shows
the message “no” that has been shown which refers that the user did not take the
medicine.

4.2 Experimental Environment and Result Analysis

The main goal of this project is to create a medical reminder dispenser that is sim-
ple to use and keeps accurate track of medication. There is a box in this proposed
architecture that holds medicines that the consumer has allocated. The patient’s and
caregiver’s phones both have an Android app installed. For the assessment of the
proposed method, both subjective and quantitative analysis were used.

Fig. 5 Medicine dispenser a
medicine consumption alert
b empty storage alert
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Fig. 6 Mobile app a initial inventor b updated inventor c medicine consumption status (“yes”)

Fig. 7 Mobile app a initial inventor b unchanged inventor c medicine consumption status (“no”)
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4.2.1 Experimental Setup and Configuration

The dispenser was placed in the Tilpapara, Khilgaon, Dhaka-1219, Bangladesh, to
evaluate our proposed system. We also installed the Android app in patient’s and
caregiver’s mobile. To build this dispenser, we used Arduino leonardo,Wi-Fi module
(ES8266), IR sensor, breadboard, box, buzzer, LCD display, LED, etc. The box is
made of plastic with three drawers where we planned to put the medicines.

4.2.2 Participant

The proposed approach was evaluated by a total of ten patient participants. Every
participant’s home had the device installed for one day. The patient’s phone and their
caregiver’s phone have both been updated with the mobile app (son, daughter, etc.).
In general, two apps were installed on each unit, and the assessment included ten
patients and ten caregivers.

4.2.3 Subjective Evaluation

To evaluate the system subjectively, the patients and the caregivers were given ques-
tionnaires. The participants were asked to evaluate the system by 1–5 scale Likert
scale where 1 refers low and 5 represents high, and three questions that have been
asked are listed below:

• Did you find that system provides accurate timing and information?
• Did you think that you without prior theoretical knowledge this system is easy to
use?

• Rated overall expression on this system.

The outcome is depicted in Fig. 8. The average score for questions from patients
and caregivers is 4.6, indicating that the system’s time management and informa-
tion delivery were satisfactory. When it came to providing theoretical expertise, the
caregiver scored slightly higher (4.7) than the patients (4.3). The average score from
both the patient and the caregiver was 4.6 and 4.7, respectively.

4.3 Quantitative Analysis

Patients and caregivers were allowed to use the six features of our project for quan-
titative analysis. The total number of attempts was twenty. Eighteen attempts were
successful, and two attempts were unsuccessful because of power failure. As a result,
it is concluded that project’s success rate is 90%. The quantitative evaluation analysis
is given in Table 1.
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Fig. 8 Mean value of Q1, Q2, and Q3 where error bar shows the standard deviation

Table 1 Quantitative analysis

# of Participants Total attempts,
TN

Successful
attempts, TS

Unsuccessful
attempts

Patient Caregiver

10 10 20 18 2

Success ratio =
TS
TN

* 100% = 90%

4.4 Comparison with the Previous Work

Wehave introduced some new features whichminimize the limitation of the previous
works which is given in Table 2.

Table 2 Comparison with previous works

Features of previous works Features of the proposed model

Used hardboard to build the dispenser
and also used GSM to send messages
[8]

Used a plastic box and Wi-Fi module
which is more convenient

Did not give low storage warning [8–10] Low storage alarm has been
introduced

Developed only a Android application
[13]

Developed both a dispenser and
Android application

Emphasized only on elder people
[14]

Kept in mind all ages



An Automated and Online-Based Medicine Reminder and Dispenser 523

5 Conclusion

The key focus of the project is the development of a reminder system for elderly and
busy people who often fail to take their medications on time. This proposed system
focuses on a modern technology-based drug system. The reminding system aims to
raise awareness among the elderly and workaholics by providing services that enable
them to live a comfortable and stress-free life. By defining such a crucial problem,
the proposed structure defines core features of the work. The device is capable of
meeting requirements in any way. The proposed framework can be used everywhere.
There is no need to put this in a specific location. As a consequence, the subject of
setting space is unimportant. As a consequence, it is really simple to set up and use.
This device’s primary function is to remind them to take their drugs at the appropriate
times. The participants gave the systems an average of 4.6 out of 5 for overall results,
with 90 % accuracy based on providing medicine information in real time via buzzer
and light. We attempted to keep the cost of this device reasonable, and the project’s
overall cost was 3340 BDT (39 USD).

While the proposed methodology works flawlessly, it does have some flaws, such
as the possibility of it ceasing to operate due to a power outage. A Lipo battery can be
used to solve this issue. The mobile app is missing details, such as a medication timer
warning, which should be included. To make the framework more user friendly, it is
intended to create a multi-user app and redesign themobile interface to make it easier
to understand. In addition, potential work will include automatic drawer opening and
closing.
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Power Transformer Fault Diagnosis
with Intrinsic Time-Scale Decomposition
and XGBoost Classifier

Shoaib Meraj Sami and Mohammed Imamul Hassan Bhuiyan

Abstract An intrinsic time-scale decomposition (ITD)-based method for power
transformer fault diagnosis is proposed. Dissolved gas analysis (DGA) parameters
are ranked according to their skewness, and then ITD-based features extraction is
performed. An optimal set of PRC features is determined by an XGBoost classifier.
For classification purpose, an XGBoost classifier is used to the optimal PRC features
set. The proposed method’s performance in classification is studied using publicly
available DGAdata of 376 power transformers and employing anXGBoost classifier.
The proposed method achieves more than 95% accuracy and high sensitivity and F1-
score, better than conventional methods and some recent machine learning-based
fault diagnosis approaches. Moreover, it gives better Cohen Kappa and F1-score
as compared to the recently introduced EMD-based hierarchical technique for fault
diagnosis in power transformers.

Keywords DGA · Power transformer fault · Intrinsic time-scale decomposition ·
XGBoost

1 Introduction

Power transformer is one of themost essential equipments for power transmission and
distribution system. Monitoring the condition and fault diagnosis is very important
for ensuring uninterrupted electricity supply. Due to thermal, electrical stress of insu-
lation material and aging a variety of faults occur in power transformers. These faults
have strong correlation with concentration of the dissolved gas emitted from the oil
or cellulose paper. The gases include hydrogen (H2), methane (CH4), ethane (C2H6),
ethylene (C2H4) and acetylene (C2H2). Dissolved gas analysis (DGA) methods such
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as Duval Triangle, Rogers Ratio, IEC method and Dornenburg ratio method are
widely used for the detection of power transformer faults [1–3]. A limitation of these
methods is occasional poor performance and ambiguity to detect fault. To overcome
those shortcomings, many machine learning-based approaches are proposed in the
literature [4–7].

Recently, empirical mode decomposition (EMD) based feature extraction from
ranked features is shown to provide promising results for transformer fault detec-
tion [5]. However, compared to EMD, intrinsic time-scale decomposition (ITD)
has several benefits because ITD consider proper rotational property of any non-
stationary signal [7]. As such it can provide more information, while being compu-
tationally efficient and more robust to noise [9, 10]. Interestingly, ITD has also been
successfully to analyze a variety of non-stationary signals and related prediction with
machine learning [10–13].

To the best of our knowledge, the use of ITD for the detection of transformer faults
using machine learning is yet to be reported. In this paper, a number of DGA param-
eters used in the traditional methods are first ranked by their skewness. A subset of
the DGA parameters in terms of their increasing rank are decomposed into the ITD
domain. The resulting PRC components are used as features and classified by an
XGBoost classifier for transformer fault detection. Note that unlike [5], the proposed
approach employs a single XGBoost classifier thus, reducing complexity in the clas-
sification system and computational time. The performance of the proposed method
is studied using publicly available DGA data of 376 transformers and compared with
those of recently reported results.

2 The DGA Dataset

The DGA data of 376 power transformers is used. Among them, data of 239 trans-
formers are collected from publicly available Egyptian Electricity Network samples
[14]. Others are collected from different published scientific literatures [2, 14]. Six
different types of faults are used. These are partial discharge (PD), low-energy
discharge (D1), high-energy discharge (D2), and three different types of thermal
faults those are T 1 (temperature less than 300 °C), T 2 (temperature between 300 to
700 °C) and T 3 (temperature greater less than 700 °C). A summary of the DGA data
is provided in Table 1.

Table 1 Distribution of different fault types

Fault type PD D1 D2 T1 T2 T3 Overall

Lab samples 27 42 54 70 18 28 239

Literatures sample 15 25 59 10 3 25 137

Total 42 67 113 80 21 53 376
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Notice that the dataset is slightly unbalanced because about 30% of samples
belongs to D2 fault and 5.59% to T2 fault. This will be taken into account during
performance analysis of the proposed method described in Sect. 4.

3 Methodology

In this section, DGA parameter generation and their ranking, ITD-based feature
extraction and optimal feature selection are described. Hydrogen (H2), methane
(CH4), ethane (C2H6), ethylene (C2H4) and acetylene (C2H2) are main DGA gas
parameter for this purpose.

3.1 Ratio-Based DGA Parameter Generation and Ranking

In the literature, many ratio-based DGA parameters are generated from Hydrogen
(H2), methane (CH4), ethane (C2H6), ethylene (C2H4) and acetylene (C2H2). We
used thirty-seven DGA parameters from this work, which is collected from literature
[5]. Those parameters are illustrated in Table 2. Different ratio-based parameters
provide different discriminatory properties of faulty transformer.

After generating different DGA ratio-based parameters, we rank them by skew-
ness. For this purpose, we calculate skewness of each parameter for the 376 trans-
formers. After that the parameters are ranked from lower skewness to higher skew-
ness. Similar work is also performed in the literature [5]. This ranking scenario
is presented in Table 2. We also investigate the distribution of transformer DGA
parameter among six classes of faults using Box plots (Fig. 1). One can see
that with increasing skewness the distribution of DGA parameters become more
indistinguishable and ambiguous.

3.2 Intrinsic Time-Scale Decomposition Based Feature
Extraction and Optimal Feature Set Selection

In this section, feature extraction by using intrinsic time-scale decomposition (ITD)-
based feature extraction and optimal feature set selection are discussed. ITD is an effi-
cient tool for extracting amplitude and frequency changing pattern fromanynonlinear
signal. In comparison, the well-known empirical mode decomposition (EMD) has
some shortcomings: (i) inaccurate outcomes when signal dynamics is considered,
(ii) occasional failure to generate residual from IMF, when it has proper rotational
property [8]. Thus, ITD is more effective than EMD for representing nonlinear and
non-stationary signals and data decomposition [8–10].
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Table 2 The DGA parameters

No. Parameter No. Parameter No. Parameter

1 H2/TH 14 H2 27 C2H2/THD

2 CH4/TH 15 CH4 28 H2/THH

3 C2H6/TH 16 C2H6 29 CH4/THH

4 C2H4/TH 17 C2H4 30 C2H6/THH

5 C2H2/TH 18 C2H2 31 C2H4/THH

6 C2H2/H2 19 TH 32 C2H2/THH

7 C2H2/CH4 20 THD 33 H2/TCH

8 C2H2/C2H6 21 THH 34 CH4/TCH

9 C2H2/C2H4 22 TCH 35 C2H6/TCH

10 C2H4/H2 23 H2/THD 36 C2H4/TCH

11 C2H4/H4 24 CH4/THD 37 C2H2/TCH

12 C2H4/C2H6 25 C2H6/THD

13 (C2H4/H2) + (C2H4/CH4) 26 C2H4/THD

TH = H2 + CH4 + C2H6 + C2H4 + C2H2; THD = CH4 + C2H4 + C2H2; THH = H2 +
C2H4 + C2H2; TCH = CH4 + C2H6 + C2H4 + C2H2

Above DGA parameters ranked by skewness (lower to higher)

DGA parameters sorted by considering by higher to lower rank

Features no. from above 28, 24, 1, 27, 31, 37, 26, 35, 36, 3, 32, 2, 34, 4, 5, 33,21,14,19,20, 13,
10, 23, 6, 22, 15, 18, 17, 7, 8, 16, 11, 9, 12, 25, 30 and 29

Fig. 1 Box plots of three DGA parameters (28, 19, 29 from Table 1) ranked by skewness
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Intrinsic time-scale decomposition algorithm decomposes data series into integer
sum of proper rotation components (PRCs) and residual signal.We decomposed each
transformer’s ranked features set into single-stage ITD domain and extracted the
proper rotation component (PRC). For this purpose, initially, we decompose the first
eighteen ranked parameters of each transformer. Those eighteen DGA parameters
are ranked considering lower to higher skewness and shown in Table 2. We continue
the process adding next DGA-ranked parameter and so on. Therefore, total nineteen
PRC feature sets are obtained. There first set element is eighteen, and last set element
is thirty-seven. For getting optimal set of features, we classify those nineteen features
set byXGBoost classifier among376 transformer’s dataset,where training and testing
are split in 85:15 ratio randomly. Those nineteen features set performance scenario is
depicted in Fig. 2. One can see that first ranked twenty-four extracted features provide
the best classification performance. Thus, PRC coefficients of ranked twenty-four
DGA features (i.e., 28, 24, 1, 27, 31, 37, 26, 35, 36, 3, 32, 2, 34, 4, 5, 33, 21, 14,
19, 20, 13, 10, 23, 6) are our final feature set. The twenty-four features are then used
in the classification schemes. Figure 3 shows that the PRC features provide good
separation among classes. Moreover, the final twenty-four PRC features provide low
p-values in general in one-way analysis of variance (ANOVA) test, average p-value
being 0.0879. The thirty-seven DGA parameter is considered as thirty-seven data
channels, each consisting of 376 data value. The ranking of the channels provides a
pattern in which the statistically less informative channels are ordered after the more

Fig. 2 Values of accuracy obtained by the XGBoost (for optimal PRC set selection)
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Fig. 3 Box plots of the three PRC features (coefficients) among twenty-four among the six different
classes of faults

informative channels, thus providing better depiction of the fault classes. The low p-
value of the features also indicates that. Note that ranking can also be done by Lasso,
Laplacian score, Fisher score and Relief that have been used for optimal selection
of DGA features [15]. The average p-value for the twenty-four PRC features are
found to be 0.4789, 0.3267, 0.239 and 0.2479 Lasso, Laplacian score, Fisher score
and Relief, respectively, much higher than obtained with skewness. Thus, skewness-
based ranking is more discriminative than the others. In the next section, we discuss
the classification procedure for fault diagnosis.

3.3 Classification Method

For classification purpose, we use single XGBoost (Extreme Gradient Boosting)
classifier which is widely used machine learning-based classification schemes [7].
A single XGBoost classifier is used for detection of six class power transformer
faults using the twenty-four PRC features described above. The implementation of
XGBoost classifier is performed with default parameters in Python 3.7 environment.
In the next section,wewill discuss classification performance in our proposedmethod
with others conventional and machine learning-based approaches.
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4 Results and Discussion

In this section, the experimental setting and performance analysis of the proposed
method are presented. The experiments are carried out in 4 GB RAM and
2.11 GHz Intel Core-i5 processor-basedWindows-10 PC. This classification process
is performed in Python 3.7 and feature extraction carried out in Matlab-2020b
platform.

A total of 376 transformer DGA samples are used. Among them, randomly 333
is used for training and the rest 43 in the test set. In Table 3, the confusion matrix
is presented where in bracket the number of samples in each fault class is provided.
The performance of the proposed method is investigated using accuracy, sensitivity
and F1-score. The average sensitivity is 90%, and the value of F1-score for each fault
class is high, mostly near 1 or 1.

The conventional method such as IEC method and Rogers four ratio method
provides ‘No Fault (NF)’ and ‘Undefined (UD)’ states. Duval triangle makes false
prediction in its boundary region. To illustrate this, the classification results of six
randomly selected transformers are shown in Table 4. One can see that the Duval
triangle can truly predict only one transformer fault class among six, Rogers four
ratio method predicts ‘Undefined’ states on four samples, while the IEC method
predicts four ‘UD’ and two ‘NF’ falsely. On the other hand, the proposed method
predicts the faults accurately.

Table 5 shows the performance comparison among various methods. In general,
the proposed technique gives superior accuracy, about 32%, 9% and 4.65%
higher than the conventional Duval Triangle Method, BA-PNN and EMD-based
Hierarchical Ensemble Method, respectively.

The proposed method is also more efficient computationally than the EMD-based
technique. For training and testing, it requires 0.108 s and 0.00201 s, respectively,
whereas the EMD-based one needs 0.456 s and 0.1456 s. The lower time required
and better accuracy for ITD-based method as compared the Hierarchical EMD-
based technique can be attributed to; (i) the capacity of ITD of giving superior
proper rotation components and hence, following the trend of a nonlinear data much
better, and (ii) EMD employing spline interpolation requiring more memory and

Table 3 Confusion matrix of proposed method (among random 43 samples)

Actual Predicted

PD D1 D2 T1 T2 T3 Sensitivity (%) F1-score

PD (4) 4 0 0 0 0 0 100 1

D1 (7) 0 7 0 0 0 0 100 0.9333

D2 (15) 0 1 14 0 0 0 93.33 0.9333

T1 (6) 0 0 0 6 0 0 100 1

T2 (3) 0 0 1 0 2 0 66.67 0.8

T3 (8) 0 0 0 0 0 8 100 1
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Table 5 Performance comparison among different fault classes

Method Fault

PD D1 D2 T1 T2 T3 Average accuracy

Duval method (%) 25 42.86 73.33 66.67 33.33 87.50 62.79

Rogers four ratio method
(%)

0 0 66.67 100 33.33 25 44.19

IEC method (%) 0 28.57 53.33 66.67 33.33 62.50 46.51

Ensemble learning [7]
(%)

100 57.14 93.33 100 66.67 87.50 86.05

BA-PNN [6] (%) 75 42.86 66.67 66.67 66.67 62.5 62.79

EMD-based H-XGBoost
[5] (%)

100 85.71 93.33 83.33 100 87.50 90.70

Proposed method (%) 100 100 93.33 100 66.67 100 95.35

computation time. Moreover, the later Method uses three XGBoost classifiers in a
hierarchical mode of classification.

As mentioned before, the dataset used in this paper is imbalanced. This can bias
the obtained accuracy toward the majority classes. F1-score and Cohen Kappa are
well-known matrices for performance evaluation in classification using imbalanced
dataset [16]. Also, the Synthetic Minority Oversampling Technique (SMOTE) is
invariably used with imbalanced dataset for experimentations in classification [17,
18]. A fivefold cross-validation is performed with SMOTE for the proposed method
as well as the EMD-based Hierarchical Technique [5]. The cross-validation tech-
niques are employed to account for the relatively moderate size of the dataset. The
proposedmethod yields anCohenKappa andF1-Score of 0.91 and 0.92, respectively,
while the EMD-based Method gives 0.89 and 0.90.

5 Conclusion

A novel transformer fault diagnosis method has been proposed in this paper. The
DGA parameters of publicly available 376 transformers have been generated and
then ranked by their skewness. Intrinsic time-scale decomposition (ITD) has been
used to extract features from skewness-based ranked parameters. The motivation
for using ITD has been its improved capacity to capture the trend in nonlinear
signals at reduced computational complexity as compared the well-known EMD.
An XGBoost classifier has been employed to obtain the optimal set of extracted PRC
features. The classification performance of the proposed method has been studied
and compared with several existing DGA-based techniques. Conventional methods
give ‘No fault’ or ‘Undefined State’ in many cases or suffers from modest accu-
racy. The proposed method overcomes these limitations and has provided more than
95% average accuracy as well as high F1-score and sensitivity in each fault classes,
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better than conventional methods and several machine learning-based power trans-
former fault diagnosis method. Since the DGA dataset is slightly imbalanced, the
effectiveness of the proposed method has been further investigated using a fivefold
cross-validation and SMOTE. The results have shown that the ITD-based proposed
method provides a better performance than EMD-based hierarchical approach in
terms of F1-score and Cohen Kappa score.
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Human Fall Classification from Indoor
Videos Using Modified Transfer
Learning Model

Arifa Sultana and Kaushik Deb

Abstract With the progression of the world, older people living alone are increasing
enormously because of the rising number of nuclear families. At this old age, falls
are a severe issue for their injury or even death. It is high time to discover some
effective ways to classify human fall action immediately for these older adults. This
paper represents a video-based deep learning model that classifies indoor fall events
from other household activities to overcome this problem. Initially, key frames are
extracted using a frame generator. Afterward, these frames are passed to VGG16,
VGG19, freezing all of the layers of VGG16 without the last four layers and similar
for VGG19, freezing all of the layers of VGG16 without the last eight layers and
similar operation for VGG19, and Xception for extracting spatial features as an
experiment. Finally, these features are passed to the gated recurrent unit (GRU) for
extracting temporal features. Experimental result shows that freezing all of the layers
of VGG16 without the last four layers outperforms with an accuracy of 100% for UR
fall detection dataset and 99% for multiple cameras fall dataset. This result ascertains
the effectiveness of our proposed model in terms of accuracy.
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1 Introduction

Falls are commonly defined as an unaware approach on the ground, except deliberate
change in position to rest in any support, wall, or other objects. Statistically stated that
by 2050, adult people aged 60 or over will increase to 20 billion from 900 million
[1] who are very much prone to suffer many types of health diseases. Among all
the unpleasant results, fractures and other long-term disorders are the most common
immediate consequences of falls, which lead to a common pathway to depression that
causes diminished independence, disability, and psychological fear of falling again.
However, the reduction of fall events in adult people aged 60 or over around theworld
canbe achievedbydeveloping automatic fall detection.As the classification of human
fall action has become a hot research topic of developing intelligent detection and
prevention systems, we have proposed a model freezing all of the layers of VGG16
without the last four layers to classify human fall action.
However, the key contribution of this proposedmodel can be summarized as follows:

• Wehave experimentedwith different transfer learningmodels by freezingmultiple
layers to achieve a higher accuracy rate along with a fewer number of parameters.
This will reduce our computational time and will also help to classify human fall
events in proper time.

2 Related Works

The theory on fall events can be classified between vision-based approaches and
sensor-based concerns. Aspects regarding security and safety are also significant
concerns. The composition of spine ratio and deflection angles is proposed by [2]
that describes the varieties of human stance using skeleton extraction.But thismethod
uses a limited data set and shows some false detection when dealing with workout
motions. To resolve this case, Chen et al. [3] has focused on a technique for reorien-
tation of abrupt fall events using the symmetry principle. That model can start only
with single direction recognition, which comprehensively unable to find out fall event
location accurately. Han et al. [4] has designed a model for detecting fall events with
theMobileVGG.However, the fall detection sign is notmodified, and the 3Dnetwork
is also not taken into account in this model. Mask R-CNN and bidirectional long- and
short-term memories are applied in [5] for extracting human features from a noisy
background. It is unable of separating the behavior of numerous persons residing in
a room. To detect fall down events in a complex environment, an enhanced dynamic
optical flow method is used by [6]. However, long-term temporal dependence is not
considered here, which is a crucial point for fall classification. Human propositions
are generated from human body joint position in [7] for fall event classification. How-
ever, it faces a substantial computational burden and needs parameter pruning. Islam
et al. [8] has suggested an extensive analysis on fall event detection technologies
using deep learning methodologies that use convolutional neural network (CNN),
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long short-term memory (LSTM), and other systems using auto-encoder. However,
CNN is very sensitive to training data and is open to adversarial attacks, and LSTM
requires high memory and a long training time. A vision centric method which is
on convolutional neural network, is developed by [9] to decide if a series of frames
carry a person falling where optical flow images are not used that could provide great
representational power for motion.

The rest of the paper is embodied as follows. In Sect. 3.2, key frame extraction is
discussed, Sect. 3.3 illustrates frame preprocessing, Sect. 3.4 describes the method-
ology to freeze all of the layers of VGG16 without the last four layers, Sect. 3.5
demonstrates the gated recurrent unit, Sect. 3.6 describes the function of dense layer,
and Sect. 3.7 describes the classification process. Section 4 represents experimental
results. At the end, Sect. 5 concludes the paper with some effective future directions.

3 Proposed Methodology

3.1 Overview

Our proposedmodel is designedwith six basic steps, asmentioned in Fig. 1. These are
video frame generation, preprocessing of extracted frames, implementing VGG16
by freezing all layers without the final four layers, passing spatial features to the
gated recurrent unit (GRU), passing temporal features to dense layers, and finally
classify events using the sigmoid classifier. Video frame generator extracts significant
frames for faster operation. Frame preprocessing is done for data augmentation.
Layer freezing in VGG16 is done to update weights according to the dataset to
extract spatial features. GRU extracts temporal features using its three gates: update,
reset, and finally, the current memory gate. These features are passed to the dense
layer, which has multiple neurons. Finally, for binary classification of fall events, the
sigmoid activation function is used.

Fig. 1 Proposed model for human fall classification
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3.2 Key Frame Extraction

Our dataset is constituted of approximately 262 videos of different lengths. We do
not need to process each frame because of the enormous computational cost. For
this reason, we have used a built-in video frame generator to extract ten significant
video frames from the entire video. These key frames are extracted using frame
differencing, thresholding, and dilation operation in the video frame generator.

3.3 Frame Preprocessing

Framepreprocessing is done for increasing imagequality alongwith specific features.
We have resized the frames to 150 × 150 for reducing the computational cost in the
preprocessing phase. Afterward, we have performed data augmentation like zoom,
rotation, width shift, horizontal flip, and height shift on the resized frames. Finally,
normalization is done to convert the pixel values between 0 and 1 by scaling with
1/255.

3.4 VGG16 with Layer Freezing

Wehave performed several transfer learningmodels likeVGG16,VGG19, andXcep-
tion. The transfer learning model is a kind of machine learning model designed
for a task and can be reused in other related works. VGG16 is a transfer learning
model which is constituted with 23 layers. There are 15 convolution layers, five
max-pooling layers, and lastly three fully connected layers in the VGG16 model.
A pixel-wise convolution operation is performed in the convolution layer between
the image frame and the kernel to generate the convolved image. Rectified linear
unit (ReLU) serves as an activation function, and it generates rectified feature map
as output. This image is passed to the max-pooling layer, which produces a pooled
feature map. The max-pooling layer also minimizes the dimensionality of the feature
map and noisy artifacts. We have also performed a layer freezing method to hinder
the weight updating during the training. Freezing the weights, this model allows
updating the weights depending on the dataset. We have done several experiments
freezing all layers, freezing all of the layers of VGG16 and VGG19 without the last
four, and freezing all of the layers of VGG16 and VGG19 without the last eight
layers. Figure 2 depicts the proposed VGG16 model after freezing all of the layers,
excluding the last four layers. Here, we have used the input image of size 150× 150,
and the output of the final layer is (5,5,512). The fully connected layers of VGG16
are discarded in our model.
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Fig. 2 VGG16 model with all frozen layers excluding last four layers

Fig. 3 Gated recurrent unit (GRU)

3.5 Gated Recurrent Unit (GRU)

To classify human fall events, we need to examine not only the spatial feature but also
the temporal features. To overcome the exploding and vanishing gradient problems
and to extract temporal features, spatial features from frozen VGG16 are passed to
the gated recurrent unit (GRU). Figure 3 represents the cell of GRU which consists
of three gates, i.e., update, reset, and lastly, the current memory gate.

Update gate marks the important features of preceding time steps and passes them
to posterior time steps for further processing. The reset gate identifies the amount
of insignificant information that needs to forget. Finally, the current memory gate
decides the current information, which needs to take into consideration calculating
with relevant information from previous states. The operations of these three gates
can be calculated using the following equations acquainted from [10].

Update gate, Zt = σ(W (Z)xt +U (z)h(t−1)) (1)

Reset gate, rt = σ(W (r)xt +U (r)h(t−1)) (2)
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Current memory gate, ĥt = tanh(Wxt + rt ∗Uh(t−1)) (3)

Final memory, ht = Zt ∗ h(t−1) + ((1 − Zt ) ∗ ĥt ) (4)

Here, xt is current input, h(t−1) denotes hidden state of preceding time step, W (z)

and W (r) represent current weight matrices, and U (z), U (r) stand for updated weight
parameters.

3.6 Dense Layer

Temporal features from the GRU cell are fed to a series of dense layers. Each layer
is constituted with a large number of neurons. However, for passing the output from
each layer to successive layers, we have used a drop-out rate of 50% to remove the
overfitting problem of the test data. There are only two neurons at the last dense layer
because we need to classify two classes: fall events and non-fall events.

3.7 Classification

The output of the dense layer is predicted using the sigmoid activation function [11].
For the classification of fall actions, we have used the following equation of the
sigmoid activation function.

Sigmoid activation function, S(x) = ex/(ex + 1) (5)

Here, ‘e’ represents Euler’s number.

4 Experimental Result

4.1 Tools and Evaluation Matrices

The configuration of our machine, which is used for conducting this experiment, is
as follows: AMDRyzen 7 2700XOcta-core processor with 3.7 GHz speed, NVIDIA
GEFORCE RTX 2060 SUPER graphics with GPU memory of 8 GB, 32 GB RAM.
Google colab is also used for experimental purposes. The equations of evaluation
parameters that are used in our experiment from [12] are stated below.

Accuracy = (TP + TN)/(TP + TN + FP + FN) (6)
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Table 1 Dataset details

Parameters UR fall detection dataset Multiple cameras fall dataset

Total number of videos 70 192

Number of fall events 30 96

Number of non-fall events 40 96

Resolution of videos 640 × 240 720 × 480

Frame rate (fps) 30 30

Precision = TP/(TP + FP) (7)

Recall = TP/(TP + FN) (8)

F1-score = (2 ∗ Precision ∗ Recall)/(Precision + Recall) (9)

Here, TP stands for the true positive rate, which denotes that the predicted data is a fall
event which is indeed a fall action. TN denotes true negative rate, i.e., the predicted
result is non-fall which is a non-fall event indeed. FP stands for false positive rate,
which means that the predicted result is a fall event which is a non-fall action. FN
represents false negative rate where the predicted outcome is a non-fall action, but
in real-time, it is a fall event. Accuracy in Eq. (6) describes the rate of accurately
classified data. The high score of precision in Eq. (7) represents that every predicted
positive class belongs to the positive class in real life. Recall in Eq. (8) demonstrates
the amount of correctly predicted positive data out of all positive predicted data.
F1-score in (9) calculates the harmonic mean value of precision and recall.

4.2 Dataset Description

We have conducted our experiment with the two most prominent datasets. One is
the UR fall detection dataset [13], and another dataset is the multiple cameras fall
dataset [14]. The details of these datasets are illustrated in Table 1.

4.3 Experimental Result Analysis

In our experiment, we have used 40% data for training the proposed model, 35%
for validation, and others are used for testing the model. We have conducted several
experiments to choose this percentage of the dataset, and the ratio mentioned above
gives better accuracy. We have also experimented with selecting an efficient number
of frames. To minimize computational cost and to provide sufficient information in
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Fig. 4 Accuracy loss curve for a freezing all layers of VGG16, b freezing all layers of VGG16
excluding last eight layers, c freezing all layers of VGG16 excluding last four layers

the model, ten significant frames are chosen from each video. Several experiments
such as VGG16, freezing all of the layers of VGG16, freezing all of the layers of
VGG16 excluding the last four, and freezing all of the layers of VGG16 excluding the
last eight layers have been performed. Among these, VGG16 with frozen all layers
without final four gives the outstanding performance for theUR fall detection dataset,
which is shown in Fig. 4. This figure illustrates that at the 50th epoch, freezing all
layers without the last four layers of VGG16 achieves higher accuracy of 100% in (c).
Freezing all layers without the last four layers of VGG gives better accuracy because
the initial layers of VGG16 extract the shallow features. For the classification of
events, we need to consider the deep features from the video frame extracted by the
last layers. When we are unfreezing the last eight layers, it updates weights in the
last eight layers, whereas unfreezing the last four layers only updates weights for the
last four layers for all of the 40 epochs. This operation reduces our computational
time by considering all the robust features from the video frames.

Confusion matrices in Fig. 5 also represent the performance of all frozen layers of
VGG16 and freezing all layers of VGG16 excluding the last eight layers on test data
of multiple cameras fall dataset. Figure 5a depicts that freezing all layers of VGG16
misclassifies three videos, and Fig. 5b represents that freezing all of the layers of
VGG16 excluding the last eight layers misclassifies one video among 38 test data.

Figure 6 illustrates the confusion matrices of our proposed model on different
datasets. The confusion matrix in Fig. 6a depicts that all the test data except one are
correctly classified for multiple cameras fall dataset, and all the test data are correctly
classified for the UR fall detection dataset shown in Fig. 6b.

The predicted outputs of our proposed model on different datasets are represented
in Fig. 7. The first row in this figure shows the output frame sequence of a video
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Fig. 5 Confusion matrix of a freezing all layers of VGG16, b freezing all layers of VGG16
excluding last eight layers for multiple cameras fall dataset

Fig. 6 Confusion matrix of proposed model for amultiple cameras fall dataset, bUR fall detection
dataset

of the UR fall detection dataset, whereas the second row depicts the output frame
sequence of the multiple cameras fall dataset.

An example of misclassification of non-fall action video is depicted in Fig. 8.
This figure is representing the movements of non-fall action. However, our model
predicts this event as fall action. The reason behind this misclassification is, among
ten frames, five frames are similar to fall action. Moreover, since there is an uneven
movement before lying position, which is depicted in frame number 9, our model
predicts this event as fall action. An experiment is done on the outdoor human fall
dataset for the generalization of our proposed model. To conduct this experiment, we
have created a dataset from Youtube videos which comprises 96 videos of different
lengths, which may vary from 3 to 30 s. Here, 46 videos represent fall action, and 50
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Fig. 7 Predicted output for a non-fall events, b fall events

Fig. 8 Misclassified result on multiple cameras fall dataset

videos represent natural activities in various outdoor environments where the frame
rate is 25 frames per second. Using this outdoor human action dataset, our proposed
model achieves 100% accuracy in 40 epochs which are depicted in the accuracy loss
curve in Fig. 9.

Figure 10 illustrates some correctly classified output results after implementing
our proposed model on this outdoor human action dataset. Figure 10a shows the
output for non-fall action, and Fig. 10b represents the output for fall down action.
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Fig. 9 Performance of our proposed model for outdoor human action dataset where a accuracy
curve, b loss curve

Fig. 10 Predicted output on outdoor human action dataset for a non-fall event, b fall event

4.4 Result Evaluation and Comparison

Freezing all layers except the last four layers, our model generates a faster response
because of the fewer parameters than existingmodels. The comparison of the number
of used parameters in our proposed model with other executed models is illustrated
in Table 2.

Figure 11 graphically represents the accuracy of these different executed models,
where freezing all layers except the last four layers of VGG16 outperforms others
for both the UR fall detection dataset (URFD) and multiple cameras fall dataset
(Multicam).

The classification report of our proposed model for the UR fall detection dataset
(URFD) andmultiple cameras fall dataset (Multicam) is represented in Table 3. Here,
accuracy, precision, recall, F1-score, and support are calculated for evaluating the
result.
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Table 2 Comparison of number of parameters and accuracy

Models Number of parameters Mean accuracy (%)

Xception 22,910,480 98.5

VGG19 143,667,240 98

VGG19 by freezing all layers 20,024,384 92

VGG19 by freezing all layers
except last 8

20,024,384 97

VGG19 by freezing all layers
except last 4

20,024,384 97.5

VGG16 138,357,544 97.8

VGG16 by freezing all layers 14,714,688 93

VGG16 by freezing all layers
except last 8

14,714,688 98

VGG16 by freezing all layers
except last 4

14,714,688 99.5

Fig. 11 Comparison on different executed models

Table 3 Classification report of our proposed model

Dataset Classes Precision Recall F1-score Support

URFD Fall 1.00 1.00 1.00 19

Non-fall 1.00 1.00 1.00 19

Multicam Fall 0.99 1.00 0.99 19

Non-fall 1.00 1.00 1.00 19
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Table 4 Performance comparison among existing research works

Models Dataset Accuracy (%)

Zerrouki et al. [15] URFD 96.88

Marcos et al. [9] URFD 95

Proposed model URFD 100

Marcos et al. [9] Multicam 96

Proposed model Multicam 99

Fig. 12 Comparison of proposed model with existing works

Table 4 exhibits the comparison of our proposed model with some existing mod-
els executing on similar datasets where URFD denotes UR fall detection dataset
and multicam stands for multiple cameras fall dataset. Here, Marcos et al. used the
VGG16 model for feature extraction, and Zerrouki et al. used the hidden markov
model to classify human fall action.

Figure 12 graphically represents the performance comparison of our proposed
model with other existing research works as like as [16]. Here, blue color bars
represent the performance of existing models, and green colored bars represent the
accuracy of our proposed model on these datasets.
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5 Conclusions and Future Works

This paper represents a deep neural network-based model to classify fall actions
from household activities. As older adults are not eager to carry wearable sensors
and the vision-based model will help doctors understand fall circumstances, we have
proposed this model. Our key contribution is to classify fall action immediately using
the proposed VGG16model with a frozen layer along with a fewer number of param-
eters to reduce computational cost. Initially, from indoor videos, we have extracted
the key frames using a frame generator. Afterward, these frames are preprocessed for
faster execution and are passed to the VGG16 transfer learning model by freezing all
of the layers, excluding the last four. Then, spatial features are fed to the gated recur-
rent unit for extracting temporal features. Finally, the sigmoid activation function
followed by a series of dense layers classifies human fall actions from other house-
hold activities. We have also explored other pretrained models with layer freezing.
However, our proposed model outperforms other state-of-the-art models. However,
We can more minutely evaluate our proposed model if we enrich our dataset in the
future. Furthermore, it will lessen computational cost if we extract features from the
salient region rather than the whole frame.AQ1
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Road Sign Detection Using Variants
of YOLO and R-CNN: An Analysis
from the Perspective of Bangladesh

Aklima Akter Lima, Md. Mohsin Kabir, Sujoy Chandra Das,
Md. Nahid Hasan, and M. F. Mridha

Abstract Road sign detection represents a feature that assures the safety of drivers,
vehicles, and pedestrians by efficiently detecting road signs. This feature is designed
to notify drivers about road signswhether he ismissing the signs or not. This detecting
and recognizing feature of the road signs’ has improved a part of the advanced driver
assistance system (ADAS). ADAS is an automated technology containing cameras
and sensors intended to help the drivers with road signs, while traveling to a new road
or having no knowledge about road signs. Before the work analysis, this topic has
shown formidability as it has a real-time processing solution. This paper analyzed
seven architectures for detecting the road signs: YOLO, YOLOv2, YOLOv3, PP-
YOLO model and R-CNN, Fast R-CNN, Faster R-CNN. We have built a dataset
based on Bangladesh’s road sign named the “BD Road Sign 2021 (BDRS 2021)”
dataset to evaluate the architectures. This dataset contains 16 categories (16 types
of road-sign), and each has 168 images. Finally, we applied the seven advanced
architectures to find the effective one to detect Bangladesh’s road signs. This study
implies that YOLOv3 and Faster R-CNN perform comparatively better for road sign
detection.

Keywords Advanced driver assistance system (ADAS) · Road sign detection ·
You only look once (YOLO) · Region-based convolutional neural networks
(R-CNN) · Deep learning

1 Introduction

Identifying road sign’s position is an important area of research that continuously
captures the attention of researchers in the area of Intelligent Transportation System
(ITS). The road sign shows route road marking, possible hazards, and involvements
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that vehicles can encounter on the road. Adding to that it assists vehicles in route
by providing valuable data and alerts. Every driver must hold their attention on the
road and be aware of their surroundings while driving as road signs have variations
everywhere in the world. This is not yet possible to construct the universal Traffic
Sign Recognition System (TSRS) structure.When a driver is introduced to a different
route, he must concentrate on the road incredibly late at night, which results in a
diversion from a highway sign. Road sign detection features could be a helpful way to
assist drivers and mitigate road injuries caused by the driver’s lack of understanding.
A system or feature should be built for Bangladeshi road signs to alert drivers to road
signs without interfering with their driving concentration. As a result, we are firmly
persuaded to conduct some research in this directionwith the explicit aimof providing
more analysis in the study of TSRS concerning the Bangladesh environment.

The driver will be directed into a favorable configuration every time with support
from an Advanced Driver Assistance System (ADAS) for any encountered signs.
As a result, drivers won’t have to face finding out the sign’s meaning, and a better
TSRS structure can make it possible. TSRS structure techniques are divided into
two key sections: position and identification. The design helps to support the driver
in several ways to ensure their well-being, also the safety of various people and
pedestrians on the path. These systems include one main goal: to identify and track
road signs mostly during the driving period. With these features, the system will
direct and make drivers aware of the consequences to the environment. This article
focuses on creating a TSRS framework for Bangladeshi road signs that use some
architecture based segment measurement and identification. An empirical analysis
and its empirical setup comparing the following seven main architectures: YOLO
[1], YOLOv2 [2], YOLOv3 [3], PP-YOLO [4] model and R-CNN [5], Fast R-CNN
[6], Faster R-CNN for detecting signs. The overall contributions of this research are:

• We have investigated and distinguished the contemporary challenges of the
Advanced Driver Assistance System.

• A recently built dataset named “BD Road sign 2021 (BDRS 2021)” is introduced
that consists of 16 classes. Each class consists of 168 images.

• Weapplied seven baseline architectures, “YOLO,YOLOv2, YOLOv3, PP-YOLO
model andR-CNN, Fast R-CNN, Faster R-CNN”, to the newly created dataset and
analyzed the obtained results. The analysis found Faster R-CNN and YOLOv3
more effective.

The continuation of this experimental paper is organized as follows: The previous
literature is described in Sect. 2. Section 3 describes the dataset. Section 4 addresses
the process, including features such as data preprocessing and design. Section 5
explains the assessment, provides a summary of the experiments as well. Finally,
Sect. 6 brings the article to a close.
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2 Related Work

Due to technical advancements like computing and computer vision in the modern
age, a device allows quick, accurate, and automatic detection of road signs in various
conditions. Many notable cutting-edge architectures have been developed in recent
years. Among those listed are:

A novel approach for traffic sign detection based on deep learning architecture
named capsule networks achieves excellent performance on the German road sign
dataset, which is introduced in [7]. In some cases, CNN’s are easily fooled bymultiple
adversary attacks [8], but capsule networks can overcome those attacker attacks
and improve traffic sign detection accuracy. Compared to CNNs, capsule networks
perform much better by correctly performing image classification and recognition
tasks [9]. D. Tabernik and D. Skočaj identified and recognized a wide range of
traffic sign categories appropriate for automating traffic sign inventory management.
The mask R-CNN is a CNN-based approach that addresses the entire detection and
recognition process with automated end-to-end learning. This method is used to
detect the 200 traffic sign classes specified in the dataset. Researchers demonstrated
that the deep learning-based approach could produce an outstanding performance
for a wide range of traffic sign categories, along with some complex ones with high
intra-class variability [10].

Wang and Guo [11] suggested the YOLO neural network model is configured
using an updated CNN model focused on the YOLO model, darknet 53. By adding
batch normalization and RPN networks, it can enhance network architecture for
traffic sign detection. The method described in this paper will significantly improve
the efficiency and detection rate of traffic signs, while also reducing the detection
system’s hardware specifications. The authors of [12] use the Radial Symmetry
Transform to identify other geometric shapes such as octagons, squares, and triangles.

Zhang, J. suggested an end-to-end convolutional networkmodeled afterYOLOv2.
To detect minor traffic signs more effectively, they divide the input images into
dense grids and generate more precise feature maps. Both experimental results based
on their extended CTSD and German Traffic Sign Detection Framework (GTSDB)
show that the proposed approach is faster and more stable [13]. Buyval, presented
a technique for classifying and localizing road signs in 3D space using a neural
network and a point cloud acquired from a laser range finder (LIDAR). A dataset
was collected to achieve this goal and train the neural network (built on the Faster-
R-CNN architecture). The device generates a series of images with bounding boxes
and points clouds related to actual road signs [14]. The first section of a method for
detecting and classifying road signs identifies the road signs on a real-time basis. The
second section identifies the German traffic signs (GTSRB) dataset and produces
predictions using the road signs detected during the first section. In the detection
section, they used HOG and SVM to identify the road signs captured images. Later,
in the classification section, a convolutional layer based on the LeNetmodel was used
to modify [15]. A system for detecting and recognizing Bangladeshi road signs is
being established. To begin, images of road signs are collected from various districts
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across Bangladesh to create the dataset. The photos are then numbered, and the
Single Shot Multibox Detector (SSD) is then used to locate and identify road signs.
A CNN-based model is being used in the classification stage [16].

Besides, a large number of deep learning-based road sign detection approaches
are proposed in the last decades. Our paper mainly analyzes the road signs that are
used in Bangladesh based on seven detection algorithms.

3 Dataset

We discovered that most road sign image datasets on the web are divided into four
categories: regulatory signs, warning signs, information signs, and additional signs.
We attempted to gather simple road signs commonly used on Bangladesh’s roads
from the set of every road sign. We have gathered a large number of images from the
Bangladesh Road Transport Corporation (BRTC). Finally concludes, 168 images for
each of the 16 types (Under four classes: regulatory signs, warning signs, information
signs, and additional signs) and used 80% (2150) of the photos for training and the
remaining 20% (538) for testing in our assessments (Fig. 1).

4 Methodology

To test road sign detection from image datasets “BDRS2021,” a comparative analysis
of YOLO, YOLOv2, YOLOv3, PP-YOLO model, and R-CNN, Fast R-CNN, Faster
R-CNN architectures is introduced and benchmarked. The framework is outlined in
detail in the articles that follow.

4.1 Data Preprocessing

Data preprocessing is divided into two stages: data normalization and data augmen-
tation. These two methods are discussed further below.

Data Normalization: Image normalization is an essential preprocessing technique.
It decreases the inner-class function disparity and is regarded as intensity offsets.
Since the intensity offsets are defined in the field distribution, standard deviation and
Gaussian normalization can be used to normalize. Equation (1) is used to evaluate
the image during normalization [17].

�(π, θ) = ξ(π, θ) − μ(π, θ)

6σ(π, θ)
(1)
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Fig. 1 Sample images from BDRS 2021 dataset

where μ is a local mean and σ is a local standard deviation [1].

μ(π, θ) = 1

M2

α∑

k=−α

α∑

n=−α

ξ(K + μ, n + θ)

Data Augmentation: The data augmentation techniques are applied to enlarge the
dataset. We used five image appearance filters: Gaussian, disk, unsharp, average and
motion, and six affine transformation matrices. This makes the dataset quantity 30
times of its actual size.

4.2 Baseline Architectures

Seven baseline architectures of deep learning-based detection algorithms are used to
evaluate the dataset. This section briefly analyzes the seven algorithms. The general
structure of the evaluation system presents in Fig. 2.
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Fig. 2 The image presents the structure of the system. First, the photos were taken and passed
through the preprocessing phase. Then each algorithm is applied to the processed data and results
captured

YOLO: YOLO [1] is CNN-based for real-time object detection, which utilizes the
entire image and splits it into regions, and estimates bounding boxes and probabilities
for each image. The estimated probabilities are used to weight these bounding boxes
when it reaches its high precision, while operating in real-time. The method is called
“You Only Look Once” at the object in the context, which makes predictions. Then,
it outputs objects predictions along with bounding boxes after non-max suppression.
It generally learns applicable representations of objects, allowing it to perform better
from many detection methods.

YOLOv2: YOLOv2 implements a range of enhancements to increase accuracy and
batch processing. YOLOv2 [2] solves significantly higher localization error and poor
recall comparison to region-based strategies by allowing batch standardization and
better resolution classifiers. The Batch Normalization method is used to stabilize the
input layers bymodifying andmeasuring the activations [18].Multi-scale instruction
randomly selects a new size for every ten iterations of the system. This helps to
predict well over a wide range of input measurements. The enhancement of the
YOLOv2 is the really well functionality to enhance the ability to identify small
items, which follow a pass-through layer method. This combines high-resolution
features with low-resolution features, equivalent to ResNet identification mapping
[19]. The mathematical analysis of the architecture can be found in [6].

YOLOv3: YOLOv3 [3] is published, distinguished by greater accuracy, and substi-
tutes the softmax activation functionwith logistic regression and threshold. YOLOv3
is enhanced by using a multi-label classification that varies from the shared exclu-
sive label used in the earlier versions. It utilizes a logistic classifier to measure the
likelihood of the item becoming a particular mark. In classification loss, the binary
cross-entropy loss by each mark is used rather than the generalized mean square
error used in the earlier versions. The secondary enhancement is with a particular
bounding box prediction that combines the score of one item in a bounding box
anchor that overlaps the maximum likelihood object instead of others. YOLOv3
determines a bounding box anchor by each ground truth item. The third develop-
ment with the use of estimation across dimensions by using the idea of feature
pyramid networks. YOLOv3 forecasts boxes on three spatial dimensions, and then
extracts the features from all those scales. The predicted outcome of the network is a
3D sensor that encodes the bounding box, item score, and class estimation. The fifth
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upgrade is the latest CNN function extractor called Darknet-53. It’s a 53-layer CNN
that utilizes ResNet-inspired skip connections. YOLOv3 predicts at three different
scales, precisely determined by downsampling the proportions of the source images
by 32, 16, and 8 pixels, respectively.

PP-YOLO: The PP-YOLO [4] (PaddlePaddle YOLO) object detection system is
based on the YOLO object detection algorithm. PP-YOLO is not a novel object
detection system. Instead, PP-YOLO is a revised version of YOLOv4 with faster
inference and a highermAP score. Such enhancements aremade possible by utilizing
a RESNET-50 backbone architecture and additional features, including larger batch
size, Drop block, IOU Loss, and training models. This structure consists of 3 parts,
Backbone, Detection Neck, Detection Head. DarkNet-53 with ResNet50-vd, the
backbone of YOLOv3, is substituted in PP-YOLO. It replaces some of the convo-
lutional layers in ResNet50-vd with deformable convolutional layers (DCN) in this
case. Many detection models have shown the efficacy of Deformable Convolutional
Networks (DCN). ResNet as a backbone network architecture itself provided an
increase in effectiveness and efficiency.

R-CNN: The region-based Convolutional Network (R-CNN) [5] method achieved
excellent image prediction performance through using deep ConvNet to identify
input images. The R-CNN [20] process trains CNN’s end-to-end to locate the region
proposals through element clusters or backgrounds. R-CNN development is a multi-
stage process that includes extracting features, fine-tuning a log loss infrastructure,
training SVMs, and eventually constructing a bounding box. There are drawbacks
like R-CNN is sluggish since it executes the forward ConvNet transfer by each object
proposal without exchanging the calculation and cannot modify the co-evolutionary
layers that precipitate the pooling of the structural pyramid [21].

Fast R-CNN: The Fast R-CNN [22] network uses image data and a collection
of training samples as input. The network processes the entire image with many
co-evolutionary and max pooling to generate a fully connected function map. A
region of interest (RoI) pooling layer extracts an adjusted vector function for each
model for evaluation. Fast R-CNN has many advantages, such as higher recognition
performance (mAP) than R-CNN, SPPnet, separate training, multi-task failure, and
training can upgrade all network layers, and no storage devices are needed for caching
features. In Fast R-CNN, we reduce an optimization technique after the multi-task
loss.

Faster R-CNN: The Faster R-CNN [6] model consists of two components: the
Region Proposed Network (RPN) and the Fast R-CNN tracker. RPN is an entirely
convoluted system used to generate regional proposals with various dimensions and
rotational speeds that serve as feedback for the second method. The RPN, as well
as the Fast R-CNN detector, share a specific convolutional layer. Faster R-CNN,
by extension, may be composed of a single and coordinated R-CNN. Network for
the identification of artifacts. The RPN is a region proposal algorithm, and the Fast
R-CNN as a detection network comprises the Faster R-CNN architecture.
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5 Evaluation

The supervision of the empirical analysis on estimating the recommended Road sign
detection on our “BDRS 2021” dataset carried out the comparative study of seven
architectures. First, we describe the data set that was used in the research. Then, we
describe the experimental setup. Third, the measures used to assess method accuracy
are discussed. Fourth, the comparative study of seven architecturesYOLO,YOLOv2,
YOLOv3, PP-YOLO model and R-CNN, Fast R-CNN, Faster R-CNN are analyzed.
Finally, the results of the comparative analysis are shown.

5.1 Evaluation Metric

Precision and recall measurement metrics are used to evaluate the architecture based
on the confusion matrix results. Also, mAP is used, which is primarily used for the
evaluation of visual object detectors.

Precision = TP

TP + FP
(2)

Recall = TP

TP + FN
(3)

mAP = 1

n

k=n∑

k=1

APk (4)

where TP means true positive, FP means false positive; FNmeans false-negative and
APk is the AP of class k, and n is the number of classes. AP of class k calculates by
the following formula.

AP =
k=n−1∑

k=0

[Recalls(k) − Recalls(k + 1)] ∗ Precisions(k) (5)

where n is the number of thresholds.

5.2 Experimental Setup

Python is used for data preprocessing, experimentation, and model evaluation in
the “BDRS 2021” dataset. TensorFlow [23] and Keras [24] are used to evaluate the
proposed architecture. Furthermore, NumPy [25] is used to perform mathematical
operations on seven architectures that are compared in our dataset for the experiment.
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5.3 Experiments and Comparisons

In this paper, the “BDRS 2021” dataset is used to detect Bangladesh’s road signs.
The experiment is done based on the mentioned seven architectures of YOLO and
R-CNN. For the YOLO algorithm, we applied the Darknet implementation. The
Darknet implementation of YOLO gives 0.642 mAP for the proposed dataset. As
the YOLO algorithm makes many localization errors and lower recall rates, the
accuracy obtained is insufficient. The YOLOv2 further reduced these problems. This
architecture is developed using Darknet-19 deep architecture and increases the mAP
to 0.76 for the mentioned dataset. The faster YOLO version till present days is
YOLOv3. We applied the Darknet-53 as the backbone architecture of YOLOv3
and obtained massive enhancements of the result to 0.885 mAP. Afterward, the
dataset is also used for the PP-YOLO variant. PP-YOLO replaced the Darknet-53
backbonewithResNet architecture and became helpful for real application scenarios.
We achieved nearly the same mAP as YOLOv3 of 0.878 for PP-YOLO. Hence, the
study shows that YOLOv3 with Darknet-53 backbone and ResNet backbone both
give satisfactory road sign detection results.

Then, the dataset is evaluated using R-CNN, Fast R-CNN, and Faster R-CNN
architecture. First, the R-CNN architecture is applied with a selective search algo-
rithm. It takes a considerable training time, and the mAP score is only 0.683, which
is much lower than any YOLO architecture. Then, the Fast R-CNN architecture is
applied, which is the advanced version of R-CNN. In this time, the training time
drastically reduced, and the mAP score increases to 0.795. Finally, we applied Faster
R-CNN-based on the region proposal network and found satisfactory performances
of 0.896mAP.Table 1 presents the precision, recall, andmAP scores of thementioned
algorithms.

However, the study suggests YOLOv3 and Faster R-CNN for Bangladeshi Road
Sign detection.

Table 1 This table presents
the precision, recall, and mAP
score of different sign
detection architectures

Model Precision Recall mAP

YOLO [1] 0.597 0.625 0.642

YOLOv2 [2] 0.732 0.751 0.760

YOLOv3 [3] 0.882 0.899 0.885

PP-YOLO [4] 0.878 0.877 0.878

R-CNN [5] 0.696 0.656 0.683

Fast R-CNN [22] 0.783 0.796 0.795

Faster R-CNN [6] 0.884 0.901 0.896
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6 Conclusion

This paper represents a comparative analysis of road sign detection techniques imple-
mented on the “BDRS2021” dataset. It is collected from a public source andmodified
later according to preferences. Various architectures, specifically YOLO, YOLOv2,
YOLOv3, PP-YOLO,R-CNN,FastR-CNNwere practiced formethodologicalmodi-
fication on this dataset. Among the mentioned architectures YOLOv3 and Faster
R-CNN perform better detecting the road sign more precisely on our respective
datasets. The implementation of this paper shows good possibilities to recognize
a road sign and reduce the risk of an accident caused by disregarding the signs
by drivers. We discovered that no comparative study on this topic was conducted
focusing on Bangladesh’s Roads during our analysis. That is why, we think this
research can enhance the factors and possibilities for the researchers, while working
on this topic in future.
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Densely-Populated Traffic Detection
Using YOLOv5 and Non-maximum
Suppression Ensembling

Raian Rahman, Zadid Bin Azad, and Md. Bakhtiar Hasan

Abstract Vehicular object detection is the heart of any intelligent traffic system.
It is essential for urban traffic management. Recent state-of-the-art methods apply
R-CNN, Fast R-CNN, Faster R-CNN, and YOLO for this task. However, region-
based CNN methods have the problem of higher inference time which makes them
unrealistic to use the model in real-time. YOLO on the other hand struggles to detect
small objects that appear in groups. In this paper, we propose amethod that can locate
and classify vehicular objects from a given densely crowded image using YOLOv5.
We apply non-maximum suppression ensembling of 4 different models of YOLOv5
trained on different setups. The performance of our proposed model was measured
on the Dhaka AI dataset which contains densely crowded vehicular images taken
from both top view and side view of the street in both day and night settings. Our
experiments show that our model achieved mAP@0.5 of 0.458 with an inference
time of 0.75s outperforming other state-of-the-art models on performance. Hence,
the model can be implemented in the street for real-world traffic detection which can
be used for traffic control and data collection.
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1 Introduction

An increasing number of vehicle types in urban areas pose many problems like traffic
congestion, long queue in toll and parking sites. To solve traffic problems in mega-
cities and to monetize traffics in areas like toll booths, parking lots, and analyzing
types of vehicles in a city more efficiently and effectively, an intelligent system
is required. As an indispensable part of the intelligent traffic monitoring system,
accurate vehicle detection and real-time performance is the most challenging part
which is gaining the attention of researchers all over the world. Efficient vehicle
detection and classification in densely populated areas can facilitate automated toll
collection, smart parking systems, and the identification of vehicles related to crimes.

The task of vehicle detection can be formulated as a multi-object detection prob-
lem. In simple terms, object detection is the task of locating the objects in an image
with a bounding box and detecting the class of that object. For this, convolutional
neural network (CNN) based methods have been widely used in the recent past. The
prominent state-of-the-art methods utilize R-CNN [1], Fast R-CNN [2], Faster R-
CNN [3] to achieve this task. But the problem with these two-stage-based models
is that training happens in multiple phases and the network is too slow at inference
time, which impedes real-time detection of vehicles. To solve this problem, recently
You Only Look Once (YOLO) [4] introduced a faster way of real-time object detec-
tion making it usable in real-life applications. However, this architecture struggles
to detect small objects that appear in groups [4].

To solve these issues, we trained 4 separate models that utilize the ensemble
technique to aggregate the separate predictions using Non-Maximum Suppression.
Our contributions are as follows:

• Trained a total of 4 YOLOv5 [5] models using different image sizes and hyper-
parameters.

• Aggregated the prediction of 4 models using an ensemble model that facilitates
faster detection of vehicles.

• Introduced additional difficulty by adding low-light nighttime images and top-
view images with densely crowded vehicles to training samples to improve the
accuracy and robustness of the model.

These steps resulted in a solution that can be used in real-time and low light situations
even in densely populated streets. Besides it also ensured that our solution outputs
a result with acceptable accuracy which makes our model usable in congested and
complex scenes.

2 Related Works

The traditional approaches [6, 7] for vehicle detection apply commonmachine learn-
ing algorithms like the histogram of oriented gradient (HOG) to extract features
from vehicle images. After extracting the features, the vehicles are then classified
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using Support VectorMachine (SVM).Other approaches useDeformable PartModel
(DPM) [8] to detect vehicles. Even though these approaches provide comparable
accuracy, they involve handcrafted feature designing that requires human interven-
tion.

Recent advances in deep learning facilitated by the availability of large datasets
and big compute have made them a viable option for vehicle detection. Earlier
approaches [9–11] utilize Convolutional Neural Network (CNN) to perform fea-
ture extraction and softmax function for classification. Later, more efficient models
like R-CNN [1] and fast R-CNN [2] and Faster R-CNN [3] models were proposed.
All thesemodels utilize a Region-based Convolutional Neural Network, which uses a
technique called Selective Search [12] to select a small number of candidate regions
among all possible regions. As a result, the model requires running an image clas-
sification algorithm for a smaller amount of region making the model run faster.
R-CNN is comparatively slower among all three models as it generates lots of can-
didate regions. Fast R-CNN [2] addressed this issue by feeding the input image to a
CNN to generate a convolutional feature map. Then, the candidate regions are pro-
posed using an RoI pooling layer and feeding it into a fully connected network. The
number of candidate regions proposed by Fast R-CNN is less than that of R-CNN,
hence it requires less time for inference. But the Selective Search algorithm, used
by Fast R-CNN, is not a machine learning algorithm, so it cannot learn from the
context, and often proposes a bad candidate for the region. Later, Faster R-CNN [3]
was proposed with the idea of replacing selective search as it is a time-consuming
process. Faster R-CNN provides the fastest running time compared with R-CNN and
Fast R-CNN. However, it is still not fast enough to detect objects in real-time. Addi-
tionally, all these three models require huge computation due to having a complex
model containing a large number of parameters.

Recently, YOLO is being used for vehicle detection [13–15]. Instead of using the
region selection method, YOLO uses Convolutional Neural Network that predicts
the bounding boxes as well as the class for these boxes. It divides the image into an
S × S grid where S is a constant value. For each grid, YOLO generates a constant
number of bounding boxes. Then if a bounding box has confidence greater than a
certain threshold, the bounding box is selected to locate the object within the image.
YOLO is by far the fastest algorithm for vehicle detection and its speed is helpful to
implement real-time vehicle detection systems.

3 Proposed Methodology

3.1 Overview

As shown in Fig. 1, our proposed method consists of 3 main modules. First, we
acquired and preprocessed the dataset. During preprocessing, we applied augmenta-
tion, resized the images into uniform shapes, and created training and testing folds.
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Acquisition

Collect DhakaAI
Dataset
Collect external
images

Preprocessing

Resize image
Fix labels
Apply
augmentation

Training

Train 4 YOLOv5
model on 4 folds of
dataset

Ensembling

Ensemble all 4
trained model
using Non
Maximum
Suppression

Detection

Detection of
bounding box
Classification of
the detected boxes

Fig. 1 The pipeline of our proposed solution: First, we acquired the training data. During prepro-
cessing, images were resized, relabeled before creating four different folds of the dataset. Different
augmentation techniques were applied to these folds. During training, these folds were trained
independently with the YOLOv5 model with different setups. All four of our trained models were
then ensembled using Non-Maximum Suppression. The last stage of our work is the images with
bounding boxes surrounding the vehicle objects of an image with its class

Then, four different models were trained with these different training folds. After
training, we ensembled the models using Non-Maximum Suppression [16] for final
inference.

3.2 Dataset Acquisition

For this experiment, we used the “DhakaAI” [17] dataset developed under the “Dhaka
AI 2020 challenge”. The dataset consists of 3000 annotated images of traffic objects.
The training dataset consisted of 21 classes. The most challenging part about the
dataset is it contains images of vehicles from a different point of view. There were
images from the front view, back view, side view, and top view of streets. We also
added around 200 new images for training to increase the sample of rare class vehi-
cles. These new images were hand-annotated using the LabelImg tool [18]. Most of
the newly added images were top-view nighttime images.

3.3 Preprocessing

For generalizing a model for object detection using deep learning architecture, a
prerequisite is to have enough training examples for each class so that the model can
learn properly. But after exploring the DhakaAI dataset [17], we found that it has a
huge class imbalance. The number of labels for each class is shown in Table 1. Here,
some of the classes have less than 50 samples in the training dataset.

To resolve this issue, we used augmentation using tools from Roboflow1 and
Albumentations library [19] for image augmentation. Although augmentation did
not provide decent results in the case of densely populated images, it improved the
result in the case of night images.

1 Available at:https://roboflow.com/.

https://roboflow.com/
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Table 1 Sample distribution per class

Class name Label count Class name Label count

Ambulance 76 Pickup 1178

Army vehicle 25 Police car 33

Auto rickshaw 465 Rickshaw 3495

Bicycle 465 Scooter 30

Bus 3340 SUV 667

Car 5574 Taxi 59

Garbage van 8 Three wheeler (CNG) 2982

Human Hauler 170 Truck 1475

Minibus 100 Van 682

Minivan 815 Wheelbarrow 251

Motorbike 2252

(a) (b) (c)

Fig. 2 The figure shows an anomaly in the DhakaAI dataset. In a, we can see that a wheelbarrow
is labeled as a rickshaw. In b, c, we can see that the same vehicle, which is a pickup is labeled as a
truck and on the next image it is labeled as pickup

During the exploration of the dataset, we found lots of mislabeled images in the
DhakaAI dataset training data. We also found that two images had different labeling
of class for the same car in the same frame (illustrated in Fig. 2). So, we hand-
annotated all 3000 images and labeled all the mislabeled objects as well as fixed
labeling of wrongly labeled objects in the image.

Another challenge in the dataset is it does not have uniform image quality. Some
of the images are in landscape mode while some of the images are in portrait mode.
So, we resized the images to 1024× 1024 pixels.

For the train and validation set split, we used the k-foldCross-Validation technique
so that our model could learn from the complete dataset. While creating the fold, we
tried to make sure that images from the same frame in the train split do not occur in
the validation split. Count of train-validation split for each fold is given in Table 2.

3.4 Model Selection

Although the key priority of our work was to localize and classify the vehicular
objects on a street image, we also had to look into the inference speed so that it
could be implemented in real-time. We had to discard R-CNN, Fast R-CNN, and
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Table 2 Image resolution and applied augmentation for different folds of training dataset

Fold No. Train set image count Validation set
image count

Augmentation

1 2506 600 Sharpened

2 2321 785 Sharpened

3 2400 706 Sharpened

4 1200 400 Darkened and
Sharpened

All images had 1024× 1024 resolution

Faster R-CNN as they could not compete with YOLO models in both performance
and inference time. YOLO on the other hand, YOLO had a much less inference time
with better accuracy. Among different versions of YOLO, we chose YOLOv5 [5]
due to its simple architecture compared to R-CNN-based models. Even YOLOv5 is
faster and more robust than other members of the YOLO family.

Even if the author of YOLOv4 [20] got official approval of YOLO, the version of
YOLOv5 [5] developed by theUltralytics LLC team did not get any acknowledgment
from the original author of YOLO. Still, YOLOv5 provides much better performance
compared to othermodels of theYOLO family [21]. YOLOv5 inherits the advantages
ofYOLOv4 [20] by adding SPP-NET [22] alongwith some enhancement techniques.
YOLOv5 has become the new state of the art for object detection [23]. YOLOv5 was
mainly developed to balance real-time performance and detection accuracy.

YOLOv5s,YOLOv5m,YOLOv5l,YOLOv5x [5] are the four versions ofYOLOv5
where YOLOv5s being the lightest model and YOLOv5x being the heaviest model,
respectively. Among all these four versions, there is a trade-off between the detection
speed and real-time performance. The key differences among these versions are the
number of feature extraction modules and convolution kernel in a specific location
of the network.

The network consists of three networks. These are backbone network, neck net-
work, and detect network. The backbone network is a convolutional neural network
for aggregating fine-grained images and forming image features. The neck network
is responsible for combining the image features collected by the backbone network
and transmitting the feature map to the detect network. The detect network is respon-
sible for the detection and classification part of the model. It applies anchor boxes
on the feature map from the neck network. It also contains a softmax layer which
predicts the probability of the class of the bounding box surrounding the object.

For image enhancement, YOLOv5 uses mosaic data augmentation to solve the
small dataset problem. It applies operations like random inversion, zooming, crop-
ping on four images and then combines them into a single image.

In traffic detection, the core priority was to improve the performance, so we chose
YOLOv5x for our training model. It contains 607 layers with 88, 568, 234 trainable
parameters. The model was pre-trained using Common Object in Context (COCO)
dataset [24] to detect 80 classes. For our task, we changed the final layer to detect only
21 classes corresponding to the 21 vehicle classes available in the DhakaAI dataset.
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Table 3 Training specification for each model

Model Training data Image size Number of
epochs

Batch size

1 Fold 1 1024× 1024 80 4

2 Fold 2 1024× 1024 80 4

3 Fold 3 1024× 1024 80 4

4 Fold 4 640× 640 120 16

All 4 models had Stochastic Gradient Descent optimizer with a learning rate 0.01 and momentum
0.937

3.5 Ensemble Learning

To ensure the robustness and accuracy of our model, we trained 4 separate models
using different sets of images. Each of the models proposes multiple bounding boxes
to specify candidate regions for vehicle detection. We used Non-Maximum Sup-
pression [16] to aggregate these bounding boxes to select the ones having the most
confidence. The way it works is the system takes all the bounding boxes proposed by
all four models and puts them in a priority queue sorted based on the confidence of
the models predicting them. It then selects the box with the highest confidence from
the queue and calculates the Intersection over Union (IoU) with the rest of the boxes.
If the IoU value exceeds a certain threshold for any of the remaining boxes, that box
is discarded. It then removes the bounding box with the highest confidence from the
queue and adds it to the selected box list. This process is repeated until there is no
bounding box remaining in the priority queue. Finally, the boxes in the selected box
list are returned.

4 Result and Analysis

4.1 Experimental Setup

As shown in Table 3, during training we had to train four different models and
ensembled these four models for final output. All four of our model was trained on
Google Colab[25]. Google Colab provides a cloud-based training utility with free
GPU access for a limited amount of time. For each fold of our dataset, we trained a
model. The first three models were trained with an image resolution of 1024× 1024
pixels. But the fourth model was trained with an image resolution of 640× 640
pixels. The first three folds of our dataset contained all the images, while the fourth
fold contained only the night images. On the dataset, it was seen that the night images
themselves were quite distorted noisy. So. we decided to train the night images on
a lower resolution as it might then focus on larger objects of the night images. As a
result, we could train our model for a longer time.
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Table 4 Image augmentation
parameters during training

Hyperparameter Value

Image HSV—hue augmentation 0.015

Image HSV—saturation augmentation 0.7

Image HSV—value augmentation 0.4

Image rotation 5.0

Image translation 0.1

Image scale 0.5

Image flip left-right—probability 0.5

Image mosaic—probability 1.0

Image mixup—probability 0.0

All four of our models were trained with Tesla T4 GPU which comes with 16 GB
of video memory. All four of our model was trained for around 12 hours each.

For training, we used a YOLOv5 implementation by the Ultralytics.2 We used
Stochastic Gradient Descent as our optimizer. Image augmentation parameters used
for each of the models are given in Table 4.

For inference, we ensembled the weight of all four models we trained. We used
Non-Maximum Suppression during the ensemble and the confidence threshold for
each predicted bounding box was set to 0.3.

4.2 Evaluation Metrics

To evaluate our performance, we used mean Average Precision (mAP) over training
epochs following. The formula for calculating mean average precision for object
detection is

maP = 1

n

k=n∑

k=1

APk (1)

where n is the number of classes and APk is the average precision for class k. Average
precision (AP) is a way of summarizing the precision-recall curve into a single value
representing average of all precision. The formula for calculating AP is

AP@n =
k=n−1∑

k=0

[Recall(k)− Recall(k + 1)] × Precision(k) (2)

where n is the number of thresholds and Recall(n) = 0 and Precision(n) = 1. We
used the checkpoint where the model had most mAP@0.5.

2 Available at https://github.com/ultralytics/yolov5.

https://github.com/ultralytics/yolov5
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Table 5 Comparison of performance and inference time with other models on the test set

Model name mAP@0.5 Inference time (s)

Faster R-CNN 0.356 0.39

YOLOv3 0.266 0.18

YOLOv4 0.313 0.28

YOLOv5x 0.372 0.14

YOLOv5 with NMS
ensembling (ours)

0.458 0.75

Here, Faster R-CNN. YOLOv3. YOLOv4 and YOLOv5x show performance trained on a single
fold of train dataset, while YOLOv5x with NMS ensembling model shows the result of our four
combined models

4.3 Result Discussion

We used all four training model’s weights during the final inference. We ran an infer-
ence on test data—2 provided by DhakaAI. We hand-annotated 450 test images and
executed inference. On that test, our model achieved mAP@0.5 value of 0.458. We
also conducted inference on one of our validation sets. During validation set infer-
ence, our model achievedmAP@0.5 value of 0.883 andmAP@0.95 value of 0.677.

We compared the result of our model with other models of the YOLO family as
well as the Faster R-CNNmodel. Table 5 shows the comparison between these mod-
els. For comparison, we compared our model’s performance as well as the inference
time on a single image with YOLOv3, YOLOv4, and Faster R-CNN.We trained each
of these models for 12 hours on Google Colab in a similar environment. The table
shows that our model has achieved the most mAP@0.5. As our proposed method
ensembles 4 different models during inference, the inference time of our solution
is a little bit higher compared to other models. Still, the precision performance of
our model outperforms the other models. Our ensembling technique allowed us to
emphasize on different aspects of the dataset equally, especially for the night time
images, without sacrificing generality.

Output of ourmodel for different scenario is illustrated in Figs. 3 and 4. Ourmodel
was able to localize and detect most of the vehicular objects for a given image taken
from a different view of the street. It also performed well in the case of night images.
Fig. 3 illustrates the performance of our model on night images. It could locate most
of the vehicles as well as properly classify those vehicles in both densely populated
images and less populated images. However, as seen in Fig. 3c, our model could not
detect most of the vehicles in a very low-light noisy image.

In Fig. 4, we illustrated our model’s performance on images taken from a different
view of the streets which shows it can locate and detect the objects properly. As seen
in the figure, the model also performs well in the case of occluded objects in the
image.

Our model could run inference within 0.75 s per image. So, it could also be
implemented in real-time vehicular traffic detection applications.
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(a) (b) (c)

Fig. 3 Performance on night image in densely populated image Fig. 3a and less densely populated
image Fig. 3b. In Fig. 3c, it can be seen that the model performs poorly in very low light sample

(a) (b) (c)

Fig. 4 Performance on images taken from different views of street

5 Conclusion

This paper proposed a new method of traffic object detection using YOLOv5. To
improve the performance and robustness of our method, we ensembled 4 different
models using Non-Maximum Suppression ensembling. We also tried to incorporate
dataset modification by adding night images from different view-angles. Our experi-
ments compared the performance of our model with other state-of-the-art models on
theDhakaAI dataset. Results show that ourmodel had bettermean average precision.
Due to limited resources, we could not test our model’s performance on other base-
line datasets. For further experimentation, our work could be expanded on how we
can use better ensembling methods like weighted ensembling or voting mechanisms
for faster inference time.
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Real-time Pothole Detection and
Localization Using Convolutional Neural
Network

Atikur Rahman, Rashed Mustafa, and Mohammad Shahadat Hossain

Abstract Pothole is a common problem in damaged roads and pavements. Vehicles
get damaged, people get stumbled, drivers lose control over the car, and accidents
take place. A system is required that can detect potholes as fast as possible and
help to avoid them. In this paper, such a system is being described which is capable
of detecting potholes in video frames as well as localizing and tracking them. The
system can also make instantaneous signal and warn about the detected potholes. It
works in real time even in mobile devices like Android smartphone. Convolutional
neural network has been used as the basis of the model. A dataset was prepared
where images having potholes were annotated by selecting the regions containing
potholes. Following an approach of supervised transfer learning, a neural network
model was developed. The model was then deployed as Android application for real-
world testing purpose. Satisfactory result was found in both theoretical evaluation
and practical real-world tests.

Keywords Pothole · Detection · Localization · Real time · ConvNet · CNN ·
Neural net · Fine-tuning · Transfer learning

1 Introduction

According to Cambridge Dictionary [32], a pothole is “a hole in a road surface that
results from gradual damage caused by traffic and/or weather.” Potholes cause huge
trouble in regular transportation system. Vehicles may get damaged when they hit
pothole. People who are visually impaired face a great problem due to potholes
while navigating. Sometimes, drivers may lose their control over the car and result
in accidents. Therefore, to get rid of this problem, either potholes must be repaired
as soon as they appear or drivers and passers-by must be aware of them during
navigation so that they can be avoided or passed safely.
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Although the first one is very inefficient and troublesome, research has taken place
to detect potholes and mark the location where they occurred [4, 7, 17, 23, 34]. The
collected data then is sent to the authority so that the hole is repaired soon. Second
one is also researched on [6, 30], to inform navigators about the potholes appearing
on the road surface in front of them.

This research is also focused on the second one, i.e., detect potholes before you hit
them and try to avoid if possible or hit safely. The research work targets to develop a
system for automatic detection of potholes in real time and generate signal to warn
about them. We have created a custom dataset, trained the model with it as well as
built an Android application to deploy as a sample.

A supervised learning approach [18] was followed along with transfer learning
[28] in this research to build the detector model. A dataset of annotated images was
used to train and evaluate the model. Pre-trained MobileNet [11], a convolutional
neural network model, was used as the feature extractor. Single-shot multibox detec-
tor (SSD) [22] was fine-tuned for detection and localization of potholes. Despite
training on image dataset, the resulting model is capable of detecting, localizing, and
tracking potholes in real time, analyzing the video frames.

An Android application has been developed using the model which can detect,
localize, and track the potholes in the video coming from its camera. It also generates
warning signal as long as pothole is detected in the video stream. Thus, it is very
helpful for blind people to navigate. Localization capability of potholes in video
stream can be very useful in case of automated vehicle driving.

In this paper, explanation and discussion of technical requirements, materials
and methods, results and evaluation of our research are given following a review of
existing and related works. After all, conclusion and future works are given followed
by the bibliography.

2 Related Work

Mednis et al. proposed such a mobile sensing system for road [30] which was able
to detect inconsistency with the help of a smartphone based on Android operating
system [25, 30]. They took a 4.4 km long track for the testing purpose with ten
consecutive laps. Using real-world data, their method presented around 90% true
positive rate (TPR) [14].

This method could result in wrong information for the cases such as

• It detects hinges as well as joints of the road [14] as pothole event if it is not the
case though.

• It fails to detect potholes which are in the middle of the lane.

Chang et al. showed that scanning as well as extracted focusing on some particular
distress featureswas captured alongwith accurate 3Dcloudpointswith their elevation
by means of a grid-based approach [5]. Severity and coverage of the distress could
be accurately and automatically calculated using this method [5, 14].
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Li et al. presented an inspection system [23] which can be used to detect and
identify distress features like potholes, shoving, and rutting with the help of a 3D
transverse scanning technique [23], and it is a high-speed technology. The technique
mentioned uses infrared waves-featured laser-line projector with a digital camera for
detecting distress features as well as potholes [23].

Joubert et al. [4] proposed a low-cost sensor system using Kinect sensor and high-
speedUSBcamera [4] to detect and analyze potholes. Some experiments have already
taken place on usingKinect to examine potholes. This method is cost-effective which
is a plus-point.

Buza et al. [4] proposed an unsupervised method using computer vision which
does not require expensive equipment, filtering, or training phases [4, 31]. They used
general image processing and clustering technologies for detecting and identifying
potholes in the target image [14].

Their method consists of three steps as given below

1. Segmentation of target images
2. Shape and feature extraction
3. Detection and identification.

Using the method stated above, they reached an accuracy of 81% [14], and it could
be used as a rough estimation for pothole repairs.

Lokeshwor et al. [12] proposed amethod which could detect potholes, cracks, and
patches of pavement by analyzing video frames. Using DFS algorithm [12, 14], they
segmented video clips undoubtedly into two frames, namely stressed and distressed
categories.

Jog et al. [13] showed a system for 2D recognition and 3D reconstruction [13]
to detect and measure potholes along with their severity. They used video camera
seated on the car to capture video of pavements.

They were able to find the depth, width, and number of potholes using this
approach.

Koch et al. [16] proposed a method which was bound to single frame of the video
coming form camera. It could not find themagnitude of potholes analyzing the frames
of pavement video frames [14]. Koch et al. showed an updated composition signature
for perfect pavement regions for pothole recognition. They also applied computer
vision for tracking detected potholes in the all video frames[16].

3 Technical Requirements

The following technical requirements were identified for the research, preliminary
system development, testing, and deployment

1. A dataset of images is required.
2. Dataset images must be annotated in such a way that the regions of interest, i.e.,

image areas having pothole must be selected, e.g., as bounding boxes [20].
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3. For model train-up, a digital workstation [29] computer is recommended with “at
least” following configurations

• CPU: 2.2 GHz (6th Gen)
• RAM: 16 GB (2400 MHz DDR4)
• GPU:

– VRAM: 12 GB
– Computing [27] Capability: 5
– CUDA [15] support.

However, model developed in this research was trained on the Google Colabora-
tory [2].

4. Android [26] smartphone with speaker and camera support. Android OS version
≥ 6 (Marshmallow, API 22).

4 Materials and Methods

4.1 The Dataset

A portion (57.1%) of our dataset images was scrapped from Google image search.
The rest (42.9%) was captured with an Android smartphone camera from some
damaged roads.

The dataset contains total 665 images having a total of 1740 annotated potholes.
Each image was annotated with bounding boxes around the regions having potholes.
For this purpose, labelImg [19] was used as the annotation tool.

The training set contains 532 (80%) images, and the test set contains 133 (20%)
images. The potholes were divided into three categories, namely small, medium, and
large.

The sizes of the potholes were measured from the occupied pixels in the sample
images. The number of pixels occupied was calculated after resizing the longer side
of the images to 300 px keeping the aspect ratio of the shorter side.

The number of pixels occupied by the different categories of pothole is given in
Table 1.

Distribution of different categories of potholes over the train and test data is shown
in Fig. 1.

The dataset can be found in [1].

Table 1 Different categories
versus number of pixels
occupied

Pothole category Occupied pixels

Small area ≤ 322

Medium 322 < area ≤ 962

Small area > 962
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Fig. 1 Distribution of different categories of potholes

MobileNet

Fig. 2 Architecture of the SSD MobileNet model

4.2 Materials Used

Architecture of the SSD MobileNet [11, 22] is shown in Fig. 2.
With the help of TensorFlow [8] object detection API, the model was trained

using the prepared dataset with some fine-tuned configurations. Figure 3 illustrates
the interaction of different components during training. Thewholemodel was trained
and evaluated on the Google Colaboratory [2].

4.3 Training the Model

Data Augmentation The training images were augmented in different ways. The
following augmentations were applied on the training images online, i.e., during
training phase
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Train Data

Fine-Tuning
Configuration

   

TrainingTF OD API
Pre-Trained

SSD MobileNet

Augmentation
Input Resizing,
Padding and 

Reshaping

Pothole Detector
and Localizer

Fig. 3 Interaction of different training components

• Horizontal flip
• Random crop
• Resize keeping the aspect ratio
• Zero padding.

Input Resizing The shape of the input layer of our model is 300 × 300 × 3; that is,
it takes RGB images of 300 px width and 300 px height. We have resized the input
such a way that the longer side was resized to 300 px, and the shorter size was resized
keeping the aspect ratio intact. Remaining space of the shorter side was filled with
zeros.

Preparing a Pre-trained ModelWe have followed transfer learning approach [28].
So, we required a pre-trained model ready to be used as a base model. Some of
pre-trained models can be found in TensorFlow [8] Model Zoo [9].

We have used the SSD [22] MobileNet [11]V2 pre-trained model which was
trained on Microsoft COCO dataset [21].

Our changes in different paramters are shown in Table 2.

PrepareTensorFlowModelsRepositoryWereused the existing libraries, packages,
and codes fromTensorFlow“models” repository [10]. The repository contains almost
everythingweneed for training and evaluation usingTensorFlowAPI. Thementioned
repository can be found in GitHub [10].

Run Training Process TensorFlow “models” repository provides necessary Python
code for the whole training process. It saves the scalar and graphical values, i.e.,
the results of training and evaluation in “tfevent” files which can be monitored in
TensorBoard [24] (Fig. 4).

Run Evaluation Process TensorFlow “models” repository provides the tools for the
evaluation process too. The evaluation is triggered by the training tool automatically
whenever it saves a checkpoint of the model [10].
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Table 2 Fine-tuned configurations

Configuration option Changed value

input_shape (300, 300, 3)

num_classes 1

batch_size 24

image_resizer keep_aspect_ratio_resizer

min_dimension 300

max_dimension 300

pad_to_max_dimension True

initial_learning_rate 0.005

decay_steps 6000

decay_factor 0.85

quantization_delay 30000

0
5e-4
1e-3

1.5e-3
2e-3

2.5e-3
3e-3

3.5e-3
4e-3

4.5e-3
5e-3

5.5e-3

Steps 0 10k 20k 30k 40k 50k 60k 70k 80k 90k 100k

Fig. 4 Training steps versus decay of learning rate

4.4 Evaluation Methods

Intersection Over Union (IoU) To take a detected bounding box as true positive,
different Intersection over Union (IoU) thresholds were considered (Fig. 5).

Following IoU thresholds were considered

• IoU@50%
• IoU@75%
• IoU@50%:5%:95%.

IoU@50%:5%:95% is a dynamic measurement where ten IoU thresholds are consid-
ered, and starting from 50% up to 95% with an interval of 5%, following thresholds
are found—50%, 55%, 60%, 65%, 70%, 75%, 80%, 85%, 90%, 95%. Values at these
ten thresholds were then averaged to get the value for IoU@50%:5%:95%.

Here, taking the above IoU thresholds into account,
TP = number of true positive predictions
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Fig. 5 Measuring the
Intersection over Union
(IoU)

FP = number of false positive predictions
TN = number of true negative predictions
FN = number of false negative predictions.

Precision Calculation Precision shows how much the predictions are correct [3].
That is, percentage of correct predictions among all the positive-predicted values.

Precision = TP

TP + FP
(1)

Average precision is the area under precision–recall curve.

AP =
1∫

0

p(r) dr (2)

Here, r represents recall, and p represents precision as a function of r . Therefore,
p(r) means “precision at recall r .”

In this research, only a single class is available, and it is labeled “pothole”; there-
fore, mean average precision (mAP) is same as average precision (AP). For multi-
class, mAP is the mean of average precisions of all individual classes.

mAP = 1

N

N∑
i=1

APi (3)

Here, mAP is mean average precision, N is the number of class labels, and APi is
the average precision for i th class.

We considered and calculated mean average precision for different sizes of pot-
holes as well as for different IoU thresholds.
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Recall Calculation Recall means true positive rate and also known as sensitivity, a
well-known parameter (measurement) for model evaluation in the context of classi-
fication [33].

We considered and calculated average recall for different sizes of potholes as well
as for different maximum detection levels.

Average recall is same as recall in this research because there is a single class
label in the dataset, namely “pothole.” All of these recall values were calculated for
50%:5%:95% IoU threshold, i.e., using MS COCO metrics [21].

Recall = TP

TP + FN
(4)

Average recall is the mean of the recall values of all individual classes.

AR = 1

N

N∑
i=1

ri (5)

Here, AR is average recall, N is the number of class labels, and ri is the recall for
i th class.

4.5 Deployment to Android

After training themodel, it is exported as a Protocol Buffer file (has a .pb extension).
Then, it is optimized for small memory devices and converted to .tflite file format.
Tools for this conversion are provided by TensorFlow [8].

Finally, a simple Android application was built (just like a camcorder) where
the exported model.tflite was included as an asset file. The app uses device-camera
to gather video frames and feeds them to the model for detection of potholes. TF-
Lite provides a Java API which is used to load the model into memory and running
inference on video frames.

5 Results and Discussion

The training process was run for more than 100,000 steps with a batch size of 24.
Then, evaluation process was run with the help of the TensorFlow “models” reposi-
tory. The evaluation process used the performance metrics following the Microsoft
Common Objects in Context (COCO) [21].

Precision values found on the test dataset after more than 100,000 steps of training
are shown here in tabular form as well as using bar charts.
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Fig. 6 Average precision on validation data

5.1 Average Precision for Different IoU Thresholds

In Table 3, the model’s performance is shown as average precision considering dif-
ferent minimum IoU thresholds as the threshold for true positive detection.

5.2 Average Precision for Different Pothole Sizes

In Table 4, the model’s performance is shown as average precision considering dif-
ferent categories of pothole sizes in the test dataset.

Figure 6 summarizes the mean average precision values considering different IoU
thresholds and different pothole size categories.

Table 3 Precision at
different IoU thresholds

IoU threshold Precision on validation data

50% 0.65

75% 0.36

50%:5%:90% 0.37

Table 4 Precision for
different pothole sizes

Area sizes Precision on validation data

Small 0.07

Medium 0.26

Large 0.58
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5.3 Average Recall at Different Detection Limits

We have taken the recall values at different limits of maximum detections. More
specifically, we have taken the following limits for the calculation of recall values

• Average recall at maximum of 1 detection (AR@1)
• Average recall at maximum of 10 detections (AR@10)
• Average recall at maximum of 100 detection (AR@100).

In Table 5, average recall values are shown for different detection limits.

5.4 Average Recall for Different Pothole Sizes

In Table 6, average recall values are shown for different categories of pothole sizes.
Here, all the values are calculated at the threshold of IoU@50%:5%:95%.

Figure 7, summarizes all the average recall values as measures of performance for
the model. Here, all detections were calculated with IoU@50%:5%:95% threshold.

From Figs. 6 and 7, it is clear that the model performs better for larger potholes.
Although the precision values are not very high, it is worth accepting because of
such a lightweight model like MobileNet SSD which is built targeting the low-end
mobile devices [11].

5.5 Shortcomings of Our Work

Main drawback of our proposed system is that it did not show a very high accuracy.
This is a trade-off against speed. Because target was devices with small memory and
processing resource, some accuracy was sacrificed. It is to make it working similar
to real-time applications.

Table 5 Recall for different
detection limits

Maximum detections Recall on validation data

1 0.27

10 0.44

100 0.49

Table 6 Recalls for different
pothole sizes

Area sizes Recall on validation data

Small 0.18

Medium 0.44

Large 0.67
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Fig. 7 Average recall on validation data

6 Conclusion

Considering the severity of potholes, a systemwas developed to automatically detect
them in real time and generate warning signals to help for avoidance. An Android
application was developed using the model which can detect, localize, and track
potholes analyzing video frames. The app generates warning signal as long as it
detects pothole in the video frames coming from its camera. The system can be used
by visually impaired people to avoid potholes while navigating. It can also be used
in automated vehicle driving.

7 Future Works

In the future, more research would be accomplished to make the system more
accurate, more robust, more intelligent. Research for estimating the distance of the
detected potholes would be done in the near future.Measuring the severity of the pot-
holeswould also be included in the futureworks.Making themodel aware of different
sizes of potholes may be included as future tasks. Also, measurement of dimension
like area, depth of the detected pothole would be done in the future research.
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Analysis of EEG Signal Classification
for Application in SSVEP-Based BCI
Using Convolutional Neural Network

Md. Saiful Islam Leon, Jarina Akter, Nazmus Sakib, andMd. Kafiul Islam

Abstract A Brain-Computer Interface (BCI) is a combination of hardware and
software system that establishes a direct communication and real-time interaction
between the humanbrain and external devices. For the non-invasiveBCI applications,
we have chosen Steady-State-Visual-Evoked Potential (SSVEP) and analyzed their
behavior for multi-class classification as the signal provides high performance and
reliable communication. Some of the applications of SSVEP-based BCI are neural
rehabilitation, biometric authentication, word and letter recognition, digital gaming,
andwheelchair control for Locked-in syndrome or ALS patients. Themain aim of the
project is to improve validation accuracy by tuning different hyper-parameters of the
classifier. For classification, we have used a convolutional neural network, as there
are scopes for improvement in classification accuracy. Several hyper-parameters of
the classifier were tuned to achieve the highest validation accuracies through a large
number of experimental trials. We have achieved 80.83% accuracy and 69.75% for
LOSO methods through the stochastic gradient descent with momentum solver. The
complexity of designing a general model for everyone is very high and our model is
perfectly suitable if the user takes the initiative to pre-train the model.

Keywords EEG · CNN classifier · SSVEP signal · BCI applications

1 Introduction

The EEG of the human brain has been used primarily to determine neurological
conditions in the clinical setting and to analyze brain functions in the laboratory
after the first electroencephalography (EEG) studies on humans in 1929. An idea has
increasingly emerged that brain activity could be used as a channel of communication.
Considering the sophistication, distortion, and variability of brain signals, the likeli-
hood of understanding a single message or instruction seemed to be highly remote.
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However, EEG shows direct associations with user intentions, thus allowing a direct
contact channel for the brain-computer interface (BCI). In conjunction with SSVEP,
the BCI technologywill potentially make the home environment more intelligent and
assistive, offering additional means of communication to help the independent lives
of elderly people affected by disabilities. The use of BCI and SSVEP-based assistive
technology [1] will benefit the quality of life of people suffering from serious motor
disabilities.

The authors of [2] and [3] have executed their experiments on the MAMEM
SSVEP dataset experiment I same as ours. They have applied various classifiers
such as SVM, CNN, K-NN, LDA to acquire highest validation accuracy. SVM and
CNN classifier yields 79.47% [2] and 69.03% [3] accuracy, respectively, based on
leaving one subject out (LOSO) experiment. Several stages are required such as pre-
processing, feature extraction, feature selection in order to classify through SVM
and choosing the best combination of the stages is a very time-consuming process.
Accuracies vary with different feature extraction methods, whereas CNN does not
require such complexity. CNN classifier achieved 69.03% accuracy on theMAMEM
dataset [3] therefore we were motivated to bridge the research gap.

In our work, we have considered only the CNN classifier as it is one of the most
advanced algorithms for classification problem. CNNdoes not require feature extrac-
tion layer as the classifier itself extracts features from the signal. Other than the clas-
sifier, we had to take into consideration few other stages such as data segmentation,
signal pre-processing, 2-D image conversion from 1-D signal through spectrogram.
Our unique contribution was to understand and tune the hyper-parameters of CNN
classifier to achieve the highest validation accuracy. We have also filtered the raw
signal with different frequency ranges to see the impact on the accuracy in the signal
pre-processing.While converting the 1-D signal to 2-D image, we considered various
configuration of spectrogram. After acquiring the best configuration in each stage,
we combined it for further experiments.

Furthermore,we trained the classifier in twodifferentmethods.One of themwas to
segment the dataset class-wise after combining all the 11 subjects’ data. The classifier
was trained by 75% of the whole dataset and the rest was used as validation data.
Another method was to segment the dataset subject-wise followed by the classes of
signals. Here, the classifier was trained by the 10 subjects’ data and one subject’s data
was used as validation data (LOSO—Leaving one subject out). We have proposed
two SSVEP-based BCI model. Our best model performed at 80.83% accuracy while
training the classifier by 75% of the whole dataset and in case of LOSO method, we
have achieved 69.75% validation accuracy. To acquire such accuracies, we had to go
through a large number of experimental trials.

2 Literature Review

The authors in [2] used MAMEM dataset experiment I which is available both in
PhysioNet and MAMEM.eu (open sources). They classified the SSVEP signal using
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machine learning algorithms such as SVM, LDA, Naive Bayes. They have got the
highest accuracy through SVM classifier which is 79.47%.

The authors in [3] also used the same dataset which is mentioned in [2]. They
have used both machine learning and deep learning algorithms to get better results.
They have got the highest accuracy of 69.03% by using CNN classifier.

The rest of the researchers in [4–10] used different datasets from [2] and [3]
and achieved higher accuracies. By using CNN classifier validation accuracies were
reached to 85.75%, 96%, 73.74%, and 92.33% in [4, 7, 9], and [8], respectively.

After surveyed literature, the following challenges are found. The classification
accuracy requires further improvement and not much exploration on CNN-based
classification was found for MAMEM dataset experiment I. The summary of the
literature review in terms of classifier, dataset and respective classification accuracy
is provided in Table 1.

Figure 1 shows the proposed SSVEP-based BCI model where several steps are
taken into consideration to execute the experimental trials. The dataset has been
extracted class-wise and segmented time-wise. Afterward, the signal has been filtered
to remove the unnecessary noises. The input of CNN classifier has to be images thus
the signal is converted to image through spectrogram. Our main contribution was on
tuning the classifier’s hyper-parameters to achieve the highest validation accuracy.

Table 1 The SSVEP-based BCI-related papers with the main characteristics referring to the
classification method, source of the dataset, and its respective accuracy rate

Ref. no. Classification algorithms Source of dataset Accuracy

[2] SVM, LDA, K-NN, Naive
Bayes

MAMEM SSVEP dataset
experiment I

79.47%, 64.11%, 49.40%,
35.46%

[3] K-NN, k-NN SFS, C4.5,
C4.5 SFS, AdaBoost, LDA,
SVMG, CNN, LSTM

MAMEM SSVEP dataset
experiment I

46.17%, 51.03%, 49.41%,
52.36%, 66.67%, 58.59%,
65.13%, 69.03%, 66.89%

[4] CNN An offline SSVEP
personal dataset

85.75%

[5] SVM along with CCA MAMEM SSVEP dataset
experiment II

93.11%

[6] K-NN An offline SSVEP
personal dataset

99.3%

[7] CNN An offline SSVEP
personal dataset

96%

[8] CNN along with CCA An offline SSVEP
personal dataset

92.33%

[9] CNN MAMEM SSVEP dataset
experiment II

73.74%

[10] SVM MAMEM SSVEP dataset
experiment III

88.3%
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Fig. 1 Our proposed SSVEP-based BCI model

Fig. 2 A sample
SSVEP-based BCI
experiment setup where the
subject is shown a flickering
window in a screen while
EEG recording is performed

3 Materials and Method

3.1 Dataset Description

We have downloaded the MAMEM SSVEP dataset of experiment 1 from
MAMEM.eu (Open source). Therewere 11 subjects’ SSVEP datawhere each subject
has identical 5 sessions. And each session contains 23 trials of stimuli of different
frequencies including adaption period. The sampling frequency of the recorded data
is 250 Hz and the stimulating frequencies are 6.66, 7.50, 8.57, 10, and 12 Hz. The
data was recorded through the device EGI GES 300 which has 256 channels [2]. The
experiment setup is shown in Fig. 2.

The box on the black screen is flickering at different frequencies such as 6.66,
7.50, 8.57, 10, and 12 Hz during the visual simulation.

3.2 Software and Hardware

All the EEG data were processed offline for our experiment through MATLAB
software 2020 version from MathWorks® Incorporation (US). A MATLAB toolbox
titled EEG-processing-toolbox-master from Git Hub was used for extracting SSVEP
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Fig. 3 Experimental setup for adaptation period and a main trail during visual stimulation

EEG data channel-wise. Besides, signal processing, filtering, spectrogram, classifi-
cation, data analysis, visualization, etc., all the parts of programming are done using
MATLAB software. The graphic card is used for our experiment is Ge Force® GTX
1050ti and the RAM size of the personal computer is 8 gigabytes.

3.3 Segmentation

Each stimulating frequency has been recorded for 5 s which is identified as one trial.
In the same manner, there are 23 trials including the adaption period and all the trials
are recorded at once one by one followed by 5 s resting period in each interval. For
our experiments, we have separated each trial by half to increase the training and
validation dataset for the classifier [2]. The experimental protocol is illustrated in
Fig. 3.

3.4 Signal Pre-processing

The raw signal is corrupted by various kind of noises such as power line noise,muscle
movement, eyeball movement and eye blinking noises. To remove such noises, we
have implemented several filters on the raw signal and extracted the desired signal.

The Steady-State-Visual-Evoked Potentials (SSVEPs) are mainly active in the
range of 5–50 Hz frequencies. We have applied several Butterworth filters to extract
the required signals from the raw data. A high pass Butterworth filter was applied
at 5 Hz followed by a low pass Butterworth filter at 50 Hz. There were power grid
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noises followed by harmonics. To remove these noises, two band stop Butterworth
filters were applied at 50 Hz and 100 Hz, respectively.

3.5 Spectrogram

Most of the natural signals are aperiodic and the notion of time varying spectrum is
proposed to study the aperiodic signals’ behavior. Short time Fourier Transform is
one of the many approaches to obtain time varying spectrum. Spectrogram uses short
time Fourier transform to reveal the Fourier spectrum of the signal as it changes over
time. Firstly, the signals are separated into equal segments (Chunks or frames) with
overlapping the adjacent sides tominimize the artifacts at the boundary then applying
Fourier transform on each segment and displaying the power spectral density over
time by squaring the magnitude [11]. The conversion of a 1-D EEG epoch to a 2-D
image through spectrogram is illustrated in Fig. 4.

STFT{x(n)}(m, w) ≡ x(m, w) =
∞∑

−∞
x[n]w[n − m]e−iωn (1)

where m = {1, 2, …, N} and w[·] are discrete variable and preselected window
function, respectively.

Spectrogram{x(n)} = |x(m, w)|2 (2)

Here, in Fig. 4, the 1-D signal is representing the power spectral density where
x-axis is frequency (Hz) and y-axis is power per frequency (dB/Hz). The 2-D image
is showing time varying spectrum where x-axis is time (s) and y-axis is frequency
(Hz). The color-bar is power per frequency (dB/Hz) where blue means lowest power
and yellow means highest power.

Fig. 4 Conversion of 1-D signal (PSD) to 2-D image through spectrogram
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3.6 Convolutional Neural Network

Convolutional neural networks are the most used classifier in deep learning to study
visual imagery. It is a powerful family of neural network that have been proposed to
analyze the spatial structure of the pixels from image data. Mathematical operation
convolution takes place between images andfilters followedbydown samplingbefore
fetching them to neural networks. Some of the applications of CNN are image and
video recognition, recommender systems, image classification, image segmentation,
medical image analysis, natural language processing, brain-computer interfaces, and
financial time series. The basic architecture of CNN consists of an input layer, hidden
layers and an output layer. The input layer determines the format of the image and
the pixels. In any feed-forward neural network, all the layers between the input and
output layers are considered hidden layers. Layers such as convolutional layer, batch
normalization layers, activation layers, pooling layers, fully connected layers and
SoftMax layers are the hidden layers. These layers execute several mathematical
operations as the image goes through. The output layer determines the final output
that is associated with the image [12].

The convolutional neural network trains a systemby several forward andbackward
propagation. There are various parameters, which are randomly initialized before
training the classifier. The images are fed into the input layer in the form of numbers
that denotes the intensity of pixels in the image. After executing the mathematical
operations in the hidden layers, the system predicts an output and compares with
the actual value. The difference between the actual and predicted value determines
the error of the system and then update the parameters in the back propagation to
minimize the error in each iteration to reach the optimization [12]. Thefinally selected
CNN architecture used for this study is shown in Fig. 5.

Fig. 5 Architecture for our best convolutional layer



600 Md. S. I. Leon et al.

3.7 CNN Hyper-Parameters

The hyper-parameters of the Convolution Neural Network used in this study are as
follows:

The size and the number of filters of convolutional layer. It determines the height,
the width and the depth of the filter (number of the filters). The values in the filters are
generated randomly and during the training, these values are optimized by several
iteration for lowest loss between the predicted value and the real value [12].

Padding and stride in convolutional layer. As the convolutional layer changes the
output array’s size, some of the pixel value is discarded from the input. To overcome
this problem, zero padding is introduced. The input is attached with an extra border
on every side with zero value so that the output array size remains the same as the
input [12]. Stride is the factor that controls the sliding of the filter across the input
vertically and horizontally [12].

Batch size, epochs iteration. Bigger data set needs more memory to compute the
training. To overcome this problem, batch size (mini-batch size) is introduced. One
forward propagation and one back propagation of the whole data in the training is
known as one epoch. It is the number that is needed to complete the whole batch
wise date per epoch. All these parameters are associated with neural network.

Gradient decent optimizer. Three optimization algorithms: Stochastic Gradient
Decent with Momentum (SGDM), Root means square propagation (RMSprop), and
Adaptive moment estimation (Adam).

Learning rate and dropout. The learning rate determines the arbitrary step sizes,
which needs to be taken into consideration while training the network. This pres-
elected value decides the amount that is used in the increasing and decreasing the
parameters value. Different optimizer uses differentmethod for selecting the learning
rate. It can be used as a constant or as a variable. In case of variable learning rate, it
will decrease over time and the decreasing factor will be determined through another
option known as drop factor. Drop period is the value that decides after how many
epochs the learning rate will drop [12]. Learning rate and optimizer is used in the
neural network.

4 Results and Discussions

To achieve the best model, we have executed a large number of experimental trials.
Firstly, we had to find out the best channel for the SSVEP signals from the headset.
In the signal pre-processing, the frequency bands for SSVEP signals are determined
by analyzing various bands. The conversion of the 1-D signal to 2-D images through
spectrogram, uses various parameters and we have changed those parameters to see
the impact on accuracy. There were exactly 1104 trails from all the volunteers. Each



Analysis of EEG Signal Classification for Application in SSVEP … 601

trail is of 5-s simulation for a specific frequency out of five frequencies, which was
separated into 2.5 s windows before converting to images. To train convolutional
neural networks, a huge amount of data is required. Separation of the trails was done
solely to support the CNN training more accurately. Convolutional neural network
has many tunable hyper-parameters such as learning rate, solver, drop factor, kernel
size and no. of filters, etc. All these hyper-parameters are taken into consideration to
increase the validation accuracy. Most of the researchers are working on leaving one
subject out (LOSO) experiment to design a general model for everyone.We have also
created a model for LOSO experiment. In the rest of the trials, we have considered
75% of all the subjects’ data as training set and 25% as validation set. There are some
challenges which we have to overcome in order to achieve the best model. Few of
the challenges are stated below,

• To choose the kernel size and number of filters
• To achieve highest validation accuracy
• Data segmentation
• To avoid the overfitting of data while training
• To use different stimulus for a specific command.

4.1 Different Channels

The EGI 300 Geodesic EEG device has 257 electrodes including the reference one
and each electrode is considered as one channel. Occipital channels are respon-
sible for capturing Steady-State-Visual-Evoked Potentials (SSVEPs) and there are
40 channels lying around the occipital region. We have considered 15 channels to do
our experiments in order to find the best one and all these channels are lying around
the center of the occipital region. Channel 138 is yielding the highest validation
accuracy of 77.50%.

4.2 Different Filtered Frequencies

Convolutional neural networks can train a system without any kind of data pre-
processing or feature extractions and this fact is considered as the biggest advantage
of CNN over other classifier. As to see how our CNN system works on raw and
filtered data, we have executed several filtering processes before training the CNN
classifier. We have compared the classifier’s validation accuracy on both the raw and
filtered data. The highest validation accuracy was 76.67% while we have filtered the
raw data from 5 to 50 Hz.
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4.3 Configuration of Spectrogram

We have applied different configurations of spectrogram for the conversion to see
the impact on the validation accuracy and compared with the default settings. In
the default settings, the whole data is separated into eight equal segments with 50%
overlapping and 256 frequency points are taken to execute discrete Fourier trans-
form. There are several windowing processes such as Hamming window, Blackman
window and Kaiser Window. We have considered only Hamming and Blackman
windows for our experiments. We have tried several combinations on our data but
the highest validation accuracy was 77.50% for the default settings.

4.4 Kernel Size and No. of Filters in Convolutional Layer

The convolutional layer in CNN architecture extracts features from the input layer
which is just an array of numbers known as tensor. The mathematical operation
convolution is a special type of linear operation for feature extraction, which is done
by a small array of numbers (known as Kernel/filter) across the input tensor. To see
the impact of different filter size on performance, we have tried several filter sizes
with changing number of filters. The best kernel size and no. of filters is [2 × 2 ×
16] that yields 77.92% validation accuracy.

4.5 Multiple Convolutional Layer

Based on different applications, the image data can be passed throughmultiple convo-
lutional layers for down sampling. Higher resolution images as an input, has a huge
number of pixels. Multiple layers are used to minimize the points in the images. This
totally depends on the application. For an image with 1000 × 1000, has 1,000,000
pixels value, to train such images computational time will be very high. So, multiple
layer’s concept is used to overcome such problems.Multiple layers are used to extract
desired features from the images. We have tried several convolutional layers to see
the impact on the validation accuracy for our image data. We have found the higher
validation accuracy while using one convolutional layer.

4.6 Different Solver with Various Drop Factor

While executing our most of the experiments, we have faced the problem of over-
fitting. A model is supposed to learn the signal’s properties rather than memorizing
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Table 2 Solver experiments with drop factor

Filter size and
no. of filters

Solver and
learning rate

Drop factor
and period

Validation
accuracy (%)

Training
accuracy (%)

Total accuracy
(%)

[2 × 2]_16 Sgdm_0.01 0.1_5 77.92 79.86 79.38

[2 × 2]_16 Sgdm_0.01 0.2_5 80.83 89.03 86.98

[2 × 2]_16 Adam_0.01 0.001_5 79.38 79.44 79.43

[2 × 2]_16 Sgdm_0.01 0.5_5 81.25 80.90 80.99

[5 × 5]_7 Sgdm_0.01 0.1_5 81.25 72.92 75.00

[5 × 5]_7 Sgdm_0.01 0.2_5 78.96 80.56 80.16

[5 × 5]_7 Sgdm_0.01 0.5_5 79.58 81.18 80.78

the signal. Overfitting refers to a situation where the model learns statistical regu-
larities such as irrelevant noises. This particular situation leads to poor performance
on a subsequent new dataset. We have overcome such problem by using different
drop factors in the training option. The highest validation accuracy is 80.83% while
using stochastic gradient decent with momentum (SGDM) solver and drop factor of
0.2. The second-best accuracy is 79.38% with adaptive moment estimation (Adam)
solver and drop factor of 0.001. The classification performance for different solvers
and drop factors and periods is summarized in Table 2.

4.7 Leaving One Subject Out (LOSO)

In all of the above experiments, 75% of the whole dataset is used as training data
while 25% as validation data. Now the following experiments are for the unseen
validation data to evaluate the performance of the model. Here, one of the subjects
is used as validation data whose data will not be used in training the model. Thus,
the unseen testing experiments have been executed. We have trained the model by
considering every subject’s data as validation dataset. The highest mean accuracy is
69.75% in our experiments while using drop factor. The results are summarized in
Tables 3 and 4.

4.8 Comparison with Other Related Works

The other related work was based on LOSO experiment and the highest validation
accuracy is 69.03% in [3] for CNN, 79.47% for SVM. And in our project, we have
achieved 69.75% validation accuracy through CNN classifier. While we trained 75%
of the whole data, we acquired 80.83% accuracy. This indicates that our model will
be working at 80.83% when the user pre-trains the model. The comparison is shown
in Table 5.
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Table 3 LOSO experiments with filter [2 × 2]_16

Filter size and
no. of filters

Subject Solver and
learning rate

Validation
accuracy (%)

Training
accuracy (%)

Mean
validation
accuracy

[2 × 2]_16 1 Sgdm_0.01 92.75 100 66.65%

[2 × 2]_16 2 Sgdm_0.01 80.43 100

[2 × 2]_16 3 Sgdm_0.01 44.93 100

[2 × 2]_16 4 Sgdm_0.01 57.61 100

[2 × 2]_16 5 Sgdm_0.01 27.39 100

[2 × 2]_16 6 Sgdm_0.01 70.43 100

[2 × 2]_16 7 Sgdm_0.01 61.30 100

[2 × 2]_16 8 Sgdm_0.01 28.26 100

[2 × 2]_16 9 Sgdm_0.01 96.09 100

[2 × 2]_16 10 Sgdm_0.01 78.26 94.29

[2 × 2]_16 11 Sgdm_0.01 95.65 100

Table 4 LOSO experiments with drop factor

Filter size
and no. of
filters

Subject Solver and
learning rate

Drop factor
and period

Validation
accuracy
(%)

Training
accuracy
(%)

Mean
accuracy

[2 × 2]_16 1 Sgdm_0.01 0.2_5 96.38 78.36 69.75%

[2 × 2]_16 2 Sgdm_0.01 0.2_5 89.57% 74.97%

[2 × 2]_16 3 Sgdm_0.01 0.2_5 42.75% 89.66%

[2 × 2]_16 4 Sgdm_0.01 0.2_5 67.40 86.91

[2 × 2]_16 5 Sgdm_0.01 0.2_5 27.83 86.50

[2 × 2]_16 6 Sgdm_0.01 0.2_5 73.91 89.03

[2 × 2]_16 7 Sgdm_0.01 0.2_5 66.09 82.91

[2 × 2]_16 8 Sgdm_0.01 0.2_5 33.33 81.11

[2 × 2]_16 9 Sgdm_0.01 0.2_5 97.83 79.12

[2 × 2]_16 10 Sgdm_0.01 0.2_5 75.22 78.82

[2 × 2]_16 11 Sgdm_0.01 0.2_5 96.96 89.28

Table 5 Comparison with other related works

Ref. Classification algorithms Accuracy

[2] SVM, LDA, K-NN, Naive Bayes 79.47%, 64.11%, 49.40%, 35.46%

[3] K-NN, k-NN SFS, C4.5, C4.5 SFS,
AdaBoost, LDA, SVMG, CNN, LSTM

46.17%, 51.03%, 49.41%, 52.36%,
66.67%, 58.59%, 65.13%, 69.03%,
66.89%

Our work CNN (LOSO method) 69.75%

Our work CNN 80.83%
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5 Conclusion and Future Work

Our study presented an investigation of an SSVEP-based BCI using the MAMEM
database which can be applied in various application such as wheelchair control.
From the literature review, it is noticeable that most of the researchers focus on
improving the accuracy and trying to lessen the processing time of SSVEP-based
BCI system for applying it in real life as well as trying to make it popular to the
people. The complexity of designing a general model for everyone is very high. Our
model will work perfectly at around 80% accuracy if the user takes the initiative to
pre-train themodel.While considering 75% of thewhole data as training set, we have
reached 80.83% accuracy with the solver stochastic gradient decent with momentum
(SGDM), drop factor of 0.2, whereas with Adam solver and drop factor of 0.001, we
have gained 79.38% accuracy. Subject 3, 5 and 8 yield the lowest accuracy while we
have overcome the overfitting problem.All these subjects have thick hair and it can be
a reason for such lowest accuracy. They might have been prone to more eye blinking.
Subject 3 consistently gave the lowest accuracy in all of our experiments.Unlike other
researchers,wehave executed all of ourLOSOexperimentswithout anymajor feature
extraction and gained 69.75%mean accuracy. So, our designedmodel offering a great
result with higher accuracy for classification using CNN classifier. In our future
work, we will be focusing on different filtering in pre-processing, applying different
pooling layers in CNN and execute LOSO experiment with different solver. Our own
generated data will also be taken into consideration for classification. After acquiring
the bestmodel, wewill be implementing it in hardware for different applications such
as wheelchair control.
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A Blockchain-Based Approach to Detect
Counterfeit Drugs in Medical Supply
Chain

Shabnam Sabah , A. S. M. Touhidul Hasan , and Apubra Daria

Abstract The production and circulation of counterfeit drugs in the supply chain
are an earnest and progressively vital issue. However, the existing supply chain
management system fails to guarantee genuine medicines to the patient. To ensure
authentic medicine and to mitigate supply chain issues, we propose a blockchain-
based approach to ensure authentic drugs for the patients. The blockchain-based dis-
tributed system will empower all the stakeholders, including patients, to know and
trace the authenticity of the medicine. To make the process faster, we have adopted
the Hyperledger Fabric platform to develop peer-to-peer distributed applications
for drugs supply chain. Besides, smart contracts make the supply chain manage-
ment system automated, more robust, and transparent to detect counterfeit drugs so
that patients can get original products produced by a legitimate manufacturer. The
experimental analysis demonstrates that the proposed system runs smoothly on a
Hyperleadger Fabric platform, and each transaction can handle efficiently with the
distributed smart contracts.

Keywords Blockchain · Supply chain · Hyperleadger fabric · Smart contracts

1 Introduction

Supply Chain Management (SCM) is the progression of goods and information
through numerous providers like manufacturers, distributors, retailers, and clients.
It helps to check the traversal of products and information without any difficulties.
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However, the existing pharmaceutical supply chain cannot ensure authenticmedicine
to patients. Counterfeit drugs are sold across all the distribution channels from drug
stores to top hospitals in Bangladesh. Nowadays, in developing countries, counterfeit
drug production and circulation have become a significant concern and cause a severe
threat to public health. In developing nations, 30% of medicines sold are found coun-
terfeit [17]. In 2020, a total of 18 individuals were charged for manufacturing and
selling counterfeit drugs. Fake drugs are manufactured in the capital’s Uttara, Faki-
rapool, Chawkbazar, and Tongi of Gazipur and then are supplied to different known
medicine shops [15]. World Health Organization (WHO) specified counterfeit drugs
as falsely and intentionally mislabelled with identity [12].

Numerous strategies have already been used to detect counterfeit drugs in
Bangladesh. A startup company called “Panacea” proposed an approach where a
pharmaceutical company prints a unique code on each medicine strip to verify the
originality of the product. Reneta, the fourth largest pharmaceutical company in
Bangladesh applied Panacea’s technology toMaxpro and Rolac to ensure the authen-
ticity of the medicine [9]. In 2018, the Directorate General of Drug Administration
(DGDA) of Bangladesh has launched six international standardmini-labs in different
districts to enhance its capacity to check the sale of fake medicines [4].

However, from the existing method, a patient cannot know whether the drugs are
produced precisely by following the actual drug manufacturing code or not from the
existing pharmaceutical drug supply chain. At the production time, a manufacturer
can use harmful/inactive ingredients or active ingredients with a small/large amount.
Besides this, drugs can be produced with unsafe substances or mislabeled by an
invalid manufacturer. Moreover, it fails to trace the drug as medicine ownership
changes from time to time.

To mitigate the supply chain issue and ensure authentic and genuine medicine, we
propose a blockchain-based approach to detect counterfeit drugs in the pharmaceu-
tical supply chain. In the proposed system, we have integrated a hash function and
digital signature for user validation and message authentication so that all authentic
people can join in the transaction, and it will ensure the trustworthiness of the ledger.
A pharmaceutical laboratory has been introduced to detect original or fake drugs.
An observer (i.e., independent pharmaceutical laboratory, public, or organization )
witnessed the supply chain to observe the medicine after its distribution into the
market and challenge its authenticity. A tracking system has been proposed to detect
real or fake drugs based on unique QR code verification. We have applied Hyper-
ledger Fabric-based [3] smart contracts to assure an efficient, protected, and trusted
environment for authentic and genuine medicine supply activities for the general
people.

The paper is organized as follows: Sect. 2 provides the related work. Section3
presents the proposed blockchain based drug supply chain model. Section4 presents
the tracking system. Section5 discusses the experimental results. Section6 presents
the conclusions and future works.
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2 Related Work

An automated supply chainmanagement system is a processwhere a person can track
and trace products’ life cycles efficiently. Numerous approaches were proposed for
detecting fakemedicine in themedical supply chainwith the integration of blockchain
technology as a decentralized database [2, 5, 11, 13]. A blockchain and machine
learning-based supply chain management and recommendation system (DSCMR)
were proposed to monitor and track the drug delivery process [1].

Sylim et al. [16] proposed the pharmacosurveillance blockchain system, which
can just distinguish drug movements that follow official circulation chains known
to the regulatory agency but cannot track distorted medications that are distributed
through routes outside of official conveyance chains. Numerous blockchain-based
techniques are introduced tomanage the records of the supply of drugs in a secureway
[7, 18]. Huang et al. [6] proposed a practical blockchain system called “Drugledger”
for drug traceability and regulation which ensures the both authenticity and privacy
of traceability data and meanwhile achieves finally stable blockchain storage with
time going by.

Jangir et al. [8] introduced a new structure by applying Etherium based distributed
ledger technology and smart contract for the pharmaceutical supply chain manage-
ment that help in achieving user privacy, data transparency, immutability, high avail-
ability, no single point of failure, non-repudiation, real-time tracking of the drug,
and demand-supply management. Kumar et al. [10] resolved the issue of drug safety
utilizing blockchain, which depends on PKI and digital signature and encrypted QR
(quick response) code security.

However, the above mentioned approaches have remarkable drawbacks in terms
of detecting fake drugs.Authors assumed that drugs aremade properly by a legitimate
manufacturer. Authors used only QR code verification, Near Field Communication
(NFC) tags, and machine learning methods along with blockchain to detect the fake
drug. However, from all of these an end-user cannot know whether the drugs are
produced precisely by following the actual drug manufacturing code or not. Besides
this, medicines can be produced with unsafe substances or mislabeled by an invalid
manufacturer.

3 Methodology

This section presents the blockchain-based secure pharmaceutical drug supply chain
model. Figure1 shows the proposed secure pharmaceutical drug supply chain model
based on blockchain. The proposed system is divided into four parts: Ingredient
Verification, Drug Sample Verification, Drug Delivery and QR Code Verification,
and Observation And Revoke.
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Fig. 1 Secure pharmaceutical drug supply chain based on blockchain

3.1 Ingredient Verification

The ingredient verification process ensures that the ingredients are authentic and
original. Figure 2 shows the ingredient verification process. In this process, In this
process, the manufacturer requests permission from the drug administration to pro-
duce a drug in a batch (e.g., a batch has N drugs.) and sends drug ingredients to the
drug administration for verification. After getting those ingredients, drug administra-
tion adds the ingredients information into the blockchain. For ingredient verification,
drug administration selects one pharmaceutical laboratory from several pharmaceu-
tical laboratories that work under them and sends the ingredients to the selected
pharmaceutical laboratory. After the ingredient checking, the laboratory gives the
ingredients test result to drug administration. Afterward, drug administration adds
the ingredient test result into the blockchain. Based on the ingredient test result, drug
administration permits the manufacturer to produce the drug and generates a unique
QR code for each drug of that specific batch and includes them into the blockchain.
The manufacturer then produces N units of a drug in a batch after getting approval
from the drug administration and appends the unique QR code to every drug packet
of that batch at the time of packaging and labeling. In our proposed system, to add
each transaction into blockchain, we have used the Practical Byzantine Fault Toler-
ance (PBFT) consensus algorithm which is permissioned voting based that allows
our distributed system to reach a consensus even when a small number of nodes
demonstrate malicious behavior (such as falsifying information).
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Fig. 2 Ingredient verification process

3.2 Drug Sample Verification

The drug sample verification process ensures that drugs are authentic. Figure 3 shows
the drug sample verification process. In this process, the manufacturer sends the
particular batch of a drug to the drug administrator (DA) for sample verification, and
after the verification, DA includes the information into the blockchain. DA selects a
pharmaceutical laboratory from a pool of laboratories for drug sample verification.
The laboratory performs various types of tests on that particular batch of a drug to
detect the counterfeit. There are three types of tests to detect counterfeit drugs which
are given below.

• Thin Layer Chromatography (TLC) distinguish the counterfeit drug, and it is one
of the efficient ways to determine the material in the drug, quantity of substances
and adulterations [12].

• Analytical Techniques might be applied when counterfeit drugs are more sophisti-
cated and requiremore sensitive tools to detect active ingredients inmedicine. This
technique includes near-infrared spectrophotometer, nuclear magnetic resonance,
and mass spectrometry [12].

• Visual inspection is another rapid and straightforward strategy to recognize coun-
terfeit drugs. It compares the original drug in terms of drug packaging and labeling.
If there is no original drug to analyze, features such as altered/diverse packaging
and non-uniform coloring of the drug can show that it may be counterfeit. In
this way, authentic makers should give an exact depiction of the drug’s physical
qualities, and its materials to simplify the visual assessment [12].
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Fig. 3 Drug sample verification process

After the test, the laboratory gives the sample test report to the DA, and the DA
appends the sample test report into the blockchain. If the sample test report returns
that the specific batch of a drug is counterfeit, the DA does not allow the manufac-
turer to circulate the drug in the supply chain. Otherwise, the DA acknowledges the
manufacturer to distribute the authentic drug’s in the supply chain and stores the
unique QR code of each drug into the blockchain as a valid QR code.

3.3 Drug Delivery and QR Code Verification

The manufacturer sells the drugs to distributors after getting approval from the drug
administration. Afterward, distributors sell the drugs to retailers, and the retailer sells
the drugs to patients. At the time of purchasing, the user scans the unique QR code
by using drug verification application. If the drug verification application returns
authentic, then it indicates that the drug is authentic. Thus, in this way, a user gets
an authentic drug from the supply chain. Every entity links up the new transaction
as a new block in the blockchain ledger, as shown in Fig. 4. The information of
the delivered drug is stored in the blockchain by a smart contract. Every entity
communicates with each other by sending digitally signed messages. The proposed
structure utilizes blockchain capabilities and receives the original medicines and
drugs’ traceability from manufacturers to patients.
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Fig. 4 Process of circulating the drug in the market

3.4 Observation and Revoke

Drugs must be observed after their distribution into the market. To observe a drug
any time from the market, the observer plays an important role. Figure 5 shows the
observation and revoking process where after the distribution of the valid drug, any
observer takes the valid drug from the market and their information from blockchain
and tests the drug again from their pharmaceutical laboratory.Afterward, the observer
compares the information stored in the blockchain with their test result. If any prob-
lem is found in that after comparison, then the observer claims to drug administration
that the drug is counterfeit. If the number of this claim is maximum, then the drug
administrationwill be automatically notified about the claim by the proposed system.
Thereafter, drug administration re-tests the drugs by any pharmaceutical laboratory,
which is selected from several pharmaceutical laboratories. Following the re-testing
of the drugs, drug administration compares that claim with their re-test result. If that
claim is proved correct by re-testing the drugs, drug administration will revoke the
drug from the pharmaceutical drug supply chain. Subsequently, after the revoking, a
unique QR code of a previously valid drug will be destroyed from the smart contract
of drug administration.

4 Tracking System

In this section, we describe the tracking system.Drugs are tracked as theymove along
the supply chain, first when produced, and afterward, each time they are provided
to a buyer working at the next stage. The proposed mechanism can track whether a
drug is valid or not based on unique QR code verification. The proposed tracking
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system can track the information on valid drugs and their ingredients. It can track
the locations of verified drugs and track the locations where people are getting the
maximum number of counterfeit drugs. All the supply chain entities can keep track
of the verified drug’s information, who is the manufacturer of that drug, where the
drug is sold, and to whom it is sold. All this tracking information is stored in the
blockchain as transactions to ensure they are immutable and available to every entity
in the supply chain.

5 Experimental Analysis

In this section, we discuss about the experimental tools that we have used to develop
the proposed system and also evaluate the performance of the proposed system and
compared the results with Etherium.

5.1 Experimental Setup

Wehavedeveloped the proposed systemonHyperledger Fabric. The proposed system
is conducted on a desktop computer with the following specifications.

• CPU: Intel Core i5-3517U 1.90GHz
• Physical memory: 8 GB
• Operating System: Ubuntu 16.04.e
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In order to assess the performance of our system, we have collected the data for each
transactions as follows.

• Transaction deployment time (t1): The time when transaction was deployed.
• Transaction end time (t2): The time when transaction was confirmed by the
blockchain.

• Transaction number.

We have evaluated the performance of the proposed system in terms of three
metrics: execution time, average latency and average throughput according to
Pongnumkul et al. [14] by varying number of transactions from 1 to 1000. We have
also compared the results with Ethereum. A detailed description of these metrics is
given below.

• Execution Time: It is the aggregate sum of time (number of seconds) that our
system took to execute and confirm all the transaction in the dataset, for each set
of transactions which is shown in Eq. 1 where n is the total number of transactions.

Execution Time =
n∑

i=1

(t2 − t1) (1)

• Average Latency: The average latency can be specified as the average of latency
of all transaction in a dataset, for a set of transactions, which is shown in Eq. 3.
Latency can be defined as the difference between finishing time and deployment
time for each transaction which is shown in Eq. 2.

Latency = t2 − t1, for each transaction (2)

Average Latency =
∑n

i=1 (t2 − t1)

n
, for a set of transactions (3)

• Average Throughput: The average throughput can be determined as an average of
throughput over the execution time, shown in Eq. 5. Throughput can be estimated
as the number of successful transactions per second which is shown in in Eq. 4.

Throughput = n∑n
i=1 (t2 − t1)

(4)

Average Throughput = Throughput

n
(5)
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5.2 Experimental Results

This sectiondescribes the result of evaluating the proposed system in threeways: eval-
uating execution time, evaluating average latency, and evaluating average throughput.

5.2.1 Evaluating Execution Time

We investigate the distinctions in execution time by varying the number of transac-
tions in Fig. 6 with Hyperledger Fabric and Etherium. The x-axis shows the number
of transactions, (ranging from 1 to 1000) and the y-axis shows the execution time
(in seconds) for each set of transactions. The scale is linear. The execution time
increments as the number of transactions in the data set grow. But Etherium fails to
execute 1000 transactions, it only executes 980 transactions. The result shows that
Hyperledger Fabric’s execution time is consistently lower than Ethereum in all data
sets. The gap between the execution time of Hyperledger Fabric and Ethereum also
grows larger as the number of transactions increase.

5.2.2 Evaluating Average Latency

In Fig. 7, we evaluated the average latency by differing the number of transactions
with Hyperledger Fabric and Etherium. The x-axis shows the number of transactions
(varying from 1 to 1000), and the y-axis shows average latency (in seconds) for each
set of transactions. We observe that Ethereum fails to execute 1000 transactions, it

238.84 477.48 714.56 952.5 1194.68 1435.45 1674.98 1914.83 2155.17 2396.53
1507.03

3007.01
4514.18

6020.59
7533.74

9068.25
10589.79

12088.25

#Transactions

Se
co

nd
s

0

5000

10000

15000

200 400 600 800 1000

Hyperledger Fabric Ethereum

Execution Time

Fig. 6 Execution time



A Blockchain-Based Approach to Detect Counterfeit Drugs in Medical Supply Chain 619

#Transactions

Se
co

nd
s

0

5

10

15

20

100 200 300 400 500 600 700 800 900 1000

Hyperledger Fabric Etheruim

Average Latency

Fig. 7 Average latency

only executes 980 transactions. The result shows that Hyperledger Fabric’s average
latency is consistently lower than Ethereum in all data sets. As the average latency is
lower, it proves that each transaction takes less time in Hyperledger Fabric. On the
other-hand Ethereum takes more time for each transaction.

5.2.3 Evaluating Average Throughput

Weevaluated the average throughput by changing the number of transactions in Fig. 8
with Hyperledger Fabric and Ethereum. The x-axis shows the number of transactions
(ranging from 1 to 1000), and the y-axis shows average throughput (in transaction
per second (tps)) for each set of transactions. We observe that to Ethereum fails to
execute 1000 transactions, it only executes 980 transactions. The result shows that
Hyperledger Fabric’s average throughput is consistently higher than Ethereum in all
data sets. In Hyperledger Fabric, the average throughput decreases as the number of
transactions in the data set to grows. We observe that in Ethereum when the number
of transactions varies from 500 to 900, the average throughput remains the same.

On a whole, we can say that our proposed system gives better performance in
Hyperledger Fabric compared to Ethereum in terms of execution time, average
latency and average throughput.
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6 Conclusion

This paper proposed a blockchain-based approach by integrating pharmaceutical lab-
oratories to detect counterfeit drugs in the pharmaceutical supply chain. The proposed
supply chain can verify the ingredients of the medicine before and after production.
Moreover, an observer of the supply chain can re-check medicine and challenge its
authenticity from the blockchain’s data. The supply chain is deployed on the Hyper-
ledger Fabric for its faster transaction process. We compared the performance of
the proposed system with Ethereum, and it shows that Hyperledger Fabric makes
the system more robust and faster. In future, we will build an integrated IoT device
with a smart contract for the medical supply chain to verify and update each valid
transaction.
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Abstract Steganography is one kind of information hiding technique where a file is
hiddenwithin a transferablemedium, such as an image, video, or file.Many steganog-
raphy methods have been proposed and implemented over the decades among which
image-steganography is very popular. In image steganography, one of themost popu-
lar techniques is the Least Significant Bit (LSB) technique. However, there are certain
security drawbacks to this method, such as the fact that anyone who knows where
the information is concealed may simply recover it. In this paper, a new approach
is proposed by integrating steganographic technique with deep learning and visual
cryptography to solve the problem where a secret image can be hidden in a cover
picture using steganography but the content of the secret image is embedded by both
deep learning and visual cryptography first. The secret picture is initially sent into the
autoencoder, which consists of an encoder and a decoder. It compresses the image
and renders it unrecognizable. The picture is then subjected to visual cryptography
by conducting an exclusive OR (XOR) operation on it with a randomly generated
image named mask1. Using the LSB technique, the encrypted secret picture is then
concealed within the carrier (cover) image. All of the encoding stages are reversed
for the decryption of the secret picture. The consistency of the stego picture was
assessed using image quality matrices, putting the experimental findings to test. The
values of the image quality metrics indicate the enhancement of security. A com-
parison study was also conducted with various current tools, and our technique was
shown to be superior to the majority of them.
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1 Introduction

In the modern communication system, people have become concerned about the
safety of the data they post on the internet as the internet has grown in popularity
and speed. They do not want their data to be exploited by third parties. This is where
the concept of cryptography and steganography got introduced. Cryptography, also
known as secret writing, is a method of converting a secret message into ciphertext
and sending it to another person who decrypts it into plain text [1]. Steganography,
on the other hand, is a method of concealing confidential information inside a file.
It may be an image, audio, video, text, or HTML file. Image steganography enables
different parties to secretly exchange image files [2, 3]. It is a method of concealing
information from the adversary to create an unobservable communication channel
[2, 4, 5].

Efficient cryptographic techniques are critical for protecting digital images from
intruders. Since image data is in graphic form, visual cryptography is the most useful
technique for image encryption [6], which was introduced by Naor and Shamir [7]
in 1994. The aim was to preserve the privacy of people’s hidden pictures. On the
other hand, autoencoders are a form of artificial neural network which is trained
with images to create the same image as output. Encoder, code, and decoder are the
three parts of an autoencoder. The encoder compresses the input and generates the
code, which the decoder then uses to recreate the input. Until executing both visual
cryptography and steganography, an autoencoder is used to render the hidden picture
unrecognizable.

Over the last few decades, several steganographic methods have been proposed
[8–10]. The most popular method is to replace the hidden message by replacing the
LSB of the pixels of the cover image. The key aim of image steganography is to keep
the hidden details confidential by ensuring that the stego image is not manipulated
by the cover image. While several steganographic approaches have been attempted
to solve both problems, the methods have been discovered to be vulnerable. Some
researchers have solved one case but are unable to continue on the other. In this
paper, Image steganography, visual cryptography, and an autoencoder are all part of
our core philosophy, where the key goals of this approach are to enhance the quality
of stego images and the security of the secret images. After using an autoencoder to
make the secret image unrecognizable, to make it much more difficult to discern, a
randomly generated image called mask1 was introduced, and that image was XORed
with the hidden image. The LSB system is used for steganography, where hidden
information is typically stored in the particular location of LSB of a cover image
[2, 8]. Therefore, this paper aims to develop a reliable tool that could solve both
problems (ensuring that the secret information remains secure and that the stego
picture is not affected by cover image). The main contributions of this paper are
listed below.

• Combination of visual cryptography with image steganography
• Leveraging the compression technique of autoencoder to enhance image security
and carrier capacity
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• Employment of 1-LSB to preserve data (cover image) integrity

The rest of the paper is structured as follows. Following the introduction in Sect. 1,
Sect. 2 examines the recent researchworks. Section3 explains our proposed approach
while the experiment results are discussed in Sect. 4. At last, our findings and obser-
vations are concluded in Sect. 6.

2 Literature Review

In the year 1994, Naor and Shamir were the first to present the notion of visual
cryptography [7]. They also introduced VCS(k, n) which was a new technique of
using cover-based semi-group to enhance the contrast of an image [11]. An analysis
of various recent research works in some of the digital watermarking approaches by
combining visual cryptography mechanisms was included [12]. To ensure copyright
security, Z. Tijedjadjine introduced a visual cryptography scheme in watermarking
[13].

Among the recent studies, a paper published in 2021 proposed an adaptive fuzzy
inference method for color image steganography that considers image complexity
factors such as pixel similarity, pixel brightness, and color sensitivity [14]. Around
the same time, a hybrid data transmission scheme incorporating Cryptography and
Steganography was proposed and also an application incorporating Cryptography
and Steganography was developed for hiding data by Gupta and Saxena [15, 16].
A little before that in 2020, a steganography algorithm for hiding data, as well as
images in another images using the LSB technique was proposed by Shekhawat,
Tiwari, and Patel [17].

One of the most frequent image steganography approaches is to encode the secret
message in each pixel’s LSB. This is because modifying the LSB has the least impact
on the carrier picture, so human vision cannot detect the difference between the
original cover image and the altered cover image. Chandramouli [18] investigated
various LSB-based steganographymethodswanting to see how a person could tell the
difference between the stego image and the actual cover image. Paper [19] introduced
a newLSB-based scheme inwhich they chose the cover image layer for hidden image
concealment using a secret key. The secret picture was applied to the 1D bitstream
after the stego key was converted into a 1D circular array bitstream. The system then
executes the code on the red layer’s first pixel LSB and the stego key’s first bit. The
system selects the green layer for the cover image when the resultant bit is 1, and
the blue layer for the hidden image’s 1-bit concealment if the resultant bit is 0. For
the next bit of the hidden image, the method directs to the next red layer pixel and
then the stego key’s next bit. This procedure is repeated until the entire hidden image
bitstream has been completed. An XOR operation was done between the red layer’s
LSB and the secret key pixel to decode the secret image. The secret information is in
the green layer’s LSB if the resultant bit is 1, and the secret information is in the blue
layer’s LSB if the resultant bit is 0. They then reshaped it into a 2D binary image
matrix to retrieve the hidden image successfully.
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Finally, M. Hossain proposed three steganography approaches in [8]. For esti-
mating the smooth and edged areas, a bit’s reliance on its neighborhood and psycho
visual redundancy were used. In smooth regions, three bits are embedded, while in
edged regions, variable-rate pixels are embedded. Even though their methods pro-
duce high-quality images, they did not have any security procedures for their work.

Also, there are some existing steganography tools. Hera Arif in [20] surveyed
existing steganography tools. They surveyed S-Tools 4.00, VSL 1.1, Open Puff 4.00,
CryptaPix 3.10, andQuickCrypto.But in this paper, the proposed system is compared
with Online Image Steganography, East-Tec Invisible Secrets 4, and Openstego tools
as these are the latest and three of the most useful steganography tools.

3 Proposed Methodology

Our proposed framework is built on a combination of visual cryptography, image
steganography as well as a deep learning based autoencoder. The main goal of this
approach is to improve the quality of the stego images and the protection of secret
images.

3.1 Embedding and Encryption Technique

The image that is intended to be concealed is not explicitly hidden inside the chosen
cover image for security concerns. To secure the hidden image, it is first passed
through an autoencoder, which compressed and rendered it unrecognizable (i.e.,
secret image + autoencoder (encoding) = compressed secret image), as illustrated in
Fig. 1. Afterward, a randomly created image called mask1 is introduced. The mask1
image was used to perform the Visual Cryptography part. And it is a must when it
comes to extracting the secret image.

Secret Image Compressed Secret Image

Fig. 1 Formation of the compressed secret image



Enhanced Steganography Technique via Visual Cryptography and Deep Learning 627

Table 1 Red (R), Green (G), and Blue (B) channels production of mask2 image

Mask1 Image Operation Secret Image Mask2 Image

XOR

XOR

XOR

Table 2 Secret to mask2 conversion output

Secret Image Mask1 Image Mask2 Image

The secret image and the mask1 image are both 24-bit color images of the same
dimensions. Both the secret image, which is compressed and unrecognizable already,
and the mask1 image are converted to binary matrices and divided into R, G, and B
layers. After that pixel by pixel, an XOR operation was conducted on the matching
layers between the compressed secret picture and mask1 image. The R, G, and B
channels of the mask2 image were then established (Table1).

When all three layers of the mask2 image matrix are stacked together to create a
24bit mask2 image, that looks nothing similar to the secret image. It appears to look
similar to random noise. Table2 shows the contrast between the hidden image and the
mask2 image. It is reasonable to say that the secret picture and the mask2 image bear
no resemblance, satisfying the fundamental premise of visual cryptography, which
is to encrypt visual information in an unidentifiable manner. This mask2 picture is
now concealed within a cover image, rather than the secret image.
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Table 3 Creation of 3 channels of stego image

Cover Layer Mask2 Layer Stego Layer

The cover image is also divided into R, G, and B layers after being converted to
a binary image. Using the LSB approach, every layer of the mask2 image is then
disguised into the corresponding layer of the cover image. In this step, each bit of the
mask2 image matrix is serially changed by the LSB bit of a pixel of the cover image
matrix. The transformation of the cover image’s three layers into the stego image’s
three layers is seen in Table3.

The same concealment technique is applied to hide the mask1 image matrix after
removing all pixels in the mask2 image. Then, these three layers are combined to
create the final stego image, which is identical to the cover image. The final stego
picture is shown in Table4. In this case, an XOR operation is performed between
secret and mask1 pixel, yielding mask2. By performing this process, the R, G, and
B channels of the mask2 images are created from the secret image.

The flow chart in Fig. 2 shows the entire encoding procedure for the secret image
step by step. The initial step was to compress the secret picture using the autoencoder
andobtain the image’s binarymatrix. Thenext stepwas to use a randompicture named
mask1 to conduct Visual Cryptography on the compressed image. To achieve this,
both the compressed secret and mask1 pictures were first separated into layers of red
(r), green (g), and blue (b). Then, the binarymatrices of the compressed secret picture
and the random image were then XORed. The next step was merging the three layers
to get the color image mask2. This mask2 image was finally hidden inside the cover
image using the popular steganography method LSB, and the stego image is formed.
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No

Fig. 2 Flowchart of Embedding and Encryption Approach of the Proposed Method
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Table 4 Formation of final stego image

Input1 Input2 Input3 Output

Fig. 3 Original images (first row) vs compressed images (second row) vs decoded Images (third
row)

3.2 Extraction and Decryption Technique

To extract the concealed picture, the mask1 and mask2 images are decoded from
the stego image. The stego image is first transformed into a binary image matrix.
Then, it is divided into layers of red, green and blue image matrix layers. Since
our secret information is hidden in three layers, the data must be decoded from each
layer separately. For themask2 image, three empty imagematrices are formed. Every
matrix corresponds to one of the 24-bit color image layers. The LSB bits from each
pixel in each layer of the stego image are extracted and serially transferred to a new
image matrix array. An empty image matrix was used for the stego image’s red layer,
and the stego image’s red layer was used for the mask2 image’s red layer. After
that is done, the empty matrix’s initial pixel was copied with the first eight LSB bits
from the stego picture. This is repeated until the mask2 full red layer is obtained. In
the same way, the green and blue layers are recovered. After obtaining three layers
from the mask2 image, these three layers are merged to create the image. The mask1
image is decoded using the same tool.

Then, between each layer of the mask1 and mask2 images, an XOR operation is
performed bit by bit. As a result, the red, green, and blue layers of the hidden image
have been discovered. Our compressed secret image was achieved by combining
them, which was achieved through the autoencoder’s encoding process in the first
place, This compressed noise-like image is then fed into the autoencoder’s decoding
portion yielding the final secret image. A comparison is provided of the original and
decoded images from the dataset in Fig. 3.
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In Fig. 3, the first row depicts some of the secret pictures that we wish to keep
hidden. The compressed hidden images that were achieved after the autoencoder’s
encoding portion are shown in the second row. Finally, the third row displays the
hidden photos that are recovered

4 Experiment Results

To assess the quality of stego pictures subject to cover images, five image quality
metrics were used: SNR, PSNR, SSIM,MSE, and SC. As stated in Table5, one cover
image and two hidden images were used for the study. So far, two stego images have
been discovered. The values for different performance measure metrics are provided
in Table6. The SNR rating ranges from 100 to 4.77 from greatest to worst. The
proposed system’s SNR values vary from 45 to 46, which indicates the appropriate
result. The PSNR value for two identical images should be 100, and for completely
dissimilar images, it should be 0. PSNR values range from 52 to 54 for various sizes
of the hidden image. As a result, the PSNR values found here are also appropriate.
The scale of best to worst values for SSIM is 1–0. The findings range from 0.983 to
0.996 in this case. As a result, this is also appropriate. The optimum to worst value
range for MSE is somewhere between 0 and 60000+. The values of our suggested
tool, on the other hand, vary from 0.340 to 0.500, showing that it performs well.
Finally, the best value for SC is 1.00, while the worst value is infinity. 1.00 SC values
have been identified for this proposed system, indicating that our proposed system
achieves a satisfactory result. As a result, this approach produces stego images that
are unnoticeable to human eyesight and the image quality measurements for the
system are excellent.

Without the mask1 image, nobody can extract the hidden image from the stego
image. People who know the extraction method for the mask2 image, which is very
different from the actual hidden image, may extract the secret image. As a result,
this proposed method can guarantee stego image quality as well as secret image
protection.

5 Comparison with Other Tools

The same five image quality measures used to measure the quality of stego images in
our proposed systemwere also used tomeasure the quality of stego images in existing
tools: Online Image Steganography, East-Tec Invisible Secrets 4, andOpenstego, and
the results were compared to our proposed system. One cover image and three secret
images were used for the research as shown in Table7.

Tables8, 9 and 10 show all the metric values of each of the steganography tools
that were used in this experiment namely SNR, PSNR, SSIM, MSE, and SC. And
then Table11 shows the metric values of our proposed system for the data of Table7.
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Table 5 Image data set details for analysis

Cover Images Secret Images Stego Images

Cover Image (1) secret image (1) Stego image (1)
Size: 2.10 MB Size: 65 KB Size: 2.02 MB

Dimensions: 720*720 Dimensions: 180*140 Dimensions: 720*720

Cover Image (2) secret image (2) Stego image (2)
Size: 2.10 MB Size: 135 KB Size: 2.01 MB

Dimensions: 720*720 Dimensions:310*140 Dimensions: 720*720

Table 6 Our proposed approach’s metric values

Cover
Images

Stego
Images

SNR PSNR SSIM MSE SC

Cover
Image (1)

Stego image
(1)

44.311 53.003 0.987 0.347 1

Cover
Image (2)

Stego image
(2)

45.551 53.704 0.992 0.480 1

And lastly, Table12 shows the average metric values of three secret images for each
tool, making the comparison analysis significantly easier.

The average SNR value of the proposed system here is better than two existing
tools namely Online Image Steganography & East-Tec Invisiblesecret4. The same
goes for PSNR, SSIM, MSE. And the SC value is the same for all the tools. After a
comparison of five Image Quality Metrics, it can be concluded that the proposed tool
produces an undoubtedly good result and performs better than two of the reputed
existing steganography tools. This can be written as

OpenStego > Proposed System > Invisible Secret 4 > Online Image
Steganography.
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Table 7 Image data set details for analysis

Cover Images Secret Images Stego Images

Cover Image secret image (1) Stego image (1)
Size: 3400 KB Size: 289 KB Size: 3280 KB MB

Dimensions: 1512*850 Dimensions: 310*324 Dimensions: 1512*850
Format: BMP Format: BMP Format: BMP

Cover Image secret image (2) Stego image (2)
Size: 3400 KB Size: 14.5 KB Size: 3280 KB

Dimensions: 1512*850 Dimensions: 70*70 Dimensions: 1512*850
Format: BMP Format: BMP Format: BMP

Cover Image secret image (3) Stego image (3)
Size: 3400 KB Size: 69 KB Size: 3280 KB

Dimensions: 1512*850 Dimensions: 180*128 Dimensions: 1512*850
Format: BMP Format: BMP Format: BMP

Table 8 Metric values of online image steganography

Cover
Images

Stego
Images

SNR PSNR SSIM MSE SC

Cover
Image

Stego image
(1)

38.52 38.87 0.84 8.45 1

Cover
Image

Stego image
(2)

38.50 38.86 0.85 8.41 1

Cover
Image

Stego image
(3)

38.47 38.89 0.84 8.46 1
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Table 9 Metric values of East-Tec Invisiblesecret4

Cover
Images

Stego
Images

SNR PSNR SSIM MSE SC

Cover
Image

Stego image
(1)

50.65 51.00 0.90 0.52 1

Cover
Image

Stego image
(2)

50.77 51.12 0.90 0.55 1

Cover
Image

Stego image
(3)

50.80 51.11 0.92 0.52 1

Table 10 Metric values of Openstego

Cover
Images

Stego
Images

SNR PSNR SSIM MSE SC

Cover
Image

Stego image
(1)

61.00 61.35 0.97 0.05 1

Cover
Image

Stego image
(2)

76.57 76.85 1.00 0.00 1

Cover
Image

Stego image
(3)

61.83 62.19 0.98 0.04 1

Table 11 Metric values of the proposed method

Cover
Images

Stego
Images

SNR PSNR SSIM MSE SC

Cover
Image

Stego image
(1)

50.33 52.35 0.92 0.32 1

Cover
Image

Stego image
(2)

67.91 66.85 0.99 0.01 1

Cover
Image

Stego image
(3)

58.83 59.35 0.98 0.10 1

Table 12 Average metric values of each system

Tools Name SNR PSNR SSIM MSE SC

Online Image
Steganography

38.497 38.874 0.843 8.44 1

East-Tec Invisiblesecret4 50.74 51.077 0.91 0.53 1

Openstego 66.46 66.79 0.98 0.03 1

Proposed System 59.03 59.52 0.97 0.14 1
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6 Conclusion

A new steganography approach is introduced that combines a visual cryptographic
scheme with a deep learning-based autoencoder technique. The cover image, like the
stego image, exhibits very minimal distortion, according to the experimental results.
As a result, normal human eyes are unable to detect the stego image as a carrier of
concealed material. The LSB method was used for the steganography process. For
security reasons, a method other than the widely used cryptographic methods has
been used. Themethod involves using an autoencoder to convert the hidden image to a
noise type image (mask2 image), XORing a randomly generated image calledmask1,
and then hiding it as the hidden data inside the cover image. This approach would
provide good protection for the secret image and distinguish it from other image
steganography methods since the secret image is rendered unrecognizable first by
both autoencoder and the XOR operation between the compressed secret image and
mask1 image. In future, this system’s compatibility and performance can be tested on
more recent datasets. Also, there are manymore useful image quality metrics namely
AverageDifference (AD),MaximumDifference (MD),MeanAbsoluteError (MAE),
Signal Noise Ratio (SNR), Structural Dissimilarity (DSSIM), etc., which can also be
used to measure the quality of the stego image subject to the cover image. Measuring
the quality with all these metrics.
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Abstract Credit card is one of the most popular online or manual payment methods,
and credit card fraud is increasing that can cause enormous financial damage. Protec-
tive action must therefore be taken to stop the credit card. Several new technologies
can be utilized to detect frauduleous transactions based on artificial intelligence,
data mining, and machine learning. Several new techniques may be used to identify
artificial intelligence, data mining, machine learning, sequence alignment, genetic
programming, etc. This article provides a new paradigm for credit card fraud detec-
tion based on the characteristics of previous user credit card transactions. Detecting
fraudulent purchases from past credit card transactions is a difficult challenge, as it
depends on a number of factors, like timing, amount, etc. The data on credit card
transactions is rising at a huge rate every day. This constant influx of new data is
also challenging to handle and to construct new models to determine if a transaction
is fraudulent or not. To do this, we use the PCA data type of user transformation
since user data supply sensitive information about users and user transactions. We
utilize a tweaked fraud detection model utilizing a RandomizedSearchCV hyper-
parameter tweaking for detecting fraudulent transactions. Our mechanism provided
can determine whether a transaction is fraudulent based on the data patterns of prior
transactions of the user.
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1 Introduction

Credit card theft is the fraudulent use of credit card details without the consent of
the cardholders. The credit card can be used in person or online. Cardholders use
their keys at the end of the dealership in the event of physical use. The fraudster must
procure the card in physical form by deception and then use it to commit fraud. To
commit fraud, information such as card verification value (CVV code), expiry date,
card number, and pin code are required for Internet card transactions. Fraudsters
collect card data by intercepting e-mails, phishing, and skimming victims’ online
transactions.

Several modern approaches [1] focused on artificial intelligence, data processing,
deep learning, sequence matching, genetic programming, and other technologies
that can be used to detect fraudulent transactions. Many algorithms such as logistic
regression, K-neighbors classifier, random forest classifier, linearSVC, GaussianNB,
decision tree classifier, and others [2] can be used to detect defect fraud in machine
learning.

Fraud detection algorithms that are based on machine learning are widely recog-
nized as one of the most prominent and successful study areas in fraud detection [3].
Classification is the process of dividing a given set of data into groups based on their
characteristics. It is possible to accomplish this with both structured and unstructured
data.

Predicting the class of provided data points is the first step in the process. The
groups are also knownas the objectives,marks, or divisions.Classification algorithms
include linear classifiers, support vector machines, decision trees, and others. One
of the most studied fields of fraud detection is credit card fraud detection, which
relies on automatic analysis of recorded transactions to determine fraudulent activity.
Fraud detection systems are vulnerable to a range of issues and obstacles, which are
described below. A successful fraud detection method should be capable of dealing
with these issues to provide the best results. Credit card fraud detection can be used
in a variety of situations. Fraud detection from this process may be used for a wide
range of applications, including online banking systems, online payment systems
using credit cards, and online transactions. The vast majority of transactions are
now conducted electronically, necessitating the use of credit cards and other online
payment services.

Both the business and the customer prosper from this approach. Consumers save
time by not needing to go to the supermarket to place their orders, and businesses
save money by not having to buy physical stores to save costly rent costs.

The new era seems to have incorporated some very useful features that have
changed how companies and consumers interact with one another, but at a cost.
Businesses must hire trained software engineers and penetration testers to ensure
that all transactions are genuine and not fake. These individuals are building the
company’s servers in such a manner that the customer does not influence vital trans-
action components such as payment numbers. Most (if not all) of the issues can be
avoided with proper design, but even the architecture used to construct the server
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is not flawless. In this application, a hybrid feature extraction approach that blends
various features is used to detect credit card fraud. The key stages are to obtain the
generalized format of the dataset, preprocessing steps are carried out, baseline mod-
els are trained and score using the training and testing dataset, among the baseline
models, the best accurate models are set up for random hyperparameter tuning with
RandomizedSearchCV, best params of the tuned model are evaluated. Imbalanced
data, the evidence on credit card fraud is distorted, meaning that only a small per-
centage of all credit card transactions are fraudulent. Because of this, identifying
illegal transactions is complex and imprecise. Overlapping data, many transactions
may be deemed fraudulent while still appearing to be normal (fake positive), and
a fraudulent transaction may appear to be real (fake negative). As a result, achiev-
ing a low false positive and false negative rate is a significant challenge for fraud
detection systems. Lack of adaptability, the dilemma of adaptability often confronts
classification algorithms. Both controlled and unsupervised fraud detection mecha-
nisms are inefficient at identifying new patterns of ordinary and fraudulent conduct.
Fraud detection cost, the method should consider both the importance of the detected
fraudulent transaction and the expense of stopping it. Stopping a dishonest sale of
a few dollars, for example, yields little money. Lack of standard metrics, there is
no common assessment criteria for evaluating and comparing the outcomes of fraud
detection systems to determine which is the most efficient. Research work is done to
accomplish a particular set of targets, such as introducing a hybrid approach.

2 Related Work

Several approaches to bringing strategies to detect fraud have been proposed in pre-
vious research, ranging from regulated approaches to unsupervised approaches to
hybrid approaches, making it possible to review the technologies associated with
credit card fraud detection and to get a clearer understanding of the forms of credit
card fraud. As time progressed, fraud patterns evolved, introducing new forms of
fraud, making it a popular research subject. The rest of this section goes into indi-
vidual machine learning algorithms, machine learning models, and fraud detec-
tion systems that are used in fraud detection. The issues found during the study
have been researched in order to later implement an efficient machine learning
model. Researchers suggested a vast range of credit card fraud prevention algo-
rithms, themajority of which focused on neural network and datamining approaches.
Bahnsen et al. [4] discussed a comparison study of credit card fraud detection: super-
vised versus unsupervised. Delamare et al. [5] suggested a paradigm that operates in
two stages: preparation and detection. The credit card holder’s shopping behavior is
evaluated using the k-means clustering algorithm during the training process, and the
sequence is assembled during the detection phase. If the present transaction fits the
chain, it is considered legitimate; otherwise, it is considered fraudulent. Awoyemi et
al. [6] suggested a two-stage method for detecting credit card fraud.
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In the first step, using sequence alignment, a successful score is determined based
on true cardholder transaction history and transaction behavioral changes. In the
second point, the bad score is calculated by using the fraudulent transaction signa-
ture provided by the previous fraudulent transaction. If the difference between the
good and poor scores exceeds a predetermined threshold, the transaction is illegal;
otherwise, it is legal.

Zojaji et al. [7] suggested a BLAHFDS hybridization of BLASTA–SSAHA for
detecting credit card fraud using a two-stage model. These are profile analyzer and
deviation analyzer. Profile analyzer stage is used to compare the time and sequence
of the current transaction to the transactional record, whereas the deviation analyzer
performs the comparison of the deviated time-amount series to the fraud history
index. It computes the cumulative variance between the profile score and the deviation
score. The overall discrepancy is used to spot fraud. Xuan et al. [8] suggested GASS,
a combination of two common algorithms, genetic algorithm (GA), and scatter search
(SS). GASS incorporates certain SS components into the GA steps. The proposed
method aims to reduce classification costs. Pozzolo et al. [9] discussed the idea for
credit card fraud detection using the decision tree.

Patidar et al. [10] proposed a paradigm based on transaction aggregation. They
aggregated the transaction and developed the customer’s buying behavior in this
model. These behaviors are used to detect fraudulent credit card transactions. Quah
et al. [11] extended the purchase aggregation approach to observe customers’ peri-
odic purchasing actions. They improved fraud prevention by using feature processing
and cost awareness. Kou et al. [12] used an interaction rule to create natural behavior
patterns from a false transactional database. These trends are used to spot fraud.
For fraud prevention, Carcillo et al. [13] used the self-organizing map (SOM). SOM
is used for previous transactional data classification and clustering, deriving secret
patterns from previous data, and as a filtering tool. Singh et al. [14] suggested an
innovative solution that combines network-based and inherent functions. The intrin-
sic function determines how the latest requested transaction differs from previous
transactions in terms of the card’s regency–frequency–monetary parameters (RFM).
The merchant-card relationship is a network-based mechanism that produces a time-
dependent suspicious score for each merchant. D. Sá [15] proposed a cost-sensitive
decision tree method for identifying fraudulent credit card transactions and reducing
the cost of misclassification.

As several authors [16–19] have stated, one of the most significant problems asso-
ciated with credit card fraud detection is the lack of datasets from which researchers
may conduct a study. The explanation for the lack of real-world data is that banks
and financial institutions are unable to disclose confidential consumer activity data
for privacy purposes. Credit card fraud databases contain highly distorted results,
with far more legitimate transactions than fraudulent transactions, and the lawful
and fraudulent transactions differ by at least a hundred times. In practice, 98% of
transactions are legitimate, while just 2% are fraudulent. According to Ogwueleka et
al. [20], millions of credit card transactions are processed every day. Analyzing such
large numbers of transactions necessitates highly qualified methods that scale well,
as well as a considerable amount of computational power. It places some restrictions
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on the researchers. According to detailed research done by Clifton Phua and his col-
leagues, approaches used in this field include data mining applications, automated
fraud detection, and adversarial detection. Suman, Research Scholar, GJUS&T at
Hisar HCE, explored approaches such as supervised and unsupervised learning for
credit card frauddetection in another article.Despite surprising success in someareas,
these approaches and algorithms were unable to provide a long-term and consistent
answer to fraud detection.

Unusual methods, such as hybrid data mining/complex network classification
algorithms, can detect illegal occurrences in real-world card transaction data. Based
on network reconstruction methods, these strategies enable the development of rep-
resentations of a single instance’s departure from a reference group. Multiple super-
vised and semi-supervised machine learning techniques [21, 22] are used for fraud
detection, but our goal with card fraud datasets is to overcome three major chal-
lenges: strong class imbalance, the inclusion of labeled and unlabeled samples, and
the ability to process a large number of transactions. To detect fraudulent transac-
tions in real-time datasets, many supervised machine learning techniques, including
decision trees, naive Bayes classification, least squares regression, logistic regres-
sion, and SVM, are utilized. To understand the behavioral characteristics of regular
and anomalous transactions, two random forests methods are utilized. On severely
skewed credit card fraud data, the performance of logistic regression, K-nearest
neighbor, and naive Bayes is explored. It is also being studied how to use meta-
classifiers and meta-learning methods to cope with severely unbalanced credit card
fraud data. Fraudsters with complex behavior alter their behavior over time in order
to avoid detection by new detection systems and adapt fraud types. As a result, fraud
is becoming more difficult and advanced, to the point that human experts are unable
to forecast it.

Detecting fraudulent transactions from credit card transactions, the major limi-
tation is the lack of real-world data. As every credit card transaction contains user
credentials like user account information, amount of many, etc., so that no organiza-
tions are willing to expose their user’s data. So for developing new machine learning
or deep learning model, it seems not to able to provide real-world transactions data.
Besides this, in most cases, a fraud detection model is developed on the baseline
model, baseline models are not tuned properly for the best suitable parameters. Some
works proposed models on the synthesis dataset, which is highly mismatched with
the real-world dataset.

The primary goal of this work is to increase the identification accuracy of credit
card fraud detection. The primary contributions of this research are:

• Preprocessing the imbalanced dataset.
• Compare between different machine learning models and evaluate the best models
based on accuracy.

• Set up random hyperparameter models with RandomizedSearchCV.
• Evaluate the best params of the tuned model and score the hyperparameter tuned
model with the best params.
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3 System Architecture and Design

Credit card misuse is the illegal use of a credit card number without the permission
of the cardholder. Credit cards can be used both physically and online. Anomaly
detection strategies for credit card fraud are categorized as regulated or unsupervised.

The use of supervised methods has several drawbacks. If a suspicious transaction
occurs and is not conformed to the database, these transactions are considered nor-
mal, while anomaly events are found by new transactions and happened reports of
unsupervised approaches. There are 492 illegal transactions in the sample of 284,807
transactions.

Since the amount of fraudulent transactions is very limited, oncemachine learning
models are trained using data, models become overfit. In our research work, we have
minimized overfitting and increased the model’s accuracy based on hyperparameter
tuning the best parameters.

The basic steps of the suggested protocol for the credit card fraud identification
process are depicted in Figs. 1 and 2. Figure1 shows data preprocessing such as eval-
uating the data and correctingmissing data after loading the dataset fromCSV format
to data frame. Following data preprocessing, the entire dataset is divided into two

Fig. 1 Splitting of dataset

Fig. 2 Steps of the proposed framework
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collections, with 80% of the data processed as training data and the other 20% stored
as testing data. Figure2 shows how, after training the machine learning algorithm
with training data, the dependent model improves by hyperparameter tuning with
RandomizedSearchCV, and model logic is built up. After refining the simple model
with the right parameters, the model is checked by analyzing data and determining
whether the transaction is true or fraudulent. If the model rationale is yes, it implies
that the transaction is valid; otherwise, it indicates that the transaction is fraudulent.

3.1 Dataset Description

We collected the dataset used in this paper from Kaggle [23]. The dataset contains
the transactions of credit card holders of Europe in September 2013. There are 492
fraud transactions out of 284,807 transactions under consideration.

FromTable1, we can find that the accepted values are all numerical values. Unfor-
tunately, due to the data confidentiality, we cannot include any more background
information. The characteristics are V1, V2, …, V28 which is the major component
created using PCA; the only characteristics not transformed using PCA are “Time”
and “mount.” The “Time” feature is used to record elapsed time in second between
each transaction and the first transaction in the dataset. The feature “Amount” rep-
resents the transaction amount. This information is helpful for example-dependent
cost-sensitive learning.

A credit card transaction is any amount paid to a merchant by a consumer at a
given time. As a consequence, the following are the six key features that summarize
a transaction: the transaction ID, transaction date and time, the customer ID, the
terminal ID, the transaction amount, and the fraud level. The “fraud level” is a binary
variable having either of the two outcomes: 0 for a legitimate transaction and 1 for
a fraudulent transaction.

Table 1 Dataset example

Time Amount Class

Count 284,807.00 284,807 284,807

mean 94,813.86 88.35 0.0017

Std 47,488.15 250.12 0.0415

min 0.000000 0.0000 0.0000

25% 54,201.50 5.6000 0.0000

50% 84,692.00 22.000 0.0000

75% 139,320.0 77.165 0.0000

max 172,792.0 25,691.2 1.0000
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3.2 Data Preprocessing

The credit card fraud identification dataset was collected fromKaggle inCSV format.
TheCSVdataset is first loaded into themodule, which tests the entire dataset as a data
frame. After reviewing the entire dataset, searching for missing data, and restoring
any missing data, the data can be divided into training and analysis data. After the
initial data preprocessing, split the whole data into input variables X and output
variables y. And using the train test split method, data of input variable and output
variable, X and y, is split into train and test data, where test size is assumed as 20%.
The credit card fraud monitoring system considers 80% of all data to be training
data, while the other 20% is believed to be study data.

3.3 Model Training and Testing

We considered six separate machine learning models in our research work: logistic
regression, K-neighbors classifier, random forest classifier, linearSVC, GaussianNB,
and decision tree classifier. The fit and score system is used to train the models. As
model parameters, models, train data, and test data are passed. The NumPy random
seed value of 42 is used to set the random shown in NumPy. Get the name and model
of each model by looping through the model objects. The input training data and
output training data are used to match models. Models are scored on the research
results after they have been developed using the training data. Inside the suit and
score process, testing data of input variables and output variables are used to score
the model’s results. The model scores for each model are saved in a list, and the
model scores list is eventually returned by the suit and score process.

3.4 Model Hyperparameter Tuning with
RandomizedSerachCV

Hyperparameter tuning with RansomizedSearchCV is used for tuning to boost the
baseline models. Build a hyperparameter grid for each model for hyperparameter
tuning with RandomizedSerachCV. A hyperparameter grid is the values of several
estimators, such as max-width, min samples break, min sample leaf, and so on. After
building the baseline model’s hyperparameter grids, the models are ready for tuning
with RandomizedSerachCV. NumPy random seed is initially set to 42. Randomized-
SearchCV employs the RandomizedSearchCV approach from the sklearn model col-
lection. The RandomizedSearchCV system parameters passed aremodels, parameter
distributions as hyperparameter grid, cv, number of items, and verbose. This creates a
setup for random hyperparameter quest for models. For models with input and output
training results, fit the random hyperparameter search model. The best params are
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evaluated from the model’s grid system using the best params attribute after fitting
the random hyperparameter check for models. The best params attributes indicate
the best-valued parameters for the random hyperparameter search model. Rate the
hyperparameter tuning algorithm by evaluating the RandomsearchCV model score
using input and output testing data and the RandomsearchCV grid process.

4 Implementation and Experimental Result

4.1 Experimental Setup

The proposed system has been implemented on a machine havingWindows 10, Core
i7 2.4GHz with 8GB RAM. Python is used for developing it.

4.2 Results and Discussion

NumPy, Pandas, Matplotlib, and Seaborn are used for routine exploratory data pro-
cessing and plotting in this researchwork.NumPy is the foundational Python package
for scientific computation. Pandas is an open-source data analysis and manipulation
framework that is quick, efficient, scalable, and simple to use. It is designed on top of
the Python programming language. Matplotlib is a Python library that allows you to
create static, animated, and immersive visualizations. Seaborn is a Matplotlib-based
Python data visualization library. Scikit-learn models such as logistic regression, K-
neighbors classifier, random forest classifier, linearSVC, GaussianNB, and decision
tree classifier are used in this research work. Logistic regression is a data process-
ing technique for describing and explaining the relationship between one dependent
binary variable and one or more independent nominal, ordinal, interval, or ratio-level
variables.

K-neighbors classifier implements classification by voting by the target point’s
closest k-neighbors, while radius neighbors classifier implements classification by
voting by all neighborhood points within a set radius, r, of the target point. Random
forest is a versatile, user-friendly machine learning algorithm that delivers excellent
results much of the time even without hyperparameter tuning. Because of its simplic-
ity and variety, it is perhaps one of the most widely used algorithms (it can be used
for both classification and regression tasks). A linearSVC (support vector classifier)
goal’s is to match the data you have by returning a “best fit” hyperplane that separates
or categorizes the data.

After obtaining the hyperplane, you can then feed some features to your classifier
to determine the “predicted” class. Implementation ofGaussian–naiveBayesWebuilt
a GaussianNB classifier. To make it simpler to grasp, the decision tree acquires infor-
mation in the form of a tree, which can also be rewritten as a series of distinct laws.
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Fig. 3 Credit card fraud detection in function of amount and time

Model assessment is a critical phase in themodel development process. For model
evaluation in this research work, the train–test break process, cross-val scoremethod,
RandomizedSearchCV, confusionmatrix, classification report, precision score, recall
score, F1-score, and plot ROC curve are used. The very first step in this research
work is to load the dataset into the data frame. Using the Pandas library, a dataset
in CSV format is loaded as a data frame, and the dataset volume is calculated to be
284,807. And there are 31 attributes in the dataset. There are two kinds of data in the
dataset. Class 1 denotes legitimate data, while Class 0 denotes fraudulent data. There
are 284,315 fraud data and 492 valid data from the 284,807 data. Figure3 describes
the function between the amount and time feature of the dataset. In dataset, two
important features of the user transactions are time and amount, and Fig. 3 shows
that transactions between the 0 and 5000 amount happens most cases and the density
of the data in between this range both for the amount and the time feature is very high.

Correlation matrix Fig. 4 is nothing more than a table that shows the correlation
coefficients for various variables. The matrix illustrates the relationship between all
potential pairs of values in a table. It is a valuable method for summarizing a broad
dataset as well as identifying and visualizing trends in the data. Correlation matrix is
made up of rows and columns that represent the variables. The correlation coefficient
is contained in each cell of a table. Furthermore, the correlation matrix is used in
conjunction with other mathematical research approaches.

After splitting data into input variables X and output variables y. Output variables
y consist of class attributes, and other attributes are consist of input variables X. Set
NumPy random seed as 42. Split the whole dataset of input variables X and output
variables y into X train, X test, y train, and y test sets, where test size is assumed as
20% of all data.
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Fig. 4 Correlation matrix

To measure the performance of the models, a fit and score approach is built in
this research work, with parameters including a list of models, X train data, X test
data, y train data, and y test data. Set the NumPy random seed to 42 in the fit and
score process, and model scores are saved in a list. Figure5 shows the performance
between the six baselinemachine learningmodels, they are logistic regression, KNN,
random forest, linearSVC, Gaussian–Naive Bayes, and decision tree classifier [24].
Performance between these models are evaluated on the accuracy based on test
case dataset. Among the six baseline models, for our case on the dataset, we have
considered, random forest classifier model perform the best accuracy, and we have
selected this model for our hyperparameter RandomSearchCV model tuning. To
address this problem, we look at hyperparameter tuning with RandomizedSearchCV.
Random forest classifier outperforms all baseline models in terms of precision, and
for this purpose, hyperparameter tuning with RandomizedSearchCV is considered
for random forest classifier. For hyperparameter tuning with RandomizedSearchCV,
create a hyperparameter grid for random forest classifier. For tuning the random
forest classifier, set the NumPy random seed as 42. Setup hyperparameter search for
random forest classifier using RandomizedSearchCV with the parameter of random
forest classifier method, param distribution as random forest grid, cv as 5, number
of items is 20, and verbose as True.
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Fig. 5 Model comparisons

Fig. 6 ROC curve

After setting up the random hyperparameter search model for random forest clas-
sifier, fit the model with the training data. After fitting the model, the best params of
the fit model of random hyperparameter search model for random forest classifier is
evaluated and the evaluated value for fit model is, number of estimators is 510, min
samples split is 14, min samples leaf is 1, and max depth is none. Random forest
classifier hyperparameter tuned model is evaluated on ROC curve, recall score, and
precision score. ROC curve Fig. 6 provides the relation between the true positive rate
vs false positive rate of the hyperparameter tuned model, which seems that the AUC
value of the RandomizedSearchCV is almost 0.97. Confusion matrix Table2 pro-
vides the evaluation of RandomizedSearchCV hyperparameter tuned random forest
classifier model, where the number of true negative is the lowest, also false positive
and false negative values are very low, and most of the prediction cases are true
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Table 2 Confusion matrix

0 5.7e+04 3

1 24 74

Table 3 Classification report

0 1 Accuracy

Accuracy 1.00 0.96 –

Recall 1.00 0.76 –

F1-score 1.00 0.65 1.00

Support 56864 98 56962

positive. Classification report Table3 of the RandomizedSearchCV hyperparameter
random forest classifier model evaluates the tuned model, where precision value for
the valid cases is 1.00 and the false cases are 0.96; recall value for the valid cases is
1.00 and for the false cases is 0.76; F1-score for the valid cases is 1.00 and the false
cases are 0.85. The evaluation value for the RandomizedSearchCV hyperparameter
tuned model performance is very high which indicates the performance on the highly
imbalanced dataset which is better than existing works or baseline models.

5 Conclusion

Divide the total data into train data and test data, with a test scale of 20. Sckikit learn
models are educated using 80% of all results. In our study, we looked at six different
model training algorithms. Logistic regression, K-neighbors classifier, random forest
classifier, linearSVC,GaussianNB, and decision tree classifier are among them.After
training all models, rate them using the testing results, which represent the remain-
ing 20% of all data. Based on the 284,807 transactions, baseline models estimate
the score. Random forest classifier does comparatively well than the other baseline
models. So, in our project work, we tuned our random forest classifier model, and
for this, we used RandomizedSearchCV to set up a random hyperparameter tuning
model. We trained our new hyperparameter tuning model for random forest classi-
fier once more, and this time, we evaluated the model’s score which was higher than
before.

In this research work, a hybrid feature extraction approach that blends various
features is used to detect credit card fraud. A dataset that is used is highly imbal-
anced, so it is a tough task to work this highly imbalanced dataset model building
a highly imbalanced dataset is being processed and extract the features according
to the model evaluation. Different machine learning baseline models are evaluated
and compared in this work. The best proficient model is selected for hyperparame-
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ter RandomizedSearchCV tuning. The baseline model tuned and evaluated the best
params for the high performance to detect credit card fraud detection. This research
work does not make use of any of the user’s material. Collecting more and more
characteristics from consumer purchases would have greater precision in detecting
fraud. Aside from that, the amount of fraud data in the Kaggle dataset is very lim-
ited, which is a major issue for model testing. Models are constructed using a vast
volume of legitimate data, so models do well for this particular forecast, but increas-
ing the number of fraud data would yield more reliable results. By resolving these
constraints, a solid architecture for detecting credit card fraud can be developed.

References

1. Raj SBE, Portia AA (2011) Analysis on credit card fraud detection methods. In: 2011 inter-
national conference on computer, communication and electrical technology (ICCCET). IEEE,
pp 152–156

2. Shen A, Tong R, Deng Y (2007) Application of classification models on credit card fraud
detection. In: 2007 International conference on service systems and servicemanagement. IEEE,
pp 1–4

3. Chaudhary K, Yadav J, Mallick B (2012) A review of fraud detection techniques: credit card.
Int J Comput Appl 45(1):39–44

4. Bahnsen AC, Aouada D, Stojanovic A, Ottersten B (2016) Feature engineering strategies for
credit card fraud detection. Expert Syst Appl 51:134–142

5. Delamaire L, Abdou H, Pointon J (2009) Credit card fraud and detection techniques: a review.
Banks Bank Syst 4(2):57–68

6. Awoyemi JO, Adetunmbi AO, Oluwadare SA (2017) Credit card fraud detection usingmachine
learning techniques: a comparative analysis. In: 2017 International conference on computing
networking and informatics (ICCNI). IEEE, pp 1–9

7. Zojaji Z, Atani RE, Monadjemi AH et al (2016) A survey of credit card fraud detection tech-
niques: data and technique oriented perspective. arXiv preprint arXiv:1611.06439

8. Xuan S, Liu G, Li Z, Zheng L, Wang S, Jiang C (2018) Random forest for credit card fraud
detection. In: 2018 IEEE 15th international conference on networking, sensing and control
(ICNSC). IEEE, pp 1–6

9. Dal Pozzolo A, Boracchi G, Caelen O, Alippi C, Bontempi G (2017) Credit card fraud detec-
tion: a realistic modeling and a novel learning strategy. IEEE Trans Neural Netwo Learn Syst
29(8):3784–3797

10. Patidar R, Sharma L et al (2011) Credit card fraud detection using neural network. Int J Soft
Comput Eng (IJSCE) 1(32–38)

11. Quah JT, Sriganesh M (2008) Real-time credit card fraud detection using computational intel-
ligence. Expert Syst Appl 35(4):1721–1732

12. Kou Y, Lu CT, Sirwongwattana S, Huang YP (2004) Survey of fraud detection techniques.
In: IEEE international conference on networking, sensing and control, 2004, vol 2. IEEE, , pp
749–754

13. Carcillo F, Le Borgne YA, Caelen O, Kessaci Y, Oblé F, Bontempi G (2019) Combining
unsupervised and supervised learning in credit card fraud detection. Inf Sci

14. Singh A, Jain A (2019) Adaptive credit card fraud detection techniques based on feature selec-
tion method. In: Advances in computer communication and computational sciences. Springer,
Berlin, pp 167–178

15. de Sá AG, Pereira AC, Pappa GL (2018) A customized classification algorithm for credit card
fraud detection. Eng Appl Artif Intell 72:21–29

http://arxiv.org/abs/1611.06439


Developing a Framework for Credit Card Fraud Detection 651

16. Jain Y, NamrataTiwari S, Jain S (2019) A comparative analysis of various credit card fraud
detection techniques. Int J Recent Technol Eng 7(5):402–407

17. Varmedja D, Karanovic M, Sladojevic S, Arsenovic M, Anderla A (2019) Credit card fraud
detection-machine learning methods. In: 2019 18th international symposium INFOTEH-
JAHORINA (INFOTEH). IEEE, pp 1–5

18. SaveP, Tiwarekar P, JainKN,MahyavanshiN (2017)Anovel idea for credit card fraud detection
using decision tree. Int J Comput Appl 161(13)

19. Niu X, Wang L, Yang X (2019) A comparison study of credit card fraud detection: supervised
versus unsupervised. arXiv preprint arXiv:1904.10604

20. Ogwueleka FN (2011) Data mining application in credit card fraud detection system. J Eng
Sci Technol 6(3):311–322

21. Maniraj S, Saini A, Ahmed S, Sarkar S (2019) Credit card fraud detection using machine
learning and data science. Int J Eng Res 8(09)

22. MahmudM, Kaiser MS,McGinnity TM, Hussain A (2021) Deep learning in mining biological
data. Cognit Comput 13(1):1–33 Jan

23. Credit card fraud detection | kaggle (June 2013), https://www.kaggle.com/mlg-ulb/
creditcardfraud

24. MahmudM, Kaiser MS,McGinnity TM, Hussain A (2021) Deep learning in mining biological
data. Cognit Comput 13(1):1–33

http://arxiv.org/abs/1904.10604
https://www.kaggle.com/mlg-ulb/creditcardfraud
https://www.kaggle.com/mlg-ulb/creditcardfraud


Automatic Malware Categorization
Based on K-Means Clustering Technique

Nazifa Mosharrat, Iqbal H. Sarker, Md Musfique Anwar,
Muhammad Nazrul Islam, Paul Watters, and Mohammad Hammoudeh

Abstract The android operating system is a popular operating system for mobile
phone applications. This is also known as an open-source operating system so that the
developers can easily update and add new features to it. However, it poses significant
challenges related to malicious attacks or cyberattacks because of its open system
design philosophy. Nowadays, the number of malware applications is increasing
rapidly and proportionally with safe android applications. As a result, it has become
very challenging to identify their behaviors or signatures or categorizes them to
implement protection in the android system. In this research work, we propose an
automated system for malware categorization using the K-means clustering method
that automatically chooses the cluster number. In our method, we have categorized
malware into an optimum number of different cluster families by using a real-time
malware dataset. We also compare our automated model with the traditional clus-
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ter selection technique with Elbow and Silhouette method. Experimental results
demonstrate that our model determines the optimal cluster number with less user
intervention for malware categorization.

Keywords Cybersecurity · Machine learning · Clustering · K-means · Malware
detection · Malware categorization · Android applications

1 Introduction

Malware comes from malicious software which is a harmful program that hackers
use to steal sensitive information or destroy it. Malware has many forms, such as
Rootkits, Viruses, Trojans, Worms, Spyware, and so on [1, 2]. Android applications
are rapidly growing three times greater than other mobile applications in the phone
market [3]. According to a recent report in theUS, the number of recent data breaches
is 1, 001, and more than 155.8 million individuals were affected by data exposures
in the year 2020 [4].

Sensitive information can be damaged or stolen or misused by a simple mal-
ware attack [5, 6]. In consequence, protection of the android operating system from
being attacked by malicious software should be one of the preliminary tasks for the
application developers and phone manufacturers. The malware detection technique
is categorized in static and dynamic analysis that was introduced in the region of
the mid-’90s [7, 8]. The static method works on the application’s source code to
categorize them without having the application being run. It can only identify the
existingmalware and fails against the unseen variants ofmalware [9]. This static anal-
ysis includes some approaches such as signature-based approach, permission-based
analysis, etc. [2]. On the other hand, dynamic analysis works, while the program is
running. But unfortunately, most of these techniques can not identify new types of
malware [10]. Shijo et al. [11] proposed a method of an integrated approach that
uses both static and dynamic methods which evaluates that the integrated method
has better accuracy than the individual method. However, this also sometimes fails
to detect new types of malware.

Malicious files have increased in recent times and the pattern of malware has been
changing day by day. In 2020, 36,000 new malicious files were detected per day by
Kaspersky lab [12]. Therefore, this new type of malware needs a reliable and new
technique for detecting them and classifying them for protection. Instead of using
traditional signatures-based malware detection, an alternative technique such as a
characteristic-based method is needed to detect malware by observing the statistics
and categorize them into different batches.
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In recent years, data science and machine learning have exemplified outstand-
ing capabilities in many real-world application areas including the cybersecurity
field, summarized briefly in Sarker et al. [13, 14]. Machine learning-based mod-
els can be trained to find infected applications and also categorize them according
to their behavior into the malware family. Several popular machine learning-based
algorithms such as Naive Bayes (NB), Support Vector Machine (SVM), Logistic
Regression (LR), K-means, Linear Discriminant Analysis, Random Forest, Stochas-
tic Gradient Descent, Linear regression, Polynomial Regression, etc., are used in the
area [9, 15, 16].

In this paper, we propose an automated system for malware categorization using
machine learning methods. The main advantage of our model is that it does not need
any static analysis or manual feature selection for categorizing. It will extract the
most relevant and important features using Random Forest and Decision Tree [13]
and eliminate the non-important features and finally, categorize the malware using
the K-means algorithm.

The main contributions of our work are as follows:

• Our proposed method dynamically finds the optimum cluster number and feeds
that cluster number into the K-means clustering model.

• We have categorized the malware family automatically into different batches that
have almost similar characteristics based on their behaviors.

• We have compared our model with different existing systems using a real-time
malware dataset.

The remaining sections are distributed as follows. In Sect. 2 we review the related
work and associated methods. In Sect. 3, we explain the step-by-step procedure.
Section4 explicates the result and also compares them with the existing methods.
Section5 summarizes this paper and highlights the proposed work.

2 Related Work

The use of K-Means for malware detection or categorization is not new; however, the
accuracy of the result and less user interaction during detection or categorization has
been the goal formost researchers. The results pave theway for further explorations of
novel variants of K-Means. Chumachenko et al. [17] have studied malware detection
and classification usingmachine-learning-basedmethodswhere theyworkwith 1156
malware files of 9 families of different types with additionally 984 benign files. The
proposed model is evaluated with the different classifiers in which Random Forest
achieved the highest accuracy of 95.69%.
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Shhadat et al. [15] analyzed machine learning techniques for behavior-based mal-
ware detection. They also compared the performance of their proposed approachwith
K-Nearest Neighbor (KNN), Naïve Bayes, SVM,Decision Tree (DT),MLP, and they
state that the best performance was achieved by using Decision Tree with a true pos-
itive rate and a false-positive rate of 95.9% and 2.4%, respectively, along with the
positive predictive value and accuracy of 97.3% and 96.8%, respectively. The authors
in [18] compared the performance of K-means and mini-batch K-means clustering
where 800 samples are being used out of 1260 and then evaluated the accuracy. In
[19], the authors defined the points of K for centroids that have been chosen randomly
and takes each data point, and enumerate its distance from the centroid.

However, all the above technical need static analysis and are also time-consuming
and it may fall in many aspects so this static system needs somemodification to work
with less delay and also less involvement. In this work, a method has been introduced
to choose the cluster number which will find out the inertia for each feature, and then,
it will compare them with the weighted mean of the total inertia. Finally, the model
will choose the closest inertia from the average inertia to choose the optimum cluster.
This system is a simple generalized solution that will work for any type of dataset.
Additionally, an automatic feature extraction method has been formulated with RF
(Random Forest) and DT (Decision Tree) algorithms for a better solution.

3 Methodology

In this work, we mainly aim to develop an automatic malware categorization model
with less user involvement. It will extract important features from the given dataset
and all irrelevant features will be removed in order to feed the dataset with the most
relevant and important feature into the classifier model. In our approach, we use the
K-means clustering technique to categorize malware. Additionally, it will choose the
cluster number and also feed that cluster number into theK-meansmodel without any
external data given or user involvement [20]. All the steps of the process, followed
by the model have been summarized in Algorithm 1.

3.1 Data Input

In this work, a malware dataset, collected by Canadian Institute for Cybersecu-
rity [21], consists of 2883 values and 84 features have been used which come from
42 unique malware families. This dataset has been created from 10,854 samples
from several resources. The categorical values contained in this dataset are shown in
Figs. 1 and 2.
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Algorithm 1: K-means Clustering based model for Malware Categorization
Input: DS, a dataset containing n malware instance
Output: Optimum number of clusters in different malware family’s
Data: Initial dataset and fill all null field with 0

// dtype =data types
1 if DS.dtype �= numeric then
2 Convert data into numeric

3 Feed DS into the RF model and check importance. // RF = Random
Forest

4 if Feature importance < minimum threshold then
5 eliminates features.

6 Feed the DS with important features into the DT model // DT =
Decision Tree

7 repeat
8 4
9 until 5

10 for each DS feature do
11 calculate the inertia.

12 calculate the weighted mean.
13 for for each inertia do
14 if the inertia ≈ weighted mean then
15 cluster ← cluster number for closest inertia

16 feed the updated cluster number into the k means model. Plot the k model with
categorized malware

Figure 1 illustrates the outline of the whole process of our proposed method.

3.2 Data Preprocessing

The dataset that is used in this work has a combination of different types of columns
including objects. Hence, some preprocessing is needed to ensure that all the value
of the dataset is numerical for further manipulation. In this regard, we have created a
structure that will find out the non-numerical columns and then, dynamically encode
them via the hot encoding technique without the user’s involvement.
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Fig. 1 Structural outline for the proposed method

Fig. 2 Sample data from malware dataset

3.3 Feature Selection

Feature selection is an important step to eliminate the irrelevant data from a big
dataset because a large dataset is sometimes difficult to handle which may result in
poor efficiency. In this work, we propose a strategy that adapts the dynamic process
which runs the malicious file by executing a loop through the dataset to gather the
importance of its characteristics and filter the less important features automatically.
As a result, the model is able to keep only the relevant and important features, and
hence, the accuracy and efficiency of the model improve.

There are a lot of techniques for feature selection such as chi-square, Baruta,
Decision Tree, Random Forest [13]. But the chi-squared method is not suitable for
those datasets with negative values. Baruta is also an automatic feature elimination
systemwhich is also nothing but an iterative RF technique. This technique is iterating
the dataset and applying RF multiple times. So this technique is costly and time-
consuming which is not suitable for large datasets.
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In this work, we first apply a Random Forest for selecting the first 80% of its
important features and then apply the Decision tree to get more optimum results for
feature selection. We have created a structure that will loop through the dataset and
will calculate the importance and will reject the less important feature without any
user involvement. This way this model selects 35 features from 84 features of the
actual dataset.

3.4 Categorization Model Creation

Weapply theK-means clusteringmethod [13] formalware categorization. Clustering
is the process of separating a given set of patterns into unique clusters, where patterns
in the same cluster have much more similarity than the patterns belonging to two
different clusters. The efficiency of the K-means technique mainly depends on its
cluster number [22].

In the K-means algorithm, the minimum cluster number is one, and the maximum
cluster number is the total features number. That means every feature belongs to a
unique cluster. But it’s not an optimum model. For this reason, there is an algorithm
elbow method has been introduced. The elbow method is used for determining the
number of clusters in a dataset by plotting the variation of the clusters on the graph.
In the elbowmethod, the range of centroid needs to be fixed in order to perform static
analysis on the elbow graph.

Our proposed model uses an iteration process as shown in Fig. 1 that will choose
the optimum cluster number and categorize malware based on the cluster number.
This iteration process will calculate the inertia for all the relevant features and store
those values as a list to find the weighted mean of the inertia list. It also finds the
closest inertia from the weighted mean as shown in Fig. 4. The cluster number for
the closest inertia is the optimum inertia as the change of the value of inertia later is
ignorable as shown in Fig. 3.

Fig. 3 Elbow plot for inertia
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Fig. 4 Optimal cluster selection

Fig. 5 Comparing cluster distribution

Next, the system will automatically feed the cluster number into the K-means
model and plot the cluster distribution. The difference between original data distri-
bution with our model is depicted in Fig. 5 in which our proposed model categorizes
malware into different clusters automatically.

4 Result Analysis and Evaluation

In the above sections, we have discussed our methodology for finding the optimum
cluster. We have experimented with our model with different numbers of clusters
in the traditional method for better comparison. We use Silhouette analysis to study
the distance between the resulting clusters. The silhouette plot displays a measure
of distance between clusters which has a range of [−1, 1]. Silhouette coefficients
near +1 indicate that the distance between the sample and the neighboring clusters
is very big, while the value 0 (zero) indicates that the sample is near to the decision
boundary [23].

We plot the dataset for different numbers (2, 3, 4, 5) of clusters shown in Figs. 6,
7, 8 and 9.We see that the silhouette model combines three subclusters into one large
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Fig. 6 Comparing cluster distribution for cluster number 2

Fig. 7 Comparing cluster distribution for cluster number 3

Fig. 8 Comparing cluster distribution for cluster number 4
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Fig. 9 Comparing cluster distribution for cluster number 5

Table 1 Cluster distribution and Silhouette scores for cluster number 2

Distribution of clusters Silhouette scores

C-0 C-1

2289 594 0.440

Table 2 Cluster distribution and Silhouette scores for cluster number 3

Distribution of clusters Silhouette scores

C-0 C-1 C-2

887 1415 581 0.411

Table 3 Cluster distribution and Silhouette scores for cluster number 4

Distribution of clusters Silhouette scores

C-0 C-1 C-2 C-3

1415 326 878 264 0.471

cluster when the cluster number is 2 as depicted in Fig. 6. Table 1 also proves that
the C − 0 or the 1st cluster is bigger than the 2nd cluster.

From Figs. 7 and 9, it’s quite apparent that the numbers 3 and 5 are wrong picks
for cluster numbers because of the presence of clusters with below mean silhouette
results and also, there is a large fluctuation in the size of the plots which are also
reflected in Tables 2 and 4, respectively. On the other hand, when the cluster number
is equal to 4, all the plots have an almost similar thickness as displayed in Fig. 8.
Table 3 also shows the similar distribution of the clusters.

So from the above analysis, we can see that cluster number 4 should be chosen as
the optimum cluster number for the given dataset. Our proposed model also chooses
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Table 4 Cluster distribution and Silhouette scores for cluster number 5

Distribution of clusters Silhouette
scores

C-0 C-1 C-2 C-3 C-4

798 1419 264 185 217 0.496

number 4 automatically as the optimum cluster number as shown in Figs. 4 and 5. It is
easier to decide manually which cluster is optimum or better for 2, 3 or 10 variations.
On the other hand, for the larger dataset with a large variation, it becomes difficult
to decide the cluster number by just visualize the datasets and also the process is
very time-consuming. Our proposed model is capable to automatically decide the
optimum cluster number without any static analysis and can categorize the malware
accordingly.

5 Conclusion

In this paper, we have proposed a model for malware categorization using the K-
means clustering method that automatically chooses the cluster number. This model
performs feature extraction using RF and DT and then categorizes malware using
the clustering method. At first, the model pre-processes the dataset to extract the
important features and eliminate the irrelevant features. It then chooses the optimum
cluster for the given dataset and feeds that number without user interactions into the
K-means model to categorize malware into different clusters. Experimental results
show that ourmodel determines the optimal cluster numberwith less user intervention
for malware categorization. This model can also be generalized for other relevant
datasets in the domain of cybersecurity.
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Improved Spam Email Filtering
Architecture Using Several Feature
Extraction Techniques

Priyo Ranjan Kundu Prosun , Kazi Saeed Alam , and Shovan Bhowmik

Abstract Research on spam email filtering is drawing experts from all over the
world, as these junk email messages continue to affect people’s daily lives, whether
consciously or unconsciously. The overwhelming use of irritating, destructive, and
misleading emails appears to have damaged the values of email which prompted us
to perform this research to construct a model for spam filtering with faster training
time and enhanced accuracy. We have proposed two voting architectures built upon
machine learning models and ensemble classifiers, respectively. In our work, we
have also analyzed the performance of several individually applied classifiers and
ensemble techniques with various feature retrieval strategies. Additionally, we have
compared the training time of the proposedmodels with the deep LSTM-CNNhybrid
model. Both of our suggested models have performed adequately, while the ML-
based voting model (Type 1) produces the most accurate filtering (98%) taking bag
of words for feature extraction and can be trained above 200 times faster than the
LSTM-CNN model.

Keywords Spam email · Junk messages · Voting model · Text classification ·
Ensemble techniques ·Machine learning

1 Introduction

Email services are among the most widely used communication tools because of
their speed and effectiveness. However, the virtues of email seem to be ruined by
the widespread use of unpleasant, damaging, immoral, and deceptive email mes-
sages, which are frequently sent haphazardly by dishonest people who have no
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direct connection with the recipient. These types of email messages are commonly
referred to as spam emails. The contents of spam emails can include commer-
cials, online marketing, and scams including malware distribution, exposed data, and
phishing [1].

For detecting spam in email messages, there are two main methodologies—
knowledge engineering (KE) and machine learning (ML). The first method is to
create a knowledge-based process [2] that uses predetermined laws to determine
whether an inbound email message is genuine or not. The primary disadvantage of
this strategy is that the list of rules must be maintained and updated on a regular basis
by the client or another organization. The ML approach, on the other hand, does not
demand predefined guidelines, but rather text messages that have been correctly pre-
classified [3]. Sample messages can be used to build the training set that is utilized to
fit the model’s particular learning strategy. As a result, the computer algorithm learns
from the data input and applies what it has learned to categorize fresh observations.

Due to the huge amount and variety of spam emails received on a daily basis,
it is necessary to develop solutions that provide effective protection against it. In
this article, we have designed two voting classifiers with ML and ensemble-based
algorithms for specific features in order to increase accuracy.We have also performed
the calculation of the training time for our proposed voting model and compared
our result with a well-known word embedding-based LSTM-CNN hybrid model.
Besides, a performance assessment has been demonstrated for various models along
with voting classifiers.

2 Related Works

Spam email messages have been an issue for almost two decades, as spammers fight
with filter developers by developing and perfecting novel hybrid and adaptable spam
strategies.

Email spam and ham categorization was accomplished by either a machine learn-
ing or a non-machine learning strategy as shown in [4]. This paper provides a review
of some prominent filtering techniques that use text categorization to determine
whether or not an email is unsolicited. In [5], the authors introduced a comparative
study where many algorithms such as Bayesian classification technique, k-NN, arti-
ficial neural network, SVM, and artificial immune system were implemented on the
spam assassin dataset, and their capabilities were compared as well. But this review
work mainly focused on the performance analysis of various classification tech-
niques, but feature extraction techniques and model training time measurement were
not examined. In [6], the authors constructed spam filtering technique by utilizing
nonlinear SVM classifiers using specified kernel functions that were implemented on
the Enron Dataset. Naïve Bayes spam detection approach was used on two distinct
datasets that were studied for evaluation matrices like accuracy, precision, recall, and
F1-score in [7]. Nevertheless, these works used only a few algorithms and did not
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showcase any comparative study based on the computational time of their proposed
algorithm with other state-of-the-art methods.

An original spam text filter was proposed in [8], combining N-gram “TF-IDF” as
text feature, improved balancing algorithm, and a regularized multilayer deep neu-
ral network model. Their model was checked out on four standard spam message
datasets, and its performance was compared with other contemporary spam detection
filters and various ML algorithms. But this article also does not show any usage of
ensemble-based models. In [9], the authors assessed their framework that relies on
a semantic feature selection along with a support vector machine classifier, achiev-
ing an accuracy of 94%, which is comparatively low. In [10], the authors proposed
a unique spam message identification model in which a genetic algorithm is used
as a feature extractor and random weight network (RWN) is employed as a classi-
fier. This architecture recognizes the required features for spam email classification
autonomously and obtained an accuracy of 96.70%.

However, these aforementioned models outperformed the most common spam
email detectionmethods, date back to the early 2000s, and current spammer tactics are
not taken into consideration. This evolution of non-spam and spam email messages
across time is known as concept drift. This issue of concept drift was addressed
in [11], where the researchers attempted to provide a multi-category summary as
well. In brief, several recent studies have emphasized the growth of identifying
mechanisms that can detect spam email messages. In this article, we attempted to
model a voting classifier for the filtration of spam emails and also compared the
obtained performance with other contemporary algorithms.

3 Proposed Spam Email Filtering Voting Model

For our suggested approach, we have worked with several well-known ML models
and ensemble strategies to create the voting schemes.A popular spamfiltering dataset
is picked up for our task. An all-inclusive architecture of the whole spam filtering
task based on our proposed context can be found in Fig. 1.

Fig. 1 Workflow of spam email filtering process
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3.1 Dataset Description

As the digital environment has grown and technology has evolved, the spreading
of spam email messages has become more prevalent, particularly among youth and
mischievous people. There are several databases that incorporate various types of
spam email messages. We have utilized a preexisting benchmark dataset namely
“Spam Assassin dataset” [12] as we are focusing on recognizing spam messages
from different emails. This dataset contains 15,736 emails with proper labeling.
Labeling categorizes all the existing emails into two groups—“Spam” and “Ham.”
Among the 15,736 emails, 7850 (49.9%) are tagged as “Ham” (0) and the remaining
7886 (50.1%) emails are tagged as “Spam” (1).

3.2 Data Preprocessing

Since we have obtained unprocessed data from the dataset, we needed to clean it up
before we can apply it for our task. As a result, we have refined our raw data using
a variety of preprocessing techniques. If not deleted, URLs, contractions, digits,
whitespaces, and punctuations produce noise while training the data. So, first of all,
we have removed noise and punctuation from the data. After that, the entire document
is transformed to a lower case in order to maintain consistency, before tokenization
is performed. The next task is to eliminate all of the most commonly used words,
sometimes known as “stop words.” Stop words are mostly trivial terms that, if not
discarded, will end up causing text categorization to become noisy. Following that,
we have applied lemmatization using “WordNetLemmatizer” to change all of the
words into their root form in order to reduce the variety of terms in our dataset.
Detokenization is executed in the final step to obtain clean, polished, and acceptable
data that can be used in the following stage of our work. In Fig. 2, the overall
preprocessing procedures are depicted.

Fig. 2 Preprocessing steps
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3.3 Feature Extraction

Due to the huge number of words, concepts, and phrases in text categorization, learn-
ing from a large amount of data is difficult. As a result, the entire operation becomes
computationally expensive. Furthermore, any classification model’s accuracy and
performance are affected by irrelevant and repetitious features. Hence, to keep the
classification process simple, precise, and less repetitive, it is better to workwith only
the significant features extracted from data. We have focused on two feature extrac-
tion methods of all the available techniques for our work: “bag of words” (BoW) and
“term frequency-inverse document frequency” (TF-IDF). “Bag of words” is a sim-
ple and flexible way of text representation that describes the frequency with which
words appear in a document. We only keep records of word occurrences and do not
pay attention to grammatical subtleties or word arrangement. Since any information
about the sequence and structure in the document is removed, it is referred to as
a “bag” of words. Here, the number of appearances of each term in the document
is represented as key-value pairs in a count vector format. However, in the TF-IDF
method, term frequency is multiplied by the inverse document frequency. Counting
the total occurrences of a word in a document can be used to determine term fre-
quency, and the IDF is determined by dividing the total document number by the
sum of documents in the corpus that contain the term. It is helpful for decreasing the
weight of terms that appear most commonly in a group of documents. Finally, multi-
plying the log of this value with term frequency, we get the final product of TF-IDF.
In the case of the LSTM-CNN hybrid model, we have customized an embedding
layer where the related words are located near each other in a vector space measur-
ing cosine similarity. In the embedding layer, 100 feature vectors have been taken
measuring the highest length of the email.

3.4 Classification Process

Many traditional ML-based and ensemble-based strategies have been proposed for
the specific task of spam mail detection [3, 13]. Also, several deep learning-based
works have been done in this field. In addition to that, sublime performance and
superiority over individual classifiers using voting classifiers for other text classifi-
cation tasks have been shown by researchers which motivated us to carry out this
research work [14, 15]. In our research work, we have analyzed the performance
of voting-based models for spam filtering and compared the performance based on
various evaluation metrics and the time required for training the model. We have also
checked the performance of several individually appliedMLmodels (MNB, LR, DT,
LSVC) and few ensemble-based techniques (RF, Gboost, Adb, bagging) which are
proven to be well performed for spam filtering in the previous works done [2].

For our work, we have focused on two types of voting models. The first type is
comprised of only the ML algorithms, whereas the second type is built upon the
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Fig. 3 Architecture of the proposed voting types

ensemble-based techniques. Figure 3 shows the detailed formation of two voting
types and a deep LSTM-CNN hybrid framework.

For our suggested technique to be more confident to validate the result than indi-
vidually used techniques, we have applied the hard voting technique. If most of the
classifiers classify a mail to be “spam,” the outcome of the voting model will be
“spam.” After cleaning the data as discussed in the previous sections, features are
generated by BoW and TF-IDF. Extracted features are deployed to train the models
illustrated above to finally predict any mail as “spam” or “ham.”

As the LSTM-CNN hybrid model works remarkably for sequence data classifica-
tion [16], we have created an LSTM-CNN combined architecture to benchmark our
voting model along withML and ensemble algorithms. One hot representation based
embedding layer has been considered as the input layer which is followed by two
convolutional layers of one dimension. Then, a dropout layer has been incorporated
which is pooled by a max-pooling layer. After that, two convolutional layers have
been added again with another pooling layer. Finally, two LSTM layers have been fed
before adding the dense layer to classify the two email labels. This whole arrange-
ment has been constructed to get the highest accuracy of the voting model. We have
used taken 40, 20, 10, and 8 filters, respectively, for the Conv1D layers. LSTM layers
have eight units each for training the model and storing the semantic information.
“Relu” has been emphasized as the activation function for both CNN and LSTM
layers, and “Sigmoid” has been employed in the final dense layer. To achieve the
highest performance of the voting model, this LSTM-CNN hybrid model has taken
10 epochs with the “Adam” optimizer.
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4 Experimental Results

In our research work, we have applied several individual ML models (MNB, LR,
DT, LSVC) and ensemble models (RF, Gboost, Adb, bagging). After that, we have
compared the performance with our proposed voting schemes. BoW and TF-IDF are
used to retrieve features from cleaned data for the ease of training the models. We
have compared and checked the performance of each individual and voting model
based on three evaluation metrics: accuracy, AuC, and F1-score.

Overall, our voting type 1 (VT1) model has achieved the highest accuracy of 98%
when BoW and TF-IDF (“word”) are considered for feature extraction which sur-
passed all the individual models applied. VT1 works best among all models with all
feature extraction techniques. On the other hand, the ensemble-based voting scheme
(VT2) also works pretty well compared to singly applied models but slightly falls
short of VT2. Among the ML models, LR performs the best, while the accuracy
for DT is the worst in this case. Conversely, we have found “bagging” is the best
ensemble technique to filter spam emails, whereas the accuracy obtained for AdB
is not satisfactory. Both of our voting schemes have outperformed individual best
models by a profound margin.

Turning to the feature extraction techniques, BoW, TF-IDF (“word”) and TF-
IDF (“character”) perform extraordinary well for both of our voting schemes. After
applying various n-gram techniques, we have found that the less the value of n in
n-gram, the more the accuracy. The combination of TF-IDF (“unigram”) with VT1
performs astonishingly well. For bigram, trigram, and N-gram (2:3), also a great
performance by voting schemes with 93%, 85%, and 93% accuracy, respectively, is
achieved which is adequate. Since these features hold more semantic information.
Another thing is, the results are lesser than BoW, unigram, and character as spam
emails do have uncommonwords sometimes which have not enough significance. As
we have worked with a balanced dataset, we need not perform any cross-validation
analysis. The overall performance evaluation based on accuracy along with AuC and
F1-score can be found in Table 1. Also, a comparison of training time in seconds for
both the voting models is demonstrated in Fig. 4.

From Fig. 4, it can be visible that VT2 takes almost six times larger model train-
ing time than VT1. When trigram has been extracted, the models have faster out-
put compared to character extraction since trigram has fewer amount features than
character-based N-gram model because of its three-word similarity calculation.

To justify our voting model performance, we have compared model training time
for VT1 and VT2 with respect to the popular LSTM-CNN model. Table 2 shows
howmuch amount of time is needed for voting models compared to the LSTM-CNN
Hybrid model measured in seconds.

The mean model training time for VT1 is around 8 s for all the features incorpo-
rated in the spam email classification task. This model execution time is more for
VT2. Unfortunately, the LSTM-CNN takes quite an enormous amount of time for
achieving the same level of accuracy. It indicates a good choice for using voting
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Fig. 4 Training time summary for voting models

Table 2 Average model training time (s)

Voting type 1 Voting type 2 LSTM-CNN hybrid

8.1364 53.1447 1920

Fig. 5 Mean accuracy of all the models

models on a balanced dataset for increasing accuracy in sequence analysis works
instead of using deep learning-based models.

A graph is constructed in Fig. 5 which depicts the average accuracy obtained for
all feature extraction techniques. It gives a clear idea that both of our voting schemes
are superior to all the individually applied ML and ensemble techniques.
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5 Conclusion and Future Works

Spam email messages continue to have an impact on people’s daily lives, whether
deliberately or accidentally. In this work, our proposed voting classifier is designed
with only machine learning algorithms for specific features in order to increase
accuracy. We have performed different N-gram feature extraction for spam email
classification. Additionally, model training time calculation for the voting model is
evaluated, and a performance assessment of various models along with voting classi-
fiers is demonstrated. The highest accuracy of 98%was achieved using theML-based
voting classifier using “bag of words” as an extracted feature. A couple of limitations
regarding our work was—we implemented our voting classifier model solely on one
dataset and although we designed a voting classifier using either ML algorithms or
ensemble techniques, we did not employ a combination of those together. More-
over, as we took a balanced data, we did not apply cross-validation yet. In the future
study, we wish to implement our voting classifiers on other benchmark datasets and
showcase the experimental results. Also, we will try to employ “word2vec” as well
as “seq2seq” techniques along with other feature extraction models. Furthermore,
K-fold cross-validation will be applied in coming research regarding spam email
classification. Eventually, in the current state of the art, our proposed technique can
be simply implemented in software-based applications.
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Abstract Phishing scams via SMS have become a common phenomenon due to
the widespread use of smartphones and the availability of mobile Internet tech-
nologies. Identifying a phishing SMS via analyzing unstructured short texts is a
challenging issue in the domain of AI-driven cybersecurity. Machine learning-based
techniques integrated with natural language processing have massive potentials to
identify differentiating patterns between phishing and legitimate SMS. In this paper,
we have experimented with several state-of-the-art machine learning algorithms on
a benchmark dataset. Also, NLP-based feature extraction and feature selection steps
are incorporated to build an automated phishing detection strategy. Support vector
machine classifier when applied after feature extraction and feature selection has
outperformed the tenfold cross-validation score of 98.27%, F1-score of 99.08% for
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1 Introduction

SMS phishing or smishing is a form of phishing attack which targets the users
of mobile SMS messaging. Smishing attacks have become a common phenomenon
nowadays [14, 15].Due to the rapid advancement of smart and advanced technologies
in the last decade, devices like smartphones have become available to people of all
ages and classes.

Today, smartphones are one of the most essential parts of our daily life [24]. From
the corporate world to home, almost everyone uses smartphone-like devices which
provide the provision of Internet connectivity. This gives phishers a new room to
start phishing through SMS. Fake text messages containing links that look real and
legitimate but originally malicious are sent via SMS with the intention of stealing
personal information, committing fraud, spreading malicious smartphone viruses.

SMS texts data are unstructured in the manner and difficult to process. Due to the
nonlinearity involved in the processing and analyzing SMS text data, it is difficult
to identify phishing and legitimate SMS efficiently. Extracting meaningful features
from text data is also computationally expensive. This makes proper identification
of phishing SMS a challenging problem in the domain of AI-driven security [20].

Proofpoint, a software security company, reported that SMS-based scams have
risen 328% in the middle of 2020 alone [14]. It is because general smartphone users
with less knowledge about the Internet and phishing scams easily get deceived by
these phishing attacks via SMS. And, attackers are finding new strategies to deceive
a user and get them into the trap of smishing attack to steal their sensitive personal
information or spread malware in their mobile devices. The Bank of Ireland was
forced to shell out e800,000 to over 300 bank customers in a single smishing scam
in 2020 [5]. According to a 2018 survey byWandera, a cloud-infrastructure company,
17% of its business customers were exposed to phishing connections on their mobile
devices. In comparison, only 15%of users got a phishing note, and only 16% received
phishing links via social media applications [10].

In this context, artificial intelligence researchers have devoted themselves to study
the potential of machine learning and deep learning-based methods in combination
with natural language processing to fight against smishing attacks [9]. Many state-
of-the-art researches have been conducted with noteworthy outcomes which have
contributed to the detection of phishing detectionwithAImethods [2, 4, 20]. Inspired
by the previous research works and to overcome their limitations, we have conducted
an extensive study to find a simple but efficient framework for smishing detection
from raw SMS text data.

After empirical investigation, we have used machine learning algorithms [19] in
associationwith natural language processing to detect smishing attacks in an efficient
manner. The key contributions of our study are as follows,

• We have extracted features from raw text-based phishing data limiting the top
10,000 most significant vocabularies according to TF-IDF analysis with an N-
gram range of 1–3.
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• After feature extraction, feature selection is done using statistical significance
analysis with ANOVA test.

• Finally, we have explored the potential ofmultiplemachine learning algorithms for
smishing detection and identified an efficient framework for automated detection
of smishing attacks.

2 Literature Review

Boukari et al. [4] investigated the potential of a machine learning-based detection
system for smishing attacks that provides users an early alarm. It can also be adapted
for phishing and vishing attacks. Statistical significance-based feature selectionswith
multiple correlation algorithm were explored in [17, 21].

In [21], the authors have reduced the feature dimensions with correlation algo-
rithmswhich have increased the performance of both tree-based and linear classifiers.
Among all these classifiers, AdaBoost with Kendal’s correlation coefficient method
exhibited the best accuracy.Mishra and Soni [13] developed an efficient model which
reduces false positives in analyzing contents of SMS and behaviors of URLs along
with the integration of the naive Bayes algorithm. Deep learning-based models,
including convolutional neural network (CNN), have the ability to perform better in
feature extraction for text analysis and text classification-based problems due to the
complex and state-of-the-art dense architecture. Long short-term memory (LSTM)-
based architectures have potential for text classification-based problems because of
their efficient encoding and sequence learning. In this context, Ghourabi et al. [7]
proposed a hybrid CNN-LSTM architecture for smishing detection in Arabic and
English messages. The complex structure of deep learning-based models sometimes
makes it difficult to interpret underlying discriminating factors which improve clas-
sification performance. As deep neural network-based architectures are sometimes
complicated to implement, machine learning-based models with natural language
processing have gained popularity and acceptance by researchers for easy imple-
mentation and good performance. Thus, several researchers have proposed a novel
and state-of-the-art smishing classifiers using machine learning algorithms [8, 22].

The researchers of this study have found that an automated framework containing
feature extraction followed by feature selection leading to classification is lacking
in the prior state-of-the-art research. The main motive of this study is to propose a
simple but fast and efficient automated framework utilizing the massive potential of
machine learning methods. We have conducted a thorough investigation to find an
efficient pipelining technique for an automated detection strategy to defend against
SMS phishing.
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3 Methodology: Automated Smishing Detection
Framework

To detect phishing SMS, we have built an automated smishing detection model,
followed by certain data prepossessing steps. We have done feature extraction with
N-grams andTF-IDF and feature selectionwithANOVA test, leading to classification
by state-of-the-art machine learning algorithms. In this section, we have described
every individual component of our method. Also, the overall training procedure of
our smishing detection model has been described in Algorithm 1.

3.1 Data Preprocessing

In phishing SMS analysis, preprocessing of raw data is a very crucial step that can
contribute to improving the performance of the machine learning classifiers [16].
Here, we have followed some widely used and efficient data cleaning steps that
include the removal of extra whitespaces and stop words from the corpus of the SMS
dataset. There are also two commonly used preprocessing steps named stemming and
lemmatization. In our study, we have not to employ stemming and lemmatization
during our experimentation to avoid loss of significant information from the words.

3.2 Feature Extraction and Feature Selection

3.2.1 TF-IDF and N-Grams

Term frequency (TF) is a metric of text analysis that is used to describe the frequency
of occurrence of a certain term across the entire SMS. Since SMS texts vary in size
and volume, the term frequency effects are normalized by dividing them by the total
number of words in the SMS. To state mathematically,

TF(x) = N (x)

n
(1)

where TF(x) denotes the term frequency of a particular term x , N (x) denotes number
of times term x appears in the SMS, and n denotes total number of terms in the SMS.

IDF(x) = loge
n

N (x)
(2)

where IDF(x) denotes the inverse document frequency of a particular term x , n
denotes total number of instances in the SMS, and N (x) denotes number of instances
with term x in it. TF-IDF has been proved an efficient feature extraction method for
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Table 1 Example of N-grams

Unigram Bi-gram Tri-gram

Bonus Second time Guaranteed 1000 cash

Club Claim reward Second attempt contact

Credits Club credits Bonus caller prize

Age 16 Horny guys Cash 2000 gift

Announcement Credits pls Chances win cash

Table 2 Examples of some TF-IDF scores

Feature TF-IDF score

Islands holiday await 0.9996621492

Jackpot txt 0.9996755409

Valued mobile customer 0.9996755409

Videophones 09063458130 videochat 0.9999886424

Wc1n3xx 0.9999533068

phishing detection in recent studies [3]. Considering the immense potentials of hand-
crafted features in the domain of text analysis, we have performed vectorized term
frequency and inverse document frequency (TF-IDF) analysis to generate useful
features from the SMS dataset. In this regard, we have used the N-gram analysis
method, a popular feature generation method in natural language processing. An
N-gram is a contiguous sequence of N entities from a given sample of SMS texts.
When N equals one, the result is referred to as a unigram. Similarly, an N value
of two is referred to as a bi-gram, an N value of three is referred to as a tri-gram,
and so on. Many state-of-the-art studies have found N-gram analysis as a valuable
feature generation method in the field of phishing detection. Table 1 shows some of
the examples of N-grams, and Table 2 shows some TF-IDF scores that have been
used in our study.

In our study, we set the value of N in a range of 1–3, which covers the use of
Unigram, bi-gram, and tri-gram-based features from the SMS corpus. After that, we
limit the vocabulary to consider the top 10,000 terms ordered by term frequency-
inverse document frequency across the entire SMS dataset. By the end of this step,
we obtain the top 10,000 significant features from the SMS corpus according to their
term frequency and inverse document frequency scores [1, 11].

3.2.2 ANOVA Test

The analysis of variance (ANOVA) test is a statistical analysis technique or approach
that looks for a significant difference in data distribution between two or more groups
to see if they are substantially different. It is a non-parametric hypothesis test that
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Table 3 Number of features selected with ANOVA test

P-value threshold Number of features selected

0.05 4329

0.01 4184

0.001 4123

extends the t-test beyond two means. ANOVA test generates p-values to indicate
how statistically significant a numerical variable is against the class variable. Several
studies have got profound evidence on the high importance of feature selection using
statistical correlation methods in text classification [12]. To state mathematically, the
test statistic F is,

F = Bv

Gv
(3)

where Bv denotes between group variance and Gv within group variance. The p-
values of each feature vector can be determined from the ANOVA test. A p-value
less than or equal to a certain threshold indicates that the certain feature exhibits
prominent statistical significance.We have analyzed the statistical significance of our
extracted 10,000 features using the ANOVA test. After performing the ANOVA test,
we have selected statistically significant features referring to the p-value thresholds of
0.05, 0.01, 0.001 to evaluate the effect of different thresholds. The effect of different
p-value thresholds is reflected through Table 3.

The algorithm for training process of our model is given in Algorithm 1.

3.3 Machine Learning Classifiers: Output Generation

In this study, we have experimented with five state-of-the-art machine learning clas-
sifiers [19], and these are; XgBoost, random forest, classification and regression tree
(CART), support vector machine, and AdaBoost, and all of these are tree-based clas-
sifiers. Classification and regression tree which is popularly named as decision tree
is a rule-based classifier that builds a decision tree with a certain depth and split-
ting criteria on the nodes and leaves. Gini impurity is the splitting criterion, which
determines where and how to split the tree. Random forest creates a number of ran-
domized decision trees, where each decision tree is created by considering a random
number of samples and features from the training set. Then, following a majority
voting criteria, the final classification is justified by aggregating the decisions of each
individual decision tree.

AdaBoost creates a number of weak decision trees with a depth of 1, which is
called a stump. These stumps are weak classifiers which ultimately result in a strong
classification model by accumulating the individual performance of each weak clas-
sifier. When building trees, XgBoost uses gradient descent techniques to achieve
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Algorithm 1 Training process of the SMS phishing detector
Input: |X| represents number of training instances, with input vectors in {x1,x2, …, x|X|}, where

xi represents vectors of individual SMS text with a label associated with it, indicating whether the
SMS is phishing or legitimate. F represents the set of vocabularies going to be used as features for
training.
1: for Each xi in X do
2: for n ∈ {1, 2, 3} do
3: Extract word-based features using n gram analysis and add it to the feature set F.
4: end for
5: end for
6: for Each f in F do
7: Compute TF scores for extracted feature f according to Eq. 1.
8: Compute IDF scores for extracted feature f according to Eq. 2.
9: Compute TF-IDF scores for the feature f .
10: Add corresponding TF-IDF score with feature f and update F.
11: end for
12: Select top 10,000 features according to max TF-IDF score and create a list of vocabularies T
13: Compute statistical significance score for T using ANOVA test by Eq. 3 and store the p-values

in a list A.
14: Create a list S of a vector {s1,s2, …, s|S|}, which will contain the most significant features

according to ANOVA test values.
15: for Each a in A do
16: if p-value of a ≤ 0.05 then
17: Include a in the list of finally selected vocabularies, S.
18: end if
19: end for
20: for Each machine learning classifier do
21: Train the model with input data X by selecting features based on S.
22: end for

Output: Smishing Detection Model

distinct decision trees, starting with an initial baseline and updating it over iterations
by optimizing residuals. The tree remains unique after each iteration since the pre-
vious tree’s flaws or weaknesses are minimized or regularized in the next trees to be
built [6].

Support vector machine (SVM) is a supervised machine learning classifier that
delineates a decision boundary along the data point used for training based on dif-
ferences in data distribution along with different classes. The decision boundary of
SVM is a hyperplane in an N-dimensional space which evidently classifies the data
points of classes like phishing SMS or legitimate SMS. The category of SVM is
decided based on the kernel function it uses to build the hyperplane. In our study,
we have employed the radial basis function as the kernel function. Some example of
input text and class detected by machine learning classifier is shown in Table 4.

In this study of classifying phishing and legitimate SMS, we have employed
the aforementioned machine learning classifiers individually in our experimentation
stage followed by the feature extractionwith TFwithN-grams and a statistical feature
selection with ANOVA test (p-value 0.05).
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Table 4 Examples of SMS classification

Input text Class detected by our smishing model

Text 1—“Free entry in 2 a wkly comp to win
FA cup final tkts May 21st, 2005. Text FA to
87121 to receive entry question (std txt rate)
T&C’s apply 08452810075 over 18’s”

Phishing SMS

Text 2—“As per your request ‘Melle Melle
(Oru Minnaminunginte Nurungu Vettam)’ has
been set as your callertune for all callers. Press
*9 to copy your friends callertune”

Legitimate SMS

Text 3—“You have won ?1000 cash or a ?2000
prize! To claim, call 09050000327”

Phishing SMS

Text 4—“Our mobile number has won £5000,
to claim calls us back or ring the claims hot line
on 09050005321”

Phishing SMS

Text 5—“Even my brother is not like to speak
with me. They treat me like aids patent”

Legitimate SMS

Text 6—“WINNER!! As a valued network
customer you have been selected to receive a
£900 prize reward! To claim call 09061701461.
Claim code KL341. Valid 12 hours only”

Phishing SMS

Text 7—“I know! Grumpy old people. My
mom was like you better not be lying. Then
again I am always the one to play jokes…”

Legitimate SMS

Text 8—“I call you later, don’t have network. If
urgnt, sms me”

Legitimate SMS

Text 9—“For the most sparkling shopping
breaks from 45 per person; call 0121 2025050
or visit www.shortbreaks.org.uk”

Phishing SMS

Text 10—“You will be in the place of that man” Legitimate SMS

According to the automated framework proposed in our study, the text of an
SMS would be given to our pipeline, and it will be classified into the category
of phishing or legitimate SMS after going through feature extraction and feature
selection steps followed by a machine learning classifier. The hyperparameters of
each individual machine learning classifier in our study are stated in Table 5. The
following hyperparameters were chosen with random searching on a trial and error
basis.

4 Experimental Results

In this section, we evaluated the performance of five machine learning classifiers;
extreme gradient boosting (XgBoost), random forest, classification and regression
tree (decision tree), support vector machine (SVM), and AdaBoost, followed by the

www.shortbreaks.org.uk
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Table 5 Hyperparameters of classifiers

Classifier Hyperparameters Values Definition

XgBoost booster
max_depth
n_estimators
learning_rate
importance_type

gbtree
5
5000
0.01
gain

Algorithm to use
Maximum depth of a tree
Number of trees
Learning rate for weight update
Splitting criterion

Random forest n_estimators 1000 Number of trees

Decision tree criterion gini Splitting criterion

SVM C
kernel

1
rbf

Regularization parameter
Kernel trick to be used

AdaBoost n_estimators
learning_rate

50
1

Number of trees
Learning rate for weight update

several experimental combination of mentioned preprocessing, feature extraction,
and feature selection steps to identify the most suitable classifier for this problem
domain.

4.1 Dataset Description

For this study,we collected our dataset [23] from theUCImachine learning repository
which is a popular repository for datasets in machine learning researches. It contains
5572 data instances from which we labeled 4825 instances as “legitimate” (legiti-
mate SMS) and 747 instances as “phishing” (fake or phishing SMS). For employing
machine learning classifiers, we split our dataset into training and testing sets with a
hold-out validation ratio of 80:20 using stratified sampling.

4.2 Evaluation Metrics

To justify the efficiency of a machine learning model, it is important to evaluate the
performancewithwell-designated evaluationmetrics. The performance of ourmodel
is evaluated over the below-mentioned measures:

Accuracy = TP + TN

TP + FP + TN + FN
(4)

Recall: It is defined as the ratio of the number of positive samples that have been
correctly predicted as legitimate corresponding to all legitimate samples in the data.
It can be defined as
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Fig. 1 Tenfold cross-validation accuracy scores

Recall = TP

TP + FN
(5)

Precision: It is defined as the ratio of the number of positive samples that have been
correctly predicted as legitimate corresponding to all samples predicted as legitimate.
It can be defined as

Precision = TP

TP + FP
(6)

Here, TP refers to true positive, TN refers to true negative, FP refers to false positive,
and FN refers to false negative.
F1-score: It is defined as the term that balances between recall and precision. It can
be defined as

F1-score = 2 × Recall × Precision

Recall + Precision
(7)

In this study, we have performed tenfold stratified cross-validation on training
data considering accuracy scores. Also, we have done tuning with three p-value
thresholds for ANOVA test in terms of feature selection to identify the threshold that
the best complements the machine learning algorithms. Here, from Fig. 1 according
to log-scale comparison, we can see that support vector machine outperforms all
other classifiers with a p-value of 0.05 and 0.01, whereas with a p-value 0.001, the
random forest performs the best.

In Table 6, the confusion matrix values of each classifier have been depicted from
which the classification accuracy of each individual classifier on the test dataset can
be justified.



Detecting Smishing Attacks Using Feature Extraction … 687

Table 6 Confusion matrix

Classifier True positive False positive True negative False negative

XgBoost 964 23 126 2

Random forest 966 25 124 0

Decision tree 957 22 127 9

SVM 964 16 133 2

AdaBoost 961 34 115 5

Table 7 Evaluation metrics

Metrics XgBoost Decision tree Random forest SVM AdaBoost

Precision
(phishing)

98.44 93.38 98.99 98.52 95.83

Recall
(phishing)

84.56 85.24 83.89 89.26 77.18

F1-score
(phishing)

90.98 89.12 91.24 93.66 85.5

Precision
(legitimate)

97.67 97.75 97.58 98.37 96.58

Recall
(legitimate)

99.79 99.06 98.99 99.79 99.48

F1-score
(legitimate)

98.72 98.41 98.77 99.08 98.01

Accuracy 97.76 97.22 97.85 98.39 96.5

In Table 7, we have done a thorough investigation of classifiers’ performance by
evaluating the precision, recall, and F1-scores of each class label, naming phishing
and legitimate.

5 Discussion

The scores of evaluation metrics clarify that support vector machine (radial basis
kernel) followed by the aforementioned feature extraction and feature selection steps
outperforms all other classifiers with a cross-validation score of 98.27% and an
accuracy of 98.39%. The better performance of SVM in this certain scenario is well-
justified as naturally, and SVM is more effective in high-dimensional spaces where
the number of features is relatively large and a clear margin can easily be drawn
between classes. In contrast, the tree-based algorithms are sensitive to overfitting
issues with high-dimensional feature space. Moreover, the best performing model
of our study has outperformed the recent state-of-the-art studies of Sonowal and
Kuppusamy [22] by 2.24% andAmir Sjarif et al. [3] by 1% in the domain of smishing
detection with machine learning-based methods.
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According to Table 4, phishing SMS typically contains numbers, tempting terms,
for example, free entry, winner, reward, cash, prize, call back and also contains Web
site links, contact number, claim codes, etc. Legitimate SMS, on the other hand, is
subject-oriented, comparatively well-organized and human-understandable.

As a part of the futurework, wewould like to solve the class imbalance problemby
collectingmore data to support better classification, and also, we will do experiments
on additional real-world datasets, by extracting robust features using deep learning
techniques [18], e.g., CNN to identify smishing more efficiently. The goal of the
future model is to discover the optimal feature set in the shortest amount of time.
The primary difficulty in our study is imbalanced data, and no deep architecture was
employed in the feature selection procedure. We would like to tackle the problem of
class imbalance and employ deep feature selection architecture in the near future.

6 Conclusion

Smishing messages are rapidly growing, and they dominate cyber-attacks in
cyberspace. Despite the fact that most researchers are introducing various advanced
ways to slow down the pace of these attacks, they have yet to achieve more. In this
study, we have found an automated strategy that efficiently differentiates between
legitimate and phishing SMS.We experimentedwith several state-of-the-art machine
learning algorithms. We have performed intensive feature extraction followed by a
statistical feature selection process. After careful analysis of the performance of
these machine learning classifiers, we have found that SVM (radial basis kernel) is
outperforming all other classifiers. Moreover, feature selection with the ANOVA test
evinced a good accuracy with reduced feature dimensions.
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InterPlanetary File System-Based
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Algorithm
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Abstract The electronic health record (EHR) system is a cloud-based patient health
record in digital format that often includes contact information about the patient,
test reports, medical history, and current and previous prescriptions. However, data
breaches in cloud-based EHRs pose significant privacy and security concerns for
a variety of health care organizations. Cryptographic techniques currently in use AQ1

are inadequate to secure EHR data in the cloud from data breaches. Blockchain
technology is a new technology that can be used to address security and privacy
problems with EHR data on the blockchain in a decentralized manner. We have cre-
ated a stable decentralized medical blockchain in this paper to address privacy and
security concernswhen sharing patient data on health care betweenmedical organiza-
tions. The health care data is encrypted using Advanced Encryption Standard-based
lightweight authenticated encryption algorithm before being uploaded to a cloud-
based blockchain and Solidity smart code built on Ethereum to restrict access to EHR
data in the cloud. We have used an InterPlanetary file system to store data because it
is distributed and ensures record immutability. The medical blockchain also ensures
that patient EHR data is interoperable, traceable, and anonymous across organiza-
tions. The stable cloud-based blockchain of medical records visualizes patient care
data in a distributed and immutable environment with enhanced protection.

Keywords IPFS · Blockchain · Smart contract · Ethereum
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1 Introduction
AQ2

In response to thewidespread adoption of the Internet ofThings (IoT) and the growing
need for patient-centered health care, health care providers are increasingly imple-
menting electronic health-related services (called e-health) [5, 10]. As a result of
these IoT sensors, there is a large influx of health-related data. The electronic health
record (EHR) database is where these records are kept [3, 11]. This data is con-
verted into actionable knowledge through the use of cloud computing, big data, and
machine learning algorithms [17]. This information is critical for health care profes-
sionals in the detection of anomalies as well as the construction of patient treatment
plans [9, 15].

The advantages of EHR include the provision of exact, up-to-date, and vast data on
patients, aswell as faster access to patients’ data fromany location in theworld,which
aids in the diagnosis of problems and the updating of patient records. Distributed
computing is another breakthrough that may be used to safely store and update EHR
information, preventing access to potentially dangerous areas of the system without
first obtaining authorization from the patient. Cloud-based specialist organizations
are in charge of storing and exchanging adaptive clinical information with patients
and clinics on a global scale [15].

With its decentralized and trustworthy existence, blockchain has shown enormous
promise in a variety of e-health sectors, including safe exchange of EHRs and data
access management through multiple medical agencies [1, 12]. To store EHR in the
cloud, blockchain technology maintains a decentralized health care data manage-
ment ledger. When joining a peer-to-peer network, the EHR information is linked to
retaining the immutability character. The anonymity of the patient is also reserved
for the privacy of the patient. The blockchain network ensures the integrity, secrecy,
authenticity, interoperability, and accountability of EHRs between two groups. As a
result, blockchain adoption has the potential to offer promising strategies for facili-
tating health care delivery and revolutionizing the health care industry. On a cloud
platform, we proposed a new EHR sharing architecture that incorporates blockchain
and the decentralized InterPlanetary system (IPFS).

We created a reliable access control system based on smart contracts to ensure
safe EHR sharing between patients and medical service providers. The perfor-
mance improvements in lightweight access control architecture andminimal network
latency are also demonstrated in the system evaluation and security review.

The rest of the sections are organized as Sect. 2 includes literature review; the
proposedmethod is discussed in Sect. 3. The implementation of the proposed security
scheme is included in Sect. 4. The performance evaluation is presented in Sect. 5,
and the research is concluded in Sect. 6.
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2 Literature Survey

Many researchers are working for ensuring the security of EHR. Shi et al. [18] have
presented a comprehensive assessment of blockchain-based approaches for EHR
implementation, with an emphasis on security and privacy. They began by integrating
prior information relevant to and associated with both health record systems and
blockchain before delving into blockchain applications in EHRs.

Decentralization concepts were used by Arunkumar and Kousalya [2] to achieve
data protection in peer-to-peer networks while maintaining the appearance of pseudo
secrecy for patient data.

Bhavin et al. [4] suggested a way for securing a normal encryption scheme
against quantum attacks by using quantum computing. During the hyperledger fabric
blockchain block construction, the quantum blind signature is used.

Jiang andGuo [8] suggested a dynamic data sharing systemwith re-encryption and
encryption. The cloud service re-encrypts the encrypted data before it is exchanged
with the intended consumers, and this method manages users in a cloud system
without modifying the keys when new users are added or removed.

Interworking of patient EHR data between hospitals and other private organiza-
tions is advocated by Gordon and Catalini [6]. Through exchanging EHR data across
multiple health care networks using a blockchain network, patient-driven intractabil-
ity addresses additional security and safety concerns.

According to Omar et al. [16], blockchain technologies may be used to protect
health care data management. The decentralization of EHR data in the cloud, which
decreases the risk of cyber-attacks, is discussed in this article.

Performing attribute-based authentication and ciphertext feature policy encryp-
tion, Huang et al. [7] achieve data confidentiality and data access security. Using
fog nodes, this paper achieves faster encoding, decryption, and signature protocol
execution and processing times undefinable.

Kaur et al. [13] recommend using blockchain technology to store heterogeneous
medical data in the cloud. This paper covers a variety of EHR formats as well as
problems of accessibility in cloud and blockchain environments.

Li et al. [14] proposed a blockchain-based accessible encryption technique for
EHRs. The file for EHRs is constructed utilizing modern rationale articulations and
put away on the blockchain, permitting an information client to look through the
record utilizing the articulations.

Thus, decentralized and lightweight algorithms are required for ensuring the secu-
rity of the EHR system.

3 Proposed System

The current system of cloud-basedmedical services information portrayed in (Fig. 1)
stores different EHR from different information sources. Most hospital uses a
centralized computerized repository where authorities handle all the data. While
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Fig. 1 EHR system using centralized repository

this solves the dilemma of paper-based records, patients do have concerns about
medical record reliability, consumer control of data, data privacy, and other prob-
lems. Also, a central repository has to handle a large volume of data which increases
the maintenance cost. It also had to deal with data replication and replication as a
result of the fact that the patient’s data was not authenticated.

Using IPFS and a lightweight authentication encryption technique (ALE), we
proposed a blockchain-based secure decentralized health care system (see Fig. 2).We
present the ALE algorithm, which stands for authenticated lightweight encryption.
The AES round transformation and the AES-128 key scheduling are the foundations
of ALE. The ALE is a single-pass online authenticated encryption technique with
optional related data support. Its security is based on the use of nonces.

Here, we show a portion of ALE’s benefits as far as execution:

1. AES equipment or programming executions can be reused with a couple of little
changes, like the utilization of Intel AES guidelines.

2. Side-channel attack countermeasures, for example, edge executions in equipment
to thwart first-request power have been made for the AES [15].

3. For long associations, ALE, as ASC1, requires just around four AES rounds to
scramble and validate a square of a message. AES-256 GCM, then again, needs
around ten AES adjusts.

4. ALE only requires the AES encryption engine for both encryption and authen-
tication, as well as decryption and verification. AES-256 GCM requires both
encryption and decryption engines to complete these duties.
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Fig. 2 Proposed IPFS-based blockchain

Medical data is encrypted using the patient’s private key and processed on the
blockchain in blockchain for health care. This information can be decrypted using
the patient’s public key, which is shared with users who have the patient’s agreement,
such as hospitals, diagnostic centers, and research organizations. This is diametri-
cally opposed to our method, which provides patients with complete control over
who can access their information. Additionally, we use IPFS to store data rather
than the blockchain. This method is employed in the IPFS network by storing the
patient’s public key to hash. This map’s hash is saved in a smart contract. When a
doctor or a patient demands a document’s hash, the smart contract must first collect
the document’s hash. They will then enter the record hash with the patient key. The
primary benefit of this approach is that the hash of the map is the only thing the
smart contract stores. The proposed architecture uses a decentralized and immutable
blockchain database to address the privacy and security concerns associatedwith out-
sourcing EHR to the cloud. This design uploads the encrypted EHR to a decentralized
cloud-based blockchain using a lightweight authentication encryption algorithm.

4 Implementation

Data encryption, data uploading to blockchain using IPFS, smart contract formation,
data downloading, and proof of work validation are all part of the implementation
process (Fig. 3).
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Setup(n)
1:The nonce value is created by the data owner.
    N={0,1}n and encryption secretkeys k->{0,1}n
2: With the support of public and private addresses, the secret keys nonce
    and encryption secret key aresafely shared with the data sender utilizing 
Elliptic wave cryptography.
KDC public key A (Nonce, Secretkey)   DataSender 

EHR Encryption (ALE/RSA)
1:With the support of the ALE algorithmand Nonce parameters and secrete 
key value, the Data Sender encrypts the EHR file. 
ALENonce, Secret(EHR)   S2: Using Elliptic wave cryptography and public 
and private addresses, the secret keys nonce and encryptionkey 
are safely exchanged with data senders.
E(n) , sk (EHR)   patient(ID)

EHR Uploading Phase  
1:During the EHR process, each user uploads an encrypted file to a cloud 
Block Chain Network block by signing the file 
signature(msg,privatekey): 
private_key =web3.toBytes(hexstr=privatekey) 
message = encode_defunct(text=msg) 
signed_message = web3.eth.account.sign_message(message, private_key=private_key)
2: The Proof-of-Work or Proof-of-State consensusAlgorithm will verify the block and 
add to the Blockchain Network Using IPFSmessage = encode_defunct(text=msg)
return message,signed_message.signature     
signature_verify(messagehash,signature)
a=web3.eth.account.recover_message(messagehash) 
signature=signature

Storing the IPFS hash in the smart contractInput: IPFS Hash of the record
1: ihash  → IPFS hash of the Data
2: p1  →  ihash.stringh0; 24
3: p2  →  ihash.stringh25; 48i
4: p1 r1→    p1+randCharact
5: p2 r2   → p2+randCharact
6: fpart1 →   convtoBytes32(p1 r1)
7: fpart2  →  convToBytes32(p2 r2)

(1) EHR Downloading Phase:
The smart contract is used to validate the transactionand pass it to the 
specific user-based rules written onthe smart contract during the downloading 
process. Step of EHR Downloading
(2) During the downloading process, the 
smart contractis utilized to validate the transaction andpass it on to the 
appropriate rules,which are user-based and written on the smart contract.

Fig. 3 Algorithm used for uploading and downloading data in EHR
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4.1 Data Encryption Phase

During the data encryption method, to encrypt the patient’s health record data, the
ALE algorithm is used. The KDC produces two random numbers, N and K, which
it sends over a protected communication channel. Per transaction in a block will
generate a smart contract during the data uploading process in the patients’ encrypted
record. The patients’ health record will produce a private key and a public key using
ECDSA to validate the encrypted record transaction in a blockchain after adding a
smart contract to each transaction in a block of health record info. TheKDCgenerates
a patient’s public and private keys and sends them to them through secure channel
communication.

(Pulickey, Privatekey) → ECDSA (Patient health record) (1)

4.2 Data Uploading Phase

During the data uploading step, a smart contract will be created of the patients’
encrypted EHR for every transaction in a block. The patient then signs the encrypted
EHR with his or her private key and uploads it to IPFS. After data being signed by
the patient, data is uploaded to the IPFS. It will return a hash value and upload the
data to the blockchain network. The blockchain network, where the miner verifies it
using the patient’s public key (Fig. 4).

Fig. 4 Blockchian creation in EHR system
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S = SignPrivate key (EncryptedEHR) → IPFS → BlockChain (2)

4.3 Data Downloading Phase

During the data downloading process, the smart contract is applied to verify the
transaction and transfer it to the relevant rules based on the user is written on the
smart contract. A smart contract is used in a blockchain network to give permissions
for each transaction in a block.

4.4 Proof of Work

The initial consensus algorithm in a blockchain network is proof of work (PoW).
The algorithm confirms the transaction and adds another block to the blockchain.
The cloud-based blockchain is built on the idea of a public blockchain network, with
new blocks added using a consensus process called proof of work, which validates
the block by solving a hard mathematical problem. After the block is solved, the new
block is broadcasted to the blockchain network, where each transaction in the newly
added block is validated using the SHA-256-bit and EDCSA (Fig. 4).

POW (proof of work) = double (SHA-256 hash) (previous block hash, nonce,Merkle
root, EHR transaction)
Hash H = Proof of work (N − 1).

5 Performance Analysis

The proposed method was tested on a PC with an Intel operating system and a
2.60 GHz i7-4510U processor with 6 GB RAM. We built a cloud-based public
blockchain using Ethereum and IPFS and validated the blocks using two separate
consensus algorithms: proof of work (PoW) and proof of stake (PoS). Using the
MIRACL cryptography library, encrypt the patient’s health record file and upload it
to a cloud-based blockchain.

Table 1 lists the different operations performed on a cloud-based blockchain, as
well as their cryptographic cost and execution time in milliseconds. According to the
findings, the lightweight AES algorithm would result in the shortest processing and
setup period for uploading health care data to the cloud-based blockchain Table 2. In
addition, when compared to the previous study, our approach produces better results,
as shown in Table 2.

Figure 5 illustrates the execution time before and following the use of IPFS in the
blockchain. The time required to process the block progressively grows. Figures 6
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Table 1 Cost for single-round cryptographic operation

Method Setup Keygeneration Encryption Sign/ver Dec

ALE 0.004 0.0007210 0.0000638 0.0001336 0.00040

ECDSA 0.005 0.021399 0.0223669 0.0256238 0.00035

RSA 0006 0.1849945 0.0023114 0.0005830 0.00284

Table 2 Comparative analysis for single cryptographic operation of AES

Features Arunkumar [10] Proposed method

Setup 0.005 0.004

Keygen 0.0017 0.0007210

Enc 0.0015 0.0000638

Dec 0.0030 0.00040

Fig. 5 Execution time before and after using IPFS

Fig. 6 Confirmation time of consensus algorithm (PoW) for different transaction
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Fig. 7 Confirmation time of consensus algorithm (PoS) for different transaction

Fig. 8 Cryptographic cost for various operations in IPFS-based blockchain

and 7 illustrate the difference between proof of work (PoW) and proof of stack vali-
dation (PoS). We used a block size of 128 KB. The confirmation time against various
nodes is between 100 and 500 ms, and the number of transactions is between 30
and 50 trillion. Confirmation time is longer when there are a large number of nodes
involved in several transactions. Figure 8 illustrates the cryptographic costs associ-
ated with various operations in an IPFS-based blockchain using various methods.
Cryptographic costs are determined based on the volume of transactions sent to a
cloud-based clinical blockchain. Cryptographic costs are the highest when decoding
EHR data and the lowest when key sharing is used. As can be seen, ALE has the
lowest computing cost when compared to the other methods.
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6 Conclusion

The cloud-based blockchain architecture utilizes a separate key processing center to
establish and exchange public and secret keys over an insecure medium to encrypt
and decrypt electronic health record information. Additionally, a cloud-based peer-
to-peer storage architecture based on IPFS is being developed to enable decentralized
data storage and data access management for EHR sharing. As a result, the suggested
architecture makes use of cloud-based medical blockchain technology to ensure the
longevity, decentralization, and traceability of EHR data, as well as its anonymity.
The proposed methodology reduces security and processing complexity by utilizing
blockchain-based cloud operations on electronic health record data. This is achiev-
able due to the proposed algorithm’s small weight.
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Multi-label Emotion Classification
of Tweets Using Machine Learning

Simon Islam, Animesh Chandra Roy, Mohammad Shamsul Arefin,
and Sonia Afroz

Abstract Twitter is one of the biggest social media network in the world. It has
330million active monthly users. Users of Twitter use micro-blogs called tweets to
express their opinions. This generates a huge amount of textual data every minute.
Analyzing this data to search for emotions in it will lead us to understand the emotions
currently presiding over the Internet. Emotion classification has a long history. Based
on the approach, threeways of solving the emotion classification problemare devised.
Binary classification detects whether an emotion is present or not. Multi-class clas-
sification classify tweets into one of the many available classes. In this paper, we
proposed multi-label emotion classification of tweets. In multi-label classification,
it is possible to label a tweet with more than one emotion. Multi-label classification
methods follow two approaches to solve emotion classification problems. A total of
13 advancedmulti-label classification methods was used to train and evaluate a tweet
dataset containing 8501 tweets. 10 of them were problem transformation methods,
and 3 were algorithm adaptation methods. We found that, although all the classifiers
performance are pretty close, problem adaptation method like binary relevance and
label powerset performs better that other multi-label classifiers. We have also found
that random forest classifier works better than support vector machine as base clas-
sifier in problem transformation methods for multi-label classification. We achieved
micro F-score up to 0.91 and subset 0/1 loss of 0.28.We also showed that, Senticnet5
can be used to improve the accuracy of the models. Considering our dataset contains
tweets from various incidents, this represents a statistically significant improvement.
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1 Introduction

In this current age of information technology, Twitter is one of the most prominent
names. It is a micro-blogging Web site. Micro-blogs are usually small and compact.
Twitter demonstrates this by capping the blog size to 140 characters. But in 2017,
they increased the size to 280 characters. The micro-blogs on Twitter are generally
known as ‘tweets’. The topics of tweets can range from various topics, pictures, GIFs,
or even sharing links to other Web sites. Twitter wants its reach to be global. For this
reason, an unregistered user can see what a registered user has posted. And two users
also need not be mutually connected to follow each other. Twitter has achieved this
global reach by committing to this one-way follower relationship.

With the rapid advancement of technology, theworld is advancing at a hectic pace.
Current news and affairs are shifting constantly. Twitter keeps up with this rapid pace
with its trending tab. It determines the trends by calculating the volume of a keyword
over a period of time. Since it is a global platform, it is an excellent place for people
to express their opinions and emotions. From average people to global leaders, many
use Twitter to express their opinion on current topics. In return, the followers of the
people also reply to the tweets with their own opinions. By extracting emotions from
these active exchanges, it will be beneficial to understand the mindset of the people
participating in the conversation. Multi-label emotion classification can be used to
understand emotions in tweets.

Multi-label classification problem shows relation to multi-output classification
problem where a problem can have multiple labels assigned to it. It is not similar to
multi-class classification. In it, only one label among multiple labels can be assigned
to it. Due to a tweet having multiple emotions embedded into it, multi-label classi-
fication is necessary over multi-class classification. The complex human nature can
simply not be expressed by one label. In this work, we aim to perform multi-label
emotion classification of tweets using machine learning. We hope to classify the
tweets into eight classes. They are joy, sadness, anger, disgust, admiration, surprise,
interest, and fear. We will collect tweets from Twitter using Twitter API. Then we
will label the tweets with the appropriate emotions. Since our work is multi-label
classification, we will assign more than one appropriate label if necessary to the
tweets. Then the labeled tweets will be used to train our model. And finally, we wish
to evaluate our model.

2 Motivation

We live in an age of social media. It has been ingrained into our daily lives. Peeking
into social media is a very good way to stay up to date with current trends. For this
reason, analysis of tweets can give us a good glimpse at current affairs and how
people are being affected by them. Due to the variety of topics, it may not provide
us with a totally accurate analysis but it can give us the gist of it.
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Many previous works done in the past regarding the classification of tweets have
been on sentiment analysis. Some of the works also looked for a multi-class classifi-
cation solution. But as we are aware, human emotion is very complex. People do not
think in one emotion at a time. Human thought can be directed in multiple direction.
Thus, it consists of multiple emotions. For this reason, it is safe to assume that a
tweet posted by a human may also contain multiple emotions. This is why sentiment
analysis or multi-class classification of tweets may not be enough to represent the
human psyche. We need multi-label emotion classification for this purpose.

3 Related Works

3.1 Sentiment Classification

Sentiment analysis is a natural language technique that determines if the given data
asserts positive sentiment or negative sentiment. It is also referred to as opinion
mining. It has been extensively used to study various product reviews andmicro-blogs
like Twitter [1]. Since it deals with classification fromnegative to positive, sometimes
a neutral class is also introduced. The task of analyzing the sentiment polarity ofwork
can be divided into three approaches. There are lexicon-based approaches [2]. They
consider the sentiment polarity of words in a document to get the polarity of the
text. Then there is the machine learning-based approaches [3], where one or multiple
models are trained on given datasets to build classifiers to determine the polarity
of text. And finally, there is a hybrid method that combines aspects of both of the
previous ways together.

Since tweets used in this work can display many emotional states, a sentiment
analysis approach will not be enough. For us, it is not enough to know whether the
polarity of a tweet is negative or positive, we also have to know what emotions does
it display.

3.2 Multi-class Classification

An improvement over sentiment analysis ismulti-class classification. In this approach,
the text can be classified into one of three or more classes, thus classifying it as part
of one concrete emotional class. But in a dynamic world like ours, it is considered
to be a drawback of this approach. Lin et al. [4] proposed an approach to classify
based on readers emotions. Liang et al. [5] developed a system that will recommend
emoticons to readers based on the content of what they are typing. And [6] proposed
a scalable approach to quantify tweets into different sentiment classes. They used
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seven different sentiment classes which consist of three pairs of different sentiments
and one neutral class. All of these works assign only one concrete sentiment to a
text. Thus, they neglect other sentiments that might be present in it.

3.3 Multi-label Classification

The problem of one text having multiple emotions leads us to multi-label classifica-
tion. In this process, one text can have more than one class assigned to it. Previous
works ofmulti-label classification are divided into two groups based on the approach.
One of them is problem transformationmethods, and the other one is algorithm adap-
tation method.

In problem transformationmethods, the givenproblem is transferred to a sentiment
classification problem or multi-class classification problem. Methods like binary
relevance (BR) [7] change the problem of detecting multiple labels into multiple
binary classification problems. And at the end, the result of all the classifiers is
combined again to producemulti-label output. On the other hand, label powerset (LP)
[8] transforms the problem into multi-class classification. Each unique combination
of labels is considered as a separate class. The models are then trained and tested on
that assumption. Random k-Labelsets (RAkEL) [8] builds a collection of different
LP classifiers. Here, different random subsets of labels are used to train each of the
classifiers. It is then combined to generate the output of multi-label prediction.

The advantages of problem adaptationmethods are that they are easy to implement
and understand. But they fail to adjust and understand the interdependencies between
models. Classifier chain (CC) [9] transforms the problemof classification into a group
of binary classification problems that resembles a chain. Here, the length of this chain
is determined by the amount of unique labels in the dataset. Each binary classification
problem is solved by one classifier chain. But their knowledge is augmented by
previous models which were trained on different emotions.

Algorithm adaptation methods convert prominent algorithms of machine learn-
ing to handle multi-label data. One of the main examples of this is the multi-label
k-nearest neighbor algorithm (MLkNN) [10]. Here, k-nearest neighbor algorithm is
modified to work with multi-label data. It uses the maximum a posteriori rule to
make a multi-label prediction. Other examples of this include multi-label decision
tree, Rank SVM, predictive clustering trees. Liu and Chen [11] used 11 multi-label
classification-based approaches to train and predict 2 micro-blog datasets collected
from different incidents. They also did a comparison of various multi-label classifi-
cation approaches. Cabrera-Diego et al. [12] used issue trackers comments on Stack
Overflow and JIRA to perform multi-label classification of the texts. They used two
multi-label classifiers (RAkEL and HOMER) to train and test their models.

In this paper,we present a framework to performmulti-label emotion classification
of tweets using machine learning. Our contribution in this paper can be summed up
as follows:
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• Development of a tweet dataset with properly labeled emotions.
• Training various multi-label classification models with the features extracted from
the dataset.

• Using Senticnet5 to boost the accuracy of the models.

4 Methodology

4.1 Outline of the Methodology

To collect and label tweets in real time, we will use Twitter API. The collected tweets
will be sent to ourmulti-label emotion classifier to classify it as various emotions. But
before that,weneed to train anddevelopour emotion classifiermodels. Thefirst part is
to collect and label tweets whichwill be used to train themodels. After the collection,
we will develop models that can perform multi-label emotion classification. The
tweets that will be used to train classifiers were selected from Sentiment140 [13]
dataset. The tweets will then be labeled by hand and preprocessed before being used
to train the classifiers. The labeling power of the classifiers will be augmented using
Senticnet5 [14] (Fig. 1).

4.2 Tweet Preprocessing

Before training our models, we needed to process our text data to be able to pass it
through the training models. The purpose of this preprocessing is to keep features
that are related to their labels. We also needed to discard or trim features that compli-
cate the training phase. We started the preprocessing by removing links and pictures
from the tweets. The sentence was then separated into multiple sentences. Each sen-
tence was evaluated separately. The hashtags present in the tweet were processed by
removing the hash symbol and reading the word to the sentence. If the tweet had any
punctuation in it, the flags for question marks and exclamation points were turned
on. We detected words that have negation (Ex. not, n’t) before them. We removed
stopwords from the sentence. We then tokenized the words and performed lemmati-
zation. This will group the infected forms of words so that we can process them as a
single item instead of differentiating between them. Finally, we implemented tf-idf
over the analyzed tweet dataset. This transforms raw texts in the dataset to a matrix
representation of tf-idf words. A table representing the process is shown in Table 1
(Fig. 2).
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Labelled Tweets

Preprocessing

Testing Data

Preprocessing

Multi-Label Emotion Classifier 
Model

Senticnet5 & Tf-idf Vectorizer

Evaluation

Training Multi-Label Emotion 
Classifier

Raw Tweets

Training Data

Fig. 1 Multi-label emotion classifier framework

4.3 Senticnet5

Senticnet is an initiative that began in the MIT media laboratory in 2009. It is used
for emotion-aware intelligent applications in various fields spanning from natural
language processing to human–computer interaction. It has many applications. In
this work, we used it as a concept-level knowledge base to enhance the training
phase of our model. In Senticnet5 [14], various words are labeled according to their
primary and secondary emotions. We transformed this information suitable to our
dataset and added it during the training phase. Since compared to the vast amount of
tweets out there, our dataset only covers a tiny fraction. This outside help is needed
to understand various words it encounters which may not be present in our dataset.
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Fig. 2 Tweet preprocessing

4.4 Tf-idf

Tf-idf is based on numerical statistics. It determines the importance of a word in
a document. In our case, it will indicate the significance of words to a tweet. The
value of tf-idf is correlated to the occurrence of a word in the document. Tf-idf is
a combination of two-part. And the other one is inverse document frequency. As
understood from the name, term frequency is derived from the count of a term in
the document. Inverse document frequency measures the amount of information
provided by the word. It indicates the rarity of the word. It is logarithmically scaled.
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Table 1 Tweet processing

Process Example

Raw tweet @alamin I did not have a good day but @refat
had a blast. #Mixed #day Watch it here: https://
youtu.be/dqw4w9wgxcq

Remove user mention I did not have a good day but had a blast.
#mixed #day watch it here: https://youtu.be/
dqw4w9wgxcq

Remove hyperlinks I did not have a good day but had a blast.
#mixed #day watch it here:

Process hashtags I did not have a good day but had a blast mixed
day watch it here

Tokenization and remove stopwords [‘i’, ‘did’, ‘not’, ‘have’, ‘good’, ‘day’, ‘had’,
‘blast’, ‘mixed’, ‘day’, ‘watch’, ‘here’]

Lemmatization [‘i’, ‘do’, ‘not’, ‘have’, ‘a’, ‘good’, ‘day’, ‘but’,
‘have’, ‘a’, ‘blast’, ‘mixed’, ‘day’, ‘watch’, ‘it’,
‘here’]

Negation words [‘have’, ‘a’, ‘good’, ‘day’]

POS tagging [(‘i’, ‘NN’), (‘did’, ‘VBD’), (‘not’, ‘RB’),
(‘have’, ‘VB’), (‘a’, ‘DT’), (‘good’, ‘JJ’),
(‘day’, ‘NN’), (‘but’, ‘CC’), (‘had’, ‘VBD’),
(‘a’, ‘DT’), (‘blast’, ‘NN’), (‘mixed’, ‘JJ’),
(‘day’, ‘NN’), (‘watch’, ‘VB’), (‘it’, ‘PRP’),
(‘here’, ‘RB’)]

Post POS tagging [‘i’, ‘did’, ‘not’, ‘have’, ‘good’, ‘day’, ‘had’,
‘blast’, ‘mixed’, ‘day’, ‘watch’, ‘here’]

Final output I do not have good day have blast mixed day
watch here

We use tf-idf to perform the vectorization of our tweet dataset. It will convert the raw
tweets to a matrix of tf-idf features. As our models cannot understand the meaning
of written English words, performing tf-idf and converting the dataset to a matrix
will help it to evaluate one term against other terms. This will help it to assign terms
with emotion and improve its classification process.

4.5 Training and Testing

To train and test our multi-label models, various popular multi-label classification
techniques were used. During the training phase, Senticnet5 was used to enhance the
training set.

Binary relevance (BR) [7] transforms the problem of multi-label classification into
a group of single label binary classification problem. It is very easy to implement,

https://youtu.be/dqw4w9wgxcq
https://youtu.be/dqw4w9wgxcq
https://youtu.be/dqw4w9wgxcq
https://youtu.be/dqw4w9wgxcq
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and it is faster than many later methods. The number of models needed for the
binary relevance solution is equal to the number of models. It divides the multi-label
problem into numerous independent binary polarity detection tasks (one per label).
All the models are trained parallelly, independent from each other. Since the tasks
are independent of each other, it ignores the correlation that may be present between
the labels.

Label powerset (LP) [8] transforms multi-label classification problem into multi-
class classification. Each unique combination of labels is assigned a class. Thus, for
a dataset with N labels, there are 2N possible classes. Although it simplifies a multi-
label problem into a multi-class problem, it also increases the runtime complexity of
training the model. Also, there may not be enough data for some classes to train it
properly. It will lead to training loss. And our model will only be capable of finding
classes with high enough samples.

Classifier chains (CC) [9] is somewhat similar to BR. But instead of training the
binary models parallelly, it trains them sequentially. And the result of previous train-
ing is used to augment the results of the next training session. It maintains the effi-
ciency of binary relevance while still maintaining the correlation between different
labels. The problem arises on deciding how the chain is formed. Since for a dataset
with N labels, there are N ! possible unique combinations. Thus truly determining
the best chain combination actually negates the advantages of using a classifier chain.
An improvement of the classifier chain is Ensemble of Classifier Chains (ECC)
[9], where several CC classifiers are trained with a random combination of chains.
And after training all of the models, the labels are predicted based on a user-given
threshold. We used majority voting for prediction. It means a tweet is labeled with
emotion if at least half of the classifier chains voted for it.

Random k-Labelset (RAkEL) [8] is an improvement over label powerset. Instead
of dividing N labels into 2N classes, it breaks the starting set of labels into a small
subset of labels. The subsets are created randomly. Then after the training phase, they
are ensembled to produce the final prediction. In RAkEL, the size of the subset is
specified by k. If N labels are divided into L subset of size k, the complexity will go
down from 2N to L × 2k where k < N . In documents with large number of labels,
it reduces the training time and complexity while maintaining the effectiveness of
label powerset. It is implemented using the scikit multilearn package that uses the
implementation of [15].

MLkNN [10] which stands for multi-label K-nearest neighbors is one of the algo-
rithm adaptation methods to solve multi-label classification problems. Here, K-
nearest neighbors algorithm is modified to work with a multi-label dataset. In
MLkNN, for every iteration, its nearest k neighbors are calculated. After identi-
fying, maximum a posteriori (MAP) principle is used to determine the labels for
unidentified data. MAP principle calculates the probability of a label appearing in
the unidentified tweet.

BRkNN [16] combines approaches from both binary relevance andK-nearest neigh-
bor. It adopts a lazy learning approach. In this method, the k nearest neighbors are



714 S. Islam et al.

needed to be found only once. This is a big improvement from binary relevance with
kNN as the base classifier. Instead of running kNN |L| number of times where |L|
represents the number of labels, it is run only once. Thus, it is |L| times faster than
traditional BR methods. Finally, the resulting nearest neighbors are evaluated using
BR to find multi-labels. There are two extensions to BRkNN. They are BRkNN-a
and BRkNN-b.

Both BRkNN-a and BRkNN-b are based on calculating the confidence score for
each of the labels. The confidence of a label is calculated by considering the k-nearest
neighborswhere the label is present. Formally, the confidence of label j can bewritten
as:

c f j = 1

k

k∑

i=1

yij (1)

Now, the first extension BRkNN-a outputs an empty set if a label is not present in
at least half of the k-nearest neighbors. If that happens, then BRkNN the labels with
the highest confidence is selected. In BRkNN-b, the average size of the nearest k
neighbors label set s is calculated by taking the average of positive labels present in
k neighbors. Finally, the model outputs top [s] labels with the highest confidence.

5 Experimental Results

5.1 Dataset Description

The tweets used to train multi-label classifiers was selected from Sentiment140 [13]
dataset. It contains 1.6 million tweets extracted using Twitter API. We randomly
selected 8500 tweets from this. These tweets were then analyzed and properly labeled
according to the emotions present in them. The emotions used are joy, sadness, anger,
disgust, admiration, surprise, interest, and fear. According to [17], there are six basic
emotions. They are anger, disgust, fear, joy, sadness, and surprise. We added the
emotions interest and admiration to our dataset because while labeling we found
some tweets hard to classify with the six basic emotions. A sample of the dataset is
shown in Table 2.

Multi-label datasets are not like other datasets. Hence, we need new parameters
to properly describe them. They are label cardinality (LC) and label density (LD).
Let, Yi to be the number of samples for i th tweet in the dataset, N be the number of
tweets present in the dataset, and L be the number of emotions present in the dataset.
We can describe LC and LD using,

LC = 1

N

∑

i=1

N |Yi | (2)
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Table 2 Sample of the dataset

Text Emotion

So much for sleeping in. Fear

College days are loooong days.. 3 more hours #tired Sadness, Interest

@daihard I’m headed to Kentucky this time. Never been so it should be
fun!? http://blip.fm/�gqz1

Interest

hella tired.. where is gilbert for the usual basketball talk?! Interest

Not as dry this morning as would have liked lot of moisture on the dune
grass this am meant me and the dogs came home soaking wet!

Sadness, Disgust

@lil_laura_loo Really? I think we have some! I’ve taken Piriteeze but
only works for a little while and can only take 1 a day! xo

Sadness, Fear

Table 3 Dataset properties

Property Value

Total number of tweets 8500

Label cardinality 1.5

Label density 0.1875

No. of tweets with ‘Joy’ label 2406

No. of tweets with ‘Sadness’ label 4126

No. of tweets with ‘Anger’ label 989

No. of tweets with ‘Disgust’ label 1380

No. of tweets with ‘Admiration’ label 578

No. of tweets with ‘Surprise’ label 624

No. of tweets with ‘Interest’ label 2134

No. of tweets with ‘Fear’ label 674

No. of tweets with zero labels 323

No. of tweets with one label 4247

No. of tweets with two labels 3142

No. of tweets with three or more labels 789

LD = 1

N

∑

i=1

N
|Yi |
|L| (3)

Various properties of the dataset are described in Table 3. We also generated associa-
tion rules from the dataset. Interesting associations and relationshipswere discovered
during this process. Although it is mostly used in market transactions, we used it here
to show the co-relations between the emotion labels. Python ‘Apyori’ package which
has amethod for implementing apriori algorithmwas used to generate the rules. Some
of the generated rules are shown in Table 4.

http://blip.fm/~5gqz1
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Table 4 Association rules generated from the dataset

Association rules Support Confidence Lift

Admiration → Joy 0.089 0.682 1.904

Disgust → Anger 0.087 0.394 1.252

Disgust → Sadness 0.231 0.732 1.277

Joy → Interest 0.161 0.464 1.296

Joy → Surprise 0.046 0.131 1.005

Admiration, Interest
→ Anger

0.0017 0.005 1.188

Admiration, Joy →
Interest

0.011 0.029 1.028

Admiration, Sadness,
Interest → Anger

0.0002 1 2.792

5.2 Evaluation of Performance

A total of 26 experiments was conducted on our dataset in which we used different
multi-label classifiers. Thirteen of them were on raw tweets and thirteen of them
were on the processed dataset with Senticnet5 added to improve the learning of
the models for negation and missing words. Eight different multi-label classifiers
were used. Five of them used problem transformation methods, and the other three
used the algorithm adaption methods. Problem transformation methods used were
binary relevance (BR), label powerset (LP), classifier chains (CC), random k-labelset
(RAkEL), and ensemble of classifier chains (ECC). Algorithm adaption methods
used were MLkNN, BRkNN-a, and BRkNN-b. For classifiers that used problem
transformation methods, a base classifier was needed. For this purpose, both random
forest classifier [18] and support vector machine [19] were used. All of the models
were trained with K -fold cross-validation with k = 10. The results shown here are
taken as the average of the results achieved from k-fold cross-validation.

We based our evaluation on five criteria. They are selected from the sixteenmetrics
used by Madjarov et al. [20] in their extensive experimental comparison of multi-
label classification methods. Three of them are example-based metrics, and two of
them are label-based metrics. Ranking-based metrics were not considered since the
emotions are not ranked in contrast to each other. They are Hamming loss (HL),
subset 0/1 loss, macro F1, micro F1, and average accuracy.

I. Hamming loss (HL) is used to calculate the dissimilarity between test cases
and predictions. It is the fragment of labels that was falsely determined for a
sample. It has a value between 0 and 1. Low value of hamming loss indicates
high performance.

HL = 1

|N ||L|
|N |∑

i=1

|L|∑

j=1

Ti j ⊕ Pi j (4)
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II. Subset 0/1 loss considers a label wrong if even one of the label is predicted
wrong. Thus, it can be classified as absolute accuracy of the model. Bigger value
of subset 0/1 loss means better prediction capability. It is also known as subset
accuracy.

Subset 0/1 Loss = 1

|N |
|N |∑

i=1

Ti ⊕ Pi (5)

III. Macro F-score evaluates the prediction accuracy of labels. Here, the proportion
of every label class is taken into account. It informs how well the classifier
performs over the dataset.

Macro F-Score = 2

|L|
∑|L|

j=1

∑|N |
i=1 Ti j × Pi j∑|N |
i=1 Ti j + Pi j

(6)

IV. Micro F-Score calculates average label and instances prediction accuracy. If
there is label imbalance, micro f -score is more preferable than macro f -score.

Micro F-Score = 2

|L|
∑|L|

j=1

∑|N |
i=1 Ti j × Pi j

∑|L|
j=1

∑|N |
i=1 Ti j + Pi j

(7)

V. Average Accuracy evaluates average prediction score for each labels.

Average Accuracy = 1

|L|
∑|L|

j=1

|N | − ∑|N |
i=1 Ti j ⊕ Pi j
|N | (8)

The evaluation of the models on the dataset without any preprocessing is shown in
Table 5 As we can see from Table 5, without any preprocessing binary relevance with
SVM as base classifier has the lowest hamming loss at 0.162. It also has the best
performance of macro F-score, micro F-score, and average accuracy. The result
obtained in these three criteria is 0.893, 0.906, and 0.837, respectively. But label
powerset with random forest classifier has shown the highest subset 0/1 loss with a
value of 0.272. BRkNN-b has shown significantly worse performance in all the cri-
teria. Evaluation of models trained with data preprocessing and Senticnet5 boosting
is shown in Table 6.

In Table 6, binary relevance with random forest classifier shows the lowest ham-
ming loss at 0.160. It also has the best performance ofmacro F-score, micro F-score,
and average accuracy. The results obtained in these three criteria are 0.895, 0.907,
and 0.839, respectively. Classifier chains with SVC as base classifier shows the high-
est 0/1 subset loss at 0.281. BRkNN-b has the worst performance in all the criteria.
Since the output parameter of BRkNN-b is related to the average size of the k-nearest
label sets, it needs a more balanced dataset. As our dataset is unbalanced, it can be
considered as the reason for poor performance. The comparison between Tables5
and 5 shows noticeable improvements over all of the evaluating criteria. A compar-
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Fig. 3 Comparison of hamming loss over datasets

ison of hamming loss and subset 0/1 loss over preprocessed and raw data are shown
in Figs. 3 and 4, respectively.

As shown from the figures, preprocessing the tweets and using Senticnet5 for
handling unknown words and negation during the training phase leads to a better
hamming loss in 12 out of 13 models. The models show an average improvement of
2.25%. Same observations can be made for subset 0/1 loss. Here, the results of 10
models out of 12 are improved by using preprocessing and senticnet5. The average
improvement in subset 0/1 loss is 10.1%. But the unsatisfactory results in MLkNN
andBRkNN show that our framework is finding it hard to adapt to algorithm adaption
methods.

6 Conclusion

A multi-label emotion classification approach to classify tweets is proposed in this
thesis. This prototype can be divided into two parts. The parts are processing of the
tweet dataset and training and evaluation of multi-label classifiers. Senticnet5 was
used as a booster to improve the classifiers during the training phase. Various multi-
label classifiers are applied. Among them, binary relevance (BR) with random forest
classifier as base classifier has shown the best result. An average hamming loss of
0.16 is pretty impressive considering that the dataset was chosen at random. It means
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Fig. 4 Comparison of subset 0/1 loss over datasets

the correlation between tweets is pretty low. Thus, even with this disadvantage, our
classifiers are able to find correct emotion labels 85% of the time. In classifiers that
use the problem transformation method, we used both random forest classifier and
support vector classifier as base classifiers. In all of the cases, random forest classifier
outperformed support vector classifier.

In the future, this work can be extended in three directions. Enriching the dataset
with more labeled tweets is the obvious way to go. We can also add image and emoji
analysis alongwith text analysis to get a better understanding of the tweet’s emotions.
We believe that combining this research with other new technologies like neural
networks will vastly improve its performance and will contribute to the development
of various open-source emotion classifier software.

References

1. Tang H, Tan S, Cheng X (2009) A survey on sentiment detection of reviews. Expert Syst Appl
36(7):10760–10773

2. Taboada M, Brooke J, Tofiloski M, Voll K, Stede M (2011) Lexicon-based methods for senti-
ment analysis. Comput Linguist 37(2):267–307

3. Pang B, Lee L (2008) Opinion mining and sentiment analysis. Found Trends Inform Retrieval
2(1–2):1–135



722 S. Islam et al.

4. Lin KHY, Yang C, Chen HH (2007) What emotions do news articles trigger in their readers?
In: Proceedings of the 30th annual international ACM SIGIR conference on research and
development in information retrieval, pp 733–734

5. Liang WB, Wang HC, Chu YA, Wu CH (2014) Emoticon recommendation in microblog using
affective trajectory model. In: Signal and information processing association annual summit
and conference (APSIPA). IEEE, Asia-Pacific, pp 1–5

6. Bouazizi M, Ohtsuki T (2017) A pattern-based approach for multi-class sentiment analysis in
twitter. IEEE Access 5:20617–20639

7. Boutell MR, Luo J, Shen X, Brown CM (2004) Learning multi-label scene classification.
Pattern Recogn 37(9):1757–1771

8. Tsoumakas G, Katakis I, Vlahavas I (2010) Random k-label sets for multilabel classification.
IEEE Trans Knowl Data Eng 23(7):1079–1089

9. Read J, Pfahringer B, Holmes G, Frank E (2011) Classifier chains for multi-label classification.
Mach Learn 85(3):333

10. ZhangML,ZhouZH (2007)ML-KNN: a lazy learning approach tomulti-label learning. Pattern
Recogn 40(7):2038–2048

11. Liu SM, Chen JH (2015) A multi-label classification based approach for sentiment classifica-
tion. Expert Syst Appl 42(3):1083–1093

12. Cabrera-Diego LA, Bessis N, Korkontzelos I (2020) Classifying emotions in stack overflow
and JIRA using a multi-label approach. Knowl-Based Syst 195(105):633

13. Go A, Bhayani R, Huang L (2009) Twitter sentiment classification using distant supervision.
CS224N project report, Stanford 1(12)

14. Cambria E, Poria S, Hazarika D, Kwok K (2018) SenticNet 5: discovering conceptual prim-
itives for sentiment analysis by means of context embeddings. In: Proceedings of the AAAI
conference on artificial intelligence, vol 32

15. Tsoumakas G, Katakis I, Vlahavas I (2011) Random k-label sets for multilabel classification.
IEEE Trans Knowl Data Eng 23(7):1079–1089. https://doi.org/10.1109/TKDE.2010.164

16. Spyromitros E, Tsoumakas G, Vlahavas I (2008) An empirical study of lazy multilabel clas-
sification algorithms. In: Proceedings of the 5th hellenic conference on artificial intelligence
(SETN 2008)

17. Ekman P (1992) An argument for basic emotions. Cogn Emot 6(3–4):169–200
18. Ho TK (1995) Random decision forests. In: Proceedings of 3rd international conference on

document analysis and recognition, vol 1. IEEE, pp 278–282
19. Cortes C, Vapnik V (1995) Support-vector networks. Mach Learn 20(3):273–297
20. MadjarovG,KocevD,GjorgjevikjD,Džeroski S (2012)An extensive experimental comparison

of methods for multi-label learning. Pattern Recogn 45(9):3084–3104

https://doi.org/10.1109/TKDE.2010.164


Bangla News Classification Using GloVe
Vectorization, LSTM, and CNN

Pallab Chowdhury, Ettilla Mohiuddin Eumi, Ovi Sarkar,
and Md. Faysal Ahamed

Abstract Text mining has gained considerable popularity over the last few years.
Since the awareness of mobile media, streaming media, print media, and many other
outlets are now accessible to consumers. Due to the large availability of text in many
respects, research experts registered many unstructured data and found various ways
in the literature of converting this dispersed text into a given, organized volume.
Compared to the short text, the emphasis on complete classification (complete news,
big records, long text, etc.) is prevalent.We addressed in this paper the process of text
classification, grading, andvariousmethodologies for feature extraction in short texts,
i.e., news classification based on their headlines. Existing classification is compared
and their operatingmethodologies presented efficiently. Thiswork serves the purpose
of classifying different types ofBanglaNewspaper articles into 10 specific categories.
The classification task is performed on Bengali text from three renowned newspapers
of Kolkata. We have used advanced data tokenization techniques and unsupervised
‘GloVe’ vectorization for better classification performance. We applied LSTM and
CNN as our main feature extractors. Comparing with other models like binary SVM
classifier, standard LSTM, BiLSTM, CNN, or ANN, this proposed work gives better
accuracy of 87%.

Keywords GloVe · LSTM · CNN · Binary SVM classifier · BiLSTM · ANN

1 Introduction

Natural language processing (NLP) is a part of machine learning that empowers
computers to comprehend characteristic discourse. NLP advances innovative basic
reading comprehension tools, including text and speech. In simple words, NLP is
talking about the structured handling of normal human pronunciations, along with
speech or code. However, it is presented in such a way that perhaps the concept itself
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is capturing, the true motivation behind this invention comes through impact [1].
NLP will assist us with a lot of tasks, and the use of domains tends to be increasing
steadily. NLP helps to analyze the impression of speech and text, enabling us to
anticipate a certain point by evaluating details or by labeling messages.

In our research work, we use authoritative Bangla news texts from many newspa-
pers and online journals to understand the emotions of these articles, where we will
classify the texts into 10 groups. These 10 types of data will be recognized while our
model can be successfully learned. We are accomplishing this work altogether on
Bangla messages. We have developed a system that can differentiate easily between
the data provided in Bangla. The ten categories are divided into ‘Entertainment’,
‘National’, ‘Kolkata’, ‘State’, ‘International’, ‘Sport’, ‘Nation’, ‘World’, ‘Travel’.
This work is implemented by using convolutional neural network [2] and long short-
term memory [3]. As we use the hybrid model, our working accuracy is much better
than another single model. For model training, we also preprocess our Bangla texts
with some methods, like removing stop words, punctuation, word embedding.

There is a significant result, in actuality, utilizing NLP. Building this model, effec-
tively usable in Web applications and it is benevolent for the Bangladesh working
zone area. In general, people’s behavior analysis is being easier for understanding [4].
Any individual comments throughout this respect, as it takes a bunch of costs includ-
ing countless personnel to perform such assessments, may be completely unprece-
dented. This puts a cover on a gadget that can get a handle on the attitude of the
commentators’ editorials in numerous social stages or diaries, given the remarkable
ascent in guests just as clients’ details. The main aim in this situation is to decide
what customers are thought with the word assessment of those goods.

The key goal of the research of emotion is to split the task into negative or positive
amplitude so that it would distinguish parental attitudes or details. This research is
used to increase consumer penetration and revenue, branding strategies, and several
areas including certain spam detecting, banking, economy, stock exchange, selling
and buying products, as well as many other companies. Effective intuition analyzes
could have an immense effect on numerous fields such as policy, governance or
organization, campaigns, and corporations, as they can respond efficiently and allow
individuals to profit from the behavior or decision-making needed. Neural networks
can easily acquire for a lower cost. There are thousands of evaluations, commentaries,
e-mails, and many more. Text categorization approaches should be expanded to
cover all major or small enterprises. There are many urgent circumstances in which
businesses must recognize and take decisive steps when quickly and efficiently as
possible. Computer information retrieval should often and in real time imitate the
designer labels so that can recognize vital details and respond quickly. In the realm
of natural language processing, text categorization is not a new concept. However,
work on the Bangla text has begun in recent years. The categorization of online news
covers a large range in this sector. People rely on this problem in the age of Internet
news sources. This classification is the goal of the proposed study, which is based
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on the Bangla language. Some Bangla dataset is utilizing some examination work
that is represented in our literature survey segment. Comparatively, our approached
hybrid model is being more efficient than any machine learning approach.

2 Literature Review

Text classification for analyzing emotions is a type of informationwrenching from the
content of emerging research and commercial interest. Various researchers aimed to
examine this field, and there are substantial quantities of research papers particularly
on this subject. But using the Bengali language to determine the sentiments through
text classification is not enriched in this field. Several researchers have tried many
ways to achieve a good result with good dataset.

In restaurant reviews, Sharif et al. [5] introduced an automatic sentiment analysis
technique for Bengali’s text to classify a positive or negative impression. To catego-
rize the sentiment from the Bengali review text, three algorithms are developed, such
as the decision tree, random forest, and multinominal Naive Bayes classification.

In the evaluations or comments on this Web site, Adnan et al. [6] intended to seek
good or negative judgments and assessed the results of the process, especially in
‘Surabaya’ restaurant. These observations or reviews are in the form of text or word
information. The text data were then categorized by decision Tree-J48 into negative
or positive judgments.

Tabassum andKhan [7] enhanced a sentimental experimental framework, creating
a dataset of 1050 Bengali Facebook and Twitter comments. In order to offer a more
accurate result of around 85%, the proposals include an unigram, a POS tag, denial
handling, and the random forest classification.

Banik and Rahman [8] conducted a comparison of machine learning algorithms
on Bengali emotional text interpretation. They made use of two distinct datasets. The
first is the parts-of-speech (POS) tagset, which has 3000 Bengali sentences, 42,000
words, and 32 tagsets and is accessible for paid download on the Web. Another is
their self-created dataset of 6314 Facebook comments. They trained 4700 data points,
tested 940 data points, and obtained the maximum accuracy of 52.98%.

Pran et al. [9] attempted to use deep learning to evaluate the feelings or sentiments
of Bangladeshi people under COVID-19 crisis scenarios. They evaluated 1120 data
points divided into three categories. They usedCNNandLSTMsince they performed
the best in terms of accuracy. This study sought to assist people in taking the essential
actions to improve their position in the face of the epidemic.

3 Methodology

The proposed framework is consisting of three essential parts. They are data collec-
tion, data preprocessing, and applied model. In Fig. 1, the flowchart of the proposed
framework is shown.
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Fig. 1 Flowchart of the proposed framework

3.1 Data Collection

For classification purpose, the dataset is collected from ‘Kaggle’ [10], the world’s
largest data science community. The dataset contains 14k different news articles from
three popular newspapers of Kolkata named ‘Anandabazar’, ‘Ebela’, and ‘ZeeNews’.
The entire dataset is categorized into two subsections, train and val containing 11k
and 3k data, respectively. The dataset is divided into three major columns named
‘title’, ‘article’, ‘label’. The label columns comprise of 10 different categories with
respect to different news articles. ‘Entertainment’, ‘National’, ‘Kolkata’, ‘State’,
‘International’, ‘Sport’, ‘Nation’, ‘World’, and ‘Travel’.

3.2 Data Preprocessing

The dataset needed to be cleaned for classification and summarizing purposes. For
this purpose, the common expressions of Bengali text like , : , ‘ ‘, ?, etc. were
removed. Mentioned ten categories were again labeled by some sequential numeric
values. Keras tokenization is used for these purpose, and then tokens are converted
into sequences with the help of Keras pad sequence. Tokenization is done on the basis
of maximum feature value and pad sequence works on maximum sequence length.
For vectorization purpose, an advanced approach named ‘GloVe’ [11] is used which
increased the accuracy of the model. The maintenance of text sequence, a type of
recurrent neural network, LSTM is used. For working on text data using neural
networks, Keras embedding layer is implemented here. The input data was encoded
such that it can be represented by unique integer values. SpartialDropout1D drops
entire 1D feature maps. In Fig. 2, the changes have been made after preprocessing of
the data has been presented.
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Fig. 2 Original and processed data

3.3 Applied Model

Convolutional Layer In this framework, convolutional operations are performed
on input matrixes to create feature maps. The filters slide across the matrix without
padding the edges of the narrow convolution. The activation function determines
whether or not the neuron will be triggered. Using vocabulary word indexes, the
matrix generator creates a vector representation of each word in a sentence that
is transformed into the convolution layer’s input matrix. With 250 filters in the first
convolution layer, Conv1D is generated. Three filters of size 4, 3, 2 were presented in
our example, where a row defines a word in a sentence, and each column defines each
letter in a word. We have modeled a column size equivalent to the maximum length
of the word. Each convolution procedure of the words in a sentence for classification
with a feature extraction architecture produces a feature map with different shapes.
To create feature vectors, we have applied max pooling to the featured maps. We
have concatenated the vectors thereafter to construct a large vector. In Fig. 3, the
architectural design of the convolutional model is shown.

Fig. 3 Architectural design of the convolutional model
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LSTMLayer The concatenated vector that results from the max pooling layer is the
input of this layer. This layer uses three gates to filter the data, which eliminates the
unwanted words or feature vectors by the delete gate and preserves the chronological
order of the words in a sentence. This layer’s output is fed to the fully connected
layer.

Softmax After CNN, combined with LSTM, extracts high-level features from the
text, the features are sent for classification to the softmax classifier in a fully linked
way. Softmax is a special functional form. As a result of the prediction, it can map
neuron output and pick the class with the largest probability value.

4 Statistical Analysis of Bangla Text

We have provided a statistical review of the Bangla text for classification in this
section. The quantitative values are represented in Table1.

5 Experimental Result and Discussion

The implementation of our proposed model was done on 14k dataset consisting of
Bangla news articles on 10 different categories from 3 different Indian Newspaper.
The existing paper in different research sectors basically works on dataset of Bengali
comments, tweets, magazines or political, sports news. Bengali comments, text, etc.,
are quite unofficial data as far need much moderation [12]. Again, for classifying
political news, problem will arise dealing with limited terms [13]. Comparing those,

Table 1 Quantitative data of Bangla text

Properties Values

Total number of words 13978

Number of words in category-1 (entertainment) 1450

Number of words in category-2 (national) 1765

Number of words in category-3 (sports) 1589

Number of words in category-4 (kolkata) 5764

Number of words in category-5 (state) 2710

Number of words in category-6 (international) 650

Number of words in category-7 (sport) 20

Number of words in category-8 (nation) 15

Number of words in category-9 (world) 14

Number of words in category-10 (travel) 1
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our proposed model works much efficiently as it deals with 10 categories, prepro-
cessed data with ‘GloVe’, filter-based analogy using advanced features of LSTM.

5.1 Model Comparison

Working on Bangla news dataset using different classifiers, like binary SVM clas-
sifier, single LSTM, CNN, ANN, BiLSTM, etc., gave relatively poor results on the
test dataset compared to our proposed model. The proposed model gives a higher
training accuracy of 98.75% and test accuracy87% compared with other works on
Bangla dataset. Table2 shows this.

5.2 Model Accuracy and Loss

Our proposed model works with ‘GloVe’ in the word embedding section. This
improves accuracy of the traditional CNN-LSTM model. Table3 shows this.

In Fig. 4, the accuracy and the loss curves of our model have also been shown
after 10 epochs, where Y -axis represents accuracy or loss with respect to epochs on
X-axis.

Table 2 Accuracy comparison of different models on Bangla news dataset

Model name Training accuracy (%) Test accuracy (%)

Binary SVM classifier [14] 93.39 66.23

LSTM [14] 96.97 74.74

CNN [14] 89.03 60.49

ANN ADAM [15] 70.94 71.01

ANN RMS [15] 70.73 70.76

BiLSTM [15] 85.14 80.69

Proposed model 98.75 87.00

Table 3 Comparison of training accuracy and test accuracy of the proposedmodel with andwithout
GloVe

Model name Training accuracy (%) Test accuracy (%)

CNN-LSTM without GloVe 96.00 79.00

CNN-LSTM with GloVe 98.75 87.00
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Fig. 4 Accuracy and loss curves of our proposed model

Fig. 5 Sentence as an example

5.3 Error Analysis

For the testing purpose, each article of our dataset is treated individually with respect
to its sentences. Some errors are reported in classification, especially dealing with
famous people name, popular places, and news related to Kolkata or state, like a
sentence shown in Fig. 5 as an example. This sentence is classified as Kolkata news
rather than Sports news. Because the model categorizes it based on the name of the
place mentioned rather the name of the player. This problem basically arises due to
the ambiguity of data as the mentioned first word in the sentence which is the name
of a certain place in Kolkata is mentioned in several places in an article or different
sentences of an article. Another major error is that, the model faces overfitting after
20 epochs as it closely fits to its limited set of text data.

6 Conclusion

In this research paper, Bangla news articles are classified into ten categories. The
primary theme is to analyze efficiently each article’s subjects individually. We also
construct several other machine learning algorithms on the dataset we have used here
for testing whether or not our proposed model performs correctly. We observed a
better accuracy using GloVe compared with the same model without using GloVe.
This comparison is shown in Table3. For further accuracy and model modification,



Bangla News Classification Using GloVe Vectorization, LSTM … 731

we may focus on increasing the size of the dataset. For this, our main focus will
be developing our own balanced dataset and using other advanced NLP models like
transformer in our future works.
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An Ensemble Method-Based Machine
Learning Approach Using Text Mining
to Identify Semantic Fake News

Fahima Hossain , Mohammed Nasir Uddin , and Rajib Kumar Halder

Abstract Fake news is a frequent problem that is having a massive influence on our
social lives, especially in the political arena. Socialmedia provides a forum for people
to publicly share their thoughts and feelings, and it has made conversation easier. It
also allows people to manipulate the power to spread misleading facts intentionally.
Misleading or unreliable information is widely disseminated via prominent social
media sites such as Facebook and Twitter in the form of videos, tweets, blogs, and
URLs. Anyone can produce and spread fake news content for personal or profes-
sional benefit. In these circumstances, detecting and flagging certain material on
social media is an emerging task in the recent era. We have proposed an ensemble
method-based machine learning approach to identify semantic fake news directly
from the text using text mining. Natural Language Processing technique is applied
for data preprocessing on LIAR dataset collected from PolitiFact and convert it into
a vector form. Univariate Selection, Select Percentile, Select from Model, Linear
SVC, Extra Trees Classifier, and Chi-Square feature selection techniques are used
to select the effective features directly from the text data. To combine outputs from
multiple classifiers, namelyMultinomial Naïve Bayes (MNB), Random Forest (RF),
K-Nearest Neighbor (KNN), and Gradient Boosting (GB), an ensemble method is
constructed. The ensemble method allows producing better prediction compared to
a single classifier. Our proposed model obtained an accuracy of 45.48% for multi-
class, and an accuracy of 71.8424,AUC-ROC score of 0.6351 better than the previous
studies.
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1 Introduction

The convenient use of internet or World Wide Web (WWW) has expanded the use
of social media such as Facebook, Instagram, Telegram, Twitter, Google Plus, etc.
This social media usage is growing expeditiously by people for online discussions,
business promotions, online seminars, knowledge sharing, etc. As a result, social
media has decreased the need for Television, Radio, Magazine or written newspapers
in need of national and global news. These analog news media has been converted
to digital media such as online news platforms, blogs, social media feeds, etc., [1].
According to the report mentioned in [2], 36% of people use Facebook, 21% use
YouTube, 16% use WhatsApp, and 12% use Twitter for getting news. Though the
news on traditional media is reviewed and controlled [3], the veracity of the news
contents on digital media are hardly verified. Therefore, fake news is being diffused
by abusers at a very fast rate [4]. These fake news are transmitted due to several
reasons fake news is normally generated for defaming a public figure, political person
and destroying a business. It is a very strenuous task to recognize the fake news as
these news are generated intentionally to cover up the truth behind lies [5]. It is
also impossible to manually separate the real news from fake news as there will
be a need of proper and in-depth knowledge to identify the fake news [6]. So, we
need to define which words are consolidated to create fake news [7]. Building an
automatic fake news detection system requires the application of various Natural
Language Processing techniques and Artificial intelligence (AI) techniques. Natural
LanguageProcessing techniques are used to summarize the news content into a vector
of word count. Artificial Intelligence techniques are used to extract the relationship
between two words to predict presence of fake news [8]. Various Natural Language
Processing techniques are used such asCountVectorizer,Bag-of-Words (BoW),Word
Embeddings, etc. The main objective of this research work is to design an efficient
feature selection mechanism based on ranking of the features collected from six
existing feature selection techniques.

The main contributions of this research work are:

• Proposed an efficient feature selectionmechanismbased on ranking of the features
collected from six existing feature selection techniques to select the features
needed to identify fake news more effectively.

• Performed a comparative analysis of the proposed architecture for bothmulti-class
classification and binary class classification.

The rest of the paper is organized as follows: Sect. 2 gives details of the existing
works; Sect. 3 illustrates details about data and methodology. In Sect. 4, we describe
the evaluation, validation, experiments. And the last section is about conclusion and
future work.
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2 Literature Review

Brasoveanu and Andonie [9] proposed a fake news detection model using integrated
machine learning approach. In this work, they experimented the proposed architec-
ture for LIAR dataset. In data preprocessing, sentiment, named entities or facts were
extracted from both structured (e.g., Knowledge Graphs) and unstructured data and
then word embedding is performed using GLOVE. Several classic machine learning
and deep learning techniques, namely Multinomial Naive Bayes, SGDClassifier,
CapsNet, BasicLSTM, etc., are implemented to classify the fake news.

Hakak et al. [10] built an ensemble classification model for detection of the fake
news. ISOT and LIAR fake news dataset was used in this research. Stopwords,
punctuation marks, html tags, url, emojis, etc., were eliminated in the preprocessing
section using NLTK toolkit. Stemming and tokenization are also performed using the
NLTK toolkit. 26 features were used to build the predictive model to improve accu-
racy and reduce training time. Random Forest, Extra Tree Algorithm and Decision
Tree are used for classification using ensemble techniques to build more accurate
predictive model. Parameter tuning is applied to increase accuracy using Random
search hyper-parameter tuning method to choose optimal hyper-parameters.

Liu et al. [11] proposed a two-stage model based on BERT for fine-grained fake
news detection. In this work, BERT to extract the features from LIAR dataset. BERT
is constructed using multi-layer bidirectional Transformer encoder. BERT is used for
reduction of time and cost. BERT works in two steps: the text data is converted to a
vector and the numerical data is then classified using BERT. BERT is implemented
both as a feature extractor and classifier.

Balwant [12] proposed a hybrid model based on Bidirectional LSTM and POS
tags. TheNLTKPOS tagger is applied to the LIAR dataset for word tagging andword
embedding is used to transform it to a vector format. Then, CNN creates a feature
vector. This feature vector is then sorted in alphabetical order and used to perform
classification. Bidirectional LSTM is used to train and test model. In Bidirectional
LSTM, softmax activation function is used.

Goldani et al. [13] built a fake news detection model based on Convolutional
Neural Networks with loss. Both LIAR and ISOT dataset is used to conduct exper-
iments. Glove.6B.300d is used to perform word embedding on a large volume of
text to convert it to a vector. Then, CNN is used for classification task by utilizing
softmax activation function and margin loss.

Most of the authors didn’t reduce dimensionality of the feature vector which
is obtained after extracting features. No optimized reduction technique is used for
feature selection.Moreover, algorithm tuning has amajor impact onmachine learning
algorithms which is not implemented in most of the existing works. In our research
work, we have mitigated all of above limitations to propose a model that improves
predictive performance for both multi-class and binary class classification.
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3 Methodology

The proposed methodology completes the process in four steps: (1) Fake News Data
Collection, (2) Data Preprocessing, (3) Feature Selection, and (4) Data Splitting and
Ensemble Classification as displayed in Fig. 1.

3.1 Fake News Data Collection

In this work, the LIAR dataset was used which is collected from PolitiFact [11]. The
dataset contains 10,269 number of instances as training set, 1283 as testing and 1284
as validation set [14]. There are six labels on the target column of this dataset such as:
pants_fire, false, barely_true, half_true, mostly_true, and true. The columns of the
dataset are json_id (the ID of the statement), statement (news content), subject_data
(the subject), speaker, speaker_job_title (the speaker’s job title), state_info (the

Fig. 1 Proposed architecture for fake news detection
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state information), party_affliation (the party affiliation), context (value/location)
(venue/location of the speech or statement), and the other columns are the total
credit history count, including the current statement [15].

3.2 Data Preprocessing

In data preprocessing, json_id is removed from the collected dataset as this feature
is an irrelevant attribute and this feature won’t have any effect for prediction. Then,
data cleaning and vectorization (text mining) is performed for the columns that
are string type in the collected dataset such as statement, subject_data, and context
(value/location). Regular Expression is used for data cleaning. Term Frequency-
Inverse Document Frequency (TF-IDF) is used for vectorization in this work. In
data cleaning, the text data is first converted from uppercase to lower case letters.
Only the alphabetical words in the text data file are kept. Then, NLTK tool performs
stemming of the words. Stemming removes the suffixes and prefixes from aword and
returns only the root word. The stop words are also eliminated. TF and IDF value is
calculated where TF is number of occurrences of a specific words and commonness
of that word in different texts. A word with high TF value will get more relevance
and a low TF value will get less relevance as this word is more common in the texts.
TF value is calculated with IDF value and a final data frame is created with the
calculated TF-IDF values. These data frames of each of the string type features are
merged with other numeric features to make a preprocessed dataset. This process is
performed to create a numerical dataset from the text dataset as no predictive models
using Artificial Intelligence (AI) can be created with the text data.

3.3 Feature Selection

Six conventional feature selection techniques such as Univariate Selection, Select
percentile, Select from Model, Linear SVC, Extra Trees Classifier, and Chi-Square
are used to select the effective features in this proposed work. Chi-Square selects 12
features, Extra Tree Classifier selects 11, Linear SVC selects 11, Univariate Selection
selects 19, Percentile selects 64, and Select FromModel selects 63 features from the
processed dataset. Then, rank generation process is introduced in this work. A feature
selected by all the six algorithms will be having a rank of 6, a feature selected by
five algorithms will be having a rank of 5 and so on till the generation of rank 1. A
subset of these ranked features is created such as features of rank 6, features of both
rank 6 and 5, features of rank 6, 5 and 4, and so on (Table 1).
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Table 1 Rank wise features

Rank Features name

6 _senator, others, false_count, half_true_count, mostly_true_count, fire_count, party,
state.3, speaker_l

5 barely_true_count

4 health_care, president, social_media_posting

3 former_governor, congresswoman, radio_host, presidential_candidate,
labor_state_budget, religion.1

2 candid_biographi_obama_birth_certif, elect.1.1, iraq.1, interview.1, speech.1, educ.1,
economi.1, speaker_of_the_house_of_representatives, political_commentator, ad.1,
health_care_medicar, foreign_polici_terror, feder_budget, state_budget_tax,
candid_biographi

1 advocacy_group, blogger, judge, maryland_governor, ohio_supreme_court_justice,
radio_talk_show_host, spokesman_for_the_60_plus_association,
state_house_representative, bipartisanship_vote_record,
candid_biographi_elect_messag_machin, censu.1, children.1, civil_right_crime_gun,
corpor_tax, crime_crimin_justic, deficit_economi, drug.1, economi_immigr,
economi_job_stimulu, fake_news, foreign_polici_histori_militari,
health_care_medicar_messag_machin, health_care_messag_machin_tax,
health_care_vote_record, immigr_terror, job_women_worker, messag_machin, patriot.1,
ohio.1, onlin.1, post.1, speech.1, sunday.1

3.4 Data Splitting and Ensemble Classification

Data splitting techniques produce two subsets of the dataset, namely training and
testing set. In this research, 85:15 splitting ratio is used. The datasetswith the subset of
features obtained from feature selection are used for classification. All the six subsets
of features were used for classification to determine the best subset of features for
detection of fake news. Ensemble classification algorithm is used to classify the fake
news. It is a meta-algorithm instead of algorithm. This method joins the outcomes
from single classifiers to improve the predictive performance of a model. It improves
performance by making corrections of the mistakes done by the single classifiers.
Thismethod sometimes provide generalization to new and unseen data [16]. Stacking
produces ameta-level (higher level) classifier by combiningmultiple single classifiers
to get improved performance [17]. In majority voting, each single classifier makes
its own prediction and final prediction is the one with the highest number of votes
[18]. In this work, both the performance of stacking and voting ensemble method is
analyzed and the voting method outperforms stacking method. The base classifiers
used in the ensemble method are: Multinomial Naïve Bayes, K-Nearest Neighbor,
Random Forest and Gradient Boosting. Algorithm tuning is also performed to find
an optimal solution for identifying fake news.
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4 Result Analysis

Various evaluation measures were performed to check the performance of the
proposedmodel. There are six classes inmulti-class. True andmostly true are consid-
ered true and the others are considered false for binary class classification problem.
The model is experimented based on different rank of features for both multi-class
and binary class classification as illustrated in Tables 2 and 3. The model’s perfor-
mance is then analyzed using different subset of features for multi-class and binary
class classification explained in Tables 4 and 5. The best performance is obtained by
the feature subset created by joining the features from rank 1, 2, 3, 4, 5 and 6 and
subtracting two irrelevant features state.3 and speaker_l as this feature is different
for each of the news created. This best feature subset is then used for the rest of the
experiments.

Tables 6 and 7 show the results for multi-class and binary class classification after
applying voting ensemble integration method results, and Table 8 and 9 show the
results for multi-class and binary class obtained after applying stacking ensemble
integration method with the help of algorithm tuning to obtain satisfiable. It is easy
to interpret from these results on Tables 6, 7, 8 and 9 that voting method performs
clearly better for multi-class classification and stacking method performs well for
binary class classification for the best feature subset.

The performance of the classification model is also tested by performing feature
selection and without performing feature selection as shown in Table 10. The highest

Table 2 Performance
analysis based on different
rank of features for
multi-class classification

Feature subset Result

Accuracy Training time Testing time

Rank 6 27.6941 3.0572 0.0782

Rank 5 21.7844 2.6822 0.0974

Rank 4 19.3511 2.3336 0.0338

Rank 3 19.2932 2.5283 0.0319

Rank 2 22.3059 131.6442 2.2157

Rank 1 21.7845 4.0078 0.2936

Table 3 Performance
analysis based on different
rank features for binary class
classification

Feature subset Result

Accuracy Training time Testing time

Rank 6 63.6153 0.6156 0.0570

Rank 5 63.3256 0.3801 0.0408

Rank 4 62.5145 0.3990 0.1631

Rank 3 64.4264 0.4273 0.2129

Rank 2 64.7161 0.5303 0.3638

Rank 1 64.1947 0.6343 0.2335
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Table 4 Different combination of features for multi-class classification

Feature subset Voting ensemble method Stacking ensemble method

Accuracy Training
time

Testing time Accuracy Training
time

Testing time

Rank 6 23.3488 3.1888 0.3150 27.2885 24.2111 0.2609

Rank 6, 5 28.5052 3.8716 0.0553 23.5226 30.1836 0.3032

Rank 6, 5, 4 32.6767 3.2640 0.0501 26.6802 25.6466 0.2773

Rank 6, 5, 4, 3 42.0626 3.0108 0.4202 37.4275 24.0860 0.8454

Rank 6, 5, 4,
3, 2

24.5655 4.2347 0.4149 25.8691 32.5749 0.8128

Rank 6, 5, 4,
3, 2, 1

34.0093 5.7167 0.3948 24.5655 50.8789 0.8266

Table 5 Different combination of features for binary class classification

Feature subset Voting ensemble method Stacking ensemble method

Accuracy Training
time

Testing time Accuracy Training
time

Testing time

Rank 6 63.0649 0.5570 0.0628 68.2793 4.4376 0.2424

Rank 6, 5 66.1935 0.6702 0.0634 65.0058 5.5465 0.2683

Rank 6, 5, 4 64.7161 0.5835 0.0708 63.8760 4.6622 0.2438

Rank 6, 5, 4, 3 69.2352 0.4909 0.6222 72.4508 5.0161 0.7614

Rank 6, 5, 4,
3, 2

62.4565 0.6288 0.6304 66.6859 6.2945 0.7482

Rank 6, 5, 4,
3, 2, 1

65.7879 0.8512 0.6434 70.1043 9.8392 0.8537

accuracy is achieved using feature selection techniques for both multi-class and
binary class classification.

ConfusionMatrix for binary class andmulti-class classification for the best subset
of features:

0 1

0 1013 144

1 342 227

0 1 2 3 4 5

0 174 78 46 3 14 13

1 56 221 60 7 17 2

2 32 81 180 6 15 8

(continued)
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(continued)

0 1 2 3 4 5

3 38 91 66 66 13 5

4 56 84 42 5 95 8

5 33 26 19 9 8 49

AUC-ROC Score for binary class = 0.6351. The model is lastly compared to the
other existing systems that is illustrated in tabular format in Table 11.

5 Conclusion and Future Work

Fake news identification is gaining importance as sometimes innocent people
becomes victim due to this fake news. The truth is covered by the lies. Some fraudu-
lent people deceive innocent people by publishing misinformation about them or the
other things related to them. In this research work, we have developed a model for
fake news detection on linguistic features based on text mining and ensemble method
in machine learning. Through this work, we have introduced a unique feature subset
generation method for better classification of fake news. Algorithm tuning (param-
eter tuning) is also induced in this work to analyze the performance of thismodel. Our
proposedmodel obtained accuracy of 45.4809 formulti-class classification, 71.84 for
binary class classification which has outperformed the other existing systems. The
AUC-ROC score for binary class classification is 0.6351. In the future direction, we
will try toworkwithmore benchmark fake news dataset.As the news content includes
both linguistic and visual features, we will work with more linguistic features and
visual features in the enhanced version of this research.
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Table 6 Performance analysis of voting ensemble method for multi-class classification using
algorithm tuning

Serial Tuning parameters Result

Accuracy Training time Testing time

1. KNN = {n_neighbors = 23}
GB = {n_estimators = 100, learning_rate =
1.0}

44.6118 13.5997 0.3854

2. KNN = {n_neighbors = 110}
GB = {n_estimators = 250, learning_rate =
0.7}

45.4809 18.5989 0.4647

3. KNN = {n_neighbors = 210}
GB = {n_estimators = 300, learning_rate =
0.7}

44.8436 114.8591 0.5306

4. KNN = {n_neighbors = 240}
GB = {n_estimators = 300, learning_rate =
0.6}

44.1113 22.0336 0.5594

5. KNN = {n_neighbors = 90}
GB = {n_estimators = 300, learning_rate =
0.6}

42.4598 51.3309 0.5246

Table 7 Performance analysis of voting ensemble method for binary class classification using
algorithm tuning

Serial Tuning parameters Result

Accuracy Training time Testing time

1. KNN = {n_neighbors = 125}
GB = {n_estimators = 200, learning_rate =
0.6}

70.1622 3.6671 0.4039

2. KNN = {n_neighbors = 95}
GB = {n_estimators = 100, learning_rate =
0.6}

70.6257 899.7229 0.4175

3. KNN = {n_neighbors = 126}
GB = {n_estimators = 230, learning_rate =
0.6}

71.8424 3.9339 0.4278

4. KNN = {n_neighbors = 120}
GB = {n_estimators = 230, learning_rate =
0.7}

70.9154 693.4781 0.4161

5. KNN = {n_neighbors = 110}
GB = {n_estimators = 210, learning_rate =
0.7}

69.3511 28.6023 0.4357
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Table 8 Stacking ensemble method for multi-class classification using algorithm tuning

Serial Tuning parameters Result

Accuracy Training time Testing time

1. KNN = {n_neighbors = 126}
GB = {n_estimators = 230, learning_rate =
0.8}

38.3256 41.9669 0.8112

2. KNN = {n_neighbors = 110}
GB = {n_estimators = 230, learning_rate =
0.8}

40.2955 41.9846 0.7866

3. KNN = {n_neighbors = 110}
GB = {n_estimators = 210, learning_rate =
0.7}

40.5272 38.0210 0.8073

4. KNN = {n_neighbors = 90}
GB = {n_estimators = 200, learning_rate =
0.8}

39.9189 37.7198 0.7999

5. KNN = {n_neighbors = 160}
GB = {n_estimators = 200, learning_rate =
0.6}

38.6153 38.1029 0.8597

Table 9 Stacking ensemble method for multi-class classification using algorithm tuning

Serial Tuning parameters Result

Accuracy Training time Testing time

1. KNN = {n_neighbors = 126}
GB = {n_estimators = 230, learning_rate =
0.8}

71.9003 8.1674 0.7858

2. KNN = {n_neighbors = 110}
GB = {n_estimators = 100, learning_rate =
0.6}

71.9873 8.3167 0.7841

3. KNN = {n_neighbors = 150}
GB = {n_estimators = 210, learning_rate =
0.6}

71.4948 7.8720 0.8443

4. KNN = {n_neighbors = 170}
GB = {n_estimators = 250, learning_rate =
0.6}

73.1460 8.6569 0.8074

5. KNN = {n_neighbors = 180}
GB = {n_estimators = 240, learning_rate =
0.5}

72.0451 9.0897 0.8629

Table 10 Performance analysis with and without performing feature selection

Parameter Without feature selection method With feature selection method

Multi-class
classification

Binary class
classification

Multi-class
classification

Binary class
classification

Accuracy 27.6362 64.2526 45.4809 71.8424

Training time 376.0949 33.2946 18.5989 3.9339

Testing time 2.3919 2.3406 0.4647 0.4278
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Table 11 Proposed model’s
performance analysis with
other author’s model

Models Accuracy

Adrian M. P. Brasoveanu [9] 32.60

Saqib Hakak [10] 44.15

Chao Liu [11] 40.58

Manoj Kumar Balwant [12] 41.50

Mohammad Hadi Goldani [13] 41.60

Proposed Model 45.48
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Fuzzy Logic-Based Assessment of
Students Learning Outcome in
Implementing Outcome-Based Education
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Abstract Academic program accreditation is becoming more demandable all over
the world among university students. But the degrees provided by most of the
Bangladeshi universities are not accredited because of their deficiency of trained
teachers, staff, etc. The Accredited Board of Engineering and Technology (ABET)
works on accrediting academic programs and they have some criteria. On the other
hand, the evaluation techniques practiced in most Bangladeshi universities are not up
to theABET standards but an absolute grading system. In this research paper, we have
proposed a course learning outcome (CLO) and program learning outcome (PLO)-
based student performance evaluation technique using the fuzzy logic system. We
have considered semester final examinations (SFE) and continuous assessment (CA)
consisting of class tests (CT), spot tests, home works, attendance, etc., as evaluation
parameters. The course teachers and moderators set question papers assigning marks
based on CLOs and the course teachers track the earned marks. Then, the ratios to
the earned marks and the assigned marks considering by the CLOs in the SFE and
CA are computed and fuzzified. The defuzzification stage returns the attainment of
the CLOs of the courses. Finally, the PLOs are also demonstrated using the CLOs.
This technique removes the biasedness, unfairness of absolute grading systems. We
have case studied for five theoretical courses.
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1 Introduction

In recent times, institutional quality assurance has become one of themost vital issues
for students all over the world universities. In most Bangladeshi universities, the
evaluationmethods that exist are not somuch reliable and fair. So, the graduates from
this unaccredited program face some problems especially in their higher education
and career purposes all over the world. For those several problems, the departments
of those universities are trying to accredit the program provided by them. So, we keep
restricted our discussion for the department of Computer Science and Engineering
(CSE) of Khulna University of Engineering&Technology (KUET). ABETworks on
four types of program accreditation [1] and sets some standards and criteria to follow.
A fair student evaluation is one of the most important criteria for ensuring a program
accreditation and implementing the outcome-based education (OBE). OBE is the
education system where an academic program is opened knowing what is actually
need for students and then designing the curriculum and an evaluation technique so
that the outcome can be measured [2].

Normally in Bangladeshi universities a percentage-based grading is used which
means if a student gets 80% or above marks then he/she will obtain the grade A+,
getting 75% to less than 80% marks will obtain the grade A, 70% to less than
75% marks return grade A−, 65% to less than 70% marks return grade B+, 60%
to less than 65% marks return grade A− and so on [3]. In this grading system, two
students getting 80 and 99% marks are the same. On the other hand, getting 79 and
80% is not the same. This is totally unfair to the students. Ewing [4] discussed the
relative grading where x% students are assigned to maximum grade, y% to second
maximum grade and z% are assigned as failures which should not be happened.
Solving these problems, we have presented in this paper a student’s performance
evaluation system based on CLO and PLO using the fuzzy inference system (FYS).
For CLOs demonstration, we have distributed marks into two evaluation categories.
One is SFE consisting of several questions, and the other is CA consisting of several
items like class tests, attendance, homework, etc. The marks are assigned by the
course teachers and moderators to the SFE questions and CA items considering the
CLOs. Then, the ratio to the earned marks and assigned marks in the SFE and CA
are fuzzified for the CLOs attainment of a course. Finally, using those CLOs, the
PLOs of the program are also demonstrated.

This outcome-based evaluation method provides reliability and fairness for both
the teachers and students. The following list has summarized the contributions of us.

• An OBE-based student evaluation model is designed theoretically and experimen-
tally using fuzzy logic system.

• The marks are fuzzified for computing the students level of attainment and com-
paring with the existing method.
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The presentation of this paper is done in several sections. Section2 contains the
literature review of different similar papers. The methodology with mathematical
analyses, example, and case studies is shown in Sect. 3. Section4 represents the
result analyses and discussion of our system. The conclusion is discussed in Sect. 5.

2 Literature Review

In modern days, researchers all over the world are trying to develop more reliable,
fair student performance evaluation systems for better educations. Aziz et al. [5]
have proposed an evaluation system using the fuzzy logic system. They did not work
for the accreditation process but a simple evaluation procedure. Shafi et al. [6] have
introduced a hypothetical system for ABET accreditation for the computer science
and computer information system departments. They provided generalized evalua-
tion frameworks. Hussain et al. [7] presented the impact evaluation for engineering
students based on ABET students outcome (SO) using regression analyses. They did
not evaluate any course outcome (CO). Shanableh [8] evaluated for IT-facilitated
students computing the course outcome and program outcome (PO) for the depart-
ment of Civil Engineering. Hameed and Sorensen [9] demonstrated an evaluation
technique using fuzzy logic. They have fuzzified the three parameters and generated
the final grade to compare with traditional grading. Chandna [10] has developed
evaluating method especially for weak students measuring the POs on three differ-
ent levels such as high, medium, and low. They have also set a target of attainment
so that the students can find their weakness for further developments. Varghese et
al. [11] have presented an assessment technique based on the outcome using fuzzy
logic. They computed Cos on five different levels and did not use all the fuzzy
rules for computation. Abou-Zeid and Taha [12] describe the program accreditation
process requirements and challenges toward the procedure such as inadequacy of
faculty members, understaffing, data collection, preparation, and analyses. Lakshmi
[13] demonstrated a CO- and PO-based education system for two different courses
microwave and radar taking as examples, and they gave more precedence on COs
evaluations. Akir et al. [14] have shown that the OBE is better for student’s evalu-
ation comparing the outcome-based evaluation and traditional grading. Rasha and
Shatakumari [15] analyzed a trend and discussed the advantages and disadvantages,
nature, origin, guidelines, etc., to implement the OBE. Ma and Zhou [16] proposed a
fuzzy logic-basedmethods for student’s performance evaluation turning the teachers-
centered learning process to students centered which evaluate the performance from
normal grades to fuzzy grades. Buragga et al. [17] made a rubric cube assessing
the ABET standards SOs for computer science program at King Faisal University.
Zaini et al. [18] designed a framework for online outcome-based education having
a central main data storage system allowing concurrent transaction among multiple
distributed users.
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3 Proposed Evaluation Methodology

3.1 CLO- and PLO-Based Evaluations

The CLO- and PLO-based evaluations mean the determination of student’s level
of attainment measuring the CLOs of the courses and PLOs of the program for
attaining the OBE. The statements which will be learned by the students at the end
of the semester taught by the course teachers indicating the knowledge, skill, and
attitude are called CLOs. And PLOs are the statements by which help to know what
is learned by students during the time of their graduation and what is expected to
know in terms of the cognitive, affective, and psychomotor domain [19]. The CLOs
and PLOs should be predefined for both students and teachers by the department.

3.2 Challenges Have to Meet

Designing such an evaluation technique for accreditation, there have been several
challenges tomeet such as available, trained, and experienced teachers engagingwith
this process. Especially there need enough staffing for data collection, preparation,
documentation, question papers setting, storing marks for each of the students, result
preparation, etc. This is more challenging for a developing country like Bangladesh
to provide enough employees.

3.3 Dataset Preparation

The dataset we have used is not a benchmark but randomly generated for our hypo-
thetical evaluation technique. It has two parts of the same structure for each of the
courses. Firstly, the SFE contains the q (no. of questions to be answered for eval-
uation) number of attributes and secondly the CA contains p (no. of items to be
considered for evaluation) number of attributes. Both parts of the dataset contain the
n (total no. of CLO of a course) number of rows.

3.4 Mathematical Background for CLO Evaluation with
Example

The system is designed for Bangladeshi universities especially for the department of
CSE of KUET. The evaluation system for this department has two parameters like
SFE and CA. Assume for a theoretical course that, the SFE has q no. of questions
of total k marks to be answered and the CA has p no. of items of total h marks to
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be considered and total n no. of CLOs for evaluation. Both in the question papers
and items, marks are assigned according to the CLOs by the course teachers and
moderators of the department and earned marks are stored and tracked by the course
teachers.

Now, in the SFE, the assigned marks to each of the n CLOs and q questions are
represented by the matrix S of dimension n × q shown in Eq. (1) where si j represents
the assigned marks to CLOi on question j in SFE.

S = [
si j

]
, n × q. (1)

Similarly, in the CA, the assigned marks to each of the n CLOs and p items are
represented by thematrixC of dimension n × p shown in Eq. (2)where ci j represents
the assigned marks to CLOi on item j in CA.

C = [
ci j

]
, n × p. (2)

Then, the earned marks in SFE according to each of the CLOs are represented by
the matrix A of dimension n × q shown in Eq. (3) where ai j represents the earned
marks on CLOi of question j in SFE.

A = [
ai j

]
, n × q. (3)

And the earned marks in CA according to each of the CLOs are represented by
the matrix B of dimension n × p shown in Eq. (4) where bi j represents the earned
marks on CLOi of item j in CA.

B = [
bi j

]
, n × p. (4)

For evaluating the CLO attainment, the total earned marks and assigned marks in
SFE based on CLOs and their ratios are calculated by the matrix XT, WT and RT of
dimension 1 × n from Eqs. (5), (6) and (7), where xi , wi , and ri ∈ [0, 1] represent
the total earned marks, assigned marks, and their ratios based on the CLOi in the
SFE. Here, XT, WT, and RT are the transpose of matrix X,W, and R, respectively.

X = [
xi

] =
[ q∑

j=1
ai j

]
, n × 1. (5)

W = [
wi

] =
[ q∑

j=1
si j

]
, n × 1. (6)

R = [
ri

] =
[ n∑

i=1

xi
wi

]
, n × 1. (7)
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Table 1 CLOs for theory of computation (CSE 2209) course for evaluation

CLOi Description

CLO1 Identify the connection between language and computation using DFA and NFA

CLO2 Prove the equivalence of languages described by finite state machines and regular
expressions

CLO3 Practice techniques of program design and development by using abstract machines

CLO4 Design pushdown automata and the equivalent context-free grammars

CLO5 Apply the equivalence of languages described by pushdown automata and
context-free grammars

CLO6 Explain the equivalence of languages described by turing machines and post
machines

And the total earned marks and assigned marks in CA based on CLOs and their
ratios are calculated by the matrix ZT, Y T, and T T of dimension 1 × n from Eqs. (8),
(9) and (10), where zi , yi , and ti ∈ [0, 1] represent the total earned marks, assigned
marks, and their ratios based on the CLOi in CA. Here, ZT, Y T, and T T are the
transpose of matrix Z, Y, and T, respectively.

Z = [
zi

] =
[ p∑

j=1
bi j

]
, n × 1. (8)

Y = [
yi

] =
[ p∑

j=1
ci j

]
, n × 1. (9)

T = [
ti
] =

[ n∑

i=1

zi
yi

]
, n × 1. (10)

Example: We have taken the “Theory of Computation” course code of CSE 2209
as an example for assessing the CLOs. Assume, CSE 2209 course has a total of 6
CLOs listed out in Table1. The department of CSE of KUET considers 6 questions
to be answered in SFE having 35 marks for each and a total of 210 marks. The
CA considers 6 items such as CT1, CT2, CT3, homework (HW), spot test (ST), and
attendance (ATT) having 20, 20, 20, 10, 10, and 10 marks for each item, respectively,
with total of 90 marks. So, number of CLOs, n = 6; questions in SFE, q = 6; items
in CA, p = 6.

Now, the assigned marks matrix S and C from Eqs. (1) and (2) are generated by
course teachers and moderators, and earned marks matrix A and B from Eqs. (3) and
(4) are stored by course teachers.
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S = [
si j

] =

⎡

⎢⎢⎢⎢⎢
⎢
⎣

6 12 4 13 8 0
5 0 9 0 4 13
7 6 10 6 0 4
5 7 5 0 11 9
4 5 7 10 5 3
8 5 0 6 7 6

⎤

⎥⎥⎥⎥⎥
⎥
⎦

, C = [
ci j

] =

⎡

⎢⎢⎢⎢⎢
⎢
⎣

6 4 4 1 0 0
5 0 0 0 5 6
0 8 4 3 3 2
4 0 3 0 0 1
5 5 7 2 2 0
0 3 2 4 0 1

⎤

⎥⎥⎥⎥⎥
⎥
⎦

,

A = [
ai j

] =

⎡

⎢⎢⎢⎢
⎢⎢
⎣

3 9 0 12 8 0
5 0 9 0 3 8
5 5 6 6 0 4
3 2 4 0 10 9
4 5 6 8 5 3
7 5 0 6 5 6

⎤

⎥⎥⎥⎥
⎥⎥
⎦

, B = [
bi j

] =

⎡

⎢⎢⎢⎢
⎢⎢
⎣

4 2 3 1 0 0
5 0 0 0 3 5
0 7 3 2 3 2
3 0 3 0 0 1
5 2 5 2 2 0
0 3 2 2 0 1

⎤

⎥⎥⎥⎥
⎥⎥
⎦

Using the matrix S, C, A, and B, the matrices XT, WT, RT, ZT, Y T, and T T are
demonstrated from Eqs. (5), (6), (7), (8), (9), and (10), respectively.

XT = [
xi

] = [
32 25 26 28 31 29

]
, WT = [

wi
] = [

43 31 33 37 34 32
]
,

RT = [
ri

] = [
0.744 0.806 0.788 0.757 0.912 0.906

]
,

ZT = [
zi

] = [
10 13 17 7 16 8

]
, Y T = [

yi
] = [

15 16 20 8 21 10
]
,

T T = [
ti
] = [

0.667 0.812 0.850 0.875 0.762 0.800
]

Here, ri , ti ∈ [0, 1] represent the input values of CLOi for fuzzification.
Fuzzification of Input Variables The evaluation system has two input variables ri
and ti representing the marks ratio in SFE and CA, respectively, for fuzzification
and one output variable is CLOi . We have considered five levels (v = 5) of ratio or
linguistic values for the fuzzy set. Using the fuzzy domain and marks ratios ri and ti ,
two matrices SF and CA of dimension n × v indicating the degree of membership
for each of the CLOs in the fuzzy domain are demonstrated and shown in Eqs. (11)
and (12) where sf i j and cai j represent the degree of membership for CLOi and ratio
level j in SFE and CA.

SF = [
sf i j

]
, n × v. (11)

CA = [
cai j

]
, n × v. (12)

The ratio levels j = 1, 2, 3, 4, and 5 represent the linguistic values “Very Low (vl)”,
“Low (low)”, “Average (av)”, “High (high)”, and “Very High (vh)”, respectively. The
membership function we have used (combination of trapezoidal and triangular) is
shown in Fig. 1. If the marks ratios in the matrix RT and T T are given as input to the
function, we will get the degree of membership matrix from Eqs. (11) and (12).
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Fig. 1 Membership function used for fuzzification

SF = [
sf i j

] =

⎡

⎢⎢⎢
⎢⎢⎢
⎣

0 0 0 0.780 0.220
0 0 0 0.470 0.530
0 0 0 0.560 0.440
0 0 0 0.715 0.285
0 0 0 0 1.000
0 0 0 0 1.000

⎤

⎥⎥⎥
⎥⎥⎥
⎦

, CA = [
cai j

] =

⎡

⎢⎢⎢
⎢⎢⎢
⎣

0 0 0.165 0.835 0
0 0 0 0.440 0.560
0 0 0 0.250 0.750
0 0 0 0.125 0.875
0 0 0 0.690 0.310
0 0 0 0.500 0.500

⎤

⎥⎥⎥
⎥⎥⎥
⎦

Here, sf34 = 0.560 means the degree of membership for CLO3 to the ratio level high
( j = 4) in the SFE.
FuzzyRuleGeneration andAggregationTheMamdani typemin–max fuzzy infer-
ence system and IF–THEN rule bases are used in our system. As ri and ti are the
input variables and CLOi is the output variable, the rule bases are as “IF ri is ‘vl (1)’
and ti is ‘vl (1)’ THEN CLOi is ‘vl (1)”’. So, all the fuzzy rules for evaluating the
CLOi are generated in Table2. For the aggregation of the rule bases, a matrix AG of
dimension n × v is generated and shown in Eq. (13).

AG = [
agi j

]
, n × v. (13)

where agi j denotes the aggregated value for CLOi of linguistic value j and agi j can
be demonstrated using Eq. (14), where (k, l)|Rule (k, l) = j represents the rules, for
which the output CLOi are j if the input ri are k and ti are l.

agi j = max
{(k,l)|Rule(k,l)= j}

{min(sf ik, cail)} (14)

For calculating ag14,
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Table 2 Fuzzy rule base for CLOi evaluation

ri\ti vl (1) low (2) av (3) high (4) vh (5)

vl (1) vl (1) vl (1) vl (1) low (2) av (3)

low (2) vl (1) low (2) low (2) low (2) av (3)

av (3) low (2) av (3) av (3) av (3) high (4)

high (4) av (3) av (3) high (4) high (4) vh (5)

vh (5) av (3) high (4) vh (5) vh (5) vh (5)

ag14 = max
{(k,l)|((3,5),(4,3),(4,4),(5,2))}

{min(sf1k, ca1l)}
= max{min(0, 0),min(0.780, 0.165),min(0.780, 0.835),min(0.220, 0)}
= max{0, 0.165, 0.780, 0} = 0.780

Using Eq. (14) and Table2, the AG matrix is generated for all the CLOs.

AG = [
agi j

] =

⎡

⎢⎢⎢⎢
⎢⎢
⎣

0 0 0 0.780 0.220
0 0 0 0.440 0.530
0 0 0 0.250 0.560
0 0 0 0.125 0.715
0 0 0 0 0.690
0 0 0 0 0.500

⎤

⎥⎥⎥⎥
⎥⎥
⎦

,

Defuzzification The final crisp output values are produced by the method is called
defuzzification. We have implemented the whole system through the Python scikit-
fuzzy package. It uses center of gravitation (CoG) method for demonstrating the
final crisp output or CLOs. The defuzzification uses the AGmatrix and CoG method
to compute the CLOs. In Fig. 2, CLO1 for the CSE 2209 course is demonstrated.
Similarly, the other CLOs of the CSE 2209 course are generated and represented by
matrix CLO of dimension 1 × n as follows.

CLO = [
0.733 0.782 0.807 0.844 0.881 0.873

]

3.5 PLO Evaluation from the CLOs

In the previous section, let n no. of CLOs evaluation are done. Now, assume that
there is m no. of PLOs of a program to evaluate. The mapping between the CLOs
and PLOs is represented by the matrix G of dimension n × m shown in Eq. (15). We
have considered five levels of mapping such as very highly (5), highly (4), averagely
(3), lowly (2), and very lowly (1). The zero (0) value indicates the no relation between
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Fig. 2 Defuzzification to evaluate CLO1 for CSE 2209 course

the CLOs and PLOs.
G = [

gi j
]
, n × m. (15)

where gi j represents the mapping level between CLOi and PLO j .
Our system is designed for anEngineering programand theBoard ofAccreditation

for Engineering and Technical Education (BAETE), Bangladesh has listed 12 PLOs
from theWashington accord for this type of program partially shown in Table3 [20].
So, the degree provided by the department of CSE, KUET has 12 PLOs. As the
course CSE 2209 has 6 CLOs, the mapping of the CLOs and the PLOs is set by the
course teachers and accrediting committee. Then, we get the G from Eq. (15).

G =

⎡

⎢⎢⎢⎢
⎢⎢⎢⎢
⎣

0 0 1 5 0 3 0 0 0 0 2 0

2 0 3 0 4 0 0 0 0 0 3 0

4 5 0 1 0 0 0 0 0 0 0 0

0 3 5 0 5 0 0 0 0 0 0 0

0 2 3 0 0 0 0 0 4 0 0 0

0 0 5 0 2 0 0 0 5 0 0 0

⎤

⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

Now, the PLO matrix of dimension 1 × m is demonstrated using Eq. (16).

ploi =
{∑n

j=1 g ji×CLO j∑n
j=1 g ji

, if
∑n

j=1 g ji �= 0.

0, if
∑n

j=1 g ji = 0.
(16)

For demonstrating PLO1,
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Table 3 PLOs for engineering program by Washington accord

PLOi Description

PLO1 Apply knowledge of mathematics, natural science, engineering fundamentals, and an
engineering specialization, respectively, to the solution of complex engineering
problems

PLO2 Identify, formulate, research literature, and analyze complex engineering problems
reaching substantiated conclusions using first principles of mathematics, natural
sciences, and engineering sciences

... ...

PLO12 Recognize the need for, and have the preparation and ability to engage in,
independent and life-long learning in the broadest context of technological change

plo1 = 0 ∗ 0.733 + 2 ∗ 0.782 + 4 ∗ 0.807 + 0 ∗ 0.844 + 0 ∗ 0.881 + 0 ∗ 0.873

0 + 2 + 4 + 0 + 0 + 0
= 0.799

Similarly, from Eq. (16) and CLO matrix, we get other PLOs and the matrix of PLO
as follows.

PLO = [
0.799 0.824 0.821 0.807 0.807 0 0 0 0.877 0 0.762 0

]

3.6 Case Studies

The degree provided by the department of CSE comprises 161 credit hours, 8
semesters of 4 academic years, total of 40 theory courses having 5 in each semester,
and few more practical courses. We have implemented our system for 5 theoretical
courses from 2nd year 2nd semester from where CSE 2209 is already discussed as
an example. Let the remaining 4 courses are CSE 2201 (Algorithm Analysis and
Design), EEE 2213 (Digital Electronics), HUM 2207 (Economics and Accounting),
and MATH 2207 (Complex Variable, Vector Analysis and Statistics) having 7, 6, 8,
and 9 CLOs, respectively. The CLO and PLO attainment of these courses is demon-
strated using the same procedure and is shown in Tables4 and 5, respectively.

4 Results and Discussions

Our outcome-based model through evaluating the CLOs and PLOs helps the engi-
neering students to improve the opportunities for attaining the learning outcomes.
OBE is helpful for both students and teachers where students are acknowledged
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Table 4 CLO demonstration of five courses from the 2nd year 2nd semester

Course
\CLOi

CLO1 CLO2 CLO3 CLO4 CLO5 CLO6 CLO7 CLO8 CLO9 Average

CSE
2209

0.733 0.782 0.807 0.844 0.881 0.873 − − − 0.820

CSE
2207

0.583 0.724 0.646 0.706 0.605 0.637 0.667 − − 0.653

EEE
2213

0.728 0.816 0.728 0.668 0.763 0.575 − − − 0.713

HUM
2207

0.779 0.802 0.882 0.865 0.834 0.878 0.700 0.888 − 0.828

MATH
2207

0.805 0.881 0.892 0.794 0.774 0.862 0.681 0.778 0.745 0.801

Table 5 PLO demonstrations of five courses from the 2nd year 2nd semester
Course\PLOi PLO1 PLO2 PLO3 PLO4 PLO5 ... PLO9 PLO10 PLO11 PLO12

CSE 2209 0.799 0.824 0.821 0.807 0.807 ... 0.877 0 0.762 0

CSE 2207 0 0.622 0.657 0.667 0.667 ... 0 0 0 0

EEE 2213 0.728 0.727 0.816 0.671 0 ... 0 0 0 0

HUM 2207 0.788 0.877 0.808 0 0.858 ... 0 0 0 0

MATH 2207 0.779 0.836 0 0 0 ... 0 0 0 0

Average 0.774 0.777 0.776 0.715 0.777 ... 0.877 0 0.762 0

**The values of PLO6, PLO7 and PLO8 are zero (0) as PLO10

whether they have achieved the target level of attainment or not and teachers can
find their lacking during their teaching periods. We have initially case studied for
5 courses. Let us discuss the percentages-based absolute grading system where the
teachers are simply collect the total earned marks and the assigned marks without
considering CLOs. So, converting the 5 courses data into absolute grading and pro-
posed fuzzy grading are shown in Table6. We can see that the students in the CSE
2207 and EEE 2213 courses getting 64.67 and 69.67% marks which are very close
to 65 and 70%. In the hard boundary of absolute grading system, if they got one
more mark their grade would have changed to one upper grade from B and B+ to
B+ and A−, respectively, which is so unsatisfactory and not very much fair to the
students. In these cases, the teachers may get biased or show kindness to the stu-
dents. This problem can be easily solved by the proposed outcome-based evaluation
using the fuzzy logic system. Even, the course teachers do not know what will be
attained by the students in the soft boundary of the fuzzy system. If we convert the
average CLO attainment of the courses to percentages of attainment (marks), we
can see that the grade is upgraded to the next grade which is shown in Table6. The
comparison between this two evaluation is also shown in Fig. 3. Considering this
issue and solving the problem discussed above, we have chosen fuzzy logic system
to evaluate so that this provides no biasedness but reliability to both students and
teachers. In OBE, we have also measured the attainment of PLOs using the CLOs
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Fig. 3 Comparison between existing grading and proposed evaluation

Table 6 Absolute grading and proposed fuzzy grading of five courses

Courses Earned
marks

Assigned
marks

Absolute
marks %

Absolute
grade

Proposed
marks %

Proposed
grade

CSE 2209 242 300 80.67 A+ 82.00 A+

CSE 2207 194 300 64.67 B 65.30 B+

EEE 2213 209 300 69.67 B+ 71.30 A−

HUM 2207 240 300 80.00 A+ 82.20 A+

MATH
2207

234 300 78.00 A 80.10 A+

by five-level of mapping. The accreditation committee of the department of CSE of
KUET provided the binary mapping (0 and 1) which means PLO attainment from
CLO will be the same. So, we have done five-level of mapping for better evaluation.
The average PLO attainment for each of the five courses is also measured in Table5.

5 Conclusion

For improving the quality of students and academic programs, the institutions are
applying for ABET accreditation. An outcome-based evaluation helps the students
especially the engineering students to get acceptance in international standards. The
main challenge here is to provide a sufficient no. of employees to prepare a well
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documentation, a reliable student’s performance evaluation technique, implement a
computer program for whole academic process accreditation. Recently, the depart-
ment of CSE of KUET is working on ABET accreditation and prepared documen-
tation. But they did not provide a reliable evaluation method and keep the absolute
grading system as they are practicing this method. Regarding a proper evaluation
method, in this paper, we have described a CLO- and PLO-based student perfor-
mance attainment technique using fuzzy logic for adding to the documentation for
ABET accreditation. We have considered the class tests, homework, spot tests, and
attendance for continuous assessment and semester final exam for evaluation because
the department of CSE of KUET has considered these parameters. Firstly, the CLOs
are evaluated from the earnedmarks and assignedmarks then PLOs are demonstrated
from those CLOs. In this system, there are need some extra efforts of teachers for
question setting and tracking the marks for each of the students. Though the system
has some drawbacks it helps to generate a meaningful, reliable, fair grade attain-
ment for students. We have cases studied only theoretical courses but it can also be
implemented for practical courses.
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Performance Comparisons in Association
Rule Mining Over Public Datasets

Jaher Hassan Chowdhury , Md. Billal Hossain , M. Shamim Kaiser ,
and Mohammad Shamsul Arefin

Abstract Association rule mining techniques are widely employed in a variety of
applications, including stock analysis, log mining, medical diagnostics, consumer
market analysis, bioinformatics, and many more.When it comes to uncovering inter-
esting relationships between variables in huge databases, association rule learning is
a rule-basedmachine learningmethod that can be used.With the help of somemetrics
of interestingness, it is intended to find powerful rules that have been identified in
databases. Discovery and validation are two subprocesses of association rule mining,
which is a data processing technique that is divided into two parts. The first method
is known as finding frequent itemsets, and the second method is finding association
rules from these frequent itemsets. The ideas associated with the use of frequently
used itemsets are retrieved from the data during this subprocess. Numerous tech-
niques and procedures for locating frequently occurring itemsets and association
rules have been devised by academics throughout the years. This study presents
the results of a comprehensive performance analysis of ten distinct association rule
mining methods, which was carried out on five different datasets.

Keywords Data mining · Association rule mining · Support counts · FP-Growth ·
MNR algorithm

1 Introduction

The process of analyzing data and summarizing data into usable information is the
main objective of datamining techniques [6, 7]. It is amethod for analysis that allows
a user to examine the data and to sum up the relationship between these variables. The
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work in [1] addresses the problem of first establishing the relationship between data
which is considered as part of research connected to association mining. Association
rules are used to find the links between frequently used objects together [2, 13]. The
applications to association rules are basket analysis, classification, cross-marketing,
classification, catalog design, and loss-leader analyzes [8]. The association rules
apply two key elements, support and trust. Association rules are typically required
to comply with the user’s minimum support and the user’s minimum trust.

In this study, we compared the performance of 10 distinct algorithms (Apriori,
Fp-Growth; FP-Growth with Lift; RP-Growth; FP-Close; Indirect; MNR; Sporadic;
Top K ; IGB) used by five different datasets (Breast Cancer, Facebook Comment
Prediction Dataset, High School Dataset, Sales Transaction Dataset, Zoo Dataset)
in association rules mining. The detail of these algorithms is explained in Sect. 3.
To the best of our knowledge, none of the work have considered mentioned diverse
datasets for association rule mining employing 10 distinct algorithms.

The rest of the paper is organized as Sect. 2 provides a detailed review of data
mining and association rules mining researches. The details of association rules
miningmethods employed in this paper are explained in Sect. 3. In Sect. 4, we discuss
experimental data and analysis. Finally, in Sect. 5, we present the conclusion of the
paper.

2 Literature Review

This section contains a survey of the literature on association rule mining algorithms.
Apriori is the first algorithm for mining association rules introduced by Agarwal et
al. [1]. The association rule fosters support and confidence which has two steps—
the first step is to develop candidate itemsets, and the second step is to generate
a large itemset based on the minimal support threshold values. Normally, if any k
itemset is uncommon, the (k+1) super-itemsets are equally uncommon. Here, the
algorithm mines the frequent itemsets using the candidate generation procedure.
Two points are critical here. These two parameters are utilized to trim and determine
the most precise association rules. However, the primary disadvantage of the Apriori
association rule is that it is extremely time demanding and consumes a great deal of
space. Additionally, it does multiple searches of the database to generate potential
itemsets.

To address the Apriori’s inadequacies, data scientists developed a new algorithm.
That is the frequency pattern (FP)-Growth that Han et al. suggest. [5]. It is often
tree-based and performs a single scan of the entire database twice. It extracts from
the database a frequent pattern tree and a conditional pattern base that satisfy the
minimum support. Due to its small construction, it requires less time and space for
execution. Additionally, it is ideal for huge itemsets. Following that, the FP-Growth
with lift was implemented. This is a variant of the algorithm used to extract all
association rules from a transaction database. Traditionally, association rule mining
has been conducted using two critical metrics: rule support and confidence in rule
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evaluation.Han et al. demonstrated how to employ anotherwidely usedmetric known
as the lift or interest. The researchers then sought to ascertain the various sorts of
association rules.

Szathmary developed a new technique for discovering novel association rules in
datasets. It is a closed association rule mining algorithm. A condensed representa-
tion of all association rules. Szathmary [12] was concerned in identifying rules of
sporadic association in datasets. They developed a method for mining absolutely
sporadic association rules. The technique begins by utilizing Apriori-Inverse to gen-
erate perfectly rare itemsets. Then, using these itemsets, it constructs the association
rules.

Koh and Rountree [9] developed the zart method for determining Informative
Generic Based (IGB) association rules. This algorithm extracts a subset of all asso-
ciation rules known as IGB association rules (Informative and Generic Basis of
Association Rules) from a transaction database. This subset was originally proposed
by Gasmi et al. [4]. This algorithm discovers the IGB association rules in two steps:
(1) The approach begins by discovering closed itemsets and their related generators
using the Zart technique. (2) Following that, association rules are built using closed
itemsets and generators.

Kryszkiewicz [10] discovered a set of minimal, non-redundant rules for associa-
tions that is both underperforming and compact. In this implementation, he uses the
Zart technique to discover closed itemsets and their associated generators. Following
that, the minimal non-redundant association rules were built utilizing this informa-
tion. The author then established an indirect association between the data by looking
forward in time. As a result, they developed an approach called indirect association
rule mining for detecting indirect links between items in transaction databases. This
approach is significant since traditional association rule mining algorithms focus on
direct relationships between itemsets. This method is capable of detecting indirect
relationships, which is beneficial in domains such as biology. The analysis of indirect
association rules is beneficial for a variety of applications, including stock market
analysis and competitor product analysis.

Tan et al. [14] discovered the above-mentioned relationship. After working with
these algorithms, the scientists coined a phrase to substitute support in order to
boost the algorithms’ performance. Top-K rules is a search algorithm for identifying
a transaction database’s top-k association rules. Other algorithmic approaches to
association rule mining require the definition of a difficult-to-set minimum support
(minsup) parameter (usually users set it by trial and error, which is time consuming).
Top-K rules avoids this issue by allowing users to directly define k, the number of
rules to discover, rather than using minsup.

Fournier-Viger et al. [3] offer RP-Growth, a fast technique based on FP-Growth
for top-k mining of discriminative patterns that are highly relevant to the class of
interest. In branch and bound search with antimonotonic upper limit values such as
f -score 2, the RP-Growth algorithm produces a minimum support increase, a well-
known and straightforward pruning approach for top-k mining. The branch pruning
and bound search results in minimum aid increasing. Additionally, by introducing
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Fig. 1 Steps involved in the performance evaluation of association rule mining

Table 1 Description of dataset

Dataset name Source Data description

Breast cancer dataset UCI Instances: 286 Attributes: 09

Facebook comment prediction dataset Kaggle Instances: 40949 Attributes: 28

High school dataset UCI Instances: 3095 Attributes: 33

Sales transaction dataset Kaggle Instances: 811 Attributes: 107

Zoo dataset UCI Instances: 101 Attributes: 17

the concept of weakness and an aggressive pruning technique based on it, RP-Growth
effectively discovers k patterns with a high degree of diversity and relevance to the
class of interest.

3 System Architecture and Design

Thepaper is comprised of the followingmajor steps: (1) dataset collection, (2) prepro-
cessing of datasets, (3) applying association rule mining algorithms, (4) evaluating
performance, and (5) the decision (Fig. 1).

3.1 Dataset Collection

The most critical aspect of this research is selecting the appropriate datasets. Asso-
ciation rule mining has a variety of real-world applications. Thus, to ascertain the
relationship between datasets from various sectors, we selected five datasets. Table1
has a complete description of the datasets. One dataset is organized by medical diag-
nosis. Thus, we can see how the association rule mining method might be used to
diagnose a patient using this dataset. Additionally, we are interested in social datasets
to ascertain how people communicate. As a result, we used the Kaggle dataset for
Facebook comment prediction. On the other side, we used the high school dataset to
assess the students. We used the sales transaction dataset for market basket analysis
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and the “zoo” dataset from the UCI machine learning repository for categorizing the
animals in the zoo.

3.2 Data Preprocessing

Preprocessing is the stage at which data is converted or encoded in such a way
that it can be easily parsed by a machine in any machine learning process. In other
words, the algorithm can now read the data’s features effortlessly. In this step, we
will prepare our datasets for the algorithms’ implementation. We were missing data
in the Facebook dataset, which required us to instantly correct using the median
method. Continuous numeric values in dataset columns may be supplanted in mode
by the middle, the middle, or the remainder of the column values. This technique is
capable of avoiding data loss. The two approximations above (medium, medium) are
a statistical technique for dealing with missing values. The remaining four datasets
are preprocessed, which saved us time. Additionally, the primary difficulty involved
converting the dataset’s values to numerical values. We did this to ensure that our
algorithm runs more quickly. Additionally, with a minimal level of support and
trust, we can have a huge number of association rules. Prior to data mining, data
preprocessing is always critical.

3.3 Applying Algorithm

For our investigation, we used 10 different association rule mining algorithms: Apri-
ori, FP-Growth, FP-Growth with lift, RP-growth, Minimum Non-redundant Associ-
ation Rules (MNR), Indirect, Sporadic, IGB, FP-Close, and TOP-K. The association
rule mining methods were built in the Java programming language. Because Java
enables data scientists and programmers to grow their applications more easily. Due
to the comparative nature of our work, we concentrated on the association rules
generated and the algorithm’s temporal complexity during implementation.

The Apriori technique is used to look for frequent itemsets inside a data collection
that follows the Boolean association rule. We employ an iterative or level technique
to locate k + 1 articles that include k-frequent itemsets. The Apriori characteristic
is critical since it aids in reducing the search area and so increases the efficiency of
frequent item production. All non-empty subsets that are commonly utilized must
also be frequent (Apriori property). The Apriori algorithm’s antimonotonic support
measures are a fundamental notion. Apriori holds the belief that—Each subset of
a common item must be frequent (Apriori property). If an object is uncommon, all
of its supersets are uncommon. The Apriori technique has two major drawbacks:
candidate sets must be built at each stage and the program must repeatedly scan the
database for candidate sets.
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Both of these traits unavoidably cause the algorithm to slow down. To circumvent
these unnecessary stages, a novel association mining technique dubbed frequent
pattern growth algorithm has been devised. It addresses the drawbacks of the Apriori
method by storing all transactions in a trie data structure. This algorithmhas improved
the Apriori approach to a new level. Candidate creation is not required to generate
a frequent pattern. For instance, the frequent pattern tree (FP tree) growth algorithm
represents the database using anFP tree.Using this tree structure, itemsetswill remain
connected. Due to the presence of a single regularly occurring item, the database has
become fragmented. That is the name of the pattern fragment. The fractured patterns’
itemsets are analyzed. This strategy considerably reduces the time required to look
for frequently occurring itemsets. To determine the most frequent pattern in a tree-
like structure constructed from the database’s initial itemsets, the FP tree must be
employed. Each item in the itemset is represented as a node on the FP tree by this
tree.

The nodes beneath the root node,which symbolizes null, represent itemsets.While
constructing the tree, the nodes’ relationships with the lower nodes are preserved,
i.e., the itemsets’ associations with one another.

A preliminary database scan is run to determine the presence of each itemset in the
database. Apriori’s second phase is identical to its first. The number of 1-itemsets in a
database is referred to as the support count or frequency of 1-itemsets. In the second
stage, the FP tree is created. To accomplish this, create the tree’s root. Null is the root.
Following that, the databasewill be scanned again and the transactions examined. The
initial transaction should be reviewed to ascertain the itemset it contains. The itemset
with themost items is displayed first, followed by thosewith less items, and so on. On
the branch of the tree, transaction itemsets are organized in ascending order of count.
As a result, the transaction’s common itemset is linked to the newly created node of
another itemset. Additionally, once transactions are completed, the itemset’s count is
incremented. As new nodes are established and associated with transactions, both the
common node and new node counts grow by one. After that, it is time to beginmining
your newly built FP tree! This is accomplished by first examining the lowest node
and its relationships. The lowest node in the graph represents the frequency pattern
with length 1. From this point on, follow the FP tree path. These are referred to
together as a conditional pattern basis (or pattern base). The pathways to the prefixes
in the pattern tree are maintained in a separate database called conditional pattern
base (suffix). By counting the amount of itemsets along the route, a conditional FP
tree is generated. The conditional FP tree evaluates just those itemsets that support
the threshold. Frequent patterns are generated by the conditional FP tree.

In the FP-Growth with lift method, we included a new parameter called lift. If the
lift equals one, the X and Y are independent under the association rule X → Y . If
the lift is more than one, the correlation between X and Y is positive. If the lift is
less than one, the relationship between X and Y is negative. When calculating the
conditional probability of {Y } {X} occurrence, subsequent lift controls (frequency).

FP-Close is a variant of the FP-Growth algorithm that is optimized for mining
frequently closed objects. FP-Close is reputed to be one of the quickest closedmining
algorithms. When a transaction database is extremely thick and the minimal support
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need is low, i.e., when the database contains a high number of large frequent itemsets.
For a frequent itemset of size l, for example, all 2 ∗ (l ∗ l) non-empty subsets must
be generated. Because all subsets of a frequent itemset are frequent, it suffices to
discover only the most often occurring itemsets (MFIs). Because there is no frequent
itemset Y that is identical to X , X can be considered to be maximum. One need
just dig along the lattice’s edge to mine commonly occurring itemsets. Those on
either side of the boundary are uncommon, whereas those on the other side are all
frequent. As a result, some existing algorithms can only mine the most frequently
occurring itemsets. As a result, mining solely MFIs has the following disadvantages.
Our knowledge of an MFI’s support and subsets is limited. All frequently occurring
itemsets must be considered while generating association rules. This difficulty is
solved by a sort of frequent itemset called a closed frequent itemset. An algorithm
for mining closed association rules returns a list of closed association rules. A closed
association rule is an X → Y association rule that represents the closed itemset of the
union of X and Y . The algorithm returns all closed association rules that satisfy the
user’sminimumsupport and confidence standards. Thus, FP-Close frequently returns
closed itemsets. A frequent itemset is one that appears in at least minsup transactions
in the transaction databases. A often closed item is a frequently occurring itemset that
lacks the same support in a proper superset. As a result, the frequently closed array is
a subset of the common array. The collection of frequently closed things is typically
significantly smaller than the collection of common items, and no information is lost.

Closures and Galois connections are employed in more sophisticated procedures
that generate only a subset of the total set of rules. FCA-based techniques provide
a better trade-off between the size of the mining result and the amount of informa-
tion communicated than frequent pattern algorithms. In this setting, generic thinking
received less attention in comparison to the number of articles produced to describe it.
Their primary concern was with syntactic techniques for deriving rules from generic
bases. IGB set of association rules is a new, sound, and instructive general framework
for association rules. The soundness characteristic is utilized to evaluate the “syn-
tactic” derivation since it ensures that all association rules can be deduced from the
generic basis. The informativeness of a derivable rule enables precise and accurate
determination of its support and confidence.Once these generic bases are established,
it is trivial to extract the remaining (duplicate) rules. This approach extracts a subset
of association rules called IGB set. It is a generic and informative collection of asso-
ciation rules. This algorithm discovers the IGB association rules in two steps: (1) The
closed items and their associated generators are located initially; (2) the association
rules are produced using the closed objects and generators. We describe sporadic
rules as those that have a low degree of support but a high degree of confidence,
such as a rare connection of two symptoms indicating the presence of a rare disease.
To discover such rules, Apriori’s well-known minimal support setting is required,
resulting in a huge number of trivial frequent itemsets. Our method, Apriori-Inverse,
disregards all candidate itemsets with a support greater than a predefined threshold
to uncover rules that occur at random. It is conceivable to have rules that are spo-
radic (items that fall below the maximum support) and rules that are imperfectly
sporadic (items that do not fall below maximum support). Apriori-Inverse is signifi-
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cantly faster than Apriori at discovering all completely sporadic rules. Additionally,
we propose that Apriori-Inverse be expanded to discover some imperfectly sporadic
laws (but not necessarily all). An algorithm for mining precisely sporadic associa-
tion rules is referred to as a sporadic association rule mining algorithm. To begin, the
algorithm generates extremely rare goods. A rare itemset (alternatively referred to as
a sporadic itemset) is an itemset that is not frequently utilized, and all its subgroups
contain uncommon things. Additionally, assistance must be greater than or equal to
the minimum criterion. Then, using these itemsets, association rules are formed.

Taxonomy information can be utilized to prune out insignificant rules, resulting in
a 60% reduction in the number of rules. It is customary to quantify the level of interest
in a rule. In [10], authors discussed two other ways for extracting useful rules from
databases. If rules provide maximum prediction with the least amount of knowledge
feasible, they are deemed intriguing in the first approach to rule-making. These forms
of association rules will be referred to as minimum conditionmaximum consequence
rules (MMR).As stated in [10], a second strategy comprises searching for the smallest
set of association rules fromwhich all other association rules may be derived without
the usage of a database. The term “set of representative association rules” refers to
this collection of rules (RR). They demonstrate the existence of a subset of RR called
MMR. This implementation has closed items and their associated generators. This
information is then utilized to generate the association’s minimum non-redundant
rules. The minimum set of non-redundant rules shall be specified as P1 → P2/P1,
where P1 is a generator of P2, P2 is a closed element, and the rule shall have at least
as much support and confidence as the minimum support and confidence. The MNR
algorithms generate a sequence of non-redundant association rules.

In [11], a novel pattern termed indirect association is introduced and its applica-
bility in a variety of application fields is investigated. Apriori and other associative
mining algorithms will only discover itemsets that have support above a user-defined
threshold of support. Any itemsets with support levels less than the minimum sup-
port requirement are discarded. In our perspective, an uncommon pair of objects can
be valuable if they are associated indirectly via another set of items. As a result of
an algorithm, these patterns can be applied in the retail, literary, and stock market
realms. Indirect is a database search algorithm that identifies indirect relationships
between objects in transaction databases. An indirect association takes the form
(x, y) → M , where x and y are discrete elements and M is a set dubbed “mediator”.
The following conditions must be completed to establish an indirect association: The
total number of transactions divided by the total number of transactions containing
all

⋃
x M items must equal or exceed minsup. It must be bigger than or equal to

the difference between the number of transactions containing all items from
⋃

y M
and the total number of transactions. Subtract the total number of transactions (ts)
from the total number of transactions containing (x, y). If x is more confident than
y about M , then y must be more confident than minconf about M . Top-K rules is a
technique for discovering associations that meet the highest standards in a transac-
tion database. Other algorithms connected with mining rules require the setting of a
minimum support (minsup) parameter (usually users set it by trial and error, which
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is time consuming). Top-K rules addresses this issue by allowing users to specify
the number of rules to be discovered directly, rather than utilizing minsup.

Top-K rules is an algorithm for the discovery in a transaction database of the
highest standards for associations. Other algorithms associated with mining rules
require a minimum (minsup) support parameter to be set (usually users set it by trial
and error, which is time consuming). Top-K rules solves this problem by letting users
directly indicate k, instead of using minsup, the number of rules to be discovered.

In a transaction database, RP-Growth is an algorithm for the finding of itemsets
(group of items) that occur seldom (rare itemsets). Apriori levelwise algorithms are
used by all current algorithms for rare association rule mining. In RP tree, Tsang et
al. [15] propose a method for mining a subset of rare association rules using a tree
structure, as well as an information gain component that aids in identifying the more
interesting association rules. Researchers have found that RP tree itemset and rule
generation are faster than modified versions of FP-Growth and ARIMA, and that it
uncovers 92–100% of all interesting, rare association rules in real-world datasets. A
rare itemset is an itemset appearing within the minrare support andminimum support
range. Then, each itemset is annotated with its support value. The number of times
an itemset appears in the transaction database is the number of support value.

3.4 Evaluating Performance

Finally, we evaluate the performance of the algorithms mentioned above. As a result,
after applying the algorithm to five datasets, we must determine which technique
performs the best. Thus, we must examine the generated association rules, the time
required by the algorithms to generate them, and the data support for each association
rule mining algorithm. Additionally, we will analyze how these algorithms generate
association rules in terms of their fixed confidence value.

4 Results and Discussion

In this section, we present the experimental setup, and performance evaluation in
association rule mining over 10 public datasets.

4.1 Experimental Setup

This section presents the experimental setup and performance evaluation in associ-
ation rule mining over ten public datasets.

The proposed system has been implemented on a machine having Windows 10,
Core i5 2.4GHz with 8GB RAM. JAVA is used for developing it.
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4.2 Results and Discussion

We have to compare the results of the algorithms one by one. We have taken two
different criteria for comparing.

• Association generated by the algorithms in different datasets, and
• Time needed to generate this association rule

Association Rules Generation In this comparison, we are going to keep the confi-
dence value fixed. We took that as 0.8. Moreover, as the support we took 0.7 and for
K value we took 3. After that, we will apply the algorithm in different datasets.

In Tables 2, 3, and 4, we have observed that the RP-Growth algorithm is not
performing well in this breast cancer dataset. Moreover, Apriori, FP-Growth, FP-
Growth with lift are generating the same amount of association rules. However, Top-
K is showing superior performance improvement in compared to the other algorithms
for this breast cancer dataset.

In the Facebook dataset, we can see Apriori, FP-Growth, and FP-Growth with
lift are generating the same number of association rules. However, RP-Growth and
FP-Close algorithms also performed well with this dataset.

In the School dataset, we can found that the Sporadic and Top-K association
rule mining algorithms are not performing well. Moreover, Apriori, FP-Growth,
and FP-Growth with lift are generating the same number of association rules again.
But, with these three algorithms, we can see that RP-Growth, MNR, and FP-Close
algorithms also perform well in this dataset. So, the amount of non-redundant and
closed association rules is a large amount in this dataset.

In the Sales Transaction dataset, we can observe that the RP-Growth is outper-
forming the other algorithms and generating a huge number of association rules.
Other algorithms in this dataset with a high fixed confidence value do not perform
at all. They failed to generate a high number of association rules in terms of high
support and confidence.

Using theZoodataset,we can see that the algorithmexhibits the sameperformance
that we have seen in the datasets of sales transaction data, Facebook data, and the
breast cancer data. Apriori, FP-Growth, and Fp-Growth with lift are all executing the
same role in order to construct association rules for the same dataset. RP-Growth,
on the other hand, is a solid performer in this regard. Furthermore, Top-K performs
admirably in this dataset as well.

While summarize the data from Tables 2, 3, and 4, we can see that Apriori, FP-
Growth, and FP-Growth with lift all produce the same number of association rules.
However, the performance of other algorithms varies depending on the dataset. A
dataset is analyzed using the RP-Growth algorithm, which looks for patterns that
are rare in the data. Thousands of uncommon patterns of human genes, as well as
the proteins and amino acids from which the genes are derived, will be revealed
in biology. In addition, there are millions of species, each with a unique genome
and set of features, which makes classification difficult. As a result, when we apply
RP-Growth to the Zoo dataset, we will find a large number of association rules.
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Table 2 Association rules generated by different algorithms in different datasets for support value
0.5

Algorithms Breast cancer Facebook Sales
transaction

School Zoo

FP-Growth 871 291103 331 60324 835011

FP-Growth
with lift

871 291103 331 60324 835011

RP-Growth 2898 117249 139901 7043610 10980582

FP-Close 385 312715 318 62223 43803

Indirect 401 401 1008 21425 27913

MNR 338 31234 101 68435 13131

Sporadic 122 8 402 6 840

TOP-K 45 15 9 17 13

IGB 99 7548 0 542 1210

Table 3 Association rules generated by different algorithms in different datasets for support value
0.6

Algorithms Breast cancer Facebook Sales
transaction

School Zoo

Apriori 692 28003 245 57581 778938

Fp-Growth 692 240032 245 57581 778938

FP-Growth
with Lift

692 240032 245 57581 778938

RP-Growth 2333 105981 115082 670482 1024124

FP-Close 263 2713220 213 59416 41412

Indirect 288 288 874 20813 24581

MNR 258 274198 87 59260 1008)

Sporadic 89 3 265 1 558

TOP-K 28 9 2 11 8

IGB 57 4715 0 305 845

Furthermore, these datasets contain evidence of indirect relationships. FP-Close, on
the other hand, is always on the lookout for data that has a close link. The number of
these types of contacts is larger on socialmedia platforms. It is performingwell in this
regard on Facebook or in the social connection dataset, among other places, as well.
As opposed to other sources of information, school datasets contain accurate data.
Direct relationships between students are at a minimum. It is common for MNR
algorithms to discover non-redundant rules in a dataset; therefore, it is likely that
the school dataset will have a large number of association rules. Sporadic refers to
something that occurs just once or twice a year at random. In order to find the unusual
and the isolated, irregular searches are conducted. It therefore works flawlessly with
the Zoo dataset as well.
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Table 4 Association rules generated by different algorithms in different datasets for support value
0.7

Algorithms Breast cancer Facebook Sales
transaction

School Zoo

Apriori 401 271706 180 55942 714386

Fp-Growth 401 271706 180 55942 714386

FP-Growth
with lift

401 271706 180 55942 714386

RP-Growth 1573 101259 109306 5986305 9930582

FP-Close 209 256801 100 55418 35150

Indirect 244 244 780 18989 21459

MNR 169 249985 60 55289 9975

Sporadic 51 1 180 0 447

TOP-K 19 4 0 3 3

IGB 33 3019 0 182 672

Time Taken to Generate the Association Rules It has been demonstrated that
three algorithms perform nearly identically in the case of association rules generated
by these algorithms, as shown in Table4. As a result, we require another method
of distinguishing between these algorithms. We applied ten algorithms to the breast
cancer and Facebook datasets in order to determine how long it takes to construct
the association rules. There are two of them, one of which is small and the other
of which is very enormous. Following the application, we plotted the value in the
table to show how it changed. Lift algorithms enable us to distinguish between the
Apriori, FP-Growth, and FP-Growth via lift algorithms. The values are expressed
in milliseconds, and we can see that the FP-Growth algorithm performs admirably
across all of the datasets tested.

In a nutshell, Apriori, FP-Growth, and FP-Growthwith lift are generating the same
amount of rules in different datasets. But the time taken to generate the association
rule is different. Because FP-Growth is using an FP tree to generate these association
rules. Moreover, the pruning techniques are better than the Apriori algorithm. But,
the lift value is an important measure of a rule. One can specify the desired lift field
in the settings. The ratio of confidence of the rule and the expected confidence of the
rule is a lift value of the association rule. We are using it to have some precise and
desired association rules. This third value (lift) is used as a pruning technique and
for a certain value of lift like 0.8, and the FP-Growth with lift is generating the same
amount of rules as Apriori and FP-Growth. But, it takes an extra amount of time
to generate an association rule rather than FP-Growth. That is why the FP-Growth
wins.

On the other hand, association rules like IGB, sporadic, and TOP-K association
rules take less time on some datasets than the above-mentioned three algorithms. But
you have to keep in mind that they are also generating a lower number of association
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rules. That is why FP-Growth can be used in different kinds of datasets to get desired
association rules in a shorter time.

Figure2 shows the time taken to generate the association rules by different algo-
rithms using different datasets (Table5).
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Fig. 2 Time taken to generate the association rules by different algorithms using different datasets

Table 5 Comparative association rules generation times by different algorithms for support value
0.7

Algorithms Breast cancer dataset Facebook dataset

Apriori 1898 ms 4517 ms

Fp-Growth 1609 ms 2310 ms

FP-Growth with Lift 2329 ms 6017 ms

RP-Growth 1573 ms 648 ms

FP-Close 198 ms 17846 ms

Indirect 6424 ms 6451 ms

MNR 255 ms 3459 ms

Sporadic 3 ms 1 ms

TOP-K 4 ms 514 ms

IGB 672 ms 1013 ms
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5 Conclusion

In this study, we have used ten techniques and five datasets to accomplish our goals.
Furthermore, we provide variety in themethod so that our workmay be distinguished
from others. On the basis of the association rules generated and the time it takes to
construct the association rules, we evaluate the performance of these algorithms. The
comparison revealed that the FP-Growth approach performs well over a wide range
of datasets, and that the time required to construct these association rules is shorter
than that required by the Apriori and FP-Growth with lift measure algorithms.

Furthermore, using the Sporadic and RP-Growth association rule mining algo-
rithms, we can discover the hidden sporadic and rare association rules in transaction
datasets that were previously unknown. Furthermore, we may find a large num-
ber of closed associations in social network datasets when using the FP-Close. The
MNRalgorithmalso demonstrated exceptional performance on the Facebook dataset,
which we discovered as well.
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Abstract Virtual interaction offers a diversified and smart learning environment.
It works as an effective knowledge hub for the students to increase their satisfac-
tion. This study assesses students’ satisfaction with virtual interaction-mediated
learning and explores relevant contributors to the level of students’ satisfaction.
Mixed methods were used for proper empirical investigation. Survey and semi-
structured and open-ended interview questions (n = 385) through random sampling
technique were used to capture cross-sectional data for measuring the students’ satis-
factionwith virtual interaction-mediated online learning by a simple linear regression
model. Most of the students at the undergraduate and graduate levels in different
educational institutions of Pabna district have ambivalent feelings about online
learning. The flipped classroom, asynchronous discussion, interaction of teachers
and students, timely feedback, personal needs, infrastructural support, uninterrupted
internet facility, and online technology-mediated communication are significant
contributors to virtual mediated online learning and these attributes are responsible
for increasing students’ satisfaction. This study highlights the necessary contribution
to the prevailing studies on students’ satisfaction with online learning in Bangladesh
and other South Asian Countries.
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1 Introduction

Electronic gadgets and access to repositories and bibliographic databases make
students’ learning attractive and interesting. Students get more learning benefits from
the virtual interaction-mediated online learning because it promotes students’ cogni-
tive level, expertise, imagination power, concept development, and self-confidence
by exchanging essential learning tips and class notes or assignment-making strate-
gies across students and teachers [1, 2]. Technology-mediated learning is the prin-
cipal catalyst to manage diversified learning. Educational institutions in advanced
countries give more importance to such technology-mediated learning for online
learning and knowledge management [3]. A sustainable learning practice requires a
perfectmatchbetween students’ satisfaction andonline technology.Empirical studies
suggest that Zoom, Webex, Meet, Kortext, Teams, Google Classroom, Dropbox,
Google Drive, YouTube, Chat Room, Skype, and Wikis are essential and significant
components of online technology that promotes online learning and students’ satis-
faction [4]. These online technologies have greater scope to make online learning
popular because of its interaction capacity among teachers and students [5]. The
rising demand for online learning in any situation, time, and geographical location
can change traditional teaching–learning practice and bring greater satisfaction to
students [6, 7]. A greater portion of students at the undergraduate and graduate
levels in the USA are motivated by the greater benefits of online learning and prefer
online-mediated courses [8]. This learning environment allows students to interact
with teachers, mentors, and coaches and upload class tasks, and assignments. They
can also download teachers’ feedback and other reading materials within a very short
time.

Teachers’ role is active in the virtual interaction-mediated online learning [9]. A
teacher can provide feedback on an assignment, the direction of making an assign-
ment, asynchronous online discussion and academic session, timely assessment, and
meet other academic supports such as referencing and citation technique, devel-
opment of the conceptual framework, and note-taking strategies [10]. The popular
form of virtual interaction-mediated online learning is synchronous or asynchronous
online discussions [11]. Asynchronous online academic discussions are suitable for
the students who have engaged themselves with part-time work or household work
because of their greater flexibility in terms of place and time [12]. Timely assessment
and academic support are another part of virtual interaction-mediated learning. For
instance, timely assessment brings more attractiveness to online learning [13]. Simi-
larly, academic support through online technology can bring a diversified learning
strategy for the learners [14].

Recently, within the literature, there is widespread consensus regarding a range of
impacts of digital interaction-mediated online learning on students’ academic grades.
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In addition, there has been a growing acknowledgement regarding the effectiveness of
online learning. While concepts related to students’ satisfaction with online learning
have been unexplored. Valuation of the effectiveness of online learning and satis-
faction of students are highly required for teachers, students, administrators, policy-
makers, development partners and the government to implement, plan, and modify
digital platform-mediated teaching and learning for a better academic atmosphere.
Therefore, the general objective of our study is to assess students’ satisfaction with
virtual interaction-mediated online learning. The specific objectives of our study are
to explore students’ attitudes toward virtual interaction-mediated online learning and
identify the attributes contributing to the level of students’ satisfaction with online
learning.

The remainder of the paper is organized as follows. Section 2 covers the literature
review. Section 3 of the paper outlines the theoretical framework and methodology.
The results, findings, and discussion are presented in Sect. 4. Section 5 concludes.

2 Literature Review

Students’ satisfaction is a principal catalyst of online learning [15–17]. A study
by Alqurashi [18] presents that online learning has greater potentiality in better
learning and satisfaction. Students can enjoy andgain knowledge fromsuch a learning
atmosphere at any time, geographical location, hazardous condition, and age [19,
20]. For instance, a large number of students worldwide are habituated with online
learning in the present COVID-19 pandemic situation [21]. Due to the prevalence
of COVID-19, high-ranking universities launched technology-based online learning
for their international students in different countries [22].

Online learning is essential for distance mode learning [23]. Learners get more
satisfaction from this learning practice because of its easy access to learning [24].
Under this learning practice, students can share their experience, view, and knowl-
edge with each others and teachers [25]. Accessibility and availability of student-
friendly online technology can increase capacity building on online learning with
students’ satisfaction at all locations, like remote areas, isolated islands, rural, and
hilly regions [26]. The common forms of online learning are flipped classrooms,
asynchronous discussion, uninterrupted internet facility, online technology-mediated
communication, and seating and classroom management [27].

Teachers are the main actors of online learning. Without their active participa-
tion, it is difficult to make online learning popular [28]. Having no timely feedback
and more interaction opportunities from a course teacher or instructor make online
learning insignificant [29]. With the assistance of teachers, technology-mediated
online learning is essential for fulfilling students’ personal needs like information
about the job market, internship opportunities, a summer course in other universities,
and guidelines for making resumes or curriculum vitae (CV) [30].

Many universities in Bangladesh have recently introduced online learning during
the COVID-19 pandemic situation for continuing academic session. For instance,
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the National University of Bangladesh has conducted academic sessions through
the Zoom platform since last year. Every student of this university gets access to
online learning through YouTube. Bangladesh Open University (BOU) depends on
distancemode online learning for its students aiming to cover inclusiveness and equi-
tability to all levels and areas. Online learning can promote a paperless campus and
ensures a low-carbon society by reducing paper use [31]. Strong coordination among
government and authorities of colleges and universities are essential to implement
technology-mediated online learning. Special packages for the internet and gadgets
and online learning supported curriculum and assessment are the preconditions of
implementing online learning for all.

Assessment of the students’ satisfaction with virtual communication and inter-
acted learning is profoundly needed for instructors, school executives, the authority
of the National University, Bangladesh, and the public authority to carry out the
plan, and other online innovation learning for better education and learning environ-
ment. Existing literature perfectly highlights the effectiveness of online technology
in learning as far as various countries’ points of view. A very few studies focused on
the assessment of students’ satisfaction with virtual interaction-mediated learning.
The extent to which current prosthetic assessments of students’ satisfaction with
virtual interaction-mediated learning is unclear. To gain further knowledge in this
area, existing evidence gaps and method design issues must be identified, therefore,
informing the design of future research. Our study tries to cover this issue signif-
icantly and attempts to reduce such a gap by assessing students’ satisfaction with
online technology-aided learning in Bangladesh and other South Asian countries.

3 Theoretical Framework and Methodology

Every society can follow an alternative option when it fails to reach optimum condi-
tion with its traditional or existing option. In this viewpoint, [32] first conceptualized
the theory of second-best in their article entitled ‘TheGeneral Theory of SecondBest’
followed by an earlier work by James E. Meade. The main focus of their theory is
what happens when the optimum condition is not satisfied in a society.

Suppose there be some function F(x1 . . . xn) of the n variablesx1 . . . xn , which is to
be maximized or minimized subject to a constraint on the variables∅(x1 . . . xn) = 0.
This is a formalization of the typical choice situation in the analysis. Suppose the
solution to this problem be the n − 1 condition ϕ′(x1 . . . xn) = 0, i = 1 . . . n − 1,
then the following condition will be focused under the theory of second-best:

If there are additional constraints imposed of the type ϕ′ �= 0 for i = j, then the
minimum or maximum of F subject to both ϕ′ and the constraint ϕ′ �= 0 will be such
that none of the still attainable by the Paretian optimality conditions ϕ′ �= 0, i �= j ,
will be satisfied (Fig. 1).

Ox andOy show the quantities of two goods x and y. The linear lineAB highlights a
transformation function (to be considered as a boundary condition) and CD presents
a constraint condition. In the absence of the CD, the optimum position will be some
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Fig. 1 Social welfare curve
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point, e.g., P takes a position on the transformation line at the point of its tangency
with one of the contours of the welfare function. The constraint condition must be
satisfied only points alongCD can be preferred, and the optimum point P is no longer
attainable. A point on the transformation line (Q) is still attainable. If the welfare
contours and the constraint line are located in the diagram, then the second-best point
will be at the point R, inside the transformation line.

Findings of [32] have important implications not only to trade policy and public
finance but also to virtual interaction-mediated online learning- online technology-
aided feedback on an assignment, asynchronous online academic discussion, and
timely assessment through online technology because classroom-based teaching and
learning practices fail to establish a desirable academic atmosphere in all situations
or hazardous conditions. This theory helps us to design our methodology (Fig. 2).

3.1 Selection of Attributes, Data Collection Procedure,
and Sampling Technique

Proposed attributes such as flipped classroom, asynchronous discussion, the inter-
action of teachers and students, timely feedback on students’ assignments, infras-
tructural support, uninterrupted internet facility, and online technology-mediated
communication were selected from [29, 33–38]. The surveys and face-to-face inter-
views were conducted to collect data in different educational institutions of Pabna,
Bangladesh. These two instruments were used to assess our proposed attributes or
explanatory variables concerning virtual interaction-mediated online learning and
the level of students’ satisfaction. For proper understanding, the questionnaire was
constructed by the local language, Bangla.

A four-point Likert scale was applied to assess students’ perception and satisfac-
tion with online learning, where 1 indicates students were highly dissatisfied with
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Final Result

Fig. 2 Flow graph for data collection to the final result

online learning, 2 reveals students were dissatisfied with online learning, 3 expresses
students were satisfied with online learning and 4 indicates students were highly
satisfied with online learning. Furthermore, the dependent variable (students’ satis-
faction) was figured out by any value ranging from 8 to 32, where 8 to 16 indicates
dissatisfaction with online learning and 24 to 32 indicates satisfaction with online
learning. However, scores ranging from 17 to 23 are treated as the ambivalent zone.
A simple linear regression model was used for proper empirical assessment.

Obtaining in-depth insight into students’ satisfaction with virtual interaction-
mediated online learning motivated us to carry out students’ interviews (n = 385)
through face-to-face and semi-structured interviews from 27 April to 15 June, 2019.
The first category was expressed as “Strongly disagree” and figured out by 1, the
second category was expressed as “Disagree” and figured out by 2, the third code
was expressed as “Agree” and figured out by 3, and the fourth code was expressed as
“Strongly agree” and figured out by 4. The random sampling technique was applied
to the students having experience in online learning at Pabna University of Science
and Technology and Pabna Government Edward College. 385 students gave consent
to take part in the interview and survey process. Most of the respondents completed
the survey form and interview within 15 min.

3.2 Ethical Consideration

The study was approved in line with guidelines from the ethical committee of the
Department of Economics, Government Edward College, Pabna. The respondents
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(students)were assured that their responseswould be handled confidentially, and they
could withdraw themselves from the survey at any time. This form has also presented
the details about the collection of data and offered a range of concepts and ideas in
which consent was sought, and every respondent was requested to provide support,
information, and data. Oral informed consent was obtained from all the respondents
after the survey objectives and procedures were explained. They were also assured
that theywere not identifiable in any resulting presentations or publications that arose
from the study. This study assigned a unique identification code to each respondent’s
data and separated personal identification information from the response data to
maintain the data’s high confidentiality and protect the respondents’ anonymity. All
sets of data were password protected and saved in different places.

4 Results, Findings, and Discussion

The average value of students’ satisfaction associatedwithonline learning is recorded
at 21.01. It implies that students are indifferent between online learning and learning
from the classroom because the recorded value lies in the ambivalent zone 17–23
(Table 1).

Students want more support from the authority of their university or college.
During the survey and interview time, they argued that they will get online learning
is more reliable and they get more benefit from the online learning like teachers if the
university or college authority provides uninterrupted Wi-Fi facility in the campus
and government and internet providers provide special internet package designing
for the students. They also argued that timely feedback from the course teacher
on their uploaded assignments may popularize online learning and enhance their
satisfactionwith the course teacher. The flipped classroom, asynchronous discussion,
interaction of teachers and students, personal needs, Infrastructural support, and
online technology-mediated communication may also contribute to online learning.
Values of average and standard deviation for our proposed attributes for the surveys
range from 3.07 to 2.09 and from 1.109 to 0.701. In contrast, these values range from
2.31 to 1.01 and 0.849 to 0.514 for the interview questions.

Identifying the significant contributors to students’ satisfaction with online
technology-mediated learning, the ordinary least squares (OLS) method supported
simple linear regression model was applied using Statistical Package for the Social
Sciences (SPSS) econometric software. Our econometric model was satisfied to pass
a few diagnostic tests. For instance, our regression model is not affected by multi-
collinearity because all of our estimated predictors in the correlation matrix are
less than 0.80. We also measured the Variance Inflation Factor (VIF) and tolerance
statistics for further investigation of multicollinearity detection in our models. All
estimated values of VIF lie below the cutoff of 10 as recommended by field [39] and
tolerance statistics take the position in the value of 0.30–0.90 larger than the 0.20
recommended cutoff [40]. Most of our proposed attributes are qualified to predict
significantly in the regression model (Table 2).



784 Md. H. Iqbal et al.

Table 1 Descriptive statistics for the attributes of the survey and interview questions

Attributes Average SD

Students’ satisfaction 21.01 2.731

Flipped classroom 2.62 1.008

Asynchronous discussion 2.09 1.062

Teachers-students’ interaction 2.92 0.922

Feedback in time 2.94 1.096

Personal needs (e.g. cover letter writing, CV writing, internship, etc.) 2.92 0.701

Infrastructural support (e.g. classroom management, seating
arrangement, etc.)

2.50 1.109

Uninterrupted internet facility 3.07 0.778

Online technology-mediated communication 2.50 0.953

Online learning related interview questions

Q1: Comfortability with online learning 2.14 0.639

Q2: Reliability with this learning 2.31 0.700

Q3: Higher workload with online learning 1.82 0.825

Q4: No opportunity of physically contact with the teacher through this
learning

2.14 0.808

Q5: No opportunity to learn physically with this learning 1.82 0.514

Q6: Teachers are more active in communication with this learning 2.24 0.716

Q7: Proper knowledge management aided by online learning 1.98 0.769

Q8: Teachers are more enthusiastic under this learning atmosphere 2.29 0.768

Q9: Creativity develops in terms of the use of resources from online
technology

2.16 0.842

Q10: Learning disturbances of online learning due to a technical
problem

1.01 0.764

Q11: Capacity building and more opportunity gain under this learning 1.98 0.769

Q12: Longer time is required to prepare assignments under this learning 1.80 0.782

Q13: Get prompt feedback from a teacher in online learning 2.06 0.740

Q14: Easy access to online learning 2.02 0.742

Q15: Reduction of students’ interest due to technical problem 1.94 0.849

Positive signs of all coefficients of our proposed attributes imply that these can
increase students’ satisfactionwhenwe improve further increment of these attributes.
More specifically, a one percent increase in any of our proposed attributes will
increase students’ satisfaction with online learning and vice-versa. The highest esti-
mated value of asynchronous discussion in the standardized coefficients suggests
that asynchronous discussion is a more effective and significant predictor of online
learning because of its higher beta value. In contrast, the lowest value of personal
needs is the weakest predictor of online learning. The value R2 ensures that 37% of
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Table 2 Regression model

Model Unstandardized
co-efficient

Standardized co-efficient Z Sig.

β Std. error β

Constant 0.751 1.070 0.708 0.487

Flipped classroom 0.900* 0.127 0.331 7.031 0.001

Asynchronous discussion 0.287* 0.118 0.497 11.127 0.002

Teachers-students’
interaction

0.082* 0.136 0.360 8.407 0.001

Feedback in time 0.215* 0.112 0.482 10.730 0.001

Personal needs 0.423** 0.193 0.125 2.303 0.021

Infrastructural support 0.725* 0.105 0.300 6.939 0.000

Uninterrupted internet
facility

0.861* 0.176 0.245 4.882 0.000

Online technology-mediated
comm.

0.075* 0.127 0.377 8.530 0.001

Goodness of fit (R2) 0.373

Log-likelihood −356.298

Adjusted R2 0.721

Number of respondents (n) 385

Outcome variable: students’ satisfaction
*P < 0.01 indicates significant at the 1% level, **P < 0.05 indicates significant at the 5% level

the total variation of outcome variable can be interpreted by the variation of explana-
tory variables of the linear regression model. The estimated value of Cronbach’s
alpha ensures that our proposed attributes are reliable and valid.

Estimated results of descriptive statistics show that flipped classrooms, asyn-
chronous discussion, the interaction of teachers and students, timely feedback,
personal needs, infrastructural support, uninterrupted internet facility, and online
technology-mediated communication are the influential attributes impinging on
students’ satisfaction. The mean and standard deviation of students’ satisfaction
with online learning are measured at 21.01 and 2.731, respectively and these values
indicate a sense of indifference or ambivalence between traditional learning practice
and online learning practice. Significant and reliable online learning always required
more asynchronous discussion (Mean = 2.09 and Standard Deviation = 1.062),
interaction of teacher and students (Mean = 2.92 and Standard Deviation = 0.922),
timely feedback (Mean = 2.94 and Standard Deviation = 1.096), personal needs
(Mean = 2.92 and Standard Deviation = 0.701), Infrastructural support (Mean =
2.50 and Standard Deviation = 1.109), Uninterrupted internet facility (Mean = 3.07
and Standard Deviation = 0.778), and Online technology-mediated communication
(Mean = 2.50 and Standard Deviation = 0.953). Estimated results from the regres-
sion model suggests that all of our proposed attributes have positive relationship
with virtual interaction-mediated online learning. For instance, a 1% rise in flipped
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classroom-based teaching will rise in students’ satisfaction at 90%. Likewise, a 1%
increase in asynchronous discussionwill rise in students’ satisfaction at 28%. Similar
results were also obtained from the existing empirical studies. For instance, students’
e-learning readiness is positively correlated with flipped classroom-based teaching
and this teaching practice is a significant predictor of students’ satisfaction [41–43].
Clarity of design of asynchronous-based courses, interaction with instructors, timely
feedback, and active discussion significantly influenced students’ satisfaction and
improved learning quality [44].

5 Summary and Conclusions

Online learning can develop students’ satisfaction. Without satisfaction in learning
may hamper students’ grades in the examination. Proper designing of online
based learning curriculum can ensure sustainable, equitable, and inclusive learning
for all. Perfect utilization of online learning may also reduce the dropout rate
[45]. The flipped classroom, asynchronous discussion, interaction of teachers and
students, timely feedback, fulfillment of personal needs, infrastructural support,
uninterrupted internet facility, and online technology-mediated communication can
enhance students’ satisfaction with online learning. Students’ ambivalent feelings on
online learning imply that the current practice of online learning does not maintain an
online-based better learning atmosphere. It fails to bring a new learning culture at the
college and university level in Bangladesh [46]. Policymakers in the education sector
of Bangladesh should give more emphasis on students’ perceptions based on online
learning. They should incorporate all of our proposed attributes in the curriculum of
online learning. The government, the authority of National University, Bangladesh,
and college authorities should give more support, motivation, and training to the
teachers for implementing online learning. Assessment of students’ satisfaction with
online learning is rather rare in empirical studies. Our study tries to cover this issue. In
this viewpoint, our study has contributed unique insights into the existing literature.

Despite the proper and careful design, our study is not free from certain limi-
tations because of not included socio-economic-demographic (SED) characteristics
and fewer educational institutions in a smaller study area. Thus, this study recom-
mends further study to avoid such weakness and get a significant and desirable
assessment of students’ satisfaction with online learning.
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Identification of the Resting Position
Based on EGG, ECG, Respiration Rate
and SpO2 Using Stacked Ensemble
Learning
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and Abdullah Bin Shams

Abstract Rest is essential for a high-level physiological and psychological perfor-
mance. It is also necessary for the muscles to repair, rebuild, and strengthen. There
is a significant correlation between the quality of rest and the resting posture. There-
fore, identification of the resting position is of paramount importance to maintain
a healthy life. Resting postures can be classified into four basic categories: Lying
on the back (supine), facing of the left/right sides and free-fall position. The later
position is already considered to be an unhealthy posture by researchers equivo-
cally and hence can be eliminated. In this paper, we analyzed the other three states
of resting position based on the data collected from the physiological parameters:
Electrogastrogram (EGG), Electrocardiogram (ECG), Respiration Rate, Heart Rate,
and Oxygen Saturation (SpO2). Based on these parameters, the resting position is
classified using a hybrid stacked ensemble machine learning model designed using
the Decision tree, Random Forest, and Xgboost algorithms. Our study demonstrates
a 100% accurate prediction of the resting position using the hybrid model. The pro-
posed method of identifying the resting position based on physiological parameters
has the potential to be integrated into wearable devices. This is a low cost, highly
accurate and autonomous technique to monitor the body posture, while maintaining
the user’s privacy by eliminating the use of RGB camera conventionally used to
conduct the polysomnography (sleep Monitoring) or resting position studies.
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1 Introduction

For physical and mental fatigue removal, human beings take rest. Despite having
some similarities with sleep, rest usually indicates a shorter period and the person
remains awake during rest. Lying down is one of the prominent ways of taking
a rest. There are 4 basic types of resting positions. They are: Lying on the back
(supine), facing either of the left or right side and free-fall position [1]. There are
many insights regarding healthy sleeping or resting postures. The absence of proper
rest may eventually lead to a physical and mental breakdown. Also, incorrect body
posture may potentially cause muscular strain. The interrelation between the quality
of rest and resting posture is quite unavoidable. Researchers are trying to determine
the best-suited position by observing the volunteers using a variety of processes.
Resting posture observation is considered one of the key steps in determining the
cause of diverse diseases. While observing and monitoring positions, there is always
a trade-off between some constraints such as privacy, use of light, cost, and the
accuracy of results.

In this paper, we considered the 3 states of resting position utilizing data col-
lected through physiological examinations. The test parameters are Electrogastro-
gram (EGG), Electrocardiogram (ECG), Respiration Rate, and oxygen saturation
(SpO2). This study used easy and simple non-invasive processes to determine rest-
ing posture. All the data are classified by using a hybrid 2-layer stacked ensemble
machine learning model. Each of the layers comprises three machine learning algo-
rithms namely Decision tree, Random Forest, and XGboost. Our findings show a sig-
nificant improvement in the prediction of posture after the use of the hybrid 2-layer
stacked ensemblemodelwhich is quite promising. The highest possible accuracy gain
implies the credibility of the analysis and this can be used in Polysomnography after-
ward. Easy implementation of the insight found from this study in wearable devices
is possible and reliable as the study gained high accuracy. The cost-effectiveness is
also an upvote for this study.

2 Related Works

There is a strong relationship between sleeping or resting position with the quality
of rest. Uncomfortable posture significantly diminishes the sole purpose of taking
rest. There are several studies on the determination of resting and sleeping position.
A large spectrum of techniques is used in this sector to get optimal performance.

Many studies have used RGB cameras which have certain limitations like the
invasion of privacy, environmental noise, etc. The use of 3d model [2], Kinect [3],
and other sensors are also prominent in this field. The use of a single IR camera and
image classification using CNN is also found [4] to analyze posture. Some studies
show the use of pressure-sensitive mats [5].
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In the determination of sleeping posture, the use of pressure sensors is costly.
Result calculation becomes difficult if the patient is away from the central axis.
The images developed by using such sensors may lead to complex ambiguity as the
number of pixels is higher. Tang et al. used sensors in a different arrangement [5].
A special mat made of force sensing registers arranging in a 2D array is used to
gather statistical information about posture. Later, the correct posture is determined
using an artificial intelligence library “TensorFlow.” The generated heat map from
the sensors is used as the input and 200 imageswere used for each of the six positions.
The accuracy of posture recognition was highest 100% in the case of an empty bed
and lowest 80% for the right lateral.

Rasouli D. et al. employed only one depth sensor on a tripod for the determination
of posture. The study also focused on the hand and leg positions in detail. The
depth signals were processed using fast Fourier Transformation on scan planes [3]
14 volunteers were involved in the experiment. The extracted features are ranked
by the T -test method. The machine learning algorithm that is used is the Support
Vector Machine. Postures were divided into two main groups: side and supine. This
experiment also considered the scenario with and without a blanket. The average
accuracy is 97.96%, and the number of data to train the model was 1171.

Mohammadi et al. [4] studied 12 positions using IR images and neural networks.
InfraRed images were captured using Microsoft Kinect depth camera but for sim-
plicity depth data was removed. Later the 2D images were used for further analysis.
CNN is used to classify the positions from 2D images. 103,68 frames were used to
train the model. The average success rate of the method was 76% with a blanket and
91% without a blanket. This study aimed at recognizing 12 positions.

3 Methodology

The determination of the resting position from different physiological signals instead
of direct visualization or video monitoring approach may be separated into different
segments as shown in Fig. 1. The details of themethodology are described as follows:

3.1 Physiological Data Collection

This study used specific physiological data and each of them was collected using
reliable and sophisticated technologies. All data were recorded at once in the morn-
ing hours after a light refreshment. Allocated time for every one of the positions
was 15min with 2min interval in between for recheck the electrode placement and
subject stabilization. The data collection procedure is thoroughly explained in the
study Raihan and Islamwith details [1]. Data was taken in the three position and they
are right side, left side and supine side. Figure2 shows the 3 resting positions we
are considering for our study. Facing right, the supine position and facing left. The
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Fig. 1 Work-flow for the determination of the resting position from different physiological signals

Fig. 2 Three types of resting positions

physiological signals collected were: Electrocardiogram (ECG), Electrogastrogram
(EGG), Oxygen saturation (SpO2), and Respiratory Rate (RR) at different resting
positions. A signal acquisition system, MP150, Biopac Inc., USA, and AcqKnowl-
edge applicationsmounted on a computerwere used to capture all of the physiological
signals. Figure3 schematic view of different physiological signals collection with
different sensors and electrodes placement.
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Fig. 3 Schematic view of different physiological signals collection with different sensors and
electrode placement

3.2 Signal Processing

EGG signal processing, Heart rate calculation procedure from ECG signal, Respira-
tion rate and SpO2 calculation methodology are followed which mention in Raihan
and Islam [1].

3.3 Importing Dataset into Python

After preparation of the dataset, we imported it which consists of EGG signal, Heart
rate, Respiration rate, SpO2, and resting positions.
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3.4 Splitting the Dataset

The dataset had to be divided into two separate parts for training and testing purposes.
80% of data was used to train the model and the rest were used for testing [6].

3.5 Feature Scaling

The raw data we’ve gathered so far has a wide range of values, which could cause
problems with calculations if they aren’t normalized. If one of the features has a wide
range of values, while the others are measured in a smaller range, this feature will
manipulate the calculation. As a result, the range of all features should be normalized
so that each contributes roughly the same proportion [7].

3.6 Implemented Machine Learning Algorithms

We have implemented a heterogeneous stacked ensemble learning method with base
estimators (Decision Tree, Random Forest and XgBoost as a 1st layer) and Decision
Tree, Random Forest and XgBoost as our meta learner. Stacked Ensemble works
by aggregating the results of multiple algorithms by using another algorithms [8].
Initially, data is passed to multiple algorithms of our choosing, these are called
base estimators. They classify directly using the dataset. The results of these base
estimators are then passed to and subsequently aggregated by another algorithms
which we call the meta leaner. We have designed a hybrid stacked ensemble learning
algorithms with 2-layer. Three algorithms are used in both layers and the algorithms
are described in short below.
Decision tree: A decision tree is a powerful yet simple machine learning algorithm.
The basic induction method is recursively used to reach the prediction. As the name
suggests, it creates a tree-like structure where branches reflect the outcome of the test
and nodes denote any decision to be taken. The initial training set is tested and sub-
divided into small sets based on definite parameters. This process is done repeatedly
and called “recursive partitioning” [9].
Random forest: This algorithm stands out because of its less training time, higher
accuracy for large datasets, and estimation of missing data. Random Forest uses a
set of decision trees for the training process. The prediction is considered to be right
based on the majority of the trees. Random Forest is included in the division of
supervised learning [10].
XGBoost:XGBoost stands for eXtremeGradientBoosting.Through several improve-
ments on Gradient Boosting Machines, the XGboost has evolved. Such optimization
in both algorithmic and system utilization made this perfect combination of higher
accuracy in a shorter time and lesser computation. XGBoost approaches the sys-
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tem of sequential tree building using parallelized implementation. XGBoost uses
the "max-depth" parameter as specified rather than criterion first, and starts pruning
trees backward. This algorithm ensures the efficient use of hardware resources by
allocating internal buffers in each thread to store gradient statistics [10].

3.7 Analysis of Model Performance

The output gained from any model can easily be divided into four categories from
the confusionmatrix, and they are True positive, False-positive, True negative, False-
negative.

Usually, this total scenario is captured by a confusion matrix. Multiple parameters
can be determined from further processing from the matrix, and those are used to
derive insights about the strength and effectiveness of a certain model.

The analysis of the machine learning algorithms is conducted here utilizing four
derived standards from the confusion matrix. These are Accuracy, Recall, Precision,
and F1 score [6]. The performance of the study is monitored using some additional
parameters along with overall accuracies, such as F1 score, precision, and recall.

4 Results and Discussion

The correlation matrix helps to visualize the interrelationship between parameters of
the dataset. It expresses the strength of variables within the range−1 to 1. Where the
value close to +1 denotes a positive correlation. The closer it is to−1 it indicates the
negative correlation. Neutral values or values closer to zero indicates an insignificant
correlation between variables [6].

According to the matrix in Fig. 4, the correlation between position and EGG is
0.28, which indicates that they have a significant positive correlation. The inverse
relationship is seen for SpO2 as the value is−0.25, indicating a negative correlation.
Respiration rate is also inversely related to the position but not as strong as SpO2. The
correlation value is −0.14. Heart rate has a weak correlation with position with the
value 0.087. As the value is too close to the neutral position, it implies an insignificant
correlation between heart rate and position.

Figure5 shows the results and the performance of this study. In the first layer, the
accuracy of the Decision tree is 80.56% with a precision of 84.44%. The recall and
F1 score were, respectively, 84.1% and 80.19%.While using the Random Forest, the
output contained 83.33% of accuracy, precision was 81.54%, Recall 82.44% and F1
score 81.56%. For XGBoost, the accuracy was 88.89%, with a precision of 88.99%.
The value of Recall and F1 score was 87.22% and 87.5%, respectively.

By the end of the first layer of analysis, all the algorithms predicted the output of
the training set with a percentage of accuracy as written above. Stacked ensemble
learning led to higher accuracy gain. The results showed a drastic change in the
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Fig. 4 Correlation matrix

Fig. 5 Model performance result
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Table 1 Comparisons with other existing systems

Ref. Algorithm Accuracy Precision F1 score Recall

[2] CNN with
transfer
learning

90% N/A N/A N/A

[5] SVM 97.96% N/A N/A N/A

[11] CNN With blanket:
76%
Without
blanket: 91%

N/A N/A N/A

[12] fuzzy c-means
clustering
algorithm

88.05% N/A N/A N/A

[13] VGG 19
Tansor
factorization

86% N/A N/A N/A

This study Decision tree
Random forest
XGBoost

100% 100% 100% 100%

second layer. In the case of stacked ensemble learning, the combination of multiple
algorithms eliminates the drawbacks of each other resulting in a better gain.

As the primary predictions were collected from algorithms in the first layer, the
training set along with the predictions of the previous layer was used to train the
second layer. The accuracy, precision, recall, F1 score for each of the three algorithms
reached 100% after the second layer of training.
Comparison with the previous study: If we inspect the comparison table, we will
find that none of the methods mentioned in the other studies performed as well
as the method mentioned in this study. In our findings, we can classify with an
accuracy of 100% with perfect scores in Precision, F1 and Recall. Tang et al. [5]
using SVM got 97.96% accuracy which is the nearest. Convolutional neural network
with Transfer Learning got an accuracy of 90%. Other methods mentioned in the
table got accuracies around 90%. It’s quite evident from the table that our method
shows a superior accuracy in comparison with the other methods (Table1).

5 Conclusion

We looked at 3 resting positions using data from Electro-gastrogram (EGG), Electro-
cardiogram (ECG), Respiration Rate, and oxygen saturation (SpO2). In our study, we
proposed a hybrid stacked ensemble model using Decision tree, Random Forest and
Xgboost to identify the resting position. Our method achieved an accuracy of 100%.
Unlike other studies this method doesn’t invade people’s privacy. Also because of the
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high accuracy, our method shows promise in being used in a cost-effective wearable
device which would identify resting positions based on physiological parameters.
As data was not collected via direct manual supervision, image, or video, the pro-
cess was completely free from privacy violation. Such features make this study a
dependable and sustainable source for future studies in a similar field of interest.
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