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Chapter 1
A Review of Content Analysis on China
Artificial Intelligence (AI) Education
Policies

Shaofang Wang, Guangming Wang, Xia Chen, Wei Wang,
and Xiaoming Ding

Abstract This paper analyzes the content of education policy about artificial intelli-
gence (AI) issued by our country in recent years which demonstrated the direction of
the AI education development clearly. Four aspects can be focused in these policies
and will be the trends and promising aspects in the next few years, including intel-
ligent campus construction, teachers team professional development, online intelli-
gent education platform and lifelong learning environment, ranging from elementary
school education to highschool education.

Keywords Education policies · Content analysis · AI in the policies

1.1 Introduction

At the 2019 Artificial Intelligence and Education Conference, President Xi Jinping
pointed out that China government attaches great importance to the profound impact
of AI on education, actively promotes the deep integration between AI and educa-
tion to lead educational reform and innovation [1]. In recent years, the Ministry of
Education has initiated a series of AI-related education policies to plan for the deep
integration of AI and education from a macro perspective, then exploratory prac-
tices for intelligent teaching and learning has been carried out. By sorting out the
policy documents from the perspective of policy changes, it’s obvious that the nation
has strong reform determination on intelligence campus, teacher education, online
education and life-long education. AI is placed in high hopes of reforming traditional
education. Important policy documents were launched including “Ten-year Develop-
ment Plan for Educational Informatization (2011–2020)” “The 12th Five-year Plan
for the Development of Education” “The 13th Five-Year Plan for the Development
of Education”, “New Generation of Artificial Intelligence Development Plan” “The
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Action Plan forArtificial Intelligence Innovation in Colleges andUniversities” “Edu-
cation Informatization 2.0 Action Plan” “Notice on the Pilot Work of the Action to
Promote the Construction of AI Teacher Team” “China Education Modernization
2035” etc.

By sorting out the policy documents contents, it can be seen that AI education
policies improve the campus environments from campus informatization to wisdom
campus construction, and also make accelerate move in teacher professional intel-
ligent competence. At the same time, AI education policies create a new context
for education system including elementary education, higher education and life-long
education. The artificial intelligence education policy promotes the pilot work of
policies tailored to local conditions, continuously promoting the education fairness
through multi-domain, hierarchical, and cyclical experiments and explorations, so
as to finally realize the deep integration of AI and education under the guidance of
the value of “providing an education that satisfies the people”.

1.2 A Intelligent Campus

Intelligent campus is a new type of intelligent learner-centered learning environ-
ment, which essentially stands for the reconstruction of the teachers’ ability and
quality, with its sight on fragmented teaching source’s integration, laying out the
space transformation from physical to the mixed.

The construction of intelligent campus is an important opportunity for the deep
integration ofAI and school education and teaching activities. It is a key step for intel-
ligent education to link the school education with family education, collaborate with
physical space teaching and virtual space teaching. Therefore, in the policy docu-
ments, the construction ofwisdom campus is an important way to transform students’
learning methods and reform teachers’ teaching methods. In 2012, the Ministry of
Education launched the “Ten-Year Development Plan for Educational Informatiza-
tion (2011–2020)” [2], which proposed to improve the information construction of all
schools according to the actual needs of elementary education in the aspects of infras-
tructure, teaching resources, software tools and so on, building an intelligent teaching
environment. The nation initially put forward the embryonic form of the construction
of intelligent campus. In the same year, “The 12th Five-Year Plan for the Develop-
ment of National Education” [3] proposed to integrate education informatization into
the national informatization development strategy and “explore the construction of
digital campus and intelligent classroom”. In 2017, the State Council issued the “New
Generation of AI Development Plan” [4], which proposed to accelerate the in-depth
application of AI, and made overall deployment for the development of AI. Educa-
tion policies on AI were also released in full force. In the same year, the Ministry
of Education issued the “The 13th Five-Year Plan for the Development of National
Education” [5], which clearly proposed to vigorously promote the deep integration of
information technology and education and teaching and support schools at all levels
and of all kinds to build smart campuses and explore new models of education and
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teaching in the future by comprehensively utilizing Internet, big data, AI and virtual
reality technology. In this document, there has been a relatively clear planning and
implementation path for the construction of intelligent campus including deepening
the promotion of network learning space for everyone, forming a new network ubiq-
uitous learning model combining online and offline organically, schools and teachers
relying on the network learning space to record the learning process of students. The
schools make use of big data technology to collect, analyze and feedback the data of
educational and teaching activities and students’ behavior, strengthen the exploration
and promotion of new models of information education and teachers training, such
as “Expert Teacher Classroom”, “Elite Online Class” “Courier Class” and “Online
Open Course” and so on. The construction of intelligent campus should be improved
mainly in terms of changing learning methods, creating new media environment and
creating new space–time environment.

In 2018, the Ministry of Education issued the “AI Innovation Action Plan for
Colleges” [6], proposing to promote the transformation and demonstration appli-
cation of scientific and technological achievements in the field of AI in colleges,
which clearly pointed out that we should promote the development of intelligent
education and teaching reform, realize a transformation from digital campus to
intelligent campus, construct a intelligent teaching environment from aspects of
detection, diagnosis, evaluation, optimization of management and service mecha-
nism. Therefore, the document clearly puts forward the goal and action guide for
the construction of a smart campus, that is, exploring a new teaching model based
on artificial intelligence and reconstruct the teaching process, carrying out teaching
process detection, learning situation analysis and academic level diagnosis, estab-
lishing a multi-dimensional comprehensive intelligent evaluation based on big data,
accurately assessing teaching and learning performance, and realizing individual-
ized teaching, promoting the reform of school governance, supporting schools to
change the organizational structure and management system, optimizing the opera-
tion mechanism and service mode, achieving accurate campus management, person-
alized services in order to comprehensively improve the level of school governance
based on AI.

In 2018, the Ministry of Education issued the “Education Informatization 2.0
Action Plan” [7], proposing to build Internet+ education platform to further promote
the specific implementation of Internet + education, emphasizing the development
of intelligent education popularizing the construction of the digital campus, and
launching innovation demonstration of intelligence education. Building intelligence
learning support environment and speeding up for the next generation network intel-
ligent learning system construction of colleges gradually push the digital campus
upgrade in the direction of intelligent campus.

“A New Generation of AI Development Plan” distributed by the State Council
in 2017 put forward the idea of intelligent education for the first time. In 2018 the
Ministry of Education kicked off “AI Innovation Action Plan for Colleges”, a top-
level policy aiming to design the advancing strategic plan of technological innovation
and education practice, make full use of the technology of AI resource to accelerate
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the construction of campus intelligent facilities, strengthen the development of high-
quality education resources, build an all-around integrated AI education platform,
and improve the service efficiency and quality of educational technology.

1.3 The Professional Development of Teachers Team

In the area of AI + education, the professional development of teachers Team is
also an important aspect. The deep integration of AI and education cannot be sepa-
rated from teachers’ teaching practice. The construction of intelligent campus in the
intelligent teaching environment, the integration of intelligent network resources and
the innovation of new teaching mode under the background of intelligence requires
teachers to adapt to the change of intelligent technology. In 2018, China released a
landmark policy document entitled “Opinions of the CPCCentral Committee and the
State Council on Comprehensively Deepening the Reform of Teacher Team Devel-
opment in the New Era” [8], which clearly points out that teachers should take the
initiative to adapt to new technological changes such as information technology and
AI. In 2018, the Ministry of Education issued the Education Informatization 2.0
Action Plan to implement the requirements of teacher team building in conjunction
with the deployment of major strategic tasks such as the national “Internet +” big
data and a new generation of artificial intelligence etc.

“Education informationization 2.0 action plan” provides a strongoperational guid-
ance. The “AI+Teacher TeamdevelopingAction”will be launched to promote a new
path for AI to support teacher governance, teacher education and teaching, targeted
poverty and promote teachers to update their ideas, reshape their roles, improve their
literacy and enhance their capabilities. In 2018, theMinistry of Education also issued
the “Notice on the Pilot Work of AI to Promote Teacher Team development” [9],
which put forward more detailed guidelines on the integration of AI and teacher
team development. It is mainly carried out in the aspect of external environment and
teachers’ intelligence literacy. The construction of external environment refers to
the gradual improvement of teaching facilities, the construction of intelligent class-
rooms and intelligent laboratories for teachers. The document proposes to establish
an intelligent laboratory for teacher development to achieve intelligent assessment
and diagnosis of education and teaching, which can be used to support activities such
as demonstration, simulation and virtual teaching and research in teaching, thereby
ultimately enhancing teachers’ teaching capacity and promoting their professional
development. The Teacher Development Intelligence Lab captures information on
teachers’ teaching, science and management to form teacher big data, build a digital
portrait of teachers and carry out teacher big data mining to support school decision-
making, improve teachermanagement and optimise teacher services. The file broadly
outlines the basic path of AI boosting the teachers team developing, the application of
intelligent equipment, intelligent teachers training and the improvement of teachers’
intelligent literacy.
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In 2019, the Ministry of Education issued the “Implementation Opinion of the
National Elementary School Teachers’ Information Technology Application Ability
Promotion Project 2.0” [10], which proposes to establish teachers’ information
literacy developmentmechanismsbased on the school and classroomspecific circum-
stance, making full use of new technologies such as AI achievement to improve the
innovation ability of headmasters and teachers for the future, meanwhile, extending
AI to education in poor areas according to the actual demand from rural school in
minority border and poor areas, organising ‘double teachers’ teachers training mode
in the condition of expert teachers online classroom to assist remote collaborative
teachers training and offer actively information technology support in elementary
schools. It can be seen that China is actively exploring the application of AI in the
development of rural teacher teams by policies. In 2020, the Ministry of Educa-
tion and other six departments issued the “Opinions on Strengthening the Devel-
opment of Rural Teacher Teams in the New Era” [11], which proposed to give full
play to the boosting role of 5G, AI and other new technologies and build intelli-
gent teacher training platforms, which can intelligently select the data, precisely
deliver research content and resources, and can support teachers to choose their
own learning resources and provide teachers with synchronized, customized and
precise high-quality training and research services. Obviously, China attaches great
importance to the role of AI in narrowing the gap between urban and rural teacher
training, providing high-quality training resources for teachers, building a learning
and research community for urban and rural teachers, and ismaking gradual progress.

1.4 Online Intelligent Education Platform

With the increasing abundance of intelligent network resources, online intelligent
education platform is also developing gradually. National policies have successively
emphasized the importance of online education. The construction of ubiquitous intel-
ligent learning environment not only accelerates the innovation of education mode,
but also provides a guarantee for the supply of learning resources. By making using
of 5G network technology, traditional classroom can be upgraded to a remote inter-
active classroom, so as to solve the problems of education resources distribution
imbalance and schools’ cross-regional communication platform deficiency. Online
intelligent education platform not only for students according to their aptitude, but
also education in the mountain areas, promote the education fairness. Especially
during the COVID-19 epidemic, online learning and education platforms played an
irreplaceable role. In 2017, in order to speed up the process of education informa-
tization, strengthen education power construction, the Ministry of Education issued
“Opinions about Digital Education Resources Construction andApplication of Guid-
ance” [12], which pointed out that promote the interaction between teachers teaching
and research, parents and school, colleges and enterprise activity online on the basis
of new teaching pattern.
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In 2018, theMinistry of Education issued the “Notice on the Population of Online
Learning Space Applications” [13], which demonstrated and promoted typical cases
and successful experiences of online learning space in online teaching, resource
sharing, education management, and comprehensive quality evaluation, and guided
the construction and application of online learning Spaces in each region.

In 2019, theMinistry of Education jointly issued “GuidingOpinions on Promoting
the Healthy Development of Online Education” [14], which pointed out that online
education takes advantage of the Internet, AI and othermodern information technolo-
gies to enable teacher-student interaction in teaching and learning, which is an impor-
tant part of education services. The development of online education is conducive
to the construction of a digital, personalized and life-long education system, and
is helpful to the construction of a learning society in which everyone can learn
whenever and wherever they want. The document emphasizes tapping online educa-
tion resources in English, mathematics, music, physics and art for poor areas to
make up for the lack of basic public services in education and to promote the inte-
gration of online and offline education. At the same time, qualified online courses
should be brought into the education teaching system in order to integrate information
technology and intelligent technology into education teaching process.

As the supplement of the traditional off-line education, open and flexible online
education mode is expected to bridge the education fair gap. In 2019, the Ministry of
Education, together with other eight departments, issued “opinions on orderly and
healthy development of education’s mobile Internet application” [15], which regu-
lates problems such as rampant applications, platform monopoly, mandatory usage,
excessive advertising, and harmful information dissemination. The guideline calls for
building a normal governance system and creating a good ecosystem for the devel-
opment of online education. In 2020, the Ministry of Education issued “Guidance
on Strengthening the Application of ‘Three Classrooms’” [16] which proposed to
create Internet+ education ecology andmore fair andmore quality education system.
“Three Classrooms” refers to “Mail Classroom” which provides high-quality educa-
tional resources according to the teaching schedule, “Expert Teacher Online Class-
room” which explores new forms of teaching and research activities in the network
environment and “elite school network classroom” which promotes the sharing of
high-quality educational resources at a regional or national level.

1.5 Lifelong Learning System

AI has promoted education modernization, at the same time triggered a change in
the concept of learning. Online education platforms, collection and enrichment of
educational resources, and the trend of digitization of educational resources create
conditions for lifelong learning.

National public service platforms such as “One Teacher, One Excellent Course,
One Class, One Expert Teacher”, MOOC China, School Online, I-course Online,
Good University Online and other MOOC websites in China, ranging from the
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national public service platform for educational resources, to the catechism resource
network used for teaching in universities, to the educational learning websites and
APPs developed by enterprises, have been optimized and innovated constantly with
the rapid update of technology and the needs of educational reform and develop-
ment, providing convenient conditions for lifelong learning. With the rapid update
of technology and the demand of education reform and development, the system
is constantly optimized and innovated, which provides convenient conditions for
lifelong learning.

In 2018, the Ministry of Education issued “Education Informationization 2.0
Action Plan” [17] which clearly pointed out that education informatization has the
unique advantages of breaking time and space constraints and will be the effec-
tive way to promote education fair and improve the quality of education. Education
informatization will built a ubiquitous learning environment, finally realizing the
lifelong learning. In 2020, the Ministry of Education issued “National Compre-
hensive Reform for Open University” [18], which proposed to build a national
lifelong learning education system. With the rapid development of the AI, 5G,
virtual reality, chain blocks, big data, cloud computing and other new technologies,
a online national lifelong learning education platform can be established, “Vertically
connected and horizontally integrated learning network” promotes the digitalization,
intelligence, life-long and integration of open education, and opens up a new path
for the construction of a lifelong learning system for the whole people.

1.6 Conclusion

Nowadays, AI is playing an increasingly important role in China’s education policy,
reshaping educational areas such as intelligent campus, teachers team development,
online intelligent education platforms and lifelong learning. By June 2021, the
government has issued several policy documents for the deployment of AI education,
reflecting the main development path of AI education promoted by the nation. As
the national level gradually deepens the understanding of the form and connotation
of AI, the key points involved in the policies will become more and more rich.

Acknowledgements The work was supported by the National Social Science Foundation of
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Chapter 2
Analyzing Policy Documents of Labor
Education and Study Tour in China

Zhipeng Zhu, Jiajia Zhou, Yueyuan Kang, and Xin Zhang

Abstract In this chapter, the policy documents of the Ministry of Education (ME)
and 7 provincial administrative regions (PAR)s about labor education and study
tour are analyzed and discussed. Text analysis method is applied to identify the top
keywords from the documents. The discussion of policy documents are comprised of
four parts. First, the release time of documents are analyzed in chronological order.
Second, a sequence of keywords is extracted from the documents to stand for the
policies. Word frequency is given to show the structure of the documents. Then,
the consistency between ME and 7 PARs are discussed with respect to five aspects.
Finally, the uniqueness of the documents is discussed. Following a brief overview
of the policy document of the ME and related works in Sect. 2.1, Sect. 2.2 presents
policy documents of provincial administrative regions of China. Section 2.3 gives
the proposed method used to analyze the policy documents. Section 2.4 defines the
proposed evaluation criteria to analyze the documents, and shows the text analysis
results. The chapter is summarized in Sect. 2.5.

Keywords Educational data mining · Labor education · Study tour · Text analysis

2.1 Policy Overview and Related Works

Both the State Council and the ME released their policy documents about labor
education. “Labor education will be incorporated into the education system to foster
citizens with an all-round moral, intellectual, physical and aesthetic grounding, in
addition to a hard-working spirit [1]”. Study tour is also called research travel to
emphasize research and learning purpose in the activity. As defined in policy docu-
ment from the ME, “study tour refers to a kind of extracurricular education activity,

Z. Zhu · J. Zhou · X. Zhang (B)
Tianjin Key Laboratory of Wireless Mobile Communications and Power Transmission, Tianjin
Normal University, Tianjin, China
e-mail: ecemark@tjnu.edu.cn

Y. Kang
Faculty of Education, Tianjin Normal University, Tianjin, China

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
W. Wang et al. (eds.), Artificial Intelligence in Education and Teaching Assessment,
https://doi.org/10.1007/978-981-16-6502-8_2

9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6502-8_2&domain=pdf
mailto:ecemark@tjnu.edu.cn
https://doi.org/10.1007/978-981-16-6502-8_2


10 Z. Zhu et al.

which is organized and arranged by education departments and schools in a planned
way [2]”. Labor education is an old and gradually reborn content. Labor is the key
to our survival and development. And its spirit is particularly important in carrying
forward thework of frugality, struggle, innovation and dedication among the students
of all grades [3]. In order to promote the universal labor education, theMEhas formu-
lated various policy measures in the past few years. The number of policy documents
published by theME is shown in Fig. 2.1. It can be seen from the figure that the period
between 1977 and 1998 has larger number of policy documents than the other periods.

With the development of the times, these policies are in the continuous iteration.
The ME recently issued the relevant policy is the “primary and secondary school
labor education guidelines (trial),” the policy clearly defined the concept of labor
education “to students love labor, love the people’s education activities.” At the same
time, the main contents of labor education are put forward: “Daily labor education,
production labor education and service-oriented labor education” [4]. The purpose
of labor education is to cultivate the ability of primary and secondary school students
to strengthen themselves independently, to better deal with personal life and health
habits, to develop good labor habits and quality, and then to create material wealth
through their own hands, to establish a correct concept of labor, and finally to guide
primary and secondary school students through their own knowledge, to provide
services to others and society, enhance social responsibility, and carry forward the
spirit of selfless dedication [4, 5].

Study tour is an emerging concept, which first appeared in 2013, and has since
become a new initiative linking tourism development and quality education reform
[6]. The ME has its specific definition of study tour: “The out-of-school education
activities, combining research learning and travel experience carried out through
group travel and centralized accommodation under the systematic organization of
education departments and schools, are innovative forms of school education and
out-of-school education convergence. They are an important part of education and

2 

4 
3 

8 

3 
4 

0
1
2
3
4
5
6
7
8
9

1949-1956 1957-1962 1963-1976 1977-1998 1999-2014 2014-now

N
um

be
r o

f P
ol

ic
y 

D
oc

um
en

ts

Year

Labor Education

Fig. 2.1 The number of policy documents of labor education published by the ME



2 Analyzing Policy Documents of Labor Education … 11

2 

1 1 1 

4 

2 

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

2013 2014 2015 2016 2017 2018

N
um

be
r o

f P
ol

ic
y 

D
oc

um
en

ts

Year

Study Tour

Fig. 2.2 The number of policy documents of study tour published by the ME

teaching, and an effective way to educate people in comprehensive practice” [6]. The
development of study tour is still in the exploratory stage, and the ME has relatively
few policy documents on study tour [7]. The number of policy documents of study
tour published by the ME is shown in Fig. 2.2. It can be seen from the figure that the
year 2017 has larger number of policy documents than the other.

Labor education and study tour are all important measures put forward by the
ME to strengthen the comprehensive quality education of students, which is of great
significance and value in strengthening the coordinated development of moral, intel-
lectual and physical beauty and labor, and promoting the comprehensive reform of
quality education in primary and secondary schools. From the concept of both, the
nature of labor education is hands-on practice, the nature of study tour is life expe-
rience, although labor education is more mature than the development of study tour,
but the two are still in the stage of exploration and adjustment, scholars at home
and abroad have put forward their own views and thinking on these two important
measures.

Regarding labor education, the majority of scholars discussed what labor educa-
tion is, what to teach and how to teach, the problems in the development of labor
education, the solution and the prospect of the future are the focus of most scholars.
The discussion of scholars on study tour is more reflected in the progress of the
development of primary and secondary school study tour, implementation strategies
and scholars’ reflection. At present, there is relatively little research, discussion and
attention on “how the policy strategies proposed by each province are consistent and
different from those proposed by the ME” in the labor education and study tour. This
chapter analyzes the labor education and study tour policy documents of the selected
7 PARs. The study will use text analysis methods, and compares with the policy
documents of the ME with 7 PARs to visually reflect the consistency and uniqueness
of policies.
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2.2 Policy Documents of Provincial Administrative Regions

After the ME put forward the relevant policies of labor education and study tour, the
response degree of each province and city is different. After the ME, the policy of
labor education in each provincial administrative region (PAR) is more rapid, while
the policy of study tour in each PAR is more scattered, which has a lot to do with the
development process of the two mentioned above.

The labor education policy is a long process of innovation, its ideological approach
is more mature than study tour. On the other hand, the study tour is in the preliminary
exploration stage. It will still take a long time for research and practical testing. We
looked up policy documents related to labor education and study tour on the official
websites of the ME and the seven PARs. Tables 2.1 and 2.2 show the release time
of policy documents about labor education and study tour, respectively. Both tables
contain document information for the ME and 7 PARs. For labor education policy,
the document of the ME has 10,305 words, which is much more than the 7 PARs;
while the document of Tianjin has 1,074 words, which is the least as shown in Table
2.1.

For study tour policy, the document of Hainan has 6,651 words, which is much
more than the ME and the other 6 PARs; while the document of Tianjin has 1,970

Table 2.1 Summary of
policy documents about labor
education

Number Province/Department Release date Word count

1 ME 2020.7.7 10,305

2 Tianjin 2021.1.12 1,074

3 Shandong 2020.9.9 3,772

4 Shanxi 2021.3.31 4,112

5 Hainan 2021.5.27 5,516

6 Sichuan 2020.11.10 6,386

7 Jiangxi 2021.1.7 4,437

8 Guangxi 2020.9.16 4,762

Table 2.2 Summary of
policy documents about study
tour

Number Province/Department Release date Word count

1 ME 2016.12.19 3706

2 Tianjin 2017.11.3 1970

3 Shandong 2017.7.4 3639

4 Shanxi 2017.4.12 5213

5 Hainan 2017.12.29 6651

6 Sichuan 2017.11.22 5645

7 Jiangxi 2017.7.6 4778

8 Guangxi 2019.4.25 4727
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words, which is the least as shown in Table 2.2. It is observed that the documents of
5 PARs have more words than the document of the ME.

2.3 Text Analysis Method

This section presents the text analysis method. The analysis is based on policy
documents between ME and each provincial administrative region (PAR).

The procedures of the text analysis method are shown in Fig. 2.3. First, the policy
document of ME docME is input to the method and processed by document prepara-
tion method. The document preparation method is shown in Fig. 2.4, which will be
introduced in the following. After text preparation, a list of important words TME of
ME policy document is obtained. Then for policy document of each PAR dociPAR,
the document is input to the method. A list of important words Ti

PAR of dociPAR is
obtained by using text preparation method. Then a comparison is done between TME

and Ti
PAR. The comparison criteria will be introduced in the next section.

The procedures of the data preparation method are shown in Fig. 2.4. First, a
document is input to the method. The document could be policy document of ME
or a PAR. The tokenization of a document is done by using Unicode Stand [8] and
Annex and International Components for Unicode libraries [9].

Fig. 2.3 Procedures of the
text analysis method
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Fig. 2.4 Procedures of
document preparation

To compute term frequency of a document, term frequency-inverse document
frequency (TF-IDF) is a commonly used metric [10, 11]. Term frequency (TF) is
computed by:

TFi, j = ni, j
∑

k ni, j
(2.1)

where i is the i-th word and j is the j-th document; ni,j is the count of word i in
document dj.

Inverse document frequency (IDF) is computed by:

IDFi = lg
|D|

∣
∣
{
j : ti ∈ d j

}∣
∣

(2.2)

where |D| is the number of documents; ti is the i-th word.
The TF-IDF method could return a list of words with frequency counter of a

document. However, there are step words to be removed from the list such as “the”,
“which”, “want”, etc. In this step, wordswith similarmeaning have been combined to
a singleword.AlsoChinese punctuations are removed due to the tokenizationmethod
could not completely identify all Chinese punctuations. Finally, the top K words are
chosen from the list. Such words are considered as the first K most important words
as they are frequently repeated in the documents.
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2.4 Document Analysis Results and Discussion

This section presents there criteria for evaluating policy documents between the ME
and each PAR. For each criterion, the results are reported and discussed. Text analysis
is performed by Matlab software.

2.4.1 Execution Analysis of Policy Documents

Generally, the policy document of the ME is released first. Then each PAR would
release the policy document by taking theME policy as on the baseline. The releasing
time of policy documents of a PAR is later than that of the ME. The time interval is
appropriate to reflect the enthusiasm of a PAR responding to the appeal of the ME.

For labor education policy, the time interval of 7 PARs later than the ME is
presented in Fig. 2.5. For example, Shandong and Guangxi PARs released their
policies after 2months after theME released the policy. Sichuan, Jiangxi, and Tianjin
released their policies after 4, 6 and 6 months after the policy of the ME. Shanxi and
Hainan are the second last and the last to publish the labor education policy among
the 7 PARs.

For study tour policy, the time interval of 7 PARs later than the ME is presented
in Fig. 2.6. For example, Shanxi and Jiangxi PARs released their policies after 4 and
7 months after the ME released the policy. Tianjin, Sichuan and Hainan released
their policies after 11, 11 and 12 months after the policy of the ME. Guangxi and
Shandong are the second last and the last to publish the labor education policy among
the 7 PARs. Time gap of Guangxi and Shandong is much bigger than the other 5
PARs.

Fig. 2.5 Time interval of 7
PARs for releasing labor
education policies
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Fig. 2.6 Time interval of 7
PARs for releasing study
tour policies

It can be seen from Figs. 2.5 and 2.6 that Shandong and Guangxi ranks first and
second with respect to time interval for labor education policy; whereas both ranks
the last and the second last with respect to time interval for study tour policy. Shanxi
ranks the second last for labor education policy; while it ranks first for study tour
policy. Hainan ranks the last for labor education policy and the third last for study
tour policy. Sichuan, Jiangxi, and Tianjin have similar ranks for both policies.

2.4.2 Word Frequency Analysis of Policy Documents

Based on the method given in Fig. 2.4, it is able to extract top K words in policy
documents. In the simulation, K is set to 20. The K words for the ME and all PARs
are given in Tables 2.3 and 2.4.

The top 20 words of labor education policy documents are given in Table 2.3. The
first column is the words of the ME policy document; while the remaining columns
are for Tianjin, Shandong, Shanxi, Hainan, Sichuan, Jiangxi, and Guangxi. It can be
seen from the table that labor and education are the first and second terms among
the top words. This means that policy documents of the ME and 7 PARs refers to the
same topic and discusses the topic in details in documents.

The word frequency of labor education policies is shown in Fig. 2.7. In the figure,
the curve of the ME roughly overlaps with the curves of 7 PARs. This means that
the policy documents are written in similar style. Moreover, it can be seen that the
curve of Tianjin shows larger gap for the top 3 words compared with other PARs.

The top 20 words of study tour policy documents are given in Table 2.4. The
structure of Table 2.4 is similar to that in Table 2.3. It can be seen from the table that
tour and study are the first and second terms among the top words. This means that
policy documents of the ME and 7 PARs refers to the same topic and discusses the
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Fig. 2.7 Top 20 words for labor education policies

topic in details in documents. The third term is “student” for all documents, which
means that the dominant position of students is highlighted in study tour policies.

The word frequency of labor education policies is shown in Fig. 2.8. In the figure,
the curve of the ME roughly overlaps with the curves of 7 PARs. This means that
the policy documents are written in similar style. Moreover, it can be seen that the
curve of Tianjin shows larger gap for the top 2 words compared with other PARs.

Fig. 2.8 Top 20 words for study tour policies
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It can be seen from the two tables and figures that the word frequency of the ME
and 7 PARs are very similar. Tianjin has lower word frequency for the top 2 or 3
words.

2.4.3 Consistency Analysis of Policy Documents

The consistency refers to the similarities between policies of the ME and each PAR.
If a PAR developed a policy document to a large extent following the policy of the
ME, then the consistency of the PARwould maintain greater consistency; otherwise,
the consistency of a PAR would be less compared with the policy of the ME.

Based on top K words, consistency C is quantified from five aspects. The five
aspects include (1) content, (2) purpose, (3) implementation, (4) support and (5)
evaluation. Each aspect is assumed to be of the same importance. Hence, consistency
is a form of percentage [0, 100]%. Mathematically, consistency is defined as:

C =
5∑

j=1

a j . (2.3)

The value of a aspect ai is computed by:

ai = number of words belong to the aspect

K
. (2.4)

The number of words belongs to a aspect is counted based on top K words.
Then the value ai is computed based on (2.4). The consistency value C is computed
based on (2.3) and five ai values. It is probably that ai value computed by (2.4) may
be greater or less than 20%. This means that the five aspects may not have equal
percentage.

The consistency of labor education policies of the ME and 7 PARs are given in
Table 2.5. For policy of theME, the implementation aspect has 25%, which is greater
than the other four aspects; the support aspect has 10%, which is less than the other
four aspects. For policy of Tianjin, the implementation aspect has 35%, which is
greater than the other four aspects; the support aspect has 5%, which is less than the
other four aspects. It is found that the implementation aspect has greater percentage
than the other four aspects. This is true for all 7 PARs.

It can be seen from Table 2.5 that the percentage of the five aspects is greater than
or equal to 5% for the ME and 7 PARs. This means that the policy documents of
the ME and 7 PARs have high consistency. All aspects are considered by 7 PARs to
follow the suggestion of the ME.

The consistency of study tour policies of the ME and 7 PARs are given in Table
2.6. For policies of the ME and Tianjin, the support aspect has 30%, which is greater
than the other four aspects. For the remaining 6 PARs, the implementation aspect has
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Table 2.5 Consistency of labor education policies of the ME and 7 PARs

ME/PAR a1PAR (%) a2PAR (%) a3PAR (%) a4PAR (%) a5PAR (%) C (%)

ME 20 20 25 10 15 90

Tianjin 15 20 35 5 20 95

Shandong 15 10 45 15 10 95

Shanxi 20 15 25 20 10 90

Hainan 15 15 35 15 10 90

Sichuan 15 10 40 20 5 90

Jiangxi 15 5 45 25 10 100

Guangxi 15 20 40 10 10 95

Table 2.6 Consistency of study tour policies of the ME and 7 PARs

ME/PAR a1PAR (%) a2PAR (%) a3PAR (%) a4PAR (%) a5PAR (%) C (%)

ME 15 10 25 30 20 100

Tianjin 15 10 20 30 10 90

Shandong 25 5 40 20 10 100

Shanxi 15 10 35 25 15 100

Hainan 20 10 40 20 10 100

Sichuan 15 10 40 20 10 95

Jiangxi 20 10 35 15 15 95

Guangxi 20 10 30 25 10 95

greater percentage compared with the other four aspects. It is found that the purpose
aspect has smaller percentage than the other four aspects. This is true for the ME and
7 PARs.

It can be seen from Table 2.6 that the percentage of the five aspects is greater than
or equal to 5% for the ME and 7 PARs. This means that the policy documents of
the ME and 7 PARs have high consistency. All aspects are considered by 7 PARs to
follow the suggestion of the ME.

2.4.4 Uniqueness Analysis of Policy Documents

The uniqueness refers to the dissimilarities and specificities between policies of the
ME and each PAR. If a PAR developed a policy document having differences from
the policy of the ME, then the differences of the PAR would be the specificities
compared with the ME.

Alike to consistency metric, uniqueness of policies Ui is defined based on top K
words. Mathematically, uniqueness is defined as:
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Table 2.7 Uniqueness of labor education policies of ME and 7 PARs

ME (%) Tianjin
(%)

Shandong
(%)

Shanxi
(%)

Hainan
(%)

Sichuan
(%)

Jiangxi
(%)

Guangxi
(%)

10 5 5 10 10 10 0 5

Table 2.8 Uniqueness of study tour policies of the ME and 7 PARs

ME (%) Tianjin
(%)

Shandong
(%)

Shanxi
(%)

Hainan
(%)

Sichuan
(%)

Jiangxi
(%)

Guangxi
(%)

0 10 0 0 0 5 5 5

Ui = number of words not belong to the f ive aspects

K
, (2.5)

where i stands for the ME and 7 PARs.
The uniqueness of labor education policies of the ME and 7 PARs are given in

Table 2.7. For policies of the ME, Shanxi, Hainan and Sichuan, the uniqueness takes
10%; the uniqueness takes 5% for Tianjin, Shandong and Guangxi. The uniqueness
of Jiangxi takes 0%, which means that the policy of Jiangxi does not have uniqueness
compared with the five aspects in the last subsection.

For the ME, the uniqueness refers to keywords “occupation” and “pay attention
to” as listed in Table 2.4. Hence, the Ui value for the ME is 10%. For Tianjin and
Guangxi, the uniqueness refers to “occupation”. For Shanxi, the uniqueness refers
to “occupation” and “institution”. For Hainan, the uniqueness refers to “occupation”
and “skill”. For Sichuan, the uniqueness refers to “volunteer” and “occupation”. It
can be seen that keyword “occupation” causes high uniqueness. It differs from the
five aspects as mentioned in the last subsection.

The uniqueness of study tour policies of the ME and 7 PARs are given in Table
2.8. For policies of Tianjin, the uniqueness takes 10%; the uniqueness takes 5% for
Sichuan, Jiangxi and Guangxi. The uniqueness of the ME, Shandong, Shanxi and
Hainan takes 0%, which means that their policy does not have uniqueness compared
with the five aspects in the last subsection.

For Tianjin, the uniqueness refers to “design” and “history” keywords as listed
in Table 2.4. Hence, the Ui value for Tianjin is 10%. For Sichuan, the uniqueness
refers to “transportation”. For Guangxi, the uniqueness refers to “responsibility”.

2.5 Summary

In this chapter, the policy documents of the ME and 7 PARs about labor education
and study tour are analyzed and discussed. Text analysis method is applied to identify
the top keywords from the documents. Matlab software is used to implement word
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cutting, keyword extraction and word frequency computation. A sequence of 20
keywords is extracted from each document. The policy documents of each PAR and
the policy documents of the ME have the same keywords, but also have different
keywords. Based on the observation and contents, the same keywords are classified
as “consistency”, and the different keywords are classified as “uniqueness”. Then the
frequency of these keywords and the proportion of the 20 keywords extracted from
the documents are shown in tables and figures.

It is concluded that the 7 PARs keep s high consistency with the ME in policy-
making. Moreover, more uniqueness is observed compared the labor education poli-
cies and study tour policies. There are 34 provincial administrative regions in China,
which means that most regions are not discussed in the chapter. This is because that
the remaining regions do not publish their policy documents of both labor education
and study tour. A further discussion about more regions would be continued in future.
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Chapter 3
Classroom Teaching Behavior Analysis
Based on Artificial Intelligence

Sumeng Shi, Jie Gao, and Wei Wang

Abstract The integration of information technology and education has effectively
promoted the improvement of the quality of education and teaching. However, tradi-
tional classroom teaching behavior analysis still uses manual observation methods,
which is not only inefficient, but also subjectively affected by observers. To solve
this problem, this paper uses the Mini-XCEPTION Networks model and the Long
Short-TermMemory (LSTM)Networksmodel to put forward the classroom teaching
behavior analysis based on artificial intelligence around two aspects of teacher
expression and classroom atmosphere in the teaching process. This method greatly
reduces the workload of statistical data and the impact of subjective judgment. In
face expression recognition, we use the separable convolution depth and face recog-
nition technology, real-time analysis of changes in the expression of teachers. For
speech emotion recognition, we fused Mini-XCEPTION network model and the
LSTM network model, by extracting features of speech mel-spectrogram, real-time
analysis of changes in the classroom atmosphere. Through the final analysis results,
teachers can fully grasp the classroom dynamics, create positive emotional commu-
nication in teacher-student interaction, and better optimize their classroom teaching
behavior.

Keywords Classroom teaching behavior ·Mini-XCEPTION · LSTM · Facial
expression recognition · Speech emotion recognition

3.1 Introduction

With the popularization of education informatization and the update of emerging
technologies, AI promote the development of the field of education. The “Notice
of the State Council on Issuing the Development Plan for the New Generation of
Artificial Intelligence” emphasizes to construct a new education system that includes
intelligent learning and interactive learning. Classroom is an important place for
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teaching research and teaching activities. Discovering teaching problems in real
classrooms is the primary task of current research.

The teacher’s emotional literacy is embodied in the teacher’s understanding of
students’ emotional experience, the maintenance of the teaching emotional envi-
ronment, and the process of emotional interaction with students [1]. Teaching is
not only a cognitive activity, but also an emotional practice. Teachers’ emotional
state has an important impact on students’ learning status and classroom teaching
effectiveness. A positive classroom atmosphere can promote students’ acceptance of
teaching content and shorten the distance between teachers and students [2].

In the mid-1990s, teachers’ emotion is presented as a formal research ques-
tion. Sutton, Becker and Arguedas [3–5] studied the influence of different teachers’
emotions in the classroom on students. Sutton explored the relationship between
teachers’ emotion and classroom teaching effectiveness and proved negative
emotions will directly decline teaching effectiveness [6]. Mostly traditional measure
of teachers’ emotions based on subjective experience. Therefore, the results will
inevitably be affected by the impact. With the development of computer technology
and the popularization of education informatization, some scholars apply AI tech-
nology to research. Evaggelos collected the classroom teaching voice data and used
Support VectorMachines (SVM) algorithm to detect the emotions of students to help
teacher master class status [7]. But he ignored the impact of teacher’s emotion on the
classroom. Liang used the Recurrent Neural Networks (RNN) algorithm to estab-
lish a teacher evaluation system by extracting Mel Frequency Cepstral Coefficients
(MFCC) [8].

Our research uses the analysis of classroom teacher’s teaching behavior as a
breakthrough, aims at the emotional communication in the teacher-student interaction
in classroom teaching and constructs a classroom teaching analysis system based on
AI technology. Under the existing classroom teaching behavior analysis framework,
facial expression recognition technology and speech recognition technology are used
to identify and analyze teacher emotions and interactive atmosphere respectively.
It promotes the application of new AI technology in classroom teaching analysis,
and reduce the difficulty of classroom teaching analysis. By actively optimizing
classroom teaching behavior, teachers can improve the quality of classroom teaching
and promote the sound development of education.

The rest of the paper is arranged as follows. Section 3.2 introduces the emotion
recognition based on expressions and introduces the Mini-XCEPTION Networks
model and teacher expression recognition system flow and implementation code in
detail. Section 3.3 introduces the speech emotion recognition, LSTMNetworks struc-
ture, speech recognition system flow and implementation code. Section 3.4 shows
the application of the system in teaching videos, and analyzes the teacher’s facial
expressions and the classroom atmosphere generated during the teaching process.
Section 3.5 concludes the research work of this paper, reflects on the deficiencies in
the research, and looks forward to the future research work.
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3.2 Classroom Teacher Teaching Analysis System Based
on Emotion Recognition of Expressions

With the rapid development of deep learning and AI technology, more and more
researchers are applying deep learning to emotion recognition. For emotion recogni-
tion, themost important part is feature extraction. Traditional methods need to design
a feature by themselves. Deep learning can select appropriate features according to
the target’s loss function, no longer rely on complex image preprocessing, and has
better robustness in the face of problems caused by lighting, posture, and occlusions.
The performance of deep learning is related to the size of its neural network and
the amount of training data. In recent years, innovations in the structure of neural
networks have promoted the development of deep learning, such as Convolutional
Neural Networks (CNN), RNN, and LSTM Networks.

3.2.1 Mini-XCEPTION Networks Model

Mini-XCEPTION [9] is one of the current mainstream convolutional neural network
models. The XCEPTIONmodel is an improved lightweight network model based on
Inception V3 [10]. It uses deep separable convolution to replace traditional convolu-
tion operations, greatly reducing network parameters. For a M*M pixel, the number
of channels is N (N = 1, 2, 3…) images through k*k (k = 1, 3, 5…) convolution
kernel layer, under the condition that the number of output channels is N + 1, the
number of parameters of this convolution layer:

SC = k × k × N (N + 1) = k2(N 2 + N ) (3.1)

The depth Separable Convolution parameter is obtained by adding two parts of
Depthwise Convolution and Pointwise Convolution, where:

Sdepthwise = k × k × N = k2N (3.2)

Spointwise = 1× 1× N (N + 1) = N 2 + N (3.3)

Ssep = Sdepthwise + Spointwise = N 2 + k2(N + 1) (3.4)

It can be seen from Eqs. (3.1) and (3.4) that when N > 0, the number of param-
eters brought by the traditional convolution operation is greater than the number of
parameters brought by the depth separable convolution.

When the depth of the neural network increases, the depth separable convo-
lution can greatly reduce the number of parameters in the network. In addition,
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Fig. 3.1 Mini-XCEPTION structure diagram

XCEPTION introduces a residual connection mechanism [11], which has signifi-
cantly improved the convergence speed and recognition accuracy of the network.
The Mini-XCEPTION model is compressed on the basis of XCEPTION, and the
model structure is shown in Fig. 3.1.

It contains four deep Separable Convolution modules. After each convolution
layer, a Batch Normalization layer is used. The Batch Normalization layer can accel-
erate the network training and convergence. In addition, the Relu function is used
as the activation function; The Maximum Pooling layer is connected behind each
convolutional layer. The last layer of convolutional layer is added with a Global
Average Pooling layer, which can prevent the network from overfitting and reduce
the parameters; then the softmax layer is used for expression classification.

3.2.2 Teacher Expression Recognition System

In the teacher facial expression recognition system, we can use the facial expres-
sions collected by the terminal to preprocess the collected data and send it to our
trained Mini-XCEPTION network for feature extraction, and finally output predic-
tions through classification result. The flow of the facial expression recognition
system is shown in Fig. 3.2.
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Fig. 3.2 Face expression recognition schematic illustration

The main code of the program is as follows:
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3.3 Classroom Teacher Teaching Analysis System Based
on Speech Emotion Recognition

For speech emotion recognition, the common features can be roughly divided into
three categories: prosodic features, spectral features, and voice quality features.
Among them, the spectrum feature is one of the most popular artificial features.
Due to the outstanding performance of CNN in image processing, some scholars
have begun to convert speech signals into spectrograms and use CNN for feature
extraction. Figure 3.3 shows the spectrograms of different emotions, in which the
speech data comes from CASIA Chinese emotion corpus.

The information contained in the spectrogram is huge, and it is difficult to extract
appropriate voice features. Converting the ordinary frequency scale to the Mel
frequency scale can reduce the sensitivity to the high-frequency part of the speech,
thereby reducing redundant information. Themapping relationship between ordinary
frequency and Mel frequency is shown in the following formula:

mel( f ) = 2595× lg

(
1+ f

700

)
(3.5)

Fig. 3.3 Spectrograms of different emotions



3 Classroom Teaching Behavior Analysis … 31

3.3.1 LSTM Networks Model

CNN has a good effect when processing single-frame images, but for time series data
such as voice information, we need to consider the time series relationship that exists
between the frames. RNN has more advantages when processing sequence informa-
tion, but it will have problems such as gradient explosion and gradient disappearance
when processing sequence information with a long time. Hochreiter [10] proposed
an LSTM model on the basis of RNN, LSTM increases gate structure composed of
a more complex unit cell.

There are three gates in theLSTMunit: input gateσi , forget gateσ f and output gate
σo. Usually the gate structure is realized by Sigmoid function and dot multiplication.
The LSTM unit controls the forgetting and storage of information transfer between
units through these gate structures, and the status information of the unit is recorded
by the cell status. xt is the input of the current LSTM unit, ht is the output of the
current LSTM unit, ct is the current state of the cell, ht−1 is the output of the previous
LSTMunit, ct−1 is the state of the previous cell unit, it controls howmuch information
can be stored in the current state of the cell. Among them Wxi is the weight of the
input gate, Whi is the cyclic weight of the input gate, and bi is the bias of the input
gate.

it = σi (Wxi xt +Whiht−1 + bi ) (3.6)

ft determines howmuch information needs to be forgotten, as shown in Eq. (3.6).
By Sigmoid function, forget gate can map the input to the interval [0, 1] at time t,
0 means that no information can be passed, 1 means all information can be passed.
Wx f is the weight of the forget gate, Whf is the cyclic weight of the forget gate, and
b f is the bias of the forget gate.

ft = σ f
(
Wx f xt +Whf ht−1 + b f

)
(3.7)

The update of the cell state requires the forgetting gate and the input gate to coop-
erate with each other. After forgetting part of the information, add new information
through the input gate. The update process is as follows:

ct = it · tanh(Wxcxt +Whcht−1 + b) + ft · ct−1 (3.8)

After ct update, ot decides to output the state characteristics of the current cell
state according to ht−1 and xt (Fig. 3.4).

Ot = σo(Wxoxt +Whoht−1 + bo) (3.9)
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Fig. 3.4 Schematic diagram of LSTM unit

ht = Ot · tanh(Ct ) (3.10)

3.3.2 Speech Emotion Recognition System

In speech recognition, we first perform endpoint detection on the speech data and
remove the silent part. The processed speech is converted into a mel-spectrogram,
which is split using a rolling window and then sent to CNN for feature extraction.
Then the output of the CNN is sent to the LSTM network to obtain the relevant
information of the context, and finally the emotion detected in the speech is predicted
through the fully connected layer. The system flow is as follows (Fig. 3.5).

Fig. 3.5 Speech recognition schematic illustration
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The main code of the program is as follows:

3.4 Experimental Results and Analysis

This paper studies an AI-based classroom teaching analysis system. The operating
system used by the experimental institute is Windows10, the programming language
is Python3.7, the experimental hardware parameters areR5-3600CPUand16GDDR4
memory. The deep learning framework is Tensorflow2.0. The system is mainly
divided into facial expression recognition module and voice emotion recognition
module.

In this paper, we select the videos of the 2019 “One Teacher One Excellent Class,
One Class One Teacher“ activity as the research object. Among them, 40 high school
math concept lessons are selected for teacher emotional analysis, with a total time of
1,800min.Among them, high-quality video lessons are distributed inmanyprovinces
China to ensure the quality of samples and the diversity of national distribution.
Taking into account the characteristics of facial expression changes and the reason-
ableness of data statistics, before starting the experiment, we adjusted the number of
video frames, and the adjusted frame number was one frame per second.

According to the actual teaching situation, we have counted the number of
teachers’ “happy” and “natural” expressions. Combining the stages divided by the
teaching framework, the system counts the number of times of “happy” and “natural”
expressions in each stage. Figure 3.6 shows the average number of different facial
expressions of teachers at each stage of the 40 high school math concept classes.

In speech recognition, we use teacher-student interaction data to characterize the
classroom atmosphere for analysis. The classroom atmosphere is divided into three
categories: “positive”, “neutral” and “negative”. The positive classroom atmosphere
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Fig. 3.6 The statistical average of the number of teacher expressions at different stages

is represented by 1, the neutral classroom atmosphere is represented by 0, and the
negative classroom atmosphere is represented by−1. In the process of data statistics,
we conduct observation and statistics every 30 s. Figure 3.7 shows the comprehensive
scores of classroom atmosphere at different moments of 40 high school math video
lessons. The abscissa in the image is the observation moment during the teaching
process, and the ordinate is the score of the classroom atmosphere.

Figure 3.8 shows the teacher’s facial expression changes at each stage of the
teaching process in the “Trigonometric Function of Arbitrary Angle” lesson in high

Fig. 3.7 Comprehensive scores of classroom atmosphere at different moments
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Fig. 3.8 A “Trigonometric Function of Arbitrary Angle” classroom teacher’s expression changes

school mathematics of a school. Through the statistical data, we can intuitively see
the change trend of the teacher’s expression during the teaching process, which is
helpful to grasp the teacher’s emotional change in each stage of teacher-student
interaction.

Figure 3.9 shows the difference between the classroom atmosphere score of the
class and the overall classroom atmosphere score, which can help teachers visually
see the teacher-student interaction at each moment and create a positive classroom
atmosphere.

Fig. 3.9 Classroom atmosphere score of “Trigonometric Function of Arbitrary Angle”
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3.5 Conclusion

This paper constructs a classroom teaching analysis system based on AI technology
and applies it to practice. Compared with traditional manual analysis, this system
reduces the workload of teachers’ statistical data and can help teachers focus on the
reflection and evaluation of classroom teaching. At the same time, the system can
make classroom teaching behavior analysis normalized and scaled, and the accumu-
lated data can also provide data support for teaching management decision-making.
In the next step, wewill increase the number of samples to supplement multiple types
of classroom teaching samples and we will optimize the feature extraction method to
improve the accuracy and robustness of recognition; finally, through the intelligent
processing of data, we will deeply dig into the inner meaning of teaching behaviors,
better serve teaching.
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Chapter 4
Research on the Control of Redundancy
Effect of Decorative Icons
in Instructional PPT

Hui Yang Li, Qing Li, and Xue Wang

Abstract This study explored whether different correlations between decorative
icons and text content in instructional PPT would have affect learners’ learning
experiences and learning outcomes, and whether some redundancy effect occurs.
A sample of 120 college students were randomly divided into four groups: text-
only group, icon-text low-related group, medium-related group, and high-related
group. The results showed that: (1) learning material with decorative icons would
generate higher cognitive load than text-only learning materials when correlation
between icons and text was low, thus resulting in redundancy. (2) Learners would
gain higher learning satisfaction and perceived achievement when icons are highly
correlated with text. (3) Learners learn best when decorative icons are more relevant
to text. (4) The higher the cognitive load learners experienced, the worse the learning
experience and learning outcomes. Finally, suggestions are provided on the control
of redundancy effect of decorative icons in designing instructional PPT.

Keywords Redundancy effect · Decorative icons · Cognitive load · Learning
outcomes · Instructional PPT

4.1 Introduction

PowerPoint is the most important teaching method of multimedia teaching in the
internet age. The intuitive and convenient features it offers make it a valuable demon-
stration tool for instruction. The decorative icons, with their image and concise
features, are easy to attract people’s attention, promote learners’ interest in learning,
and gradually become the “darling” of instructional PPT designers. At present, many
instructional PPT designers paymore attention to the application of icons from visual
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aesthetics to make up for the empty image, and pay little attention to the relevance
of icons to the text content, and less attention to the cognitive law of learners, so the
icons selected do not necessarily help learners understand what they are learning,
and may even cause redundancy effects.

Research by Han-Chin Liu and Hsueh-Hua Chuang found that decorative icons
do attract learners’ attention, making it harder for them to process the target content
[1]. Paul’s experiments showed that icons with decorative value but lack of distin-
guishability and clarity are too abstract to convey information accurately [2]. The
redundancy effect was first proposed by Professor Mayer, who found that on-screen
text of concise narrated animation caused redundancy [3]. Sweller demonstrated
the redundancy effect within the cognitive load framework, and the experiments
he conducted indicate that when images and text appear simultaneously, cognitive
resources may be used for images rather than text, making learning effect worse [4].
Research on redundancy effect has mainly focused on instructional video, course-
ware and teaching animation, but quite few on the control of redundancy effect of
decorative icons in instructional PPT.

This experimental research intends to explore whether decorative icons, when
not related to text content, have any impact on learners’ learning experience and
learning outcomes, and cause a certain redundancy effect. Based on the research
findings, some feasible suggestions will be proposed to help control redundancy
effect of decorative icons in instructional PPT design.

In this experiment, data indicators of learning effectiveness, cognitive load,
learning satisfaction and perceived achievement were used to evaluate the redun-
dancy effect of decorative icons in PPT. Therefore, the following hypotheses are
proposed.

H1: Learning materials with decorative icons (i.e. low relevance, medium rele-
vance, high relevance) produce higher cognitive load for learners than text-only
learning materials.

H2: Learning materials with decorative icons (i.e. low relevance, medium
relevance, high relevance) produce higher learning satisfaction and perceived
achievement for learners than text-only learning materials.

H3: Learning materials with decorative icons (i.e. low relevance, medium
relevance, high relevance) lead to better learning outcomes.

H4: The higher the cognitive load, the worse the learning experience and learning
effect.
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4.2 Method

4.2.1 Experimental Design

4.2.1.1 Independent Variables

Control group: text-only group.

Experimental group: icon-text low-related group, medium-related group and high-
related group.

4.2.1.2 Dependent Variables

This experiment measures the effect of redundancy by two indicators: learning
experience and learning effect.

Learning effect: including retention test and transfer test.
Learning experience: including cognitive load, learning satisfaction, and

perceived achievement. Cognitive load covers perceived material difficulty and
mental effort. Learning satisfaction includes learning process satisfaction and
decorative icon design satisfaction.

4.2.1.3 Control Variables

The participants’ prior knowledge level.

4.2.2 Experimental Materials and Measures

There are four learning materials, the topic of which is geography (weather and
climate) for 7th grade students. The content is mainly about the formation causes
of various natural phenomena. The four learning materials were all produced with
the software of PowerPoint, and the content is about the causes of hail, clouds,
thunderstorm, sleet, and dust storms. All four materials are comprised of six slides
with identical text of 480 words, one of which was designed in a full text mode, while
the other three were presented with icons of varying degrees of relevance. The icon
size, type, and position of the icons were set to be exactly the same.

Basic information questionnaires: To find out demographic information including
the age, sex, and major, and to understand students’ recognition and attention to the
decorative icons in the instructional PPT.

Prior knowledge test questionnaires: to ensure that the level of the prior knowledge
of the four groups was basically identical, and the prior knowledge of the participants
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had no influence on the experimental results. In the first part of the questionnaire, 5
questions were set, and the participants were required to choose according to their
familiarity with the theme, from “not at all” (0 points) to “very familiar” (4 points);
in the second part, 6 questions were set, the first 5 being single choice questions,
and the 6th a question-and-answer item. The first part is a total of 20 points and the
second part has a total of 10 points.

Learning effectiveness test questionnaires: The questionnaires were designed
according to the contents of the instructional PPT, including retention test and
transfer test. Types of questions included single-choice questions, fill-in-the-blank,
and question-and-answer questions. The retention test consisted of 7 single-choice
questions, each with a score of 5 points. The transfer test consisted of 5 question-
and-answer questions, each with a score of 10 points. The total test was 85
points.

Cognitive load questionnaires: The cognitive load scale was designed by Pass,
comprising of two aspects: the perceived material difficulty (on a scale of 1–9, 1
indicating “very simple”, 9 meaning “very difficult”), and mental effort (on a scale
of 1–9, 1 indicating least effort, 9 meaning “the most effort”).

Learning satisfaction questionnaires: Using a 7-point Likert scale (1–7, 1 indi-
cating “strongly dislike”, 7 meaning “strongly like”) were used to investigate the
satisfaction level of “Learning process of studying instructional PPT materials” and
“design of decorative icon design in the instructional PPT”.

Perceived achievement questionnaires: Using a 7-point Likert scale (1–7, 1 indi-
cating “very bad”, 7 being “very good”), with the question “How do you think you
performed on the test?”.

4.2.3 Participants

As the subjects of the experiment, 120 students recruited fromTianjinNormalUniver-
sity were randomly divided into four groups, each containing 30 participants. There
was no difference in the level of prior knowledge among the subjects (F = 0.037,
p = 0.990 > 0.05). The majority of the subjects showed a high degree of attention
and recognition to the decorative icons, believing that they were simple and easy
to understand, interesting, and more conducive to learning compared with materials
without any icons.

4.2.4 Experimental Procedures

Participants were randomly selected to fill basic information questionnaires and the
prior knowledge test questionnaires, which were used to screen the subjects who had
a level of prior knowledge too high or too low, and to ensure their pre-test knowledge
level was basically consistent.
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Participants were asked to read PPT learning materials and study the content
according to specific requirements.

After the learning, the participants completed the corresponding learning effec-
tiveness test questionnaires, cognitive load questionnaires, learning satisfaction ques-
tionnaires, and perceived achievement questionnaires. They were informed of some
matters needing attention before filling in the questionnaires.

The experiment was over.

4.3 Results

The average scores of learning performance, cognitive load, learning satisfaction
and perceived achievement of each group were shown in Table 4.1. The correlation
analysis was shown in Table 4.2.

4.3.1 Cognitive Load

To investigate the effect of the correlation between decorative icons and text on the
cognitive load of learners, one-factorial ANOVAs and LSD test were conducted, the
results showed that the correlation between decorative icons and text significantly
affected the perceived material difficulty (F = 63.587, p = 0.001 < 0.05) and the
mental effort (F = 97.009, p = 0.002 < 0.05), the low-related group < text-only
group < medium-related group < high-related group (as shown in Table 4.1).

4.3.2 Learning Satisfaction and Perceived Achievement

To examine the effect of the correlation between decorative icons and text on learners’
learning satisfaction and perceived achievement, one-way ANOVAs and LSD test
were conducted, and the results showed that the degree of correlation between deco-
rative icons and text had a significant effect on learners’ learning satisfaction (F =
6.138, p = 0.012 < 0.05), perceived achievement (F = 24.889, p = 0.001 < 0.05),
and the low-related group < text-only group < medium-related group < high-related
group (as shown in Table 4.1).

4.3.3 Learning Outcomes

To investigate the effect of the correlation between decorative icons and text on
learners’ learning outcomes, one-way ANOVAs and LSD test were conducted, the
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Table 4.2 Correlations analysis

Retention Transfer Learning
satisfaction

Perceived
achievement

Perceived
material
difficulty

Pearson
correlation

−0.302 −0.311 −0.551 −0.482

Sig. (two-side) 0.001 0.001 0.000 0.000

N 120 120 120 120

Mental effort Pearson
correlation

−0.318 −0.341 −0.475 −0.564

Sig. (two-side) 0.000 0.000 0.000 0.000

N 120 120 120 120

results showed that the correlation between decorative icons and text significantly
affected the retention (F = 6.138, p = 0.001 < 0.05) and transfer (F = 10.734, p =
0.012 < 0.05), the low-related group < text-only group < medium-related group <
high-related group (as shown in Table 4.1).

4.3.4 Correlation Analysis

A Correlation Analysis between cognitive load and learning effect, learning
satisfaction, and perceived achievement was shown in Table 4.2.

There was a significant negative correlation between cognitive load and learning
effect (perceived material difficulty and retention test: r = −0.318 < 0, p = 0.000 <
0.05, mental effort and retention test: r = −0.318 < 0, p = 0.000 < 0.05, perceived
material difficulty and transfer test: r =−0.311 < 0, p= 0.001 < 0.05, mental effort
and transfer test: r = −0.341 < 0, p = 0.000 < 0.05).

Then, there was a significant negative correlation between cognitive load and
learning satisfaction (perceived material difficulty and learning satisfaction: r = −
0.482 < 0, p= 0 0.005 < 0.05, mental effort and learning satisfaction=−0.475 < 0,
p = 0 0.000 < 0.05).

Besides, a significant negative correlation between cognitive load and perceived
achievement was revealed (perceived material difficulty and perceived achievement:
r = −0.482 < 0, p = 0 0.005 < 0.05, mental effort and perceived achievement: r =
−0.564 < 0, p = 0 0.001 < 0.05).
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4.4 Discussion and Conclusion

4.4.1 Empirical Findings

This study explored whether different correlation between decorative icons and text
content in instructional PPT have an impact on the learners’ learning experience and
learning outcomes, and whether some redundancy effect occurs. The experimental
results showed that when the correlation between decorative icons and text was
low, the learning materials with decorative icons had higher cognitive load than
the text-only learning materials, which resulted in the redundancy effect. When the
correlation between decorative icons and text was high or medium, the learning
materials with decorative icons tend to produce higher learning satisfaction and
perceived achievement for learners. When the relationship between decorative icons
and text was low, the group that studied materials with decorative icons had lower
learning satisfaction and perceived achievement compared with the text-only group.
When the correlation between decorative icons and text was high or medium, the
group with decorative icons had the highest retention and transfer scores, and when
the correlation between decorative icons and text was low, the retention and transfer
scores of the decorative icons groupwere significantly lower than the text-only group.
There was a significant negative correlation between cognitive load and learning
effect, learning satisfaction and perceived achievement. The experimental results
verified hypothesis 4, and hypothesis 1, 2 and 3 were partially confirmed. Therefore,
it could be concluded that if the decorative icons were highly related to the text
content in the instructional PPT, the use of icons would not cause redundancy effect,
but would be beneficial to the effective transmission of instructional information and
improving the learners’ learning experience and learning outcomes; if the correlation
between icon and text was low, the extraneous cognitive load would increase, which
would produce a certain redundancy effect.

4.4.2 Theoretical Implications

Theoretically, the findings of our study support dual coding theory and cognitive load
theory. According to the dual coding theory, when the presented material is textual
content, the learnerwould construct amental representation of the textual information
in short-term memory, i.e., semantic encoding. Similarly, when the material was
presented by decorative icons, the learner constructed mental representations of the
decorative icon in short-term memory, i.e., representation coding [5]. It was difficult
to establish a correlation between the psychological representation of the text by
the semantic system and the psychological representation of the decorative icon by
the representation system when the text content in the instructional PPT picture was
matched with low-related icons, which in turn makes the learning task more difficult,
with limited cognitive resources to consume for the learners, and the thus formed



4 Research on the Control of Redundancy Effect … 45

extraneous cognitive load [4]. As learners use more cognitive resources thinking
about what the iconsmeant, they paid less attention to the text content, which resulted
in lower learning effect.

4.4.3 Practical Implications

The results of this research revealed that when the relationship between decorative
icons and text was high, the learners have lower cognitive load and better learning
satisfaction, perceived achievement and learning effect. Therefore, when designing
instructional PPT, priority should be given to application of decorative icons that
are highly relevant to the content of the text. However, for text content that is more
abstract or difficult to find decorative icons with higher relevance, it would be more
beneficial to learner’s learning experience and learning outcomes to not apply any
icons. Since instructional PPT is one of the most important multimedia learning and
teaching mediums in the internet age, designers should take the learner-centered
approach, taking full consideration of the characteristics of the learner’s cognitive
law, and aim at promoting the learner’s learning to ensure that the selection of deco-
rative can both be highly compatible with the text and produce aesthetic effect to
effectively transfer instructional information and reduce the redundant effect.

4.5 Limitations and Future Research

In this study, only 120 participants were selected and the population was not suffi-
ciently diverse. Future research directions might be toward expanding the sample
size, giving more consideration to learners’ characteristics (such as age, ethnicity,
culture background). In addition, this study only set up the cognitive-behavior exper-
iment due to time and space limitation, and did not incorporate the eye-tracking
approach, which to some extent neglected the real situation of the learners’ cognitive
processing.

Acknowledgements Thanks are due to funding by MOE (Ministry of Education in China) Project
of Humanities and Social Sciences (foundation no. 19YJC880090) and Key Cultivation Projects of
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Chapter 5
Research on the Influence of Quantity
and Emotion of Danmaku in Online
Instructional Video on Learning

Yu Wei Cheng, Qing Li, and Xue Wang

Abstract This study explored the influence of Danmuku (bullet-screen comments)
on learning experience and learning outcomes based on the number of comments
and the emotional information contained. A sample of 107 college students were
randomly divided into 4 groups: group with more bullet comments, group with less
bullet comments, group with positive emotion, and group with neutral emotion.
Learners’ learning experience (emotion, cognitive load, social presence, learning
satisfaction) and learning outcomes (retention test scores, transfer test scores and total
test scores) were measured. The results showed that: (1) In terms of learning experi-
ence: instructional videos with a large number of bullet comments could significantly
improve learner’s positive emotions andpsychological effort; instructional videowith
bullet comments containing positive emotion could suppress the learner’s negative
emotions. (2) In terms of learning effects: instructional videos with a large number of
bullet comments could significantly improve learners’ retention test scores, transfer
test scores and total test scores. (3) Correlation analysis results showed that: the
more positive emotion a learner experiences, the better the learning experience and
learning outcomes. Finally, suggestions are provided on selection and optimization
of bullet comments attached to online instructional video.

Keywords Online instructional video · Danmaku · Emotion · Learning outcomes

5.1 Introduction

The origin of “Danmaku” (also known as bullet screen or bullet comments) is from
Niconico, a Japanese animationwebsite. It was firstly applied to entertainment videos
in China, and now has become a featurewidely used in classroom teaching and online
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instruction. Under the influence of the global pandemic, online education and online
learning have been carried out worldwide. How to improve and optimize online
instruction to catch up with the development of times and learners has become an
important research question that needs to be addressed in the epidemic context.

Danmaku’s use in online teaching has been found to direct learners’ attention,
enhance their presence, and improve their performance due to its immediate inter-
activity [1]. Most of the existing research on the number and emotion of Danmaku
focused on online video communication. For example, Wang found that the amount
of Danmaku can reflect the user’s willingness to participate in discussions to some
extent [2]. Chen said that the more Danmaku floating across a video, the more inter-
esting it turned out to be [3]. Bai and Hu have classified the emotional information
contained in Danmaku into three categories: neutral, positive and negative based on
the emotional analysis of Danmuku text [4]. Li demonstrated through experiment
that Danmaku can have different emotional effects on different videos [5]. Research
at home and abroad shows that the intersections between Danmaku quantity and
emotion with the field of online teaching require further exploration.

This study adopts the method of experimental research, exploring whether the
number of Danmaku (more and less) and the emotions contained in Danmaku
(positive and neutral) in online instructional videos have an impact on learners’
learning experience (emotion, social presence, cognitive load, learning satisfaction)
and learning outcomes. The purpose of this work is to provide a reference for the
selection and management of Danmaku attached to an online instructional video.

On the basis of previous studies, three hypotheses are put forward:
H1: The number and emotion of Danmaku would significantly affect the learners’

learning experience.
H2: The number and emotion of Danmaku would significantly affect the learners’

learning outcomes.
H3: Positive emotions are positively correlated with learning outcomes.

5.2 Method

5.2.1 Experimental Design

5.2.1.1 Independent Variables

Number of Danmaku: more Danmaku, less Danmaku

Emotional information contained in Danmaku: Danmaku with positive emotion,
Danmaku with neutral emotion.
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5.2.1.2 Dependent Variables

Learning experience: emotion, cognitive load, social presence, learning satisfaction.

Learning outcomes: retention test scores, transfer test scores and total test scores.

5.2.1.3 Control Variables

Learners’ prior knowledge.

5.2.2 Materials and Measures

The first material provided for the experiment is a set of four instructional videoswith
a duration of five minutes. All videos are about “How can Nucleic Acid Amplifica-
tion Testing Efficiently Screen for the Presence of COVID-19?” Based on Python’s
emotional propensity analysis, Danmaku of the videos were categorized into three
groups: positive, neutral, and negative. The groupwithmoreDanmaku had 650 bullet
comments while the group with less had 100 bullet comments, both groups control-
ling for 60% of positive emotions. For the group with positive emotions, the share
of positive emotion was 90%, and that of neutral emotions was 10%; for the group
with neutral Danmaku, the share of neutral was 90%, 10% was positive emotions,
and the number control of Danmaku was 200.

The second material is a prior knowledge questionnaire.
The third is a learning outcomes questionnaire, consisting of a retention test and

a transfer test. The question items are comprised of single choice, multiple choice,
and short answer questions. (Internal consistency reliability of the questionnaire is
0.773).

The fourth material is a learning experience questionnaire, including positive–
negative emotion scale (positive internal consistency reliability is 0.85, negative
internal consistency reliability is 0.84), social presence scale (the internal consistency
reliability is 0.73), cognitive load scale (the internal consistency reliability is 0.74),
and a learning satisfaction scale (the internal consistency reliability is 0.91).

5.2.3 Participants

As the subjects of the experiment, 107 undergraduates and graduate students with
low prior knowledge levels were recruited from Tianjin Normal University. Prior
knowledge and emotion among the four groups did not differ significantly.
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5.2.4 Experimental Procedures

Step 1: Participants were asked to complete a prior knowledge test.
Step 2: Participants watched the instructional videos.
Step 3: Participants completed the tests on learning experience and

learning outcomes.

5.3 Results

Data of the learning experiences and learning outcomes of participants from each
group are shown in Table 5.1.

5.3.1 The Influence of the Danmaku Number and Emotion
on Learners’ Learning Experience

In order to explore the effects of the number of Danmaku (more or less) on learners’
learning experience (emotion, cognitive load, learning satisfaction, social presence),
an independent-samplesT-testwas adopted. The results showed that positive emotion
(t = 1.724, p= 0.091 < 0.1, d = 0.47) and psychological effort (t = 2.058, p= 0.045
< 0.05, d = 0.56) were significantly affected. The negative emotion (t = 0.849, p
= 0.4 > 0.05), material difficulty (t = −1.333, p = 0.188 > 0.05), related concept
understanding (t = −0.647, p = 0.521 > 0.05), learning satisfaction (t = 0.722, p
= 0.649 > 0.05), social presence (t = −0.459, p = 0.649 > 0.05) had no significant
effect.

In order to explore the effect of Emotional information contained in Danmaku
(positive, neutral) on learners’ learning experience (emotion, cognitive load, learning
satisfaction, and social presence), an independent-samples T-test was adopted. The
results showed that therewas no significant effect of Danmaku on the learning experi-
ence.Bymeans of the rank sum test of paired samples before and after the experiment,
it was found that the negative emotion (z = −2.164 c, p = 0.03 > 0.05, d = 0.22) in
the positive Danmaku group had significant influence on the negative emotion before
and after the experiment.

As canbe seen fromTable 5.1, the groupwithmoreDanmaku scoredbetter than the
one with less Danmaku on both positive emotion and psychological effort, indicating
that more Danmaku in the online instructional video can stimulate learners’ positive
emotion, and the fact that learners putmore psychological effort into learningwith the
instructional video with more Danmaku to achieve their learning goals. In the group
categorized as positive emotion, the before and after test shows that negative emotions
tended to decrease, which indicates that the learners had less negative emotions when
watching online instructional video with Danmaku containing positive emotion.
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Table 5.1 The results of each group

Measure Number of Danmaku

More Danmaku Less Danmaku

M SD M SD

Learning
experience

Emotion Positive emotion 30.59 6.846 27.12 7.82

Negative emotion 19.3 7.615 17.69 6.018

Cognitive load Material difficulty 5.63 1.757 6.27 1.733

Psychological
effort

6.26 1.403 5.42 1.554

Understanding of
related concepts

5.78 1.739 6.08 1.623

Learning satisfaction 3.85 0.662 3.69 0.928

Social presence 31.07 5.65 31.85 6.589

Learning
outcomes

Retention test scores 5.67 2.602 4.23 2.286

Retention test scores 5.11 2.736 3.77 2.944

Total test scores 10.78 4.552 8 4.808

Measure Emotions of Danmaku

Danmaku with
Positive Emotion

Danmaku with
Neutral Emotion

M SD M SD

Learning
experience

Emotion Positive emotion 28.43 5.633 28.81 7.009

Negative emotion 18.46 8.289 17.27 5.696

Cognitive load Material difficulty 6.07 1.609 5.69 1.543

Psychological
effort

5.89 1.707 5.77 1.306

Understanding of
related concepts

5.96 1.29 5.69 1.408

Learning satisfaction 3.54 0.576 3.77 0.652

Social presence 32 6.771 31.58 5.565

Learning
outcomes

Retention test scores 4.5 2.755 4.65 2.712

Retention test scores 3.79 2.2 4.15 2.203

Total test scores 8.29 4.569 8.88 4.549

5.3.2 The Influence Danmaku Number and Emotion
on Learners’ Learning Outcomes

To explore the effect of the number of Danmaku (more or less) on learners’
learning effect (retention test scores, transfer test scores and total test scores), an
independent-samples T-test was adopted. The results showed that there were signif-
icant differences in the number of Danmaku in retention score (t = 2.131, p= 0.038
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< 0.05, d = 0.58), transfer score (t = 1.72, p = 0.092 < 0.1, d = 0.47), total score (t
= 2.16, p = 0.035 < 0.05, d = 0.59).

An independent-samples T-test was performed to examine the effect of Danmaku
emotion (positive, neutral) on learners’ learning effect (retention test scores, transfer
test scores and total test scores). Danmaku did not appear to have an impact on
retention, transfer, or performance in total.

As illustrated by Table 5.1, the group with more Danmaku scored higher on
retention test scores, transfer test scores, and total test scores than the group with less
Danmaku, which suggests that the more Danmaku there are, the better the learner’s
learning effects, and the more meaningful learning it results in.

5.3.3 Correlation Analysis

5.3.3.1 The Correlation Between Cognitive Load, Social Presence,
and Learning Satisfaction

Acorrelational analysis of the experiment in terms of theDanmakunumber found that
there was a significant positive correlation between psychological effort and social
presence (r= 0.290, p= 0.035 < 0.05), and a significant positive correlation between
psychological effort and learning satisfaction (r = 0.271, p = 0.04 < 0.05). There
was a significant positive correlation between concept comprehension and material
difficulty (r= 0.665, p< 0.000 < 0.01), and a significant negative correlation between
concept comprehension and learning satisfaction (r = −0.473, p < 0.000 < 0.01).

Based on a correlation analysis of the experiment regarding theDanmaku emotion,
there was a positive correlation between material difficulty and psychological effort
(r = 0.380, p= 0.005 < 0.01), and a significant positive correlation between material
difficulty and understanding of related concepts (r = 0.580, p < 0.000 < 0.01), and
a significant positive correlation between psychological effort and understanding of
related concepts (r = 0.320, p = 0.018 < 0.05).

5.3.3.2 Correlation Between Emotion, Learning Outcomes,
and Cognitive Load

A correlational analysis of the number of Danmaku experiment revealed that positive
emotion was negatively correlated with material difficulty (r =−0.316, p= 0.021 <
0.05), positively correlated with psychological effort (r = 0.402, p = 0.003 < 0.01),
and negatively correlated with concept understanding (r = −0.383, p = 0.005 <
0.01). Negative emotion was negatively correlated with retention score (r =−0.375,
p= 0.006 < 0.01), transfer score (r =−0.298, p= 0.03 < 0.05) and total score (r =
−0.374, p = 0.006 < 0.01).

A correlational analysis of the experiment regarding Danmaku emotion showed
that positive emotion was negatively correlated with material difficulty (r =−0.367,
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p = 0.006 < 0.01), positively correlated with transfer score (r = 0.294, p = 0.031
< 0.05), and negatively correlated with material difficulty (r = 0.270, p = 0.048 <
0.05).

5.4 Discussion and Conclusion

5.4.1 Empirical Findings

The present study examined the effects of the number and emotion of Danmaku in
online instructional video on learning experience and learning outcomes. Compared
with online instructional videos with fewer Danmaku, online instructional videos
with more Danmaku could stimulate positive emotions and encourage learners to
put in more psychological efforts. Additionally, learners were able to achieve higher
retention, transfer, and total test scores and meaningful learning was more likely to
occur when they were experiencing positive emotions. Compared with Danmaku
emotionally neutral, online instructional videos with positive Danmaku can reduce
learners’ negative emotions after learning, while negative emotions show negative
correlation with learning experiences such as social presence and learning satisfac-
tion. The results partially verified the first, second and third hypothesis. Therefore, it
can be inferred that online instructional videos with positive Danmaku and a larger
number of Danmaku can improve the learning experience, and online instructional
videos with more Danmaku can help improve the learning effectiveness. This study
expands on the discussion of Danmaku number and emotion in the context of online
instructional videos.

5.4.2 Theoretical Implications

Overall, the findings obtained from this research are partially consistentwith previous
studies. In terms of learning experience, positive emotions are found to be associ-
ated with multiple learning experiences. Analyzed from the perspective of cognitive
effects of multimedia learning, emotions are influenced by motivation and difficulty
of learning material, while positive emotions can facilitate the multimedia learning
experience by manipulating the cognitive process. Social presence in online instruc-
tional videos reflects the degree of learner’s emotional communication expression,
and this study validates the findings of Gunawardena et al. that there is a correlation
between social presence and learning satisfaction [6]. As for learning outcomes, this
research found that Danmaku with positive emotion contributed to a reduction in
learners’ negative emotions, but did not find a positive effect on learning effective-
ness, which is inconsistent with Stark et al.’s finding that either positive or negative
emotional text design can facilitate learning [7].
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5.4.3 Practical Implications

From the perspective of improving learning experience, learners who watched online
instructional videowith a large number ofDanmaku received higher positive emotion
scores, while learners who watch video with Danmaku containing positive emotions
scored lower on test of negative emotions. The research reveals that “the higher the
positive emotion, the more psychological effort will be put into the study experience;
the higher the negative emotion, the lower the social existence and the study satis-
faction”, therefore it is important to regulate the amount and length of the emotional
factors in the study experience.

Therefore, for online instructional videos that introduce Danmaku, bullet
comments with positive emotions can be selected and the number of comments
can be increased according to the actual needs in order to improve learners’ learning
experience.

From the perspective of improving learning outcomes, learners watching online
instructional videos with more Danmaku put in more mental effort. According to the
research finding, “the more the psychological effort, the higher transfer test scores.”
It is found that psychological effort reflected the performance of transfer score test,
and the significant difference is also found that the learning outcomes (retention
test scores, transfer test scores, and total test scores) of learners who watch online
instructional videos with more Danmaku is significantly better, which suggests that
more Danmaku help meaningful learning to occur.

Therefore, for online instructional videos that have introduced Danmaku, a rela-
tively large amount of Danmaku can be designed to improve learners’ learning
outcomes and promote meaningful learning.

5.5 Limitations and Prospects

Although this study was conducted in strict accordance with the scientific research
process, the control of irrelevant variables such as experimental environment and
status of subjects was not precise enough due to the use of online experiments and
subjective questionnaires. Future research can adopt methods of conducting experi-
ments in laboratory and combining objectivemeasurements such as EEG, eye tracker,
etc.
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Chapter 6
Cluster Analysis of College Students’
Online Classes Experience

Junda Lian, Bo Zhang, Xiaoyang Gong, and Linpeng Ban

Abstract To understand college students online learning experience quickly and
accurately, a BERT (Bidirectional Encoder Representation from Trans-formers)
model and a Bidirectional Long Short-Term Memory (BiLSTM) layer were used
to analyse the data. The effectiveness of the proposed methods are verified by repre-
sentative design examples.

Keywords Deep learning · Online course reviews · Online teaching · Training
model

6.1 Introduction

Students’ evaluation have been paid more and more attention over the years. The
importance is emphasised in [1], and organizing various student evaluations is con-
sidered as the most effective way to improve teaching quality and select outstanding
teachers in [2]. In [3], students’ evaluation of classroom experience not only pro-
motes the transformation of teacher-student relationship from authority to democ-
racy, but also highlights the concept of students’ rights. In [4], students’ evaluation
can help teachers review classroom teaching from students’ perspective, and promote
teachers’ self-reflection and self-improvement effectively. In [5], the combination of
classroom experience quality evaluation and the comprehensive evaluation results of
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teachers and students is more conducive to improving teaching quality than teacher
self-evaluation.

The remaining part of this paper is structured as follows. A review of text pre-
processing is given in Sect. 6.2. The proposed method with design examples are
introduced in Sect. 6.3. Conclusions are drawn in Sect. 6.4.

6.2 A Review of Text Pre-processing

6.2.1 Chinese Word Segmentation

A core technology in natural language processing. Here, we use a statistically-based
word segmentation method to segment Chinese words. The main idea is to treat each
word as a combination of characters. If the connected characters appear more often
in different texts, then the connected characters is probably a word.

6.2.2 Stop Words Removal

Stop words are functional words that have less semantic information and have little
effect on the classification results, including prepositions, conjunctions, punctuation,
etc. The common method is to use a list of stop words and delete the stop words by
matching strings after completing the aforementioned word segmentation.

6.3 Proposed Design Method

6.3.1 Cluster Analysis

The original data is collected in Chinese. Here, the English version of a part of
data extracted from questionnaires is shown in Fig. 6.1. After calculating the word
frequency of the processed text, the corresponding high relevance keywords are
classified in 6 groups and are shown in Fig. 6.2, where the second column represents
the corresponding relevant keywords, and the third column represents the name of
classification group. Here, we can see that the name of the first group is “willingness
of online lessons”, including the keywords “going back to school, clocking in, going
to school, and school”. The name of the second group is “platform experience” with
the words “webpage, sign-in” etc. Similarly, the name of the third, fourth, fifth and
sixth group are named after “teaching site”, “personal equipment”, “tasks”, “learning
status”, respectively.
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Fig. 6.1 Comment data collection example

Fig. 6.2 High relevance keywords
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Fig. 6.3 Word frequency matrix

Based on these highly relevant keywords, comments in Fig. 6.1 are transformed
to a word frequency matrix, as shown in Fig 6.3. Number 1 in the matrix represents
the belonging of the groups (labels), and each comments can have more than one
label. Number 0 represents non-belonging to this category.

6.3.2 Classification

Here, we use BERT model for text vectorization. The benefit is that the information
on the left and right sides of theword can be considered. After converting the text data
into vectors through the BERTmodel, we select BiLSTMmodel, including a forward
and a backward LSTM layer to learn the left and right contextual information of each
word. Figure 6.4 shows the total number of comments for each label. Here, we can
see that the first group “willingness of online lessons” includes the most comments,
followed by “video teaching”,while students concern “personal equipment” the least.

6.4 Conclusions

In this paper, text pre-processing includingword segmentation and stopword removal
are reviewed, and aBERTmodelwith aBiLSTM layer selected for better understand-
ing the left and right contextual information of each word is proposed for students’
evaluations. As shown in the given design examples, students concern more about
online lessons, video teaching and school tasks than platform experience, personal
equipment and learning status.
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Fig. 6.4 Total number of comments for each group
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Chapter 7
Study in Intelligent Exam Based on RNN
and LSTM

Rui Li, Xiaoyang Gong, Bo Zhang, Chen Liang, Menglin Li, and Hui Guo

Abstract According to the learning basis of different students, two intelligent exam
paper generation models are introduced: recurrent neural network (RNN) and long
short-term memory (LSTM). Compared to RNN, LSTM based structure can obtain
long-term information by using cyclic memory function and selective forgetting
function, and it can better capture the correlation between the results of similar
questions in the student’s answering behavior.

Keywords Intelligent exam paper · LSTM architecture · RNN architecture

7.1 Introduction

In traditional education model, exam papers are usually developed by teachers and
the same exam paper is used for all students. However, according to the different
learning basis of different students, the same exam paper for all students do not sat-
isfy the new teaching requirement “Teaching varies from person to person”. To solve
the problem, artificial intelligence technology has entered people’s vision, which can
provide different design schemes according to different users’ needs. In [1], shal-
low Bayesian knowledge tracking has been trained and analyzed to obtain students’
mastery of different knowledge points. In [2–4], RNN is introduced as a dynamic
machine learning model for processing different sequence data. All cyclic units of
the RNN are connected in a chain, and the sequence data is used as input. It performs
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cyclic recursion during the evolution of the sequence to make the information persis-
tent, and is a great solution to the problems of using knowledge tracking technology
in intelligent education to process students’ answer records. LSTM stands for long
short-term memory and has better performance in dealing with long-term dependen-
cies [5]. When dealing with long time series, some previous relatively unimportant
information will be selectively forgotten. Although it is more complex than RNN, it
is generally proven to be more powerful than RNN [6].

The rest of the paper is structured as follows. Exam research on RNN is given in
Sect. 7.2, and the corresponding research on LSTM is described in Sect. 7.3. The
conclusions are drawn in Sect. 7.4.

7.2 RNN architecture

The RNN network is expanded in time series, as shown in Fig. 7.1. In this single-
layer RNN network, the input of RNN at time 0 is x0, and the output is h0. The
state of the network neuron at time 0 is stored in neuron A. When the next time 1
comes, the state of the network neuron at this time is determined not only by the
input x1 at time 1, but also by the state of the neuron at time 0. In the study of
intelligent exam, the learning basis of different students (a student answers the right
and wrong questions) is the input. When the input time sequence enters the hidden
layer, a weighted transformation is used to obtain a prediction of the student overall
answering situation and finally output test papers suitable for the student.

The standard RNN layer usually uses a hyperbolic tangent function, as shown in
Fig. 7.2. We can see the same truth from Eq. 7.1, where the output is not only related
to the input at the current moment, but also related to the output of the previous
hidden layer and the weight of each layer.

ht = tanh(W ∗
x xt + W ∗

h ht−1 + b) (7.1)

Fig. 7.1 A single layer of RNN
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Fig. 7.2 RNN architecture

The state of neuronAmentioned above at time t is the value of the hyperbolic tangent
function of the neuron state at time t − 1 and the network input at time t . This value is
not only used as the output of the network at that moment, but also as the state of the
network at that moment and passed into the network state at the next moment. The
RNN model can be trained by inputting a large number of answer records to obtain
a relatively suitable answer test paper. However, the designed RNN exam model has
two problems: short memory distance and difficult to train.

Short memory distance: The traditional RNN can only memorize the temporal
logic relationship within a very limited time sequence. When RNN needs to predict
a certain sequence with a long time sequence, the content of a long time ago is likely
to be forgotten; in other words, a test paper output is more likely to be affected by
nearby values, rather than values far from it.

Difficult to train: RNN training mainly uses gradient descent method, and the
neural network adopts backward-propagation. If it is a long sequence, then it is
easy to cause gradient explosion or gradient disappearance. In detail, in the case
of gradient disappearance the weight update of the hidden layer close to the input
layer will become slow, resulting in the weight of the hidden layer close to the input
layer almost unchanged and still close to the initialized weight. While in the case
of gradient explosion, when the initial weight is too large, the weight near the input
layer changes faster than that near the output layer, which will cause the problem of
gradient explosion.

7.3 Exam Research Based on LSTM

The LSTM architecture is shown in Fig. 7.3. It is controlled by setting a “forgotten
gate”, keeping the required values in the hidden unit and explicitly deleting some
useless information in the forgetting unit. Equation 7.2 represents the discarded
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Fig. 7.3 LSTM architecture

information in LSTM. Equations 7.3 and 7.4 represent updated information, with
the update status demonstrated in Eq. 7.5, and the final output information in Eq.
7.6. To generate test papers automatically, the input of LSTM is a fixed-length time
series vector, which is transformed by the student’s answer.Moreover, LSTMuses its
special structure to block the gradient length whose norm is higher than the threshold
to effectively prevent the exploding gradient, achieving an effect that cannot be
achieved by traditional RNN.

ft = σ(W f · [
ht−1, xt

] + b f ) (7.2)

it = σ(Wi · [
ht−1, xt

] + bi ) (7.3)

C̃t = tanh(Wc · [
ht−1, xt

] + bc) (7.4)

Ct = ft ∗ Ct−1 + it ∗ C̃t (7.5)

ot = σ(Woht−1, xt + bo) (7.6)

ht = ot ∗ tanhCt . (7.7)

7.4 Conclusions

In this paper, the RNN and LSTM architectures for generating exam papers are both
introduced. Compared to RNN, LSTM can obtain long-term information by using
the cyclic memory function and selective forgetting function, and it can well capture
the correlation between the results of similar questions in the student’s answering
behavior. Based on the advantages of LSTM, the structure can also be extended to
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the course selection system, where students’ ability and their interest can be seen as
input, and the system will tell students their most suitable courses.
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Chapter 8
Teacher Facial Expression Recognition
Based on GoogLeNet-InceptionV3 CNN
Model

Yan Tian, Tingting Han, and Libao Wu

Abstract Teacher expression recognition based on deep learning is an important
application of deep learning in the field of education, which can quickly and accu-
rately obtain teacher expressions, and save time and resources comparing with tradi-
tionalmanual classroomevaluation. In this paper, theGoogleNet-InceptionV3convo-
lutional neural network (CNN) model was proposed for teacher facial expression
recognition. Contrast Limited Adaptive Histogram Equalization (CLAHE) was used
for CK+ dataset image enhancement. After training, a classification accuracy rate
of 81.4% was achieved. Furthermore, we selected a teachers’ lecture video from
MOOCwebsite and analyzed it using the trained model. The correct recognition rate
of the teachers’ facial expressions in this video is 90%. Teacher facial expression
recognition technology based on deep learning provides a new idea and scheme for
contemporary classroom teaching management and quality assessment.

Keywords Deep learning · Teacher facial expression recognition · Image
enhancement · CLAHE · GoogLeNet-InceptionV3

8.1 Introduction

Teachers’ teaching emotions affect teachers’ subjective consciousness and play an
important role in classroom teaching activities. In 2014, Prosen [1] analyzed the
teachers’ emotions by their language and the students’ reactions to teachers’ emotions
such as happiness, anger and sadness. They found that happy emotions have a better
effect on teacher-student interaction. Therefore, teachers’ expression is a factor that
cannot be ignored in contemporary classrooms.Analyzing changes in teachers’ facial
expressions is of extremely significance to classroom evaluation.
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The traditional classroomevaluation ismainly based on subjective evaluation such
as other teachers’ evaluation and students’ survey,which lacks objective and scientific
data support [2].With the development of computer vision, deep learning technology
and the gradual maturity of related hardware, facial expression recognition based
on deep learning is getting more attention in the field of “artificial intelligence +
education”.

Pramerdorfer and Kampel [3] demonstrated that CNN is superior to traditional
methods in FER2013. The abstract features extracted by CNN have stronger robust-
ness and better generalization ability. In 2017, Li et al. [4] designed the Deep
Locality-Preserving CNN (DLP-CNN) algorithm based on RAF-DB dataset. This
model solves the problem of facial expression recognition in uncontrolled environ-
ment. Wen et al. [5] combined the Convolutional Block Attention Module (CBAM)
with ResNet in 2020, which improved the network’s feature extraction capability. In
2011, Feng [6] introduced facial expression recognition technology into intelligent
online teaching systems, which was the first implementation of facial expression
recognition and emotion judgment system in the online environment. Zhan et al. [7]
combined facial recognition and eye-tracking technology to develop the emotional
and cognitive recognition model for distance learners, which greatly improved the
accuracy of learners’ state judgment in the network environment.

The above facial expression recognition methods have achieved good results.
However, there is little research on teachers’ facial expression recognition. In this
paper, we demonstrated a GoogLeNet-InceptionV3 CNN model for teacher facial
expression recognition. The main works were shown as follows: (1) In order to
get more detailed facial expression data, the CLAHE method was used to enhance
the CK+ dataset. (2) Construct GoogLeNet-InceptionV3 CNN model to train the
enhanced CK + dataset. (3) Select a teacher’s lecture video from MOOC [8] and
make a detailed analysis of the teacher’s facial expressions.

8.2 Image Enhancement

The Extended Cohn–Kanade Dataset (CK+) is most extensively used for facial
expression intensity. CK+ was expanded on the Cohn–Kanade dataset in 2010 and
contains 593 sequences across 123 subjects, and 327 of the 593 sequences have
expression labels [9]. These expression sequences are encoded from 0 to 7, which
represent seven kinds of expressions and neutral expression (i.e. 0 = neutral, 1 =
anger, 2= contempt, 3= disgust, 4= fear, 5= happiness, 6= sadness, 7= surprise).
Figure 8.1 shows the visualization of the eight expressions in CK+ dataset.

In the CK+ dataset, some images are exposed excessive or low brightness. The
image enhancement canmake the image clearer and the character detailsmore promi-
nent, thereby ensuring higher model accuracy. In this paper, the method of Contrast
Limited Adaptive Histgram Equalization (CLAHE) was used to enhance the CK+
dataset.
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Fig. 8.1 The visualization of the eight expressions in CK+ dataset

Histogram Equalization (HE) is usually used for contrast enhancement. The main
principle is tomap the gray distribution of the image to another distribution. Thus, the
dynamic range of the gray distribution becomes flat and extended, thereby improving
the overall contrast of the image, which make the image clearer. Due to the light and
dark distribution of the image, the traditional HE method may cause the loss of local
details of the image. By dividing the image into several sub-blocks, the Adaptive
Histogram Equalization (AHE) method was used for the sub-blocks to optimize
the equalization effect. Nevertheless, this will cause excessive noise amplification.
CLAHE is an improvement of AHE. The main difference is that CLAHE sets a
limit on the contrast of local images. By limiting the height of local histogram, the
enhancement amplitude of local contrast is reduced, which limits the increase of
image noise and excessive enhancement of local contrast. This method not only
makes the image clearer, but also preserves the image’s local details. The CLAHE
algorithm flow was shown as follows [10]:

The input image is assumed to consist of discrete gray levels in the dynamic range
of [0, L − 1], The gray level is rk.

(1) Divide the image into non-overlapping equal sub-blocks, and mark the number
of pixels contained in each sub-block as N.

(2) Calculate the histogram of each sub-block. The histogram of the sub-block is
h(rk).

(3) Calculate the shear threshold, limiting the number of pixels contained in each
gray level cannot exceedncl times the averagenumber of pixels (N /L). clipLimit
is expressed as a shear threshold, which is used to control the magnitude of
contrast enhancement.

clipLimit = ncl
N

L
, (8.1)

In Eq. (8.1): ncl is a variable value that can be set flexibly according to the
actual situation of the image.

(4) For each sub-block, use the corresponding clipLimit value for h(rk) cutting,
the number of pixels being cut will be uniform again assigned to each gray
level of the histogram.

sumR =
L − 1∑

k = 0

(max(h(rk) − clipLimit, 0)), (8.2)
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Fig. 8.2 aHistogramof original imagebHistogramofHEprocessed image cHistogramofCLAHE
processed image

In Eq. (8.2): sumR represents the total number of pixel values that exceeds
clipLimit.

avgN = sumR/L, (8.3)

In Eq. (8.3): avgN represents the average number of pixels increased by
each gray level in the histogram.

Repeating the above allocation steps until all the cut pixels were allocated.
Use h′(rk) to represent the histogram of h(rk) after redistribution processing,
then

h′(rk) =
{
clipLimit, h(rk) > clipLimit − avgN
h(rk), h(rk) ≤ clipLimit − avgN

(8.4)

(5) The gray histogram of each sub-region after redistribution was processed
separately, and the result was represented by p(rk).

(6) According to p(rk), the gray value of the center pixel of each sub-block was
taken as the reference point, and the bilinear interpolation technique was used
to calculate the gray value of each point in the output image.

The comparison among the images processed by CLAHE and HE algorithms and
the Original image were shown in Fig. 8.2, which shows the histogram of original
image (a), the HE processed image (b) and the CLAHE processed image (c).
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It can be clearly seen from Fig. 8.2 that the dynamic distribution range of the
CLAHE image histogram is wider and more uniform than that of the HE image and
the original image. And the CLAHE image has higher definition and more local
details.

8.3 GoogLeNet-IncepionV3 CNN Model

Typically, the performance improvement of CNN relies on improving the depth and
width of the network, which will inevitably result in a larger parameter space and
computational pressure. The deeper the network, the harder it is to optimize, and the
gradient is easy to disappear. To solve these problems, Szegedy et al. [11] proposed
the GoogLeNet CNN with Inception structure, which can reduce the amount of
computation while increasing the width and depth of the network. Inception is the
core of GoogLeNet, which is a sparse and high-performance network structure.

The inceptionV1 structure contains 4 channels and 1× 1, 3× 3, 5× 5 convolution
kernels. 4 channels are allocated with different sizes of convolution kernels. Infor-
mation can be extracted from different levels, and finally aggregated at the output,
to get richer feature information. A single 3 × 3 or 5 × 5 convolution kernel will
have a large amount of calculation, so a 1 × 1 convolution kernel is added in front of
these convolution kernels to achieve dimensionality reduction. Additionally, pooling
operations are essential for current convolutional networks, so an alternative parallel
pooling path is added at each such stage [11]. GoogLeNet uses a large number of
inception blocks to increase the convolutional layer, but reducing the computational
complexity. Figure 8.3 shows the structure of InceptionV1 model.

Fig. 8.3 The structure of InceptionV1 model
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Fig. 8.4 The structure of InceptionV3 model-block1

GoogLeNet’s better performance is mainly due to the extensive use of dimension
reduction. This is a special kind of efficient decomposing convolution. Through
proper decomposition, the parameters will be more decoupling and less, so as to
accelerate the training.

In the first case, according to the ideas in VGGNet, the large 5 × 5 convolution
kernel in inceptionV1 is decomposed into two small 3 × 3 convolution kernels [12],
as seen from Fig. 8.4, which shows the structure of InceptionV3 model-block1.
Two small convolution kernels use the ReLU activation function to enhance the
nonlinear representation of the model.

If the 3 × 3 convolution kernel continues to be decomposed into two 2 × 2
convolution kernels, the parameters are 89% of the original model. However, the
experiment proves that if the 3 × 3 convolution kernel is decomposed into 1 × 3
convolution kernel and 3 × 1 convolution kernel, the network will be more efficient.
The parameters are 66% of the original model [12]. Therefore, in the second case,
convolution kernels is decomposed asymmetrically. Decomposition principle is that
the n × n convolution kernel is decomposed into 1 × n convolution kernel and n × 1
convolution kernel. In InceptionV3, n is equal to 7. Figure 8.5 shows the structure of
InceptionV3model-block2. InceptionV3model-block2 does not apply to all layers,
especially the front part of the network. Putting it in the middle can achieve better
results.

Last case, to avoid representational bottleneck, parallelizing 1 × 3 convolu-
tion kernel and 3 × 1 convolution kernel instead of serial can reduce information
loss and calculation cost. Figure 8.6 shows the structure of InceptionV3 model-
block3. InceptionV3 model-block3 is placed on the high-level part of the network to
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Fig. 8.5 The structure of InceptionV3 model-block2

Fig. 8.6 The structure of InceptionV3 model-block3

ensure more feature information. These three inception structures together constitute
GoogLeNet-InceptionV3. Compared with Inception V1, the inceptionV3 network
has a faster computing speed, increases the nonlinearity of the network and reduces
the probability of overfitting.
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Fig. 8.7 a Loss and accuracy in the validation set of normal CK+ b Loss and accuracy in the
validation set of enhanced CK+

8.4 Experimental Process and Analysis

8.4.1 Model Training

The experiment used the Pycharm2020 platform to build the GoogLe Net-
inceptionV3 CNN based on the tensorflow framework, and used the normal CK+
dataset and enhanced CK+ dataset for training. Setting learning rate = 0.003, steps
= 120, the training results are shown in Fig. 8.7,which shows the loss and accuracy
in the validation set of normal CK+ (a) and in the validation set of enhanced
CK+ (b). Accuracy in the validation set of enhancedCK+ has significantly improved,
reaching 81.4%.

8.4.2 Teacher Facial Expression Recognition

We selected a teacher’s lecture video with the content of Zhao Ming Selected Works
fromMOOC [8]. One framewas intercepted every second (24 frames) of the teaching
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Fig. 8.8 The proportion of teachers’ facial expression recognition results

Fig. 8.9 The correct rate of teachers’ facial expression recognition

video. A total of 1301 pictures were intercepted. The invalid pictures were removed,
and the total number of valid pictures was 1098. Haar classifier algorithm was used
to detect faces, and face pictures of the teacher were captured for test set. Finally, the
teacher’s facial expression recognition results in this class included five facial expres-
sions as shown in the Fig. 8.8. The ratio of the Happiness and Surprise expressions
is 95%, so positive teacher emotions are more needed in the classroom.

We also made statistics on the recognition rates of the five expressions. Figure 8.9
shows the correct rate of teachers’ facial expression recognition. The correct identi-
fication rate of Happiness, Surprise and Neutral reached 99, 82 and 71%. Due to the
state of the teacher’s eyes and head, some expressions were recognized as Contempt
and Fear. In this video, the correct recognition rate of all expressions of this teacher
is 90%.
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8.5 Conclusion

This paper proposed teacher facial expression recognition based on the GoogLe Net-
InceptionV3 network. InceptionV3 has a deeper and wider sparse network structure
than InceptionV1 and has a faster calculation speed. After training with the enhanced
CK+ dataset, the recognition accuracy in the teacher’s lecture video reached 90%.
Through these data, this research can provide objective data for teaching evaluation,
and can also analyze students’ interest in the teaching content, so as to build a better
learning environment. Although the study has achieved a good recognition rate, we
still need to further improve the robustness of feature extraction of teachers’ expres-
sions in real scenes. Next, teachers’ speech and text language will be added to the
sentiment analysis research. In the future, we hope to achieve a more comprehensive
teacher sentiment analysis.
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Chapter 9
An Overview Study of Importance
of Artificial Intelligence
in the Improvement of Online Education

Muhammad Uzair and Jin Chen

Abstract This research investigates the topic of artificial intelligence’s rise in online
education teaching and learning. It looks into the effects of emerging technology on
how students learn and how institutions teach and change in the online teaching
platform for better performance. Recent technological advances and the increased
pace with which new technologies are adopted in online education are investigated.
Students are unable to continue their studies on campus due to COVID-19. As a
result, the institute began online teaching at that time, but students faced numerous
challenges in online learning due to a lack of tactics and resources. We define some
benefits and impact of AI technologies for Online teaching and learning.

Keywords Artificial intelligence · Online education · Adaptive study ·
Visualization of information · Virtual counselling

9.1 Introduction

Within the last few years, the definition of traditional education has changed signif-
icantly. Being physically present in a classroom is no longer the only learning
option, especially with the growth of the internet and new technology. Nowadays, as
long as you’ve got access to a computer, you can get an honest education anytime
and wherever you select. We are now entering a replacement age known as the
revolutions. Online education gives both the teacher and the student the ability
to choose their own learning pace, as well as the added flexibility of designing a
schedule that works for everyone. As a result, using an online educational platform
provides for a better balance of work and study, requiring no compromises. Since
the mid-twentieth century, education has emphasized specialization: studying more
about fewer subjects. Students will increasingly come from a variety of ages and
backgrounds [10].
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COVID-19 has now forced the closure of schools all across the world. Over
1.2 billion children globally are not attending school. As a result, education is
confronted with learning options, with the advent of learning in which instruction is
done remotely and via digital platforms. While the students cannot go to the class-
rooms almost all over the world, some students are wondering if the online learning
system will continue after the pandemic, and how such a shift will impact the global
education business.

Students are unable to continue their studies on campus due to COVID-19.
As a result, the institute began online teaching at that time, but students faced
numerous challenges in online learning due to a lack of tactics and resources. More
powerful online learning solutions are required to tackle the world’s problems. In
this procedure, Artificial Intelligence will be quite beneficial.

The future of higher education is strongly linked to technological advancements
and the internet connectivity of emerging intelligent machines. Advances in arti-
ficial intelligence in this field open up new possibilities and challenges for higher
education teaching and learning, with the potential to dramatically alter governance
and the internal architecture of higher education institutions. Students, whether they
receive their education online or offline, want interactive classes in which they do
not feel overburdened. Artificial intelligence can assist in the development of such
an intriguing and helpful platform. Because there is no limit of age for learning,
there are too many ways and platforms to educate itself with AI. In contrast, the use
of technology in education has altered the format of instruction. Distance learning
programmers have existed since the 1980s, but technological advances, content scal-
ability, and widespread mobile adoption have made online degree programmers a
feasible option for prospective students [12].

Accelerating online learning offers some benefits, but it isn’t a solution. Artifi-
cial intelligence-enabled next-generation improvements, on the other hand, have the
potential to completely change the virtual experience. We must completely redefine
the job of an educator to improve upon the current teaching model, in which the
instructor is the source of knowledge and the student is the reception [8].

AI has already had a significant impact on online education, with AI-powered
modules appearing in all areas of education. Course delivery online has already
decreased expenses, reduced inequity, and increased graduation rates in education.
As a result of the AI revolution, online education could become even smarter, faster,
and cheaper. It has already begun. AI-enabled learning management systems [7] can
use surveys to group individuals into distinct learning buckets (e.g., visual, auditory,
text) [9], allowing them to give effective and targeted information that corresponds
to their chosen learning style. Online education will become more popular in the
future.
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9.2 Benefits of AI (Artificial Intelligence) in Education

Through efficiency and personalization, AI can assist fill in the gaps in learning and
teaching. Artificial intelligence systems aid in the accessibility of global classrooms
to all types of students, including those with special needs. These digital platforms
that use AI to provide learning, assessment, and feedback discover knowledge gaps
and, when necessary, shift learning to new areas. Machines can efficiently grade
multiple-choice examinations, and AI has a lot of potential for making registration
and admission processes more efficient [4].

AI advancements are assisting in the shaping of e-learning as the future of educa-
tion. E-learning is a brand-new educational service that allows people to get an
educationwithout compromising their finances and at a far lower cost than traditional
higher education institutions.

There are a variety of AI applications being explored for education, including
learner mentors, smart content generation, and virtual global conferences. Education
is one of the most recent industries to gain from artificial intelligence and machine
learning, but the shifts are already underway and will undoubtedly continue [2].

The use of technology in education is modifying howwe teach and learn all across
the world. Artificial intelligence [3] is one of the disruptive technologies that can be
applied to personalize the learning experiences of various learning groups, teachers,
and tutors.

9.3 Current Artificial Intelligence Methods for eLearning

Online education Industry claims “An AI-based eLearning platform is a machine or
system that can execute many jobs that require human intelligence. It is capable
of providing solutions to human-related problems such as speech recognition,
translation, decision making, and much more.”

Due to COVID-19, the world needs to know the best way of online teaching.
During the longer lockdown, online education platforms have become significant for
education. Everyone is getting used to the unexpected new standard of completely
innovative teaching and learning in the wake of the Covid-19 epidemic. The use of
AI technology in e-learning enables us to better exploit e-learning solutions (LMSs,
LXPs, LAPs, and so on). AI is transforming the way we learn, opening up a lot
of new educational opportunities. The online education system is developing to
support entire technology-mediated learning [7]. AI revolution, online education
could become even smarter, faster, and cheaper. There are various AI methods that
can be used for eLearning and improved performance in online education [5].

One of the most important aspects of AI is its ability to collect and analyse data
from users every time they engage with the technology. When an activity previously
performed by a human and believed to require the ability to learn, reason, and solve
problems can now be completed by a machine, AI is demonstrated [11].
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That is what can help to more efficiently outline the learner’s pathways through
the educational process.

• Identify the learner’s next level of achievement;
• Provide appropriate stuff to guide student to that level.
• Assist in getting there in accordance with the learner’s current capabilities,

knowledge, and experience, as well as unique learning style and pace.

9.3.1 Adaptive Study

Adaptive learning is educational software that is customized to each student indi-
vidually, with concepts presented in the sequence that each student finds easiest to
understand and finished at their own pace. Adaptive learning models now work best
when a large group of students is required to learn the same content, providing for
a big amount of comparable data. Adaptive learning models now work best when a
large group of students is required to learn the same topic, allowing for the collec-
tion of a significant amount of comparable data at the same time. They could be
introduced at a much more granular level as they progress [6].

For algorithm adaptive learning Bayesian Knowledge Tracing (BKT) is a typical
approach for estimating the pace at which learning happens. Item Response Theory
(IRT), developed in the discipline of psychometrics to model a learner’s interaction
with discrete stimuli, is another well-known theory.

The use of artificial intelligence to break down a textbook into a study guide
containing chapter summaries, practice quizzes, and flashcards. Adaptive learning
techniques will continue to make learning faster, smarter, and more personalized in
the long run.

Understanding the various ways that technology can acquire data and induce
adaptivity is beneficial, and they are most successful when combined in one
instrument.

• Between students and professors, some aspects promote communication and
collaboration.

• Faculty can set or overrule the technology’s grading scale or scores, for example.
• Sources of information (e.g., OER, publisher content, customer-generated

content).

9.3.2 Intelligent Tutoring System

An intelligent tutoring system (ITS) is a computer program that tries to provide
learners with instant and personalized teaching or feedback, usually without the
need for human participation. ITSs share the goal of allowing meaningful and effec-
tive learning through the use of a variety of computing technologies. Mathia was
created to meet your students where they are and assist them in achieving their goals.
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MATHiaU was created by a team of cognitive scientists to provide each Develop-
mental Math learner with a tailored, easy-to-use learning experience. We teamed
up with OpenStax, a major producer of open educational resources, to integrate
MATHiaU with their textbooks to offer a single, cost-effective learning solution for
students [3].

Intelligent teaching solutions can drastically reduce that cost while also increasing
the success rate. At their best, these technologies don’t replace instructors; rather,
they move them closer to the role of mentor [1].

9.3.3 Virtual Counselors

IBM created prototypes of AI-powered 3D settings and lifelike virtual characters
for the US Army, as well as prototypes of virtual counseling. Captivating Virtual
Instruction for Training (CVIT) research intends to combine live classrooms with
intelligent tutors, augmented reality, and virtual instructors.

Jill Watson is IBM Watson’s virtual teaching assistant. Jill, who was first intro-
duced at Georgia Tech in a course titled “Knowledge-Based Artificial Intelligence,”
participates in an online discussion forum in a classroom, addressing student ques-
tions alongside other, human teaching assistants. In many circumstances, she outper-
forms her human colleagues by responding faster.Georgia Tech students collaborated
in 2016 [4].

9.3.4 Impact of Using Artificial Intelligence in Online
Education

Online education is not successful due to the flaws in the current system used for
online education. Below are some of the points where we can apply artificial intel-
ligence tools which can help us to overcome all the flaws and can provide a perfect
and successful platform for online education.

9.3.4.1 Online Tutorial

AI can provide personalized digital learning interfaces such as digital textbooks,
study guides, bite-sized lectures, andmuchmore. There will be no need for searching
different materials from different sources. TheArtificial Intelligence tool can provide
the most relevant data very easily.



84 M. Uzair and J. Chen

9.3.4.2 Visualization of Information

AI can offer newmethods of display of information, such as visualization, simulation,
graphs, andweb-based study environments.AI tools can be designed to automatically
visualize the data in animated charts, graphs, tables, and other formats to be easily
understandable.

9.3.4.3 Updates to Learning Materials

Furthermore, AI helps in the creation and updating of course content, ensuring that
knowledge is up to date and adapted to different learning curves. AI tools can alert
teachers/learners about the latest information about a specific topic. By using AI
tools, we can easily find the latest work done on a specific topic by searching the
research sites like Google Scholar, etc.

9.3.4.4 Real-Time Surveillance

One of themost important functions of anAI-based eLearning platform is its capacity
to act as a tutor and deliver real-time responses to inquiries. Many students have
difficulty getting clarity on a certain topic while they are learning. However, by
implementing Artificial Intelligence into your learning program, you can provide
the finest alternative for learners to seek clarification whenever and wherever they
choose.With AI, students may quickly ask questions about the unclear subject matter
and receive immediate replies [3].

9.3.4.5 Natural Language Processing

This is a dream come true for you with an Artificial Intelligence system. Natural
language processing is the most important component (or sub-field) of Artificial
Intelligence. Its goal is to enable systems to process human language rapidly and
efficiently.

So, by incorporating AI into your eLearning program, learners will be able to
interact with the system and ask questions in the style/language of their choice. This
will save time and aid in the development of interesting and efficient eLearning, in
addition to making learning more accessible.

9.3.4.6 Personalized Tutoring Session

Artificial intelligence is essential for assessing a learner’s past performance and
determining their learning style. The data is used by AI to make modifications to the
fresh learning content before delivering the desired tailored learning experience.
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9.4 Conclusion

This Pandemic has disturbed the education system worldwide. We should move
towards online education as soon as possible to overcome waste of time and to
protect the future of our students. For this purpose, we must develop a new window
AI-based program so that all students around the world can easily access and get an
education.

This one Window platform cannot possible without Artificial Intelligence. Hence
we can do it by using the techniques given in this paper to make it more engaging
and successful. AI is the future and AI is the solution.
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Chapter 10
A Review of Attention Detection
in Online Learning

Libo Qiao, Zongyi Han, Wei Wang, Linlin Li, and Ying Tong

Abstract With the development of Internet technology, online courses have greatly
facilitated learners’ self-learning courses. However, when students study online,
due to the lack of real-time interaction between teachers and students, it is easier
to produce a state of inattention. Therefore, this paper focuses on analyzing the
process of detecting attention technology based on artificial intelligence methods
in the Internet learning scenario. Meanwhile, the advantages and disadvantages of
variousmethods are analyzed, and the difficulties and future directions of the research
are pointed out.

Keywords Online learning · Attention detection · Image processing · Artificial
intelligence ·Wisdom education

10.1 Introduction

The 45th “Statistical Report on Internet Development in China” shows that the
number of online education users in China alone reached 423 million, an increase
of 222 million from the end of 2018 [1]. With the popularization of the Internet and
the continuous development of hardware equipment, network learning has gradually
become an important way to obtain knowledge [2]. Online learning is also favored
by students because of its rich educational resources and not limited by time and
location [3].

However, compared with traditional face-to-face teaching, owing to the lack of
real-time interaction between teachers and students, teachers cannotmaster the class-
room situation at any time, and it is hard to optimize and adjust the course content
and teaching progress. At the same time, students are more likely to produce a
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concentrated state of inattention, which leads to irritability andweariness of learning,
resulting in a decline in learning efficiency [4]. So, carrying out this research can
promote students to enter the learning state more easily and indirectly improve the
learning efficiency. Simultaneously, it provides effective and scientific data to further
explore the visual cognitive process and cognitive laws during learning.

After the advent of artificial intelligence (AI) technology, it has gradually become
one of the hot topics in the education field. AI has been applied in the teaching
environment, instructional design, teaching analysis and teaching reflection stages
[5]. In the form of a literature review, this paper combs the literature on Internet
learning attention based on artificial intelligence methods since 2015 from three
aspects: research principles, existing problems and development trends. Summa-
rize the research status from different perspectives, discover problems and make
suggestions for future research directions.

10.2 Implementation Principle and Related Processing
Methods

The main principle of attention detection is to distinguish the current learning state
of the learner. And Fig. 10.1 is the basic process of attention detection. It is roughly
divided into three steps: digital image preprocessing, detection of face position, and
recognition of facial key features. Most studies for this research [6–30] are based on
this basic process. This section will summarize the three key technologies in turn.

10.2.1 Digital Image Preprocessing

Images collected through camera devices can inevitably have noise interference.
In order to improve the accuracy of subsequent face detection and recognition algo-
rithms, the image needs to be preprocessed to enhance the quality of the image. Bina-
rization, histogram equalization, and morphological operations are three common
preprocessing methods, and the processing results are shown in Fig. 10.2.

Fig. 10.1 The basic process of attention detection
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(a) original image (b) Binarization (c) histogram equalization (d) morphological 
operation (corrosion) (e) morphological operation (dilation) 

Fig. 10.2 Image preprocessing effect chart

10.2.1.1 Binarization

Binarization [31] is the process of adjusting the image to an obvious black and white
effect, that is, the color of each pixel in the image is either black or white. It can
not only reduce the data volume of the original image and increase the subsequent
calculation speed, but also highlight the target area and reflect the overall and local
characteristics of the image.

10.2.1.2 Histogram Equalization

The core of histogram equalization [32] is to stretch the image non-linearly. The
grayscale histogram of the input image is adjusted from a state relatively concen-
trated in a certain grayscale interval to a uniformly distributed state within the entire
grayscale range. The processed image is clearer in subjective perception. Objectively,
it is more conducive as input data for image segmentation, object recognition and
boundary detection.

10.2.1.3 Morphological Operation

Morphological operations [33] apply structural elements to input images through
neighborhoodoperations to generate output images. There aremainly four processing
methods: corrosion, expansion, open operation and closed operation. Among them,
corrosion and expansion are basic operations, and open operation and close operation
are a combination of the former two. Corrosion is an operation that eliminates the
highlighted area of the boundary and shrinks the boundary to the inside. The noise
spots in the original image can be reduced after processing. Expansion is the process
ofmerging all the backgroundpoints in contactwith the object to expand the boundary
to the outside. It is often used to fill holes in the original image or eliminate small
particle noise in the target area.

The principle of open operation is to perform corrosion operation first, expand the
background and remove isolated points. Then perform the expansion operation to
restore the image area to its original size. This method is often used when removing
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tiny objects. It can maintain smooth boundaries and not change the area of the object
as much as possible. On the contrary, the closed operation is the process of expan-
sion before corrosion. It can fill holes and small cracks in the image and avoid no
deformation or position changes in the target area.

10.2.2 Detection of Face Position

The human face contains a wealth of characteristic information. It is easier to judge
the learning state of the learners by observing their facial features. Therefore, face
detection is the basis for subsequent research. Common detection methods include
traditional detection methods, template matching methods, and statistical modeling
methods. Table 10.1 compares the principles, advantages and disadvantages of these
methods.

10.2.3 Recognition of Key Facial Features

The recognition technology of key parts of the face is through the recognition and
analysis of some obvious facial features, such as eyes, nose, eyebrows, mouth, fore-
head and other parts. In a combined or separate manner, the feature changes of the
parts or the distance between the parts are used to identify key facial information
and determine the learning status. Table 10.2 lists the facial features of students in
different learning states.

10.2.3.1 Learning State Recognition Based on Eye Movement Features

The eye is an important sensory organ of humans. In the detection of the learning
state, the changes in the eyes are also the most obvious. The state of the eyes can
usually be recorded by the opening and closing state of the eyes, the characteristics
of the eye movement and the relative position of the eyes. And then used these to
judge the attention situation. Figure 10.3 shows all possible positions of the eyes.

Yi [6] designed a system for extracting implicit information of eye movements to
analyze students’ learning behaviors. After the facial image sequence is extracted,
the iris sequence of location changes representing the eyemotion is established. Then
use the Hidden Markov Model (HMM) classifier to analyze the students’ learning
mode, and check their course status in class at any time. Yi [7] detected and modeled
the learner’s gaze changes by tracking the relative position changes of the corners
of the eyes and the iris. Through the eyes, the cognitive behavior of learners can
be widely separated as three categories: saccade, search and idleness. Wang [8]
performed face region detection based on the AdaBoost method of Haar features.
It is used to construct a sample database for convolutional neural network (CNN)
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Table 10.1 Common face position detection methods

Category Method Principle Advantages Disadvantages

Traditional
detection
methods

Contour
feature [34]

Detect face edges
and extract face
image profile
features.

It has a good
noise resistance
performance.

When the light
intensity is high, the
anti-interference
ability decreases.

Grayscale
feature [35]

Determine whether
the image is a
human face
according to the
facial light and dark
rules.

The algorithm is
simple and easy to
implement.

Affected by
illumination.

Structural
feature [36]

Face structural
features are used to
determine the
presence of human
faces.

Suitable for face
front detection.

The detection effect
of face deflection is
poor.

Color feature
[37]

The skin color is
proposed from the
color image to
further obtain the
face range.

Insensitive to
changes in the
face posture.

The false detection
rate is high.

Movement
feature [38]

Detect human faces
in videos through
changes in facial
expressions and
muscles.

Dynamic
detection can be
performed.

The effect is poor for
objects whose
position does not
change for a long
time.

Template
matching
methods

Fixed template
matching [39]

A standard face
template is
constructed by a
certain proportion
and matched with
the input face point
by point.

The calculation is
simple and fast.

The general accuracy
is relatively low.

Variable
template
matching [40]

The template
parameters are
adjustable, and the
presence of the face
in the graph is
judged by the
energy function.

Not easily
affected by the
appearance of the
face.

The amount of data is
large and the
real-time
performance is poor.

(continued)

experiments, and to train a classification model of the human eye state. Duan [9]
recognized the key parts of the eye and calculated the aspect ratio of the eye. After
obtaining the degree of opening and closing of the eyes, the classroom learning status
can be distinguished. Zheng [10] proposed an attention detection method based on
RNN-EMA eye movement analysis to extract eye movement features in real time.
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Table 10.1 (continued)

Category Method Principle Advantages Disadvantages

Statistical
modeling
methods

Subspace
detection [41]

The dimensionality
of the face image is
reduced to find the
difference between
the face and the
non-face image in
thelow-dimensional
space.

The face detection
accuracy is high,
and the robustness
is good.

The algorithm is more
complex and has a
long operation time.

Artificial
neural network
[42]

The network is
trained with the
features of face
sub-regions as input.

There is no need
to manually select
image features in
advance.

Large data volume
and time-consuming.

Support vector
machine [43]

Find the hyperplane
that maximizes the
positive and
negative sample
boundaries in the
sample space.

Good recognition
effect for high
dimensions and
small samples.

Sensitive to the
missing data.

AdaBoost
iterative
algorithm [44]

Multiple different
weak classifiers are
trained on the same
training set.

High accuracy
and fast detection
speed.

The number of weak
classifiers is not easy
to set.

Table 10.2 Key features of the students’ learning status

Status Eyes Sight Mouth Head Eyebrows Forehead

Focus Eyes wide
open

Fixed sight Mouth
closed

Less head
movement

Raised
eyebrows

Frown

General No obvious
features

Slight
shaking of
sight

No
obvious
features

No obvious
features

No obvious
features

No obvious
features

Doubt Decreased
blink
frequency

Fixed vision
fixed

Mouth
curled,
mouth
sinking

Head tilt Raised
eyebrows

Forehead
lines

Fatigue Eyes closed
for a long
time

No obvious
features

Yawn,
mouth
open

Get down
and nod
frequently

No obvious
features

Sinking
forehead

The cyclic neural network is used to analyze the eye movement characteristics of the
sequence, and the learning state is divided into reading, searching, and distraction.
The detection accuracy is improved by 5.3% compared with similar algorithms.



10 A Review of Attention Detection in Online Learning 93

Fig. 10.3 Diagram of opening and closing of different positions of eyes

10.2.3.2 Learning Status Recognition Based on Multiple Facial
Features

Facial multi-feature fusion is performed by combining many single characteristic
points for observation and analysis. Through its common changes and distance condi-
tions, the learning state can be judged and recognized, and the detection error caused
by a single feature can be minimized.

1. Learning State Recognition Based on Facial Combination Features

When the learning state changes, small changes occur in various parts of the face,
and these small changes are related to each other. Thus, by detecting multiple feature
points at the same time, the learning state of the learner canbe judgedmore effectively.
Common facial feature points are shown in Fig. 10.4.

Tseng [11] measured the distance changes of various key parts such as eyes, nose,
eyebrows and mouth, and trained a classifier to judge the changes in the students’
learning status. Sun et al. [12] used closed eyes feature, yawn feature, closed mouth
feature, nodding doze feature, viewing angle change feature and the proportions of
forward-leaning characteristics to divide students’ learning state into three states
of focus, general and confusion. Zhang [13] determined the characteristics of the
eyes and mouth by analyzing the degree of eye-opening and the curvature of the
mouth. And put forward a deep perception classification method of online learning
behavior based on CNN-SVM. Vettivel et al. [14] extracted precise facial features of
the eyes, eyebrows, nose and ears. The auxiliary sensors collected heart rate and brain

Fig. 10.4 Common facial feature points
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wave data to train classification models by extracting feature feedback. Gong [15]
calculated the eye aspect ratio, PERCLOS value, blinking frequency, mouth width
ratio, and mouth arc value as the feature input vector. The support vector machine
(SVM) classifier is used to identify and classify the three learning states of students’
concentration, doubt and fatigue.

2. Learning State Recognition Based on Facial Features and Expression Changes

The emotional state of online learners directly affects learning efficiency. Therefore,
in remote network learning, researchers should pay more attention to the emotional
problems of students. The wide application of facial expression recognition tech-
nology not only indirectly helps learners improve the efficiency of learning, but also
makes up for the lack of emotion in distance education, and makes the education
mode more intelligent and humanized.

Li [16] based on the detection of face, eye and mouth positioning, and analyzed
the facial feature changes of network learners, moreover defined the expressions of
three learning states of concentration, fatigue and normal. Comprehensive decision-
making methods combined with expert experience are used to formulate fuzzy rule
bases that meet the research needs. Dewan [17] analyzed the learner’s facial expres-
sions as emotional characteristics, thereby changing teaching strategies. Gupta [18]
analyzed the facial expressions of students to judge their emotional state in the
learning process, and divided emotions into four types: high positive emotion, low
positive emotion, high negative emotion, and low negative emotion to help teachers
improve their teaching strategies. Pei [19] used a multi-task Deep Convolutional
Network (DNN) to detect facial landmarks, and designed a hybrid DNN to extract
the features of micro-expressions, and improved the extracted features by removing
redundancy and dimensionality reduction. Tang [20] elevated on the CNN model.
By removing the fully connected layer, the speed of facial expression recognition in
the classroom is improved. Provide teachers with feedback on the real-time status of
students, with high detection accuracy and robustness.

3. Learning State Recognition Based on Facial and Head Feature Fusion

Changes in learning status are often accompanied by changes in head deflection and
posture. Figure 10.5 shows a common head posture movement direction diagram,
combined with head features that can provide more data for detecting the learning
state.

Thomas [21] collected data on students’ facial expressions, head posture and eye
gaze points in the classroom. Training machine learning achieves automatic classifi-
cation, so as to measure or analyze student curriculum engagement. Feng [22] used a
low-cost camera, a low-resolution eyemonitor and amouse to collect learner informa-
tion about head posture, and facial emotional features and eye movement message to
assess their attention.Xiong [23] captured imageswith a camera, and analyzed the eye
closure characteristics, head deflection characteristics and line of sight characteristics
of the students in each frame of the image. Thereby, it can effectively detect distracted
behaviors such as drowsiness and vision deviation from the teaching area in online
learning. Bosch [24] analyzed students’ upper body movement, head posture, facial
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Fig. 10.5 Common head
posture changes

texture, facial movements, common features, time dynamics and other information.
Simultaneously, a machine learning model composed of a SVM network and a deep
neural network can automatically detect facial features anddistract. Tao [25] designed
a classroom concentration evaluation method that combined the facial expressions
and head posture of students in classroom. According to classroom expressions and
head pitch and deflection angles, the concentration is divided into levels and weights
are assigned.

10.2.3.3 Learning Status Recognition Based on Fusion Other Features

In addition to themethodsmentioned above, the researcher also combines themotion
sensors, eye trackers, Electroencephalogram (EEG) and other electronic equipment
shown in Fig. 10.6 to collect information from the face, head, eyes, brain waves,
etc., and comprehensively evaluate the status of the learner through the fusion of the
above data.

Yu [26] combined computer vision and brain wave detection methods, and used
a wearable Mindware detection device to collect brain wave data from learners, and

Fig. 10.6 Common electronic collection devices
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explored the relationship between concentration value, meditation value, blink inten-
sity and attention. Lu [27] collected head posture, facial expression and eye move-
ment data during online learning through theKinect sensor and Tobii eye tracker. The
PERCLOS, blink frequency, yawning frequency, nod frequency, average eye jump
amplitude and horizontal displacement ratio are extracted to monitor the students’
learning status in real time. Cheng [28] used frontal lobe sensors, earlobe sensors and
data processing chips to detect brain waves, and measured and recorded participants’
attention values in real time. Through the visual sensor for visual detection, capture
and identify the visual attention of students. In order to confirm whether the learner
is viewing the screen. Janez [29] obtained students’ gaze points, facial features and
body attributes through the Kinect sensors, and used machine learning algorithms
to train students’ level classifiers in different states. So as to automatically estimate
students’ status in the classroom. Lee [30] used three electrodes to obtain the EEG
of subjects who watched the lecture through multimedia under different conditions
and assessed their attention status.

10.3 Current Problem

At present, there are mainly the following problems in online learning attention
detection research:

(1) The detection technology has limitations. Attention detection based on single
facial features can onlymake simple judgments such as attentiveness or inatten-
tion, understanding or incomprehension. It cannot analyze students’ classroom
situations in detail. Although the multi-feature recognition technology greatly
improves the disadvantages of the former. This method still has few recogniz-
able states to accurately identify various subtle situations and dynamic images.
In spite of the detectionmethod based on the instrument or sensor can achieve a
higher accuracy rate, it increases the detection cost to a large extent. Therefore,
it does not have the universality of large-area application.

(2) The image resolution affects. The research uses image processing technology,
which is greatly affected by environmental factors. When the face offset angle
is too large, there is occlusion, and the light environment is poor, the effect of
face detection is not ideal. At the same time, when the learner is facing the
screen and the point of sight is also on the screen, it is difficult to detect the
state of daze and distraction.

(3) There are fewer public datasets. The current mainstream datasets cannot be
directly applied to attention detection, and researchers often need to collect
educational data on themselves. Different datasets are not uniform in the stan-
dards of image acquisition and label annotation, and multiple datasets have
errors in the same angle labeling. Obviously, it is hard to evaluate the model
methods of different datasets. Meanwhile, datasets need to process huge data
and analysis takes a long time.
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(4) The evaluation system is incomplete. Students of different ages, due to their
different cognitive levels and individualized development, their learning situ-
ation and learning methods are also different. Thus researchers are easily
affected by subjective attention. So, it is necessary to establish a variety of eval-
uation systems from many aspects of cognitive level and behavioral methods,
and match appropriate testing standards to the teaching characteristics of each
subject.

(5) Ethics and thinking. Acquisition of students’ classroom conditions via camera
may lead to leakage of basic information. It also virtually increases the learning
pressure and psychological pressure of students. How to deal with such ethical
and moral problems, let students conduct online learning in a more natural
state has also become another challenge.

10.4 Development Trend

On the basis of the above-mentioned existing problems and challenges, summarize
the development trend of attention detection in recent years:

(1) Application of interactive interface. With the gradual development of human–
computer interaction, this method is slowly being used in attention detec-
tion scenes. But with the deepening of technical research, people are no
longer satisfied with simple human–computer interaction. Enabling machines
to intelligently understand user needs is increasingly gaining attention from
developers.

(2) Improve the efficiency of artificial intelligence algorithms. In the face of the
huge data in attention detection, technical engineers are constantly improving
the operational efficiency of electronic chips and the real-time computation
of artificial intelligence algorithms to meet the real-time interaction of the
attention detection system.

(3) Classification is more humane. The system research can only detect the atten-
tion of the learners while ignoring the deeper information of their emotions
and points of interest in the course. The identification of this information is
gradually incorporated into the research scope of scientific researchers in order
to better serve the learners.

(4) Resolution of the bottleneck of image processing technology. Restricted by the
image resolution, it is difficult to detect clear and accurate tiny facial features
such as iris location and pupil profile in a specific environment. Consequently,
attention detection research for low-resolution images has become a difficult
problem to be solved urgently.
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10.5 Conclusions

Artificial intelligence technology has received extensive attention in various fields,
and the application of AI technology in network learning has become a development
trend in recent years. This paper briefly summarizes the related research on attention
detection technology based on AI methods in online learning in the recent five years.
The implementation method of this technology and the detection performance in
Internet learning are analyzed and evaluated. Meanwhile, it points out the problems
that need to be solved urgently and analyzes the trend and characteristics of the future
development of the technology.
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Chapter 11
Analysis of Teaching Introspection Text
Based on Semantic Similarity

Xinyuan Zhang, Chen Zhao, and Wei Wang

Abstract With the accelerated innovation and development of artificial intelligence
(AI), more AI technologies have entered the classroom to assist teaching. In this
paper, we use semantic similarity to evaluate and analyze teaching introspection
texts. According to the known teaching introspection content indicators, the weight
of the divided words is computed by using TF-IDF, and the words with larger weight
values are selected as the characteristic words that can identify the text. Next, we
analyzed the semantic relationships between words based on the HowNet knowledge
base, computed the sememes similarity, and then obtained the similarity between the
texts. Finally, the evaluation of the introspection text is completed through similarity
matching. The evaluation and analysis of teaching introspection texts are conducive
to improving teaching efficiency. Besides, the level of teachers’ professional skills
and the mastery of students’ knowledge points in classroom are also effectively
investigated and quantified, to improve the quality of education and teaching.

Keywords Teaching introspection · Semantic similarity · Sememes similarity ·
Text evaluation

11.1 Introduction

In May 2019, the UNESCO released the “Beijing Consensus-Artificial Intelligence
and Education” document with the theme of “Leading and Leaping, Planning Educa-
tion in theArtificial IntelligenceEra” [1],which aims to promote artificial intelligence
and education systems deeply integrate, innovate learning, teaching and education
methods, and build a flexible and high-quality education system.

Traditional teaching introspection behaviors in classroom are mostly evaluated
by teachers. A large number of manual evaluations of teaching introspection will
not only bring a lot of work pressure to teachers, but also lack a basis of profes-
sional evaluation and low efficiency. Based on this situation, this paper uses the

X. Zhang · C. Zhao · W. Wang (B)
College of Artificial Intelligence, Tianjin Normal University, Tianjin 300387, China
e-mail: weiwang@tjnu.edu.cn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
W. Wang et al. (eds.), Artificial Intelligence in Education and Teaching Assessment,
https://doi.org/10.1007/978-981-16-6502-8_11

101

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-6502-8_11&domain=pdf
mailto:weiwang@tjnu.edu.cn
https://doi.org/10.1007/978-981-16-6502-8_11


102 X. Zhang et al.

method of semantic similarity computation to classify the teaching introspection
text written by teachers, and compare the text manually classified by experts, which
can automatically and intelligently evaluate and analyze the introspection text. Simi-
larity computation is one of the common methods in text evaluation and analysis.
In 1998, Dekang Li first proposed a broadly meaningful definition of similarity [2].
He believed that similarity is related to the commonalities between things. When
the similarity between two things is greater, there are more commonalities. On
the contrary, the difference between things is greater. However, the traditional text
similarity measurement does not take account of the semantic relationship between
words, which leads to the low accuracy of text classification assessment. Dong Zhen-
dong et al. used the concept of words as the object of description. According to
the attributes of the word concept, the word similarity is computed. Tang Xinyu [3]
reduced the dimensionality by computing the semantic similarity between the feature
words and improved the accuracy of text classification. Deep learning is a multi-level
representation learning method that has powerful feature extraction capabilities for
things, and also has a good performance in text classification. For example, in 2013,
Mikolov proposed a recurrent neural network (RNN) based on time series to solve
the text classification problem; Li Mei et al. [4] proposed a convolutional neural
network (CNN) based on the attention mechanism combined with long and short-
term memory networks (LSTM) neural network prediction model, which combines
coarse and fine-grained features, can extract the subtle features of short texts, and
then realize text classification.

Although the neural network’s text classification model has strong feature extrac-
tion capabilities, it needs to collect a large amount of text predictions for training,
which requires a lot of time. For long text, the effect of feature extraction using neural
network is often unsatisfactory. As the number of texts collected in this experiment
is small, and the teaching introspection texts are longer in content and complex in
structure. TF-IDF can effectively filter out text keywords and reduce redundancy; the
computationmethod of HowNet semantic similarity can obtain the semantic distance
[5] according to the semantic relationship between words, and compute the semantic
similarity. In this way, we can get the similarity of the teaching introspection text
and realize the analysis and evaluation of the text.

According to the large amount of text and rich semantics, this paper uses HowNet
semantic similarity to evaluate and analyze the introspection text, and proves its
effectiveness. The rest of this paper is organized as follows. In Sect. 2, it mainly
introduces the text preprocessing process and the principle of HowNet semantic
similarity computation method. In Sect. 3, the selection of feature words and the
computation of semantic similarity of words are enumerated by weights. Finally,
the results of systematic text classification and manual classification are compared
with experimental data, which proves the feasibility of the research. Conclusion and
discussion is in Sect. 4.
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11.2 Text Evaluation Process

As a kind of supervised learning, text classification evaluation is one of the key
technologies in natural languageprocessing. Introspection text evaluation is generally
composed of three parts: text preprocessing, feature word selection and similarity
computation. In the part of text preprocessing, wemainly introduce the Chinese word
segmentation based on Jieba and stopwords removal.

11.2.1 Chinese Word Segmentation

Chinese word segmentation can be roughly divided into three methods: string
matching based, understanding based and statistics based [6]. In this paper, we use
the most widely used Chinese word segmentation tool Jieba, its basic principles: (1)
Efficient word map scanning based on Trie tree structure. With its own dictionary,
it contains more than 340,000 words as well as frequency and word type. Using the
prefixes of these words together to form a Trie tree, the combination of words and
phrases in all possible situations in a sentence to be processed is quickly searched in
the dictionary to generate a directed acyclic graph (DAG), as shown in Fig. 11.1.

The above figure is a directed acyclic graph generated by the example sentence
“今天的天气真暖和”. Make “今” as the starting position of the sentence, with the
help of {idx:[xi]}, idx represents the starting position, the position xi of each Chinese
character in the sentence represents the end position of the vocabulary. Set {0:[1, 2,
3, 4, 5, 6, 7]} as a simple DAG, and its location dictionary DAG is shown:

{0[0, 1], 1 : [1], 2 : [2], 3 : [3, 4], 4 : [4], 5 : [5], 6 : [6, 7], 7 : [7]}
These number combinations indicate the position index corresponding to each

word in the sentence and possible word combinations, such as{6:[6, 7]}: It means
that there are two possible combinations of words that can be found in the dictionary
with the word “暖” corresponding to the sentence: “暖” and “暖和”. (2) Based on
dynamic programming, the maximum probability path is found and the maximum
tangent combination of word frequency is found. According to the results of multiple
combinations of words in the DAG, each word is regarded as a node of the DAG.

Fig. 11.1 Directed Acyclic Graph of words
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From back to front, whenever a node is reached, the path between the two points
can be obtained. So by traversing all the paths and finding the shortest path in the
DAG, the maximum probability path can be obtained. Wei Renyu [7] gave a detailed
introduction on the maximum probability path finding. With the help of {idx:[xi]} to
traverse each Chinese character in the sentence from back to front, the formula for
computing the maximum probability of idx based on word frequency is as follows:

P(idx) = max

(
ln

(
count(word)∑dict.txt
i=0 count(i)

)
+ P(xi + 1)

)
(11.1)

where, count (word) denotes the frequency of all possible combinations of words
in the dictionary. P(xi + 1) is the maximum path probability where the location
node xi + 1 is the starting position. Jieba word segmentation supports three word
segmentation modes: exact mode, full mode and search engine mode. For unreg-
istered words, the Hidden Markov Model (HMM) [8] can be used to accurately
segment the words. When segmenting texts, different segmentation modes are often
adopted for different segmentation requirements. In addition, there are some special
words or proper nouns; Jieba word segmentation supports customized dictionaries.
By building a customized dictionary by oneself, the accuracy of word segmenta-
tion can be improved. The customized dictionary is composed of words and word
frequency: {word, word frequency}.

Example: “江宁市市长江大桥将出席长江大桥开通仪式。”.
No dictionary: “江宁/市市/长江大桥/将/出席/长江大桥/开通/仪式/。”.
Customized dictionary: {“江宁”, 200 “江大桥”, 500}.
Loading dictionary: “江宁市/市长/江大桥/将/出席/长江大桥/开通/仪式/。

11.2.2 Remove Stopwords

After word segmentation, there are some words or symbols that have little effect on
themeaning of text information, but they appear more frequently in the text, and their
contribution to the text similarity measurement can be ignored, such as “的”, “了”,
“?”, “*” and so on. These words or symbols are collectively called stop words. In text
processing, these words are often considered interference, so they should be filtered
out as much as possible. The method of filtering stop words is to establish a stop
word list that contains various functional words and symbols with little meaning.
Then, by judging whether the words are included in the list, and filtered out. Thereby
reduced the amount of computation and improved the efficiency and accuracy of
computation.
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11.2.3 TF-IDF

One of themost effectiveways to computewordweights is TF-IDF, aword frequency
weighting method [9, 10], proposed by Salton in 1988. It is often used in information
retrieval and data mining. The main idea is that: if a word appears more often in text,
the TF value will be larger, and the IDF value will be larger when there are fewer
occurrences in other text. It indicates that the better discriminatory performance of
thisword category, themore important it is.Among them,TF represents the frequency
of occurrence of a certain word in the text. Supposing the introspection text set is
D, which contains n documents respectively d1,d2,…,dn and the word is w, then the
mathematical expression of word frequency computation of word w with respect to
text d is shown in Formula 11.2:

TF(w, d) = αw,d = nw,d∑
u∈d nu,d

(11.2)

where, nw,d is the number of times the word w appears in the text d, and nu,d denotes
the total times the word appears in the text d. IDF is a measure to describe the
universality of words in a text set. IDF is a measure of the universality of vocabulary
in a text set. It means that the more documents with a word w in the document set,
the lower the category discrimination ability and the smaller the IDF. Supposing that
nw denotes the number of texts in which the word w appears in the introspection
document D, the mathematical expression of IDF is shown in Formula 11.3:

IDF(w,D) = βw,D = log
n

nw + 1
,∀w ∈ D (11.3)

where, w ∈ D denotes that the word w occurs in a certain text of the document D.
However, in order to avoid a certain word w that does not exist in any text of the
document D, there is a computation error, and 1 is often added to the denominator.
With the above two formulas, we can get the word w about the TF-IDF definition of
document D, as shown in Formula 11.4:

TF − IDF(w, d) = TF × IDF = αw,d · βw,D (11.4)
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It can be seen from Formula 11.4. When a word appears more frequently in the
text, and it appears less frequently in the entire document set, then the word has a
higherweight value, indicating that theword can reflect the characteristic information
of the text well, and the more important it is.

11.2.4 HowNet Semantic Similarity

HowNet is a common-sense knowledge base that regards Chinese characters, words
and English words as the description object, and reveals the attribute relationships
between concepts as the basic content. HowNet semantics ismainly composed of two
concepts: “Concept” and “Sememe”. “Concept” is a description of the semantics of
words, but somewords havemore than onemeaning, which can be presented through
“Sememe”, which is the smallest unit of “Concept” [11]. In this paper, we use the
latest WHOLE.DAT file in the sememes dictionary, which contains a total of 57,153
content word concepts and 1,618 sememes. The following are some examples of
language descriptions cited in dictionary files, such as:

(1) introspection V think |思考
(2) behavior N fact|事情, act|行动
(3) Tianjin N place |地方, city |市, Proper Name |专, (China |中国)
(4) limit N attribute |属性, boundary |界限, extreme |极, & entity |实体

For word “ Tianjin “, it is defined as the three sememes of “地方”, “市” and “专,
(China |中国)”. A total of 2,600 sememes are used in the existed HowNet, which
can be divided into the following 10 categories, as shown in Table 11.1:

HowNet also defines some symbols, such as “#”, “%”, “$”, etc. According to the
combination of these symbols and the sememes, the semantics can be described
in more detail. The description rules of content words in HowNet are complex
and changeable. They are described by the relationship between the sememes. The
conceptual descriptions of specific content words mainly include: the first basic
sememes description, the other basic sememes description, the relation sememes
description and the relational symbols description [12]. HowNet describes the rela-
tionship between 8 kinds of sememes, the most important of which is the subordinate
relationship. According to this relationship, the basic sememes constitute a tree-like
structure of the sememes hierarchy, as shown in Fig. 11.2:

Table 11.1 Ten types of
sememes

(1) Event|事件 (6) qValue|数量值

(2) entity|实体 (7) Secondary Feature|次要特
征

(3) aValue |属性值 (8) Syntax|语法

(4) Attribute|属性值 (9) Event Role|动态角色

(5) quantity|数量 (10) Event Feature|动态属性
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Fig. 11.2 Sememes tree
hierarchy
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The complex relationship descriptions between sememes form an intricate
network tree hierarchy, which is the basis of similarity computation. The compu-
tation of the sememes similarity is affected by the distance between sememes, the
level of nodes, and the density of nodes, etc.[13]. The sememes similarity is inversely
proportional to the distance between sememes and the level of nodes, and directly
proportional to the density of nodes. If the path and length of nodes is same, when
the level of the node is higher, the similarity is smaller, and the distance between
sememes is closer, and the similarity is greater. Besides, the nodes density is greater,
the finer the classification and the greater the similarity. According to the charac-
teristics of semantic expression description, in 2002, Liu Qun et al. [14] proposed
to transform the relationship of the distance between the sememes in nodes into the
similarity between the sememes. The computation is shown in Formula 11.5:

sim(p1, p2) = α

dis(p1, p2) + α
(11.5)

where, dis (p1, p2) denotes the shortest path distance of the two sememes of p1 and
p2 in the hierarchical structure, and α is an adjustable parameter, which means the
sememes distance when the similarity is about 0.5.When computing the similarity of
text words, words often contain multiple concepts. Suppose two words W1 and W2

contain n concepts, namely S11, S12,…, S1n and S21, S22,…, S2n. Then the similarity
of the word W1 and the word W2 takes the maximum value of the similarity of all
concepts, and its computation is shown in Formula 11.6:

sim(W1,W2) = max
i=1···n;j=1···m

(
sim(S1i, S2,j)

)
(11.6)

In HowNet, the similarity computation of the content word is obtained by inte-
grating four-part sememes description similarity of the content word. The first basic
sememes similarity is computed by Formula 11.5 to obtain sim1(S1,S2); The other
basic similarity is matched by the redundant content word sememes each other,
according to the method of first basic sememes, select the largest group with the
computed similarity of all possible pairs, and repeat, until all pairs of similarity is
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obtained and then weighted and averaged to obtain the similarity sim2(S1,S2). The
relation sememes description similarity sim3(S1,S2) is obtained by combining the
same semantics in the same group. The relationship symbol description similarity
sim4(S1,S2) is computed according to the sememes similarity of the same relation-
ship. And then with the help of the set parameter factor β, the concept similarity
computation is obtained as shown in Formula 11.7:

sim(S1, S2) =
4∑

i=1

βi

i∏
j=1

simj(S1, S2) (11.7)

The four adjustable parameters in the formula satisfy β1 + β2 + β3 + β4 =
1 and β1 > β2 > β3 > β4. Different parameter factors can reflect the degree of
influence of each concept description part on the similarity computation. After many
experiments, the values of the adjustment parameters are: α = 1.6, β1 = 0.5, β2 =
0.2, β3 = 0.17, β4 = 0.13. Therefore, the semantic similarity computation based on
HowNet ultimately comes down to the sememes similarity computation, the text is
composed of multiple paragraph sentences, sentences are weighted by the most basic
word similarity, thus finally realize the similarity computation of the text.

The following is an introduction to the main process of text semantic similarity
computation through pseudo code.
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Output：word frequency(TF) corresponding to each word 
  1:for word[i] words do
  2:      if word[i] such that wordi d then
  3:            count_wordi←count_wordi +1 
  4:      end if

5:      count_words+=count_word[i] 
6:      word_tf=count_wordi / count_words 

  7:end for
  8:for word[i] D do

9:       for wordi D do
10:              if  wordi d then
11:              n_wordi ←n_wordi +1 
12:              else n_wordi=0 
13:              end if
14:              n_wordi,d ←n_wordi,d +1 
15:        word_idf=log(n_D / (n_word , d+1)) 
16:end for 
17:tf-idf=word_tf * word_idf 

Algorithm 2  compute similarity 
Input：text words 
Output：text similarity value 

1：S ← words 
2：for i=1 to 4 , j<i, i++ do
3：       According to HowNet Knowledge Base, compute the similarity of each part; 
4：       sim1(S1,S2)←the first basic sememes similarity; 
5：       sim2(S1,S2)←the other basic sememes similarity; 
6：       sim3(S1,S2)←the relation sememes similarity; 
7：       sim4(S1,S2)←the relational symbols similarity; 
8：       compute and obtained the semantic similarity sim(S1,S2) 
9：end for

Algorithm 1  compute TF-IDF  

Input：collected introspection texts are segmented by Jieba, removed stopwords, obtained feature 
word 

Comparing the similarity value computed by the sample with the average simi-
larity between each category, define the category with the largest value as the most
approximate category of the sample, thus complete the sample classification and
realize the text measurement analysis.



110 X. Zhang et al.

11.3 Experimental Results

In order to satisfy the effect of real and effective data set, we select the teaching
introspection text of the middle school mathematics curriculum written by Tianjin
pre-service or frontline teachers as the research object of this topic. In this paper, we
take teaching courses, content introduction and the situation of students as indica-
tors in teaching introspection. Next, TF-IDF is used to compute the weight of text
keywords, and the top K keywords are selected as text feature words according to
the weight value. To verify the feasibility of this method, three random texts from
the introspection text are selected, and the top 10 keyword examples are computed
by TF-IDF, as shown in Table 11.2.

According to manual evaluation, the text information identified by the keywords
computed by TF-IDF is almost the same as the actual text content, which demon-
strates that TF-IDF has good representativeness and accuracy in filtering text
keywords. According to WHOLE.DAT file, we obtained the sememes description of
the top k text feature words. The distance between sememes is computed according
to the sememe tree hierarchy. The basic sememe similarity is computed by Formula
11.5, and then the word semantic similarity is obtained by Formula 11.7. What’s
more, when a word contains multiple concepts, the similarity between each concept
can be computed by Formula 11.6, and the maximum value is taken as the simi-
larity between the two words. In order to prove the feasibility of the algorithm, some
feature words from the above three texts are selected, and word semantic similarity
values were computed. Here, the number 1 denotes the closest semantic relationship
between words. The experiment results are shown in Fig. 11.3.

As can be seen from the histogram graph above, the HowNet Semantic Simi-
larity algorithm shows reliability in terms of word similarity measurement. Long
text is composed of multiple paragraph sentences. The similarity of the introspection
text is actually obtained by the weighted average of the similarity of the composed
sentences. However the sentence similarity is obtained by weighting the most basic

Table 11.2 Examples of experimental results of text word weight computation

Text 1 keywords TF-IDF Text 2 keywords TF-IDF Text 3 keywords TF-IDF

Definition 0.65398 Function 0.72238 Rate of change 0.75047

Ratio 0.39287 Zero point 0.68153 Derivative 0.69023

Problem 0.33458 Equation 0.47296 Teaching 0.45915

Origin 0.32303 Student 0.45025 Concept 0.40328

Right triangle 0.21448 Literacy 0.44984 Situation 0.38207

Unit 0.20886 Mathematics 0.37860 Definition 0.27883

Coordinates 0.19845 Image 0.23183 Student 0.22338

Teaching 0.19230 Teaching 0.23137 Problem 0.21507

Student 0.18711 Intuitive 0.22262 Mathematics 0.20490

Example 0.17152 Process 0.19329 Teaching mode 0.13579
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Fig. 11.3 Example computation of semantic similarity of text words

word similarity. Finally, the similarity computation of the text is realized. In order
to verify the effectiveness of semantic similarity in the evaluation and measurement
of introspection texts, we collected 20 teaching introspections written by frontline
teachers. By inviting introspection experts and professors to participate in manual
text judgment, the collected teaching introspection texts were classified according
to different levels, which is divided into four levels, namely, Class A (excellent),
Class B (good).Class C (qualified) and Class D (poor).Then we use the algorithm of
this paper to evaluate the 20 texts, and obtain the evaluation and analysis results. As
shown in Fig. 11.4, it is a line graph of the comparison between manual classification
and semantic classification.

From the evaluation and comparison line graph in Fig. 11.4, it can be concluded
that the teaching introspection text evaluation system based on semantic similarity
can conduct effective introspection text analysis and evaluation, and the total text
classification accuracy rate reaches more than 80%. Although compared with the
manual evaluation of professional introspection experts, there is a certain deviation.
But on the whole, its impact is relatively small. It has important research value for
the improvement of the efficiency of teachers’ teaching work, the improvement of
teachers’ professional skills and the improvement of teaching behavior.
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4:Class A 3:Class B
2:Class C 1:Class D

Fig. 11.4 Comparison of two evaluation methods

11.4 Conclusion

With the deep integration of artificial intelligence technology and education, more
and more classroom teaching behaviors will be analyzed with the aid of information
technology. However, how to effectively use these technologies to analyze these
behaviors and assist teaching is a challenge faced by scientific and technological
researchers.

In order to effectively reduce the redundant information vocabulary of the text,
this paper uses TF-IDF with the help of teaching reflection content indicators to
calculate and filter the vocabulary with a large weight contribution as the text feature
words. In addition, according to the principle of HowNet semantic similarity, we
analyzed the relationship between the “concept” and the “meaning original” ofwords,
calculated word similarity, and realized effective text similarity measurement, which
can be matched the text that can be judged manually by experts more accurately,
and then completed the evaluation and analysis of the text of teaching introspection.
Therefore, on the basis of effectively reducing the teaching working time of teachers,
guide teachers to carefully reflect on their own teaching behaviors and improve the
level of teaching professional skills.

Due to the limited number of reflective text corpora provided by the research, and
after manual processing, standard and reliable data texts are even rarer. In addition,
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HowNet semantic similarity calculation method is based on the knowledge base, and
some words are not included in the dictionary, which makes this teaching introspec-
tion text analysis research still have many shortcomings. For the improvement of
calculation accuracy, further research is needed to invest more energy and time to
improve.
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Chapter 12
A Summary of Text Classification
Technology and Its Application
in Teacher Language Classification

Feng Tang, Tingting Han, and Libao Wu

Abstract With the rapid development of the Internet, the text data on the Internet
has also increased. Under this trend, text classification has become a hot research
issue, and has been applied in many fields, such as education. In education, teachers’
teaching language is an important means of transferring knowledge to students.
Teacher language classification is of great significance to teaching evaluation and
can effectively improve the teaching quality and skills of teachers. This paper mainly
studied the text classification technology and introduced several representative deep
learning-based network structures. In addition, the application in teachers’ language
classificationwas introduced. Finally, the future research prospectswere put forward.

Keywords Deep learning · Text classification · Neural network · Teacher language

12.1 Introduction

In recent years, with the rapid development of the Internet, massive amounts of data
is generated every day, and these data mainly exists in the form of text. How to
deal with these data has attracted the attention of many researchers. Retrieving and
extracting valuable information from these text data is of great significance, and the
development of text mining technology is particularly important. Text classification
is an important branch in text mining, and it is a classic problem in natural language
processing (NLP). Currently it has been applied in many fields. Education is one
of the most important fields, which is the country’s top plan for cultivating talents.
Now, countries all over theworld are emphasizing the construction of a neweducation
system that includes intelligent and interactive learning. In addition, promoting the
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informatization of education should mainly focus on the promotion of educational
reforms and the improvement of education quality by new technologies.

As an important base for teaching and learning research, the classroom is the
main activity place for education and teaching. Discovering teaching problems in
real classroom is the primary basis of current education research. The traditional
classroom teaching behavior is mainly analyzed manually. Moreover, the analysis
results are inevitably subjective. With the rapid development of new technologies
such as artificial intelligence, the leading role of education informatization in educa-
tion modernization will become more prominent. Using artificial intelligence tech-
nology to analyze classroom teaching behavior will be more convenient. Promoting
the further integration of information technology and teaching, and strengthening
the application of artificial intelligence in education will have a profound impact.

In this paper, we mainly studied text classification technology, introduced several
representative networkmodels based on deep learning. In addition, we introduced the
application of artificial intelligence technology in teachers’ language classification.
Finally, the prospects for future research directions were put forward.

12.2 Text Classification Technology

Text classification is an efficient information retrieval and data mining technology. It
plays a very important role in the management of text data. It has therefore become
an important task in NLP. Many applications are based on this, such as emotions
analysis, topic analysis, question answering system, machine translation, etc. [1].
There are many methods for text classification, including early rule-based methods,
traditional machine learning methods, and current deep learning methods. Early
classification methods based on rule systems are easy to understand, but they rely
too much on the knowledge of experts, leading to higher system construction costs
and poor portability [2]. Later, as machine learning technology gradually matured,
some classic text classification algorithms appeared, such as Decision Tree (DT) [3],
Naive Bayesian Classifier (NBC) [4], Support VectorMachine (SVM) [5], K-Nearest
Neighbor (KNN) [6], etc. These methods partially solve the problems of early classi-
fication methods based on rule systems. However, in these methods, manual feature
extraction is usually required. In addition, text data also has high dimensionality and
sparseness, which limits its further development.

To solve these problems, researchers began to try to use deep learning techniques
for text classification.With the introduction of word vector models such as word2vec
[7], GloVe [8] and BERT [9], deep learning has made great achievements in text
processing, and various text classificationmethods based on deep neural networks are
proposed. These methods include the use of Convolutional Neural Network (CNN),
Recurrent Neural Network (RNN), and attention mechanism. Compared with tradi-
tional text classification methods, they undoubtedly have better performance. Their
training time is short, and the classification effect is improved.
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12.2.1 Text Classification Method Based on CNN

CNN is a deep feedforward neural network. It was originally built for image
processing. It has achieved remarkable results in the fields of classification and image
recognition, and has since been effectively used for text classification. The basic
structure of CNN mainly includes input layer, convolutional layer, pooling layer,
fully connected layer and output layer.

Kim [10] proposed a method for text classification using CNN, which used
multiple convolution kernels of different sizes to extract key information in sentences,
to better capture local correlations and obtain better classification results. Figure 12.1
shows the structure of the CNN text classification model.

The input layer used a dual-channel model architecture. One used the fixed word
vector trained by word2vec, and the other was fine-tuned according to each task
during the model training process. The convolutional layer used a set of convolution
kernels of different sizes to perform front-to-back convolution operations on the text
to get multiple features. Then the pooling layer operated on the vector extracted by
each convolution kernel, and each convolution kernel corresponded to a number. The
fully connected layer connected these convolution kernels to obtain a word vector
representing a sentence. Finally, the probability of the text in each category was
calculated through the softmax layer, and the final classification result was obtained.
The author conducted comparative experiments on seven data sets, and proved the
effectiveness of single-layer CNN in text classification tasks. At the same time, it also
showed that word vectors derived from unsupervised learning were very meaningful
for many NLP tasks.

Fig. 12.1 The structure diagram of CNN text classification model [10]
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12.2.2 Text Classification Method Based on RNN

RNN uses variable-length sequence data as data input, and its neurons have a self-
feedback function. It is a neural networkmodel with short-termmemory capabilities.
In text classification task, the Long Short Term Memory Network (LSTM) [11] is
actually usedmore often. It is a special RNN,which has its unique advantages in long-
distance information-dependent learning. LSTM operates the addition and deletion
of information in the cell state through the “gate” structure. And in this way, the
hidden state of each layer is updated.

Lai et al. [11] introduced a recurrent convolutional neural network for text clas-
sification without artificially designed features. First, when learning the expression
of words, the two-way loop structure was used to obtain text information, which
can reduce noise more than traditional window-based neural networks, and it can
preserve the word order in a large range when learning text expression. Secondly,
the maximum pooling layer was used to obtain the main components of the text,
and automatically determined which feature played a more important role in the text
classification process. Figure 12.2 shows the network structure of the model.

The model used a bidirectional RNN to learn the left context representation cl and
the right context representation cr of the current word wi, and then connected with
the representation of the current word itself to form the input xi of the convolutional
layer. After the convolutional layer, the representation of all words was obtained.
After the maximum pooling layer and the fully connected layer, the representation
of the text was obtained. Finally the softmax layer was used for classification. The
author conducted experiments on four commonly used data sets. Experimental results
showed that this method outperformed the most advanced methods on several data
sets, especially on document-level data sets.

Fig. 12.2 The structure of a recurrent convolutional neural network [11]
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12.2.3 Attention Mechanism

Both CNN and RNN can be used in text classification to achieve significant results,
but the disadvantage is that the interpretability is not good. The attention mechanism
can give a good contribution to the result of each word, which has become the
standard configuration of the Seq2Seq [12] model. In fact, text classification can also
be understood as a special Seq2Seq model. Therefore, the introduction of attention
mechanism can improve the interpretability of the deep learning text classification
model to a certain extent.

Yang et al. [13] proposed a hierarchical attention network for document classifica-
tion. This model has two notable features. First, it has a hierarchical structure that can
reflect the hierarchical structure of the document. Secondly, it applies two different
attentionmechanisms at theword and sentence levels, allowing it to participate differ-
ently in increasingly important content when constructing document representations.
The model structure is shown in Fig. 12.3.

The model consisted of several parts: word encoder, word-level attention layer,
sentence encoder and sentence-level attention layer. The network can be seen as two
parts, the first part was the word attention part, and the other part was the sentence
attention part. The entire network divided a sentence into several parts. For each
part, a bidirectional RNN combined with an attention mechanism was used to map
small sentences into a vector. For a set of sequence vectors obtained by mapping, a
layer of bidirectional RNN combined with attention mechanism was used to classify
the text. Finally, the softmax classifier was used to classify the entire text. The
author conducted experiments on Yelp reviews, IMDB reviews, Yahoo answers, and
Amazon reviews. The experimental results showed that the method of this article
had a good improvement compared with other methods.

12.3 Application in Teacher Language

Classroom teaching is an educational activity in which teachers and students take the
dialogue as the main body and the language as the main means of communication
[14]. The classroom teaching language has an extremely close relationship with
students’ learning effects. The research on the characteristics of teachers’ language
structure is of great significance for improving students’ learning effects, enhancing
the quality of classroom teaching, and promoting the professional development of
teachers.
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Fig. 12.3 Hierarchical attention network [13]

12.3.1 Teacher Language Classification Categories

Teachers’ excellent language expression can turn abstract into concrete, profound
into simple, and corruption into magic. Thereby optimizing classroom teaching that
can improve teaching quality. According to different classification criteria, teachers’
language can be divided into the following categories.

(1) Linguistics: It is divided into affirmative language, promise language, impera-
tive language, inquiry language, expression language, and declaration language
[15].

(2) Student sensory and subject characteristics: It is divided into auditory teaching
language and visual teaching language, and visual teaching language is further
divided into graphic language and symbolic language [16].
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(3) Teaching progress: It is divided into introduction, question, evaluation,
narration, and summary [17].

(4) Flanders Interactive Analysis System (FIAS): It is divided into feed-
back language, motivational language, pro-inspiring language, questioning
language, declarative language, command language and teacher-student repe-
tition language [18].

12.3.2 Application in Teacher Language Based on Text
Classification Technology

Li [19] took the positive emotional behavior recognition of teachers and students as an
example. Combined with specific example videos, voice recognition technology was
used for sentiment analysis. She demonstrated the practical application of artificial
intelligence technology in education scenarios.

The overall processing flow is shown as follows. First, sample the voice data from
the video. In order to perform accurate statistical analysis on the voice, the voice was
sliced. Set the slicing time to be performed every 30 s to balance the accuracy and
complexity of the analysis. Then the speech was converted into text, and word2vec
was used to convert it into vector data. The text fragments that were obtained by the
emotion recognitionmodel trained on open data set were used for classroom emotion
analysis. The analysis flow chart is shown in Fig. 12.4.

For sequence data such as text, this research designed a two-class cyclic neural
network. The neural network will give corresponding scores based on the positive
and negative emotional output, ranging from 0 to 1. An evaluation score greater than
0 indicated a positive mood, and a score less than 0 indicated a negative mood.

Sun et al. [20] used natural language understanding technology to evaluate rela-
tionships and analyze teaching events and sequences to assist human in classroom
teaching analysis.

Fig. 12.4 Flow chart of sentiment analysis based on voice data [19]
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First, they divided the teaching events into labels and text annotations. 80 lesson
cases were selected from the total sample, and a text file with more than 480,000
words and more than 20,000 sentences was generated through video and sound
extraction and voice-to-text methods. Then the labels and text annotations of these
text files were manually performed. The labeled data would be used for training.

Secondly, they used the deep learning model word2vec to train the weight matrix
of the word vector, and input it into the embedding layer of the recurrent neural
network for model training. Each layer of the network used the average hidden state
to output the classification result. Finally, through the correct rate of the training set
and the test set, it was judged whether the model training was successful. According
to the results of event classification, combined with the start and end time points
of the divided events, a teaching event type and time distribution diagram for each
lesson example was generated. Then it was used to analyze teaching behavior.

12.4 Conclusion

This article mainly studied the text classification technology based on deep learning,
and introduced several representative network models. In addition, the application of
text classification technology in the field of education was introduced. Deep learning
provides a new solution for text classification. Compared with traditional text clas-
sification methods, deep learning can learn feature representations directly from the
input, avoiding complex manual feature engineering, simplifying text preprocessing,
and obtaining better classification performance.With the development of technology,
it will have better performance.

At the same time, teaching is a highly specialized behavioral activity that requires
professional evaluation based on scientific evaluation methods. If it is only a tradi-
tional one-sided observation, it will only lead to one-sided evaluation, and it is impos-
sible to have an objective understanding of the curriculum. Although the current
technology cannot completely replace manual observation and classification, it can
reducemanual pressure to a certain extent and improve evaluation efficiency.With the
development of the times, there will be more ways to combine technology and class-
room teaching behavior analysis to solve various unresolved problems and improve
the quality of teaching.
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Chapter 13
Construction of Teacher-Student
Interaction Evaluation Index System
for High School Mathematics Concept
Assimilation Learning Based on Artificial
Intelligence

Yiming Zhen, Sumeng Shi, Wei Wang, and Guangming Wang

Abstract Teacher-student interaction is one of the most critical teaching behaviors
in high school mathematics classrooms. As one of the main parts of mathematics
teaching, concepts are the core ofmathematics knowledge.Moreover, concept assim-
ilation is the essential learning approach for senior students to acquire mathematics
concepts. Therefore, this study constructed the Teacher-Student Interaction Evalu-
ation Index System for High School Mathematics Concept Assimilation Learning.
Combining both qualitative and quantitative perspectives, this study first constructed
the evaluation system from the theoretical perspective using theDelphimethod.Then,
the video analysiswas used to verify the evaluation systemby conducting a qualitative
analysis of high-quality teaching videos from the practical perspective with the help
of artificial intelligence. Teacher-Student Interaction Evaluation Index System for
High School Mathematics Concept Assimilation Learning constructed in this study
included four first-level indicators: teacher-student interaction in the concept recogni-
tion stage, teacher-student interaction in the concept processing stage, teacher-student
interaction in the concept reinforcement stage, and teacher-student interaction in the
concept application stage, and eight second-level indicators: mutual communication,
mobilizing learning initiative, explanation and exploration, inspired focus, example
analysis, inspiration and concentration, task solving, and encouragement and feed-
back. This study could provide quantitative evaluation tools and theoretical models
for teacher-student interaction in concept assimilation learning, and enrich teachers’
understanding of concept teaching theory and teacher-student interaction.
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13.1 Introduction

Teacher-student interaction is conducive to the construction of a dynamic learning
atmosphere. It is the main way for teachers to communicate with students’ emotions
and thinking, and it is also a highly critical behavior in themathematics classroom.As
one of the main subjects of mathematics teaching and learning, concept lessons are
the core of the acquisition of basic mathematical knowledge and skills, and concept
assimilation is the main way of learning for senior students to acquire mathematical
concepts [5], while the teaching practices in the authentic classroom could determine
the effectiveness of mathematics education to a certain extent.

With the keen interest in the quality of education, teacher-student interaction
continues to receive attention as a key element in educational practice. Related studies
have shown that teacher-student interaction is correlated with students’ academic
achievement (e.g., [6, 9, 28]) and that itmay have a direct or indirect effect on teaching
effectiveness [13]. In order to optimize teaching effectiveness,most studies have been
conducted to qualitatively analyze teacher-student interaction strategies in the class-
room (e.g., [11, 18, 34]). Moreover, some studies have conducted empirical studies
on teacher-student interaction to evaluate the quality of teacher-student interaction
(e.g., [19, 21, 23, 30]). With the deepening of research, some classroom assessment
systems are gradually being widely used (e.g., [12, 14, 27]). However, many evalu-
ation systems are mainly oriented towards the assessment of ubiquitous classrooms
and set teacher-student interaction as a dimension in their structural framework. As
a result, they suffer from limitations such as lack of subject and age specificity,
ambiguous application contexts, and lack of indicator weights. In this context, most
of the current evaluation criteria for mathematics classroom teaching follow a pan-
disciplinary approach, with attention to subject content to be improved. Research
is relatively limited when it comes to how to evaluate teacher-student interaction
in high school mathematics concept learning. Therefore, future research should not
only emphasize the value of teacher-student interaction but also present how to eval-
uate interaction in authentic classrooms for practitioners in the mathematics concept
learning.

13.2 Literature Review

13.2.1 Assimilation Learning

Ausbel [2] argued that the key factor influencing the learning process is the learner’s
prior cognition. He asserted that meaningful learning occurs based on the student’s
prior knowledge base, so that new knowledge is linked to what is already in the
learner’s cognitive structure. The process of integrating new content with existing
cognitive structures can be referred to as assimilation [26], and the cognitive or
mental structures generated by the assimilation process are schema [33].
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Prior knowledge has a significant impact on students’ conceptual learning [22].
From the perspective of educational psychology, most studies on mathematical
concepts are based on schema theory, which considers that the ways of concept
acquisition include concept formation and concept assimilation, which are two basic
modes of teaching mathematical concepts and are important ways for students to
learn mathematical concepts [5]. Moreover, concept assimilation is the main way of
acquiring concepts for science learning in higher grades [25]. Therefore, integrating
the above perspectives, this study defines concept assimilation as a way of learning
in mathematical concept learning in which students use their existing knowledge and
experience to explore the essential properties of newconcepts by establishing connec-
tions between old and new concepts and incorporating them into their own cognitive
system, which mainly includes four stages: recognition, processing, reinforcement,
and application (see Table 13.1).

Current research related to conceptual assimilation is scarce, and the studies that
have been conducted mainly focus on instructional practices. For example, based
on a controlled experiment with middle school students, Al Tamimi [1] found
that assimilation-based instructional strategies were more effective in promoting
students’ cognitive achievement than traditional approaches. Furthermore, based on
assimilation frameworks, Netti et al. [24] conducted a qualitative study with 7th
graders to explore students’ forms of mathematical communication during problem
solving. Conversely, Saleh [32] revealed that there was no statistical difference in
student achievement in the Ausubel model and other learning models. Overall,
few studies have focused on the evaluation of conceptual assimilation processes,
especially in high school.

Table 13.1 The connotation of each stage of mathematics concept assimilation

Stages of concept assimilation Connotation

Concept recognition stage Teachers guide students to recall their prior cognitive
experiences so that they can identify the properties of the old
concept and thus prepare for the introduction of the new concept

Concept processing stage Teachers guide students to process and reorganize their existing
conceptual learning experiences, analyze the common
properties of old and new concepts and the connections between
concepts, and abstract new concepts so that they can be
incorporated into students’ existing knowledge system

Concept reinforcement stage Teachers use examples (concept prototypes or
counterexamples), etc. to guide students to identify and
discriminate related concepts, and use the new concepts to make
judgments and reasoning to reinforce the connotation of their
essential properties

Concept application stage Teachers set learning tasks, students independently apply the
new concepts to reason, argue or do arithmetic to further clarify
the connotation, extension and application value of the new
concepts, and gain a solid and deep understanding of the new
concepts
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13.2.2 Evaluation of Teacher-Student Interaction

Evaluation has diagnostic and decision-making functions, while the evaluation of
teacher-student interaction is an assessment of teaching effectiveness and quality,
which could help teachers review the teaching process and optimize instruction. As
one of the essential indicators of teaching quality, evaluation tools for teacher-student
interaction have received increasing attention from researchers.

The Flanders Interaction Analysis System (FIAS) [12] is an early and represen-
tative teacher-student interaction assessment system that is still widely used today
(e.g., [15, 20]). FIAS focused on verbal interactions between teachers and students
in the classroom, and in its application, the evaluator needs to code through qualita-
tive analysis and derive results through methods such as matrix analysis. However,
FIAS did not reflect the value of nonverbal interactions, and the quality of a lesson is
not measured only by verbal interactions between teachers and students, interactions
between teachers and students in terms of emotions and thinking can also provide
positive meaning to students’ learning.

The ClassroomAssessment Scoring System (CLASS) [27] is a widely used class-
room interaction assessment tool that can effectively measure teacher-student inter-
action in classroom settings and focuses on both verbal and nonverbal behaviors in
teacher-student interactions. To be specific, SecondaryCLASSwas divided into three
dimensions: Emotional Support, Instructional Support, and ClassroomOrganization,
and each dimension was subdivided into different indicators according to students’
age characteristics and educational goals, which reflected the three aspects of teacher-
student interaction: emotional interaction, behavioral interaction, and cognitive inter-
action. The dimensional division of CLASS was relatively comprehensive and can
provide theoretical support for this study, but it had limitations such as not being
discipline-specific, lacking indicator weights, and ambiguous application contexts.

Based on theMathematical Knowledge for Teaching framework [3, 16] developed
the Mathematical Quality of Instruction (MQI), which applies to the assessment
of mathematics classroom instruction in grades K-9. The MQI was dedicated to
evaluating three interactions inmathematics teaching and learning practices: teacher-
student, teacher-content, and student-content [8]. Based on the three interactions, it
constructed four dimensions about mathematics teaching and learning, including
Richness of the Mathematics, Working with Students and Mathematics, Errors and
Imprecision, Student Participation in Meaning-Making and Reasoning. The MQI
had distinctive characteristics of mathematics disciplines, and the evaluation model
was constructed from a three-dimensional perspective of “teacher-content-student”,
emphasizing students’ understanding of mathematical concepts, which can provide
a reference for this study. In addition, it has been shown that the MQI correlates
well with the CLASS [7], but as a general evaluation tool for mathematics teaching
activities, the MQI is not limited to specific course types.

Overall, the evaluation of teacher-student interaction has received relatively
extensive attention, and most of the relevant teacher-student interaction evaluation
tools present a focus on the interaction style and content of interaction. However,
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the current assessment tools still have limitations such as unclear disciplinary
characteristics, lack of indicator weights, and unclear application contexts.

13.2.3 Research Questions

In the research of concept assimilation, although the related theoretical exploration
has gradually deepened, few studies have focused on the evaluation of concept assim-
ilation processes. In addition, some current teacher-student interaction assessment
tools still have limitations such as lack of indicator weights, unclear disciplinary
characteristics, and unclear application contexts. High school is a critical time for
concept learning, and concept assimilation is the primary way that senior grade
students acquire mathematical concepts. Therefore, this study tries to explore the
question: What is the Teacher-Student Interaction Evaluation Index System for High
School Mathematics Concept Assimilation Learning?

13.3 Methods

13.3.1 Instrument

In the construction of the first-level indicators, the study divided teacher-student
interaction into four stages according to the characteristics of concept assimilation
learning in mathematics: teacher-student interaction in the concept identification
stage, teacher-student interaction in the concept processing stage, teacher-student
interaction in the concept reinforcement stage, and teacher-student interaction in the
concept application stage.

In the process of constructing second-level indicators, CLASS [27] divided
teacher-student interaction into three dimensions: emotional support, organizational
support, and instructional support, reflecting its attention to the emotional, behavioral,
and cognitive aspects of teacher-student interaction. This study adopted CLASS’s
perspective and directed the teacher-student interaction process to cognitive, behav-
ioral, and emotional aspects. Since the first-level indicators pointed to the different
stages of conceptual assimilation learning, which reflected the cognitive interaction
in the process of teacher-student interaction, the second-level indicators were divided
into behavioral and affective interactions by combining the learning characteristics of
each stage of conceptual assimilation, including mutual communication, emotional
state, explanation and exploration, learning attention, example analysis, classroom
atmosphere, task solving, and encouragement and feedback (see Fig. 13.1).
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Fig. 13.1 The preliminary edition of teacher-student interaction evaluation index system for high
school mathematics concept assimilation Learning

13.3.2 Procedure and Data Analysis

This study adopted a bottom-up logic to construct the evaluation system, i.e., first
constructing the evaluation system based on existing research and expert opin-
ions, and then qualitatively analyzing the video lessons with the help of artificial
intelligence to construct the evaluation system from both theoretical and practical
perspectives, whichmakes the evaluation systemmore objective and reasonable. The
construction of the evaluation system includes the following four phases.

Phase 1: Revision of the evaluation system

Firstly, using the Delphi method, experts were consulted through the questionnaire to
consult the structural framework of the evaluation index system and the connotation
of the indicators to ensure the validity of the evaluation system. Then, the mean (M),
standard deviation (SD), and coefficient of variation (CV ) of the questionnaire data
were calculated by the independent rating of the evaluation system by the experts.
Specifically, the higher the mean value of an indicator and the smaller the standard
deviation, the more concentrated the opinion of experts is and the more important
the indicator is; the dispersion of experts’ opinions is evaluated by the CV, where
CV = SD/M, the smaller the CV, the higher the degree of agreement among experts.

Phase 2: Validation of the evaluation system

This study used the video analysis method to perform a qualitative analysis of excel-
lent teaching videos with the help of artificial intelligence, so as to verify the practical
value of the evaluation system.

Speech recognition is a relatively mature technology in the field of artificial intel-
ligence, which can process the frequency, amplitude, loudness, and content of the
sound signal, thereby assisting in the analysis of the characteristics of speech. For
example, James et al. [17] assessed classroom climate by analyzing teacher-student
voice frequency, while [31] analyzed student–student interaction patterns by tran-
scribing teacher-student voice content. Moreover, expression recognition is more
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often used in the affective analysis. For example, Bosch [4] analyzed students’ facial
features and encode them in order to determine their affective state.

With reference to the above research, the machine learning approach was adopted
in this research, speech recognition, speech emotion recognition, and facial recog-
nition algorithms were used to qualitatively analyze the video samples using Python
andTensorFlow. To be specific, speech recognition pointed to the behavioral aspect in
the second-level indicator, while speech emotion recognition and facial recognition
pointed to the emotional aspect in the second-level indicator.

For the second-level indicators of the behavioral aspect, understanding the conno-
tations of speech is the key to analyzing interaction. Therefore, this study focused
on analyzing the conversational content of videos by transcribing the speech text.
Specifically, this study first used artificial intelligence to output the verbal content
of teacher-student interactions and then encoded it manually, thus reducing time
consumption and improving the efficiency of encoding.

For the second-level indicators of the emotional aspect, a combination of speech
emotion recognition and facial recognition was used for validation. Mel-Frequency
Cepstrum is a kind of spectrum that represents short-term audio signals, as a visual
presentation of speech emotion recognition results, it is a speech spectrum graph
that simulates the characteristics of the human ear to receive sound frequencies, its
horizontal coordinates represent time, vertical coordinates represent frequency, and
the values of coordinate points represent the energy of speech data, its graph can
visually represent the change of speech signal intensity in different frequency bands
with time. Since the second-level indicators of the emotional aspect were all positive
emotion descriptions of teacher-student interactions, expression recognition, on the
other hand, focused on identifying positive emotions of teachers and students.

Convolutional Neural Networks (CNN) is widely used in image discrimination
field and is one of the representative algorithms of deep learning.Deep learning-based
image discrimination models can learn object features from large-scale image data,
and then automatically classify or recognize objects in images. Based on CNN, this
study used the Extended Cohn-Kanada (CK+) as the main dataset and the self-built
dataset as the supplement and obtained the training set containing 13,370 images and
the validation set containing 1191 images to develop the facial recognition system
by machine learning. After 10 iterations, the expression recognition accuracy of
the validation set was obtained as 94.96% (see Fig. 13.2), indicating that the facial
recognition results have high reliability.

For the output of speech text, the study used the Long Form ASR product from
iFLYTEK, based on a deep full-sequence convolutional neural network, which is
capable of converting long segments (within 5 h) of audio data into text data, thus
enabling efficient output of dialogue text from video samples.

The dataset of speech emotion recognition was adopted from CASIA Chinese
emotion corpus, and the 1200 items of the corpus were classified into six categories:
angry, happy, fear, neutral, sad, and surprise, and according to the emotional charac-
teristics of instruction, angry and happy were classified as a positive emotion, neutral
and sad were classified as neutral emotion, and fear and surprise were classified as
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Fig. 13.2 Accuracy of facial recognition

negative emotions. After 100 iterations, the accuracy of speech emotion recogni-
tion was obtained as 70.83% (see Fig. 13.3), indicating that the speech emotion
recognition results have high reliability.

Phase 3: Calculation of the indicator weight

First, theDelphimethodwas used to obtain experts’ ratings of the relative importance
of each indicator (experts who participated in the first round of this studywere invited
for consistency of the study). Then,AnalyticHierarchyProcesswas used to transform

Fig. 13.3 Accuracy of
speech emotion recognition
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the data into judgment matrixes and a consistency test was performed using yaahp to
calculate Consistency Ratio (CR), and when CR less than 0.1, the consistency of the
judgment matrix is generally considered acceptable, and thus the indicator weights
can be calculated. Finally, the average value of all expert datawas calculated to obtain
the final indicator weight results.

Phase 4: Testing of the evaluation system

To test the reliability of the evaluation system, first, six graduate students in math-
ematics education were invited to rate three videos of high school mathematics
conceptual courses at different teaching levels using the Teacher-Student Interac-
tion Evaluation Index System for High School Mathematics Concept Assimilation
Learning. SPSS was then used to perform ANOVA, calculate Kendall’s concordance
coefficient (W ) and calculate rater agreement as a test of reliability. The formula for
W is

W = 12

[∑
R2
i −

(∑
Ri

)2
N

]
/[K 2(N 3 − N )]

where K is the number of evaluators, N is the number of evaluated objects, and Ri is
the sum of the level of the ith evaluated object.

To test the validity of the evaluation system, first, five experts in the field of
mathematics education were invited to judge the correlation between the actual
evaluation level and the expected evaluation level of each indicator, filling in the
corresponding grade according to the scale (1: no correlation; 2: weak correlation;
3: strong correlation; 4: very strong correlation).

First, the content validity index (CVI) was calculated, then the chance agreement
was corrected by calculating the adjusted kappa (K*), and finally, the scale-level
content validity index (S-CVI) was calculated, and these values were combined to
determine the validity of the evaluation system.

The formula for I-CVI is I-CVI = A/n, where n is the total number of experts,
A is the number of experts with a rating of 3 or 4, K ∗ = I−CV I−Pc

1−Pc
, and Pc =[

n!
A!(n−A)!

]
× 0.5n . For the measurement of K*, a K* of 0.40 to 0.59 represents fair

validity, a K* of 0.60 to 0.74 represents good validity, and a K* greater than 0.74
represents excellent validity [29].

S-CVI includes the S-CVI Universal Agreement (S-CVI/UA) and the S-CVI
Average (S-CVI/Ave). To be specific, the formula for S-CVI/UA is S-CVI/UA = B/m,
where B is the number of indicators with a rating of 3 or 4, m is the total number of
indicators, and when S-CVI/UA is greater than or equal to 0.8, indicating the validity
of the index is good [10]. S-CVI/Ave is the average of I-CVI of all indicators, and
when S-CVI/Ave is greater than or equal to 0.90, indicating the validity of the index
is good [35].
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13.4 Results

13.4.1 Phase 1: Revision of the Evaluation System

The initially constructed evaluation system contained four first-level indicators as
well as eight second-level indicators. To ensure the content validity of the evaluation
system, questionnaires were distributed to 12 experts in the field of mathematics
education for revision, with a recovery rate of 100% and an efficiency rate of 100%.

As can be seen from Table 13.2, the mode of expert opinions was concentrated in
4 and 5, the total mean of expert opinions was 4.32, and the total standard deviation
was 0.79, indicating that the expert opinions were relatively concentrated and the
arrangement of indicators was reasonable to a certain extent. The total coefficient of
variation was less than 1, indicating that the experts’ opinions were consistent.

With regard to the revision of the evaluation system, the first-level indicators
were agreed by all experts, and the revised opinions of the second-level indicators
mainly focused on the emotional aspect. From experts’ opinions, affective indicators
should be important throughout the classroom, at all stages, and do not have relative
importance. In response to such opinions, the second-level indicators were revised to
include the evaluation of the “emotional atmosphere of teacher-student interaction”

Table 13.2 Initial revision of the evaluation system

Expert T1 T2 T3 T4 T5 T6 T7 T8

1 3 3 3 3 3 3 3 3

2 5 5 5 5 5 5 5 5

3 4 4 4 4 5 5 5 5

4 4 4 4 4 4 4 5 5

5 5 4 4 4 5 5 5 5

6 3 3 3 3 3 3 3 3

7 4 4 3 4 4 4 3 4

8 5 5 5 5 5 5 5 5

9 4 4 4 5 5 5 5 5

10 5 5 5 5 5 5 5 5

11 5 5 5 5 5 5 5 5

12 4 4 4 4 4 4 4 5

Mode 5 4 4 5 5 5 5 5

M 4.25 4.17 4.08 4.25 4.42 4.42 4.42 4.58

SD 0.75 0.72 0.79 0.75 0.79 0.79 0.90 0.79

SD 0.79 M 4.32 CV (SD/M) 0.18

5: Strongly reasonable; 4: Basically reasonable; 3: Reasonable; 2: Not reasonable; 1: Strongly
unreasonable
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Table 13.3 Revision of the evaluation system

First-level indicator Revision Second-level indicator Revision

Teacher-student Interaction in
the concept identification stage

– Mutual
Communication

–

Emotional State Mobilizing Learning
Initiative

Teacher-student Interaction in
the Concept Processing Stage

– Explanation and
Exploration

–

Learning attention Inspired focus

Teacher-student Interaction in
the concept reinforcement
stage

– Example analysis –

Classroom atmosphere Inspiration and
concentration

Teacher-student interaction in
the concept application stage

– Task solving –

Encouragement and
feedback

–

according to the psychological characteristics of conceptual assimilation learning.
The revised evaluation system is shown in Tables 13.3, 13.4, and Fig. 13.4.

13.4.2 Phase 2: Validation of the Evaluation System

In a total of 40 high school mathematics concept lessons based on conceptual assim-
ilation learning teaching, videos were selected from the 2019 “One Teacher, One
Excellent Lesson, One Lesson, One Famous Teacher” activity in China as the object
of this study. The recognition results are as follows:

(1) Second-level indicators for behavioral aspect

The 40 audio sessions were transcribed into texts using artificial intelligence, and
then the texts were manually coded for statistics. For the manual coding step, first,
each text was divided into four stages of conceptual assimilation learning based on
the corresponding time between text and video. Then, four levels were created using
NVivo, corresponding to four second-level indicators. Finally, manual coding was
performed. As can be seen from Table 13.5, in actual teaching, the number of codes
for each second-level indicator is greater than 90%, indicating that the second-level
indicators are in line with the teaching practice and have high reliability.

(2) Second-level indicators for emotional aspect

In the validation of the emotional aspect, the combination of facial recognition and
speech emotion recognition was illustrated to validate the evaluation system. Due
to the limitations of video recording, it was difficult to identify the expressions
of all students, while the positive expressions of the teacher can reflect the overall
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Table 13.4 The connotation of second-level indicators

Second-level indicator Connotation

Mutual communication The teacher introduces new concepts by communicating with
students, reproducing their relevant knowledge experiences,
and guiding them to recall and identify conceptual attributes in
their relevant cognitive experiences. Behaviorally, it is mainly
manifested as verbal interaction between teachers and students,
i.e., continuous dialogic communication between teachers and
students

Mobilizing learning initiative In the process of teacher-student interaction, the teacher makes
students appreciate the necessity of studying new concepts,
stimulates students’ interest in learning, and students show an
active desire to learn new concepts in the process of identifying
the properties of old concepts. Emotionally, the main
manifestation is that the teacher can motivate the students, and
the students are in a state of eagerness to try

Explanation and exploration Through explanation or exploration, the teacher processes and
establishes the connection between the new and the old
concepts, and gradually guides students to identify the elements
of the new concept, thereby abstracting the new concept and
incorporating the new concept into its cognitive structure. The
behavior is mainly manifested in the teacher’s explanation while
the students listen, or the teacher and students explore together

Inspired Focus In the process of teacher-student interaction, students are highly
attentive and follow the teacher in the process of processing old
concepts, exploring new concepts, and refining and
reorganizing their existing cognitive structures. Emotionally, it
is mainly manifested in the teacher’s enlightenment,
explanation or exploration process, the students intently listen
and think

Example analysis Teachers use targeted instructional materials to help students
identify the characteristics of new concepts, analyze and
reinforce their understanding of them. Behaviorally, it is mainly
manifested in the teacher leading students in analysis and
inquiry about the properties of concepts through examples, and
students thinking and responding under the guidance of the
teacher

Inspiration and concentration In the process of teacher-student interaction, through teacher’s
demonstration, students strengthen their understanding of new
concepts through high-density interaction. Emotionally, it is
mainly manifested as teachers inspire students to think and
reason, and students are active in thinking and actively
participate in interaction

Task solving The teacher assigns learning tasks related to problem solving to
make students apply and consolidate new concepts in the
application of concepts, and students think and explore
independently according to the requirements of the problem-
solving tasks. Behaviorally, it is mainly manifested as students
solving problems independently or with small groups, with
teacher guidance and communication

(continued)
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Table 13.4 (continued)

Second-level indicator Connotation

Encouragement and feedback The teacher gives feedback to students based on their responses
and encourages them to explore the connotations and
extensions of the concepts in depth and to use the new concepts
to solve problems. Emotionally, it is mainly manifested as
students’ self-devotion into problem-solving learning tasks,
teachers giving encouragement feedback to students’ answers,
and students exploring in depth based on the teachers’ feedback

Fig. 13.4 The preliminary edition of Teacher-Student Interaction Evaluation Index System for
High School Mathematics Concept Assimilation Learning

Table 13.5 Results of
manual coding of
second-level indicators for
behavioral aspects

Second-level indicator Number of codes

Mutual communication 40 (100%)

Explanation and exploration 39 (97.5%)

Example analysis 40 (100%)

Task solving 38 (95%)

atmosphere of the classroom. Thus, this study focused on teachers’ facial expressions
and manually eliminated students’ expression misinterpretations.

A sample of excellent teaching videos (sample 19) was randomly selected, and the
teacher’s expressions in the samplewere identified and their expression change trends
were plotted (see Fig. 13.5), where the horizontal coordinate represents the number of
frames of the video, “1” in the vertical coordinate represents positive expressions, “0”
represents natural expressions, and the density of the image indicates the frequency
of the teacher’s expression change, and the more dense the image is, the greater the
teacher’s expression change is.

As can be seen from Fig. 13.5, in the concept recognition stage, teachers need
to mobilize students’ learning interest through changes in facial features such as
eyes and expressions, and need to render the classroom atmosphere, so there were
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Fig. 13.5 Expression recognition results of sample 19

certain expression changes in the image, which verified the second-level indicator
Mobilizing Learning Initiative. In the concept processing stage, teachers need to lead
students in a more focused exploration and comprehension than in the first stage,
and thus there were more pauses for reflection and verbal communication. This was
shown in the image as some blank stages (e.g., frames 70–130 and 210–280 of the
concept processing stage in Fig. 13.5), which verified the second-level indicator of
Inspired Focus. In the concept reinforcement stage, teachers need to engage in more
positive emotional interactions with students to understand their learning status and
stimulate their willingness to further exploration, resulting in more intensive images
and fewer blank phases, which validated the second-level indicator Inspiration and
Concentration. In the concept application stage, teachers need to first encourage
students to try to solve the problem on their own, which was mainly presented as
student–student interaction or no explicit interaction, thus in the early part of the
stage, there were some blank stages in the image. Later in this stage, teachers need
to give feedback to students’ responses, and teachers and students need to explore
the application and expansion of the concept together, so there was more intensive
teacher-student emotional interaction, and the images showed a tendency to be more
intensive, which verified the second-level indicator Encouragement and Feedback.

In addition, the expressions in the concept recognition stage and concept rein-
forcement stage changed less frequently than in the concept processing stage and
concept application stage. This may be related to the duration of each stage. Specif-
ically, the duration of the concept processing stage and concept application stage of
this video sample was longer than the other stages.
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Fig. 13.6 Expression trend of all the video samples

The overall expression trend was obtained by normalizing the 40 video samples
according to the video duration (see Fig. 13.6), where the horizontal coordinate repre-
sents the normalized time points, the vertical coordinate represents the normalized
expression averages, and the coordinate points represent the teacher’s expression
values, the larger the value, the more positive the expression, and the denser the
image, the higher the frequency of the teacher’s expression change.

As seen in Fig. 13.6, teachers’ expressions changed most frequently at the
early stage of concept assimilation learning, indicating that teachers generally used
emotional interaction tomotivate students at this stage. In themiddle stage of concept
assimilation learning, the images still showed someexpression changes, but theywere
less frequent than in the early stage. In the later stage of concept assimilation learning,
the teacher’s expression changed gradually increased in frequency to guide students
to apply the new concepts with positive teacher-student interactions. In general, all
of the teaching samples emphasized the classroom atmosphere and guided students’
active concept assimilation learning through positive expressions.

A sample of teaching videos (sample 15) was randomly selected, and the teacher’s
speech emotion was recognized by drawing its speech emotion graph (see Fig. 13.7),
where the horizontal coordinate of the graph represents the number of frames of the
video, “1” in the vertical coordinate represents positive emotion, “0” represents the
neutral emotion, “−1” represents the negative emotion, and the density of the image
indicates the frequency of the teacher’s emotion change, and the denser the image,
the greater the teacher’s emotion change.

The speech emotions of all video sampleswere identified in turn and normalized to
obtain the overall situation of speech emotion recognition (see Fig. 13.8), where the
horizontal coordinate represents the normalized time point, the vertical coordinate
represents the normalized emotion average value, and the coordinate point represents
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Fig. 13.7 Speech emotion recognition results of sample 15

Fig. 13.8 Speech emotion recognition results of all the video samples

the teacher’s emotion value, the larger the value, the more positive the emotion, and
the denser the image, the higher the frequency of teacher’s emotion change.

As seen in Fig. 13.8, positive emotions occupied all stages of concept assimilation
learning, especially the first three stages. The fourth stagewasmainly concernedwith
the application of concepts, and mainly reflected the combination of student–student
interaction and teacher-student interaction, thus the teacher’s and students’ speech
data will be mixed, and it was difficult to separate them, resulting in greater errors in
speech data recognition in this stage compared with other stages, and therefore more
negative emotions were recognized. Overall, positive emotions persist throughout
the process of concept assimilation learning.

In addition, influenced by different teaching contents, teacher-student character-
istics, and teaching environments, there were certain differences in the degree of
teacher-student interaction in different teaching videos, which also had some influ-
ence on the validation results. In conclusion, the combination of the external features
of face and voice, as well as the analysis of the internal meaning of speech content,
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indicated that the evaluation system constructed in this study has a high consistency
with the teaching practice.

13.4.3 Phase 3: Calculation of the Indicator Weight

Taking the data of one expert as an example to illustrate the calculation process.
First, convert the data into a judgment matrix, and denote the judgment matrix of
the first-level indicator as A1 and the judgment matrix of the first-level indicator
as B1, B2, B3, B4, which can be seen as follows matrix (13.1) and matrix (13.2).
Then, using yaahp software for hierarchical analysis, the maximum characteristic
root of the matrix (λmax) was calculated to be 4.0329, and the consistency ratio was
0.0123, which was less than 0.1, indicating that the judgment matrix was valid, thus
calculating the indicator weights (see Table 13.6).

A1 =

⎛
⎜⎜⎝
1 1 1/

5
1/
5

1 1 1/
3
1/
5

5 3 1 1
5 5 1 1

⎞
⎟⎟⎠ (13.1)

B1 =
(

1 3
1/
3 1

)
, B2 =

(
1 3
1/
3 1

)
, B3 =

(
1 3
1/
3 1

)
, B4 =

(
1 4
1/
4 1

)
(13.2)

Table 13.6 Example of
results of indicator weights

Indicator Indicator weight

S1 teacher-student interaction in the concept
identification stage

0.0864

S2 teacher-student interaction in the concept
processing stage

0.0996

S3 teacher-student interaction in the concept
reinforcement stage

0.382

S4 Teacher-student Interaction in the
concept application stage

0.432

T1 mutual communication 0.0648

T2 mobilizing learning initiative 0.0216

T3 explanation and exploration 0.0747

T4 inspired focus 0.0249

T5 example analysis 0.2865

T6 inspiration and concentration 0.0955

T7 task solving 0.3456

T8 encouragement and feedback 0.0864
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Table 13.7 Results of
maximum characteristic roots
of matrix and consistency
ratio

Expert λmax Consistency ratio

1 4.0329 0.0123

2 4.1726 0.0647

3 4.0000 0.0000

4 4.0605 0.0227

5 4.0207 0.0078

6 4.2124 0.0796

7 4.2632 0.0986

8 4.0000 0.0000

9* – 0.2571

10 4.1923 0.0720

11 4.0439 0.0164

12* – 0.6701

According to the above steps, the index weight data of 12 experts were processed
separately (see Table 13.7). The consistency ratios of the 9th and 12th experts were
greater than 0.1, indicating that their data did not pass the consistency test, so these
data were excluded. The consistency ratios of the other 10 data were calculated to
be less than 0.1, indicating that a total of 10 experts’ opinions on index weights were
valid, and the arithmetic mean of the index weights of the 10 experts was further
calculated to obtain the index weights of the evaluation system (see Table 13.8).

Based on the above process, the Teacher-Student Interaction Evaluation Index
System for High School Mathematics Concept Assimilation Learning was obtained
as I = 0.105T 1 + 0.093T 2 + 0.183T 3 + 0.154T 4 + 0.126T 5 + 0.088T 6 + 0.138T 7

+ 0.113T 8 (I represents the total score of teacher-student interaction, and T 1 ~ T 8

represent the scores of each second-level indicator in turn, see Fig. 13.9).

13.4.4 Phase 4: Testing of the Evaluation System

13.4.4.1 Reliability of the Evaluation System

Collecting the scoring data of the six evaluators applying the evaluation system to
the teaching videos with different teaching levels (see Table 13.9), it can be found
that there was consistency in the ratings of the six evaluators, all of whom agreed
that the level of teacher-student interaction from sample 1 to sample 3 decreased in
order, which was consistent with the teaching level of the video sample.

The ANOVAwas used to further test the consistency of the evaluation results and
the results showed that no significant differences were found in the overall mean of
the evaluation data (F = 0.642, p = 0673 > 0.05). Kendall’s concordance coefficient
(W ) was calculated to be 0.861 and the chi-square (χ2) was 10.332. According to
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Fig. 13.9 Indicator weights of the evaluation system

Table 13.9 Evaluation
results

Evaluator Sample 1 Sample 2 Sample 3

1 88.75 82.08 84.10

2 94.77 91.81 87.21

3 94.55 86.91 80.68

4 93.47 82.80 79.20

5 92.97 83.78 75.60

6 92.60 84.45 78.95

Mean 92.85 85.30 80.96

the formula χ2 = K (N − 1)W (K is the number of evaluators and N is the number
of evaluation subjects), when the degree of freedom is 3, the critical value of χ2 is
χ2 > χ2

(P=0.025) = 9.35, i.e., the consistency of the scores reached 97.5%, indicating
that the evaluation system has high reliability.

13.4.4.2 Validity of the Evaluation System

This study invited five experts in the field of mathematics education to test the
validity of the evaluation system. The evaluation results (see Table 13.10) showed
that the K* for each indicator was greater than 0.74, and further calculation of the
S-CVI revealed that the S-CVI/UA was 0.9 and the S-CVI/Ave was 0.9. The above
analysis showed that the Teacher-Student Interaction Evaluation Index System for
High School Mathematics Concept Assimilation Learning had good validity.



13 Construction of Teacher-Student Interaction Evaluation … 145

Table 13.10 Evaluation results of K*

Item Number of experts with a rating of 3 or 4 I-CVI Pc K*

T1 4 0.800 0.15625 0.763

T2 5 1.000 0.03125 1.000

T3 5 1.000 0.03125 1.000

T4 5 1.000 0.03125 1.000

T5 5 1.000 0.03125 1.000

T6 4 0.800 0.15625 0.763

T7 4 0.800 0.15625 0.763

T8 4 0.800 0.15625 0.763

13.5 Conclusion and Discussion

13.5.1 Conclusion

The present study was designed to construct the evaluation model for assimilation
learning in high school mathematics courses with the help of artificial intelligence.
This study has shown that Teacher-Student Interaction Evaluation Index System
for High School Mathematics Concept Assimilation Learning included four first-
level indicators: teacher-student interaction in the concept recognition stage, teacher-
student interaction in the concept processing stage, teacher-student interaction in the
concept reinforcement stage, and teacher-student interaction in the concept applica-
tion stage, and eight second-level indicators. The specific model can be written as
I = 0.105T 1 + 0.093T 2 + 0.183T 3 + 0.154T 4 + 0.126T 5 + 0.088T 6 + 0.138T 7

+ 0.113T 8 (I represents the total score of teacher-student interaction, and T 1 ~ T 8

represent the scores of each second-level indicator in turn, i.e., mutual communi-
cation, mobilizing learning initiative, explanation and exploration, inspired focus,
example analysis, inspiration and concentration, task solving, and encouragement
and feedback, see Fig. 13.9 above).

Through the reliability and validity tests, the consistency of experts’ scores was
obtained to reach 97.5%, and the validity index was in the excellent range, indicating
that the evaluation system had good reliability and validity and can be used as an
assessment tool for teacher-student interaction in concept assimilation learning.

13.5.2 Discussion

13.5.2.1 Further Explanation of the Evaluation System

Teacher-Student Interaction Evaluation Index System for High School Mathematics
Concept Assimilation Learning is a tool for evaluating the level of teacher-student
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interaction in high school mathematics concept courses that use the concept assim-
ilation learning approach. In the application process, the evaluator needs to score
the second-level indicators separately on a percentage scale according to the actual
situation of teacher-student interaction, with reference to the division of the four
learning stages and the connotation of each indicator.

The main steps of applying the Teacher-Student Interaction Evaluation Index
System for High School Mathematics Concept Assimilation Learning are: first, read
the evaluation system and understand the connotation of each indicator. Secondly,
with reference to the evaluator’s own teaching experience, curriculum standards, and
teaching materials, the evaluator should form a deep understanding of the teaching
content to be evaluated, so that they can accurately distinguish the four stages of
concept assimilation learning in the evaluation process, and thus implement the
evaluation of the second-level indicators corresponding to the four stages. Then,
corresponding to the connotation of each indicator, the evaluator needs to score the
process of teacher-student interaction on a percentage scale. Last but not least, the
score of each indicator should be multiplied by the indicator weights, and the weight
scores of all indicators should be summed up to get the total score of teacher-student
interaction.

13.5.2.2 Limitations

Compared with previous studies, this study has made new attempts in the validation
of the index system, mainly by integrating artificial intelligence into the qualitative
analysis of the video and reflecting certain innovations in the reliability and validity
tests of the evaluation system, but this study also has some limitations:

Firstly, the theoretical basis of qualitative analysis of artificial intelligence needs
to be optimized. The construction of educational evaluation models should be built
on a certain theoretical foundation. But at present, the integration of artificial intel-
ligence and qualitative analysis of educational evaluation lacks theoretical research.
In the process of qualitative analysis, this study identified and developed algorithms
based on the purpose of the study. However, the formulation of the algorithms lacks
theoretical support, which provides a new direction for future research, and theoret-
ical research on the integration of artificial intelligence and education are urgently
needed.

Moreover, the sample size of the validation videos is relatively small. In the vali-
dation phase of the evaluation system, this study analyzed 40 high-quality teaching
videos qualitatively so as to verify the practical value of the evaluation system.
However, due to the limitation of resources, the sample size of the study is small,
and further study should continue to expand the sample size so as to increase the
reliability.

Last but not least, the quality of the validation videos still needs to be improved.
Due to the limitations of video quality, teaching themes, and teachers’ teaching
characteristics, although the videos selected for this study are representative in
the geographical range, teachers’ teaching level, video shooting conditions, picture
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quality, etc., all affect the validation of the evaluation system to some extent, and
further research should continue to collect and shoot high-quality teaching videos to
strengthen the reliability of qualitative analysis.
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Chapter 14
An Overview of Data Mining Techniques
for Student Performance Prediction

Xiu Zhang and Xin Zhang

Abstract In order to better understand and optimize the learning process and
learning environment, educational data mining technology is becoming more and
more important in processing a large number of educational data. Through the
analysis of large amounts of educational data, students’ academic performance
is predicted, identifying a “high risk” of dropping out and predicting their future
achievement, e.g., on final exams. The predicted results can provide early warning
for students’ own learning, and provide suggestions for educators to allocate educa-
tional resources more reasonably and improve the teaching mode. The purpose of
this chapter is to comprehensively introduce the more advanced supervised machine
learning technology, different educational resource dataset, and the latest research
results.

Keywords Educational data mining ·Machine learning · Student performance
prediction · Survey

14.1 Introduction

With the development of the network technology, a large amount of data informa-
tion have been collected which cover a wide range of fields, such as business data,
education data, agriculture data, military data and so on. In order to explore the
meaning behind the data, the data mining technology has received more and more
attention from all over the world. In the field of education, especially, it has become
the research hotspot to predict the student performance using data mining technology
[1, 2].

In the educational data mining (EDM) work, the result of student achievement
evaluation is often one of the important indicators to evaluate students’ development
potential, development level and performance. Entity and efficient educators often
collect all aspects of information from students through research and other methods,
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Fig. 14.1 The relationship
between the students,
educators and EDM
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and organize them into relevant documents.With these documents as the data support
[3], so as to dig deeply the value behind these data, for the teaching administrators to
provide a basis, humanized, directional guidance. Teaching quality is an important
factor to measure the grade of a school, while students’ academic level is the main
index to evaluate teachers’ teaching effect and students’ learning quality [4, 5].

The work of student’s performance prediction using data mining technology has
extensive instruction for educational work as shown in Fig. 14.1 [6, 7]. For students,
it can help them to understand their learning efficiency and learning progress, so as to
know more about their learning abilities. For teachers, it can help them to master the
progress of teaching, and adjust their teaching schedule according to the predicted
results. For educational administrator, it can provide decision support, improve the
management system, and allocate educational resources scientifically.

The subjects most closely associated with EDM are computer science, education,
and statistics. The workflow of educational data mining includes data collection, data
preprocessing, data analysis and prediction as shown in Fig. 14.2. Data collection
includes questionnaire survey, online course data acquisition, offline examination
information collection and so on. The purpose of data preprocessing mainly focused
on the following aspects: (i) Remove useless information from the data; (ii) Trans-
form unstructured data into structured data; (iii) Split and merge the attributes. The
most important step in EDM is data analysis. The technologies include statistic anal-
ysis such as descriptive statistics analysis and inferential statistics analysis, cluster
analysis such as K-means cluster method, performance prediction approaches such
as similarity-based methods, model-based methods and probabilistic method [1–5].

The chapter is organized as follows. Section 14.2 provides an overview of the
dataset. Section 14.3 describes data mining technology. Section 14.4 summarizes
the research results. Section 14.5 gives the conclusion.

DataSet Data
Preprocessing

Data
Mining

Performance
Prediction

Fig. 14.2 Flow chart of EDM
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Table 14.1 Dataset information freely available

Authors Number of
instances

Number of
attributes

Associated tasks Country Date

Hussain [1] 300 22 Classification India 2018

Hussain [2] 666 11 Classification India 2018

Gunduz and
Fokoue [3]

5820 33 Classification,
Clustering

Turkey 2013

Vurkac [4] 10,800 20 Classification America 2011

Vahdat et al. [5,
6]

230,318 13 Classification,
Clustering,
Regression

Italy 2015

Petkovic et al.
[7]

74 102 Classification America 2017

Kuzilek et al.
[8]

32,593 12 Classification Czech 2017

14.2 Overview of the Dataset

At present, because of the rise of online education, a large amount of education
data has been produced. The collection of educational data includes the traditional
questionnaire survey, the information stored in the educational administration system
of each school, the data collection set by the teaching unit according to the actual
situation, and the data collection in the online education system.

In this part, we list several publicly available data sets since 2010 that are available
for download online as shown in Table 14.1.

14.3 Data Mining Method in Performance Predication

14.3.1 Data Mining Tools

In this part, we will give an overview of several commonly used data mining tools
all over the world.

(1) Rapid Miner [9]
Rapid Miner is an environment for machine learning and data mining experi-
ments which is applied in research and practical data mining tasks. This tool
is developed in Java programming language and provides high-level analysis
through a template-based framework.

It has rich data mining analysis and algorithm functions. The biggest advan-
tage of the tool is that it doesn’t require the user to write code. It already has
many templates and other tools that make it easy to analyze the data.
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(2) KNIME [10]
KNIME is a user-friendly, understandable and comprehensive open source
for data integration, processing, analysis and exploration platform. It has a
graphical user interface to help users easily connect nodes for data processing.

It is easy to integrate with third-party Big Data frameworks, such as
Apache Hadoop and Spark, through the Big Data Extension. It is Compat-
ible with multiple data formats, including plain text, database, document,
image, network, and evenHadoop-baseddata formats.Meanwhile, it is compat-
ible with multiple data analysis tools and languages including R and Python
language support for scripts, so that the experts can use powerful visualization
function to provide an easy-to-use graphical interface, which can show the
analysis results to users through vivid graphics.

(3) Smartbi [11]
Smartbi Mining is a professional dataMining platform that provides predictive
capabilities to businesses. This platform is integrated with rich algorithms and
supports 5 categories ofmaturemachine learning algorithms including classifi-
cation, regression, clustering, prediction, correlation algorithms. In addition to
providing the main algorithm and visual modeling functions, SmartBi Mining
also provides essential data preprocessing functions. In general, this platform
is easy to learn and use.

(4) TANAGRA [12]
TANAGRA is a data mining software for academic and research purposes. The
software has exploratory data analysis, statistical analysis, machine learning.
TANAGRA contains some supervised learning, but also includes other
paradigms such as clustering, factor analysis, parametric and nonparametric
statistics, relevant rules, feature selection, and building algorithms.

(5) Orange [13]
Orange is a suite of component-based data mining and machine learning soft-
ware written in Python. It is an open source for data visualization and analysis.
Data mining can be done through visual programming or Python scripts. It can
be visualized using scenarios, bar charts, trees, networks, and heat maps.

(6) Weka [14]
Weka (Waikato Environment for Knowledge Analysis) is the best known open
source machine learning and data mining software. It can invoke the analysis
component including data preparation, classification, regression, clustering,
association rules mining, and visualization through Java programming and the
command line.

(7) Scikit-learn [15]
Scikit-Learn is a simple and efficient data mining and data analysis tool.
It’s a machine learning library in Python, built on top of Numpy, Scipy,
and Matplotlib, and it’s also open source. Its characteristics include classi-
fication, regression, clustering, dimensionality reduction, model selection and
preprocessing.
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14.3.2 Performance Prediction Approaches

In the educational data mining, classification and regression are commonly used to
predict the student’s performance. In the following, the main methods are briefly
introduced and discussed.

(1) Decision Tree (DT) [16]
Decision tree is a basic classification and regression method, which makes
decisions based on tree structure and can be considered as the set of if–then
rules. Generally, a decision tree contains a root node, several internal nodes and
several leaf nodes. The root node contains all the sample points, the internal
node serves as the partition node (attribute test), and the leaf node corresponds
to the decision result. The advantages of the algorithm are low computational
complexity, easy to understand the output results, insensitivity to the absence
of intermediate values, and the ability to process irrelevant feature data. The
downside is that it can cause overmatching problems.

For the decision tree construction based on ID3 algorithm, the criterion of
feature selection is information gain. ID3 algorithm originated from concept
learning system (CLS). C4.5 algorithm is a kind of classification decision
tree algorithm, whose core algorithm is ID3 algorithm. C4.5 algorithm uses
information gain rate to select feature, which overcomes the shortcoming of
choosing feature with more values when using information gain to select
feature. However, the disadvantage is that in the process of constructing the
tree, the data set needs to be scanned and sorted for many times, which leads
to the low efficiency of the algorithm. C4.5 algorithm was developed in Java
in Weka as J48.

(2) Naïve Bayes (NB) [17]
Naive Bayes model (NBM) originated from classical mathematical theory,
which has a solid mathematical foundation and stable classification efficiency.
At the same time, the NBC model requires few parameters to estimate and is
not sensitive to missing data, and the algorithm is relatively simple. In theory,
the NBC model has the smallest error rate compared with other classification
methods. However, in fact, this is not always the case, because the NBCmodel
assumes that the attributes are independent of each other, which is often not
valid in practical application, which has a certain impact on the correct clas-
sification of the NBC model. When the number of generics is large or the
correlation between attributes is large, the classification efficiency of NBC
model is inferior to that of decision tree model. When the attribute correlation
is small, the performance of NBC model is the best.

(3) Support vector machines (SVM) [18]
SVM is a kind of supervised learning method, which is widely used in statis-
tical classification and regression analysis. The support vector machine maps
the vector into a higher dimensional space and establishes a hyperplane with
maximum spacing in this space. Two parallel hyperplanes are built on both
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sides of the hyperplanes separating the data. Separating hyperplanes maxi-
mizes the distance between two parallel hyperplanes. The larger the distance
or gap between the pseudo-definite parallel hyperplanes, the smaller the total
error of the classifier.

The advantages of theSVMare lowgeneralization error rate and lowcompu-
tational overhead. The disadvantage is sensitive to parameter adjustment and
kernel function selection.

(4) K-Nearest Neighbor (KNN) [19]
KNN classification algorithm is a relatively mature method in theory and one
of the simplest machine learning algorithms. The idea of this method is that if
most of the K most similar samples in the feature space of a sample belong to
a certain category, then the sample also belongs to this category.

The advantages of KNN are high accuracy, insensitivity to outliers and
assumption of no data input. The disadvantages are high computational
complexity, and high space complexity.

(5) Random Forest (RF) [29]
Random forest is composed of many decision trees, and there is no correlation
between different decision trees. When we carry out the classification task,
new input samples come in, and each decision tree in the forest will be judged
and classified separately. Each decision tree will get its own classification
result. Which one of the classification results of the decision tree has the most
classification will be regarded as the final result by the random forest.

The advantages of RF are that it can use very high dimensional data, and
don’t have to reduce dimensions and do feature selection. The disadvantage
of RF has been shown to overfit for some noisy classification or regression
problems.

(6) Artificial Neural Network (ANN) [31]
ANN can simulate the activity of neurons by mathematical model, which is
an information processing system based on the structure and function of the
Neural Network of the brain. The multi-layer forward neuron network (also
called multi-layer perceptron, MLP) proposed by Minsley and Papert is the
most commonly used network structure at present.

Compared with traditional data processing methods, neural network tech-
nology has obvious advantages in processing fuzzy data, random data and
nonlinear data, and is especially suitable for systems with large scale, complex
structure and unclear information.

(7) Classification and Regression Tree (CART) [20]
CART algorithm is a binary recursive segmentation technology. The current
sample is divided into two sub-samples, so that each non-leaf node generated
has two branches. Therefore, the decision tree generated by CART algorithm
is a binary tree with simple structure.
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14.4 Results and Discussions

In order to study the influence of different attributes on students’ performance and
to mine the meaning behind the data, different researchers have studied different
attributes and analyzed their importance in students’ performance prediction as
shown in Table 14.2.

Before the classification algorithms applied to analyze the data, the feature selec-
tion approach was used to select 12 highly influential attributes from 24 attributes
[1]. The results showed that it can greatly improve the accuracy of predictions. The
researchers [7] collected the data about student team project activities. It can predict
the student teams’ performance.

The researcher [21] studied the effect of student background and social activities
on the student’s performance. It came to a conclusion that the student background and
social activities had significant to the student’s performance prediction in the binary
classification. Different from other researches on academic prediction after the end
of the course, the researchers [22, 23] studied the prediction of students’ academic
performance while the course is in progress, so as to give early warning to students
and provide suggestions to teachers. In addition, Kahraman et al [24] developed an
Intuitive Knowledge Classifier to analyze the web-based adaptive learning environ-
ment. It can greatly improve the accuracy of the classification. The authors [25–27]
use data collected in a traditional teaching setting to learn how to predict students’
academic performance in early stage. Among these, the authors [27] considered the
role of students’ self-assessment in the performance prediction.

The above researches focused on analyzing the effect of the student information
on the performance prediction. Khan et al. [28] studied the impact of teaching on
the student’s performance. It indicated that teaching had a positive impact on the

Table 14.2 Attributes affect the performance

Authors Attributes affect the performance

Kiu [21] Student background, student social activities and student coursework
result

Hu et al. [22] Time-dependent variables

Huang et al. [23] Student’s cumulative GPA, grades earned in four pre-requisite courses
and scores on three dynamics mid-term exams

Hussain et al. [1] The 12 high influential attributes were selected among 24 attributes

Petkovic et al. [7] Team Activity Measures

Kahraman et al. [24] Web-based adaptive learning environments in different domains

Carter et al. [25] Affirms the importance of social interaction in the learning process

Yu et al. [27] Self-evaluation comments can play an important role in improving the
accuracy of early-stage predictions

Khan et al. [28] Teaching

Liu et al. [33] Historical learning records, learning target and prerequisite graph
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student’s performance. The researchers [30] developed a performance prediction
models with less information for predicting at-risk students. The results indicate that
the subject which relied on knowledge of other subjects in the program generally
performed better than those which relied less on previous subjects. Lee et al. [32]
investigated the course dropout in a mobile learning environment. The researchers
in [33] proposed a Cognitive Structure Enhanced framework for Adaptive Learning
which combined knowledge levels of learners or knowledge structure of learning.
The framework can dynamically provide the suggestions and guidance for the next
learning during the whole learning process.

At present, there are many data mining techniques that can be used to predict
students’ academic performance.We list and summarize the classification rates of the
current commonly used algorithms as shown inTable 14.3. There are other algorithms
can be used to predict the students’ performance. For example, Bendangnuksung
et al. [31] proposed the Deep Neural Network (DNN) model to analyze the students’
performance. The results indicated that DNN outperformed other algorithms (DT,
NB, ANN) in accuracy.

As shown in Table 14.3, the same algorithm has different classification accuracy
in different dataset. However, most of the algorithms have high accuracy for binary
classification type. As shown in Fig. 14.3, the classification accuracy for multi-class
classification problem is relatively low.

It can be seen from Fig. 14.3 that RF and ANN attains better performance
compared with NB, DT and SVM. The minimum values of classification accuracy of
the fivemethods have small gap compared with themaximum classification accuracy
values.

Table 14.3 Classification accuracy

Authors Type of classification EDM accuracy (%)

NB DT RF ANN CART SVM KNN

Kiu [21] Binary 88.9 92.4 89.4 86.3 – – –

5-level 71 79.1 74.9 68.7 – – –

Hu et al. [22] Binary – 93.4 – – 95 – –

Huang et al. [23] Binary – – – 88.5 – 86.5 –

Hussain et al. [1] 5-level 65.3 73 99 – – – –

Hussain et al. [2] 4-level 57.8 64.7 – 90.8 – – –

Petkovic et al. [7] Binary – – 70 – – – –

Kahraman et al. [24] 4-level 73.8 – – – – – 85

Bucos et al. [25] Binary – 82 84 – – 84 –

Yu et al. [27] Binary – – – – – 74 –

Ahmed et al. [29] Binary – – 83.6 – – – –

Chanlekha et al. [30] 9-level 57.5 65 62.5 62.5 – 57.5 –

Bendangnuksung et al.
[31]

5-level 80 82.2 – 80 – – –
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Fig. 14.3 The classification accuracy of different algorithms formulti-class classification problems

14.5 Summary

The rapid development of data mining technology has promoted the extensive appli-
cation of educational data analysis. By mining the effective information behind the
educational data and predicting the academic performance of students, it can not only
help students understand their own learning state, but also help educators to specify
corresponding strategies to improve the efficiency of education.

In the future, with the continuous progress of science and technology, online
education will become more and more popular. A large number of online education
data will provide more materials for data mining, and how to make better use of
online and offline education data will provide better guidance for education.
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Chapter 15
Eye Tracking and Its Applications
in the Field of Intelligent Education

Linlin Li, Ying Tong, and Libo Qiao

Abstract Relying on artificial intelligence, eye-tracking technology continues to
develop and mature. It helps analyse students’ visual attention and mental cognition
by recording their eye movement data, which can provide support for research on
intelligent education. This paper mainly analyses and summarizes commonly used
eye movement metrics, principles of eye-tracking technology, and applications of
eye-tracking research in the field of intelligent education. The purpose is to enrich
the research methods and application scope of eye tracking in intelligent education
and to promote further development of eye tracking and artificial intelligence.

Keywords Eye tracking · Artificial intelligence · Online learning · Intelligent
education · Learning analytics

15.1 Introduction

In the last decade, along with the popularity of Internet and the rising demand of
human beings for intelligence, applications of artificial intelligence in education has
become more diversified, gradually forming a system of intelligent education [1].

Eye movements reflect human visual processing, reveal mental characteristics,
and play an important role in information extraction, processing and integration
[2, 3]. Recently, with the rapid development of low-cost hardware, digital image
processing technology and artificial intelligence, various eye-tracking methods have
been proposed and improved.

As an intersection of artificial intelligence, education and psychology, eye-
tracking technology has been applied to pedagogical research for about forty years,
and it was mainly used to study the psychological mechanism of reading in the
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early stages [4]. With the development of artificial intelligence, applications of eye-
tracking research in instructional resource design, teaching method improvement,
learning process analytics, student performance prediction continue to increase.

15.2 Eye Movement Metrics

Through statistical analysis of eye-tracking data, different indicators can be obtained,
which allow for a deeper understanding of learner’s cognition. Before eye tracking
is applied to intelligent educational research, researchers need to know what eye
movement metrics are commonly used and what they mean.

After a comprehensive analysis of eye-trackingmeasures commonlyused in recent
studies, it was found that these metrics can be classified into four types according
to measurement dimension: temporal dimension, spatial dimension, numerical
dimension and others [5].

Temporal dimension involves some temporal indicators, such as total fixation
duration, average fixation duration, first fixation duration, which aremore commonly
used. Spatial dimension involves position, distance and direction, such as fixation
position, saccade amplitude and gaze plot, etc. Due to the predominantly qualitative
approach and more time-consuming nature, these types of indicators are relatively
less used. Numerical dimension metrics are generally used to reveal the importance
of visual material. These common metrics are summarized as Table 15.1 [6–8].

In sum, each eye movement metric has its scope of application. Using only an
eye movement indicator may miss some valuable information and make it diffi-
cult to reflect problem comprehensively. Therefore, when conducting eye-movement
research on intelligent education, researchers should use multiple eye-movement
indicators flexibly according to their experimental needs [8].

15.3 Principles and Methods of Eye Tracking

Over a century, human beings have continuously explored and improved on how
to achieve eye tracking, and eye-tracking technology has undergone the evolution
of observation method, mechanical recording method, reflective recording method,
scleral search coil method, iris-scleral heterochromatic limbus method, electro-
oculography (EOG) and others [9]. These methods directly contact eyes with some
actuators, electrodes or coils, which causes discomfort or even injury to them.

Nowadays, research on eye movements has evolved from early methods for deter-
mining the amplitude of eye movements to methods for estimating the location of
gaze points [10]. With the development of cameras and image processing hardware,
video-oculography (VOG) methods have been proposed and matured. This method
acquires eye images through cameras. It is used without the need to fit a device to
subject’s eye, making the process of gaze tracking natural and comfortable.
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Table 15.1 Common eye-tracking metrics

Dimension Metrics Definition Meaning

Temporal First fixation duration Duration at the first
point in an AOI

Initial attention tendencies

Gaze duration Total fixation duration
within a word or an AOI

Attention allocation

Revisited fixation duration Total duration of all
fixations back to an AOI

Information reprocessing

Total fixation duration Total time of all fixations
on an AOI or stimulus

Total cognitive resource
input, and cognitive load

Average fixation duration Average time of fixation
on each AOI

Average cognitive resource
input

Spatial Fixation position Position of a fixation Visual attention

Saccade amplitude Distance from one
fixation to the next

Reading efficiency and
perceptual breadth

Gaze plot Diagram showing
location, order, and time
spent looking at the
stimulus

Temporal and spatial
characteristics of eye
movements and process of
interest change

Heat map Diagram showing how
looking is distributed
over the stimulus

Focus of visual attention
for dozens or even
hundreds of participants at
a time

Numerical Total fixation count Total number of
fixations on an AOI or
stimulus

Total cognitive resource
input, cognitive load and
interest

Average fixation count Average number of
fixations in each AOI

Average cognitive resource
input, cognitive load

Revisit count Number of fixations
back to what has been
looked at

Cognitive coherence and
information reprocessing
degree

Saccade count Total number of
saccades in an AOI

Attention shifting,
information integration

Others Pupil size Pupil diameter and its
variation values

Cognitive processing effort
degree and cognitive load

Blank rate Frequency of blinking Cognitive control

The method has a two-step process: image pre-processing and gaze estimation.
Image pre-processing performs filtering, denoising, face detection and eye posi-
tioning operations. Depending on the gaze mapping model used for gaze estimation,
VOG methods are divided into four categories:

1. 2D Regression-Based. This method assumes a fixed matching relationship
between eye map features and gaze points [9]. Through image processing tech-
niques, some significant eye features are extracted, such as pupil centre and
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corneal reflection. Then, a mapping relationship is established between these
eye parametric features and two-dimensional coordinates of calibration points,
which is used to obtain the next real-time eye positions.

2. 3D Model-Based. Based on eye structure and principles of optical imaging, a
three-dimensional eye model is established to mimic the structure and function
of human visual system. The gaze direction is solved in a three-dimensional
geometric relationship, with the intersection of gaze direction and screen as gaze
point [11]. This method requires a series of parameter calibrations, including
camera calibration, geometric calibration and user calibration [12], to derive
eye model parameters and help calculate the orientation of optical and visual
axes. Depending on hardware required for the system, it can be classified as
single-camera methods, multi-camera methods and depth camera methods [13].

3. Appearance-Based. Numerous face images in different environments need to
be acquired. Input eye diagrams to the model and calculate changes of gaze
point based on changes in shape and texture properties of eye and positions of
pupil relative to canthus [9]. This method establishes the mapping relationship
between eye diagrams and gaze points through machine learning, including
multilayer network, Gaussian process, deep learning, etc.

4. Shape-Based. This method uses a deformable template for detecting the eye
region, where eye contours is represented by two closed parabolas and iris is
represented using a circle [13]. The aim is to determine the similarity between
the template of a selected region and images of that region.

The advantages and disadvantages of these methods are shown in Table 15.2.

15.4 Applications of Eye-Tracking Technology
in Intelligent Education

Recently, with the continuous development of image processing, artificial intel-
ligence and related algorithms, researchers have conducted in-depth research on
applications of gaze tracking in the field of intelligent education. According to their
research purpose, applications can be divided into four categories: (1) instructional
resource design; (2) teaching method improvement; (3) learning process analytics;
(4) student performance prediction.

15.4.1 Instructional Resource Design

Intelligent education plays an irreplaceable role in breaking through time and space
constraints of teaching, integrating high-quality educational resources and promoting
the balanced development of education across regions.



15 Eye Tracking and Its Applications … 165

Table 15.2 The advantages and disadvantages of eye-tracking approaches

Category Advantages Disadvantages

2D regression-based It can be achieved using a single
camera and a few near-infrared
LEDs, with simple system
configuration and no additional
calibration operations required

Susceptible to head movement, and
it requires users to use a device such
as a chin rest to keep their head
stationary

3D model-based It overcomes the effects of
changes in head position and
posture and improves the
accuracy of gaze tracking

High hardware requirements,
typically requiring multiple cameras
and light sources. Most require
complex calibration of screen,
camera, infrared light source and
user position

Appearance-based It has low hardware requirements
and is suitable for
implementation on platforms
without high-resolution cameras
or additional light sources

Accuracy is low in the case of head
movement and light changes. To
obtain high robustness, a large
amount of training data is required

Shape-based It allows estimation of the line of
sight on low-resolution images

Occlusion of eye area and changes
in head posture and eye shape can
result in reduced accuracy and high
computational complexity in gaze
detection

Instructional resources are an important carrier of teaching information. Suarez
[14] used eye-tracking and EEG techniques to measure participants’ pupillary
responses and brain frequencies while performing tasks to explore the effects of
instructional design and emotional state on academic performance. Results showed
that instructional design had a significant effect on student academic performance.

Instructional resources can be divided into dynamic and static resources, and the
design of their elements can have a significant impact on the effectiveness of teaching
and learning. The use of eye-tracking technology to record learners’ visual responses
to different design schemes helps to scientifically design these elements.

15.4.1.1 Static Resource Design

Static teaching resource design includes text design, image design, colour design,
resource presentation design, etc. Liu [15] used eye movement metrics such as gaze
duration, heatmap to characterize learners’ visual attention, comparing and analysing
differences in learning effects when different text and pictures design strategies were
used. Combining eye movement and brain signals, Cao [16] conducted experiments
from three perspectives: colour coding design, colour cue design, and colour signal
design to explore the influence of colour representation in teaching scenes on learning
attention.
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Li [17] applied eye-tracking technology to the optimisation of online course
presentations. A quantitative model of cognitive load of online course resources
is proposed; optimization methods of online course resources and the impact of
optimized courses on student cognitive load are explored.

15.4.1.2 Dynamic Resource Design

Dynamic resource designmainly includes subtitle layout, playback speed and teacher
presentation of instructional videos. Sun [18] used an eye tracker to record learners’
eye movements when they watched MOOC video interfaces with different subtitle
layouts and analysed their visual behaviour and attention distribution. Duan et al. [19]
investigate the effect of playback speed of animated learning materials on attention
shifting and learning outcomes with the help of eye-tracking. Ma et al. [20] had
subjects watch instructional videos at different speeds but for the same total duration,
and explored whether the increased number of learning sessions associated with fast
playback would result in better learning outcomes and learning satisfaction than with
normal speed.

In traditional education, teachers face students and guide them through eye
contact. However, teacher presentation in online education is an issue that needs
to be studied. Gog et al. [21] designed video materials with and without teachers
and analysed learners’ eye movement while watching videos. The study found that
teacher presentation can attract learners’ attention and improve learning outcomes.
Wang et al. [22] explored the influence of teachers’ gaze guidance and postural guid-
ance on learners’ eye movement and learning effects. The research results show that
videos with gaze guidance or postural guidance were more effective.

15.4.2 Teaching Method Improvement

With the development of big data, terminal technology and artificial intelligence, new
instructional methods have been proposed, such as intelligent tutor system, peda-
gogical agent, adaptive learning and game-based learning. The use of eye-tracking
technology helps to make these approaches possible and facilitate their development.

15.4.2.1 Intelligent Tutor System

Intelligent tutor system refers to the use of artificial intelligence technology to guide
learners to acquire knowledge and skills without guidance of human teachers. It
provides instant guidance, accurate learning diagnosis and intelligent intervention to
increase learning efficiency.

D’Mello et al. [23] developed Gaze tutor, an intelligent teaching system for
learners’ gaze, which first uses an eye-tracking device to dynamically monitor
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learners’ gaze patterns and identify whether learners are in “boredom”, “disengage-
ment” or “zoning out.” The tutor then uses an intelligent teaching agent to guide
learners into an active state. Empirical studies have shown that the tutor is effective
in directing learners’ attention to key areas of system interfaces and increasing their
deeper thinking about important issues, but effects vary between learners.

Intelligent tutor system makes instructional decisions for students based on their
models, which are generally invisible to them. However, studies have shown that
opening models to students allows them to see how the system perceives them,
which is beneficial to learning.

Mathews et al. [24] developed an intelligent tutor system called EER-Tutor, which
detects learner models through eye-tracking and later visualises learner models so
that students can see their models. The system helps developers to design better and
more accessible models and find out which models are suitable for specific students.

15.4.2.2 Pedagogical Agent

Some educational researchers have incorporated virtual visual images (i.e. Pedagog-
ical agent) into teaching systems to guide and feedback learning, to collaborate and
interact with learners and to convey non-verbal information through gestures and
facial expressions, which helps to create an interesting learning environment [25].

Accurate identification of affective and cognitive states is the basis for interaction
between online learners and pedagogical agents. To solve the problem that teaching
agents don’t recognize the states adequately, Zhan [26] combined eye-tracking with
expression recognition to simultaneously detect learners’ visual fields, emotions and
cognitive states. It improved the recognition accuracy of remote learners’ states and
provided new ideas and methods for the study of interaction mechanisms between
intelligent teaching agents and remote learners.

Since the emergence of pedagogical agents, there have been inconsistent findings
on whether they facilitate learning. Through tracking learners’ eye movement when
using agents, their effectiveness can be evaluated. Prendinger et al. [27] evaluated the
effect of life-like interface agents on user cognition by eye tracking, and found that
agent’s bodymovements weremore effective in directing their attention than text and
speech, but it also slightly affected their concentration level, sometimes distracting
them to pay attention to agent’s actions. Using eye-movement techniques, Kang [28]
investigated the influence of learners’ agent image preference, knowledge experience
and learning material complexity on learning outcomes. It was found that learners
devoted more attention to the deeper processing of learning material when agent
image matched their preference.

There are still some controversies about the effect of pedagogical agents on
learning, for example, effects differ for learners of different ages and cognitive styles.
Therefore, the effects on learners and how to design agents that work better need to
be confirmed by more studies.
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15.4.2.3 Adaptive Learning

Adaptive learning helps analyse learners’ psychological characteristics based on eye-
tracking data, tap their behavior preferences and cognitive styles, and provide learners
with personalized learning resources, which has become a new trend of intelligent
education.

Pivec et al. [29] proposed an adaptive e-learning framework based on eye tracking
and content tracking, called AdELE. The framework captures users’ behaviour
in real-time, including skimming, reading, searching for information, observing
pictures, viewing navigational elements, etc., whereby learners’ cognitive styles are
analysed. Based on a template, authors provide different content blocks suitable for
learners with different knowledge levels (e.g. novice, advanced, expert). Adaption
engine helps to dynamically create personalised content from available information
blocks and different representation layers.

Schmidt et al. [30] connected an eye-tracking system with a multimedia learning
environment, linked gaze data to browser-based learning content, and adjusted
learning content and controlled learning process through predefined conditions and
user input.

Xue and Zeng [31] proposed an application framework for applying eye-tracking
data to the design and development process of an adaptive learning system. As
shown in Fig. 15.1, it is divided into fivemodules. Through eye-tracking experiments,
differences in eye-movement patterns of learners with different cognitive styles were
studied to form a user portrait database, which provided a new approach for adaptive
learning systems.

Fig. 15.1 The adaptive learning system framework



15 Eye Tracking and Its Applications … 169

15.4.2.4 Game-Based Learning

Game-based learning (GBL) environment is a dynamic, multi-tasking, and highly
interactive learning environment. It can improve learners’ attentional control, cogni-
tive flexibility and problem-solving skills, which has great potential for intelligent
education.

In terms of visual attention, gameflowand conceptual achievement, Tsai et al. [32]
explored behavioural differences among learners with different conceptual under-
standing abilities and discovered patterns of their visual behaviour in a GBL envi-
ronment, providing some insights into learning mechanism of GBL and helping
researchers develop more effective games to facilitate learning.

15.4.3 Learning Process Analytics

Collection, processing and application of learning process data help understand
learning behaviour and learning state, giving students timely feedback and inter-
vention.

15.4.3.1 Collection and Processing of Learning Process Data

Before applying eye movement data for analysis, we should first collect and process
eye movement data from learning processes.

Xu et al. [33] proposed a remote learning monitoring system based on biosig-
nals such as eye movements. The system includes three modules: signal acquisition
and transmission, signal processing, and signal feedback, as shown in Fig. 15.2.
Dynamically collected biosignals are input to learning terminal through wireless
transmission and then transmitted to remote management centre via the Internet.
The collected biosignals are comparedwith classification database to obtain real-time

Fig. 15.2 Online learning monitoring system
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learning status and provide support services such as timely intelligent intervention
and feedback for learners.

15.4.3.2 Learning Behaviour Analytics

Eye-tracking technology can reveal changes in visual focus and depth of information
processing during learning, and thus analyse students’ learning behaviour.

Tests are indispensable in learning as a way of assessing knowledge levels. Eye
behavior analysis during tests can reflect visual attention and cognitive process and
has a strong correlation with test scores [34]. Wang [35] used Tobii EyeX to record
learner’s eye behavior data in online test scenes, to explore their eye movement
characteristics and visual attention patterns. It found that question types and test
difficulty affect subjects’ visual attention.

Coding skills are emerging as one of the important skills for the twenty-first
century. To have a deeper understanding of the process of different age groups
learning to code, Papavlasopoulou et al. [36] investigated eye movement data of
children and adolescents when they learn to program. Lin [37] used an eye-tracker
to explore students’ cognitive processes while debugging programs and investigated
behavioral differences between students with different performance levels. Based on
the findings, adapted teaching strategies and materials can be developed for students
at different performance levels.

15.4.3.3 Learning State Detection

Due to the lack of face-to-face interaction between teachers and students in an online
learning environment, teachers are unaware of their students’ state. The existing
solutions are questionnaires and interviews, the use of instrumental software and
data mining techniques to analyse students’ clicking interaction behaviour. However,
these methods can’t capture true intentions of students. Using eye-tracking tech-
nology to capture students’ eye movement signals can help provide deeper insights
into their learning status.

Lu [38] designed a learning state detection tool for online learning scenarios.
Tobii eyeX recorded learner’s eye movement and Kinect 2.0 captured their posture,
facial movement unit and head deflection angle. Through statistical analysis and
processing of these data, their fatigue status and learning behaviour were detected.
Yi [39] used a webcam to periodically capture learners’ facial images and then
detected and modelled their vision change movements by tracking relative posi-
tion changes of canthus and iris; finally, using a classifier trained through machine
learning methods, real-time learning state was estimated based on the detected eye
movement sequences. Zheng et al. [40] proposed an RNN-based eyemovement anal-
ysis algorithm, RNN-EMA, which accomplishes detection of three learning states,
reading, searching and distracting, by analysing sequential eye-movement vectors.
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Students’ attention state is one of the important learning states. Xiong [41]
proposed an attention detection method fused with gaze detection, using low-
resolution cameras and ordinary PCs to perform face detection, head deflection
detection and gaze detection through related algorithms. It can effectively detect
learner’s lack of concentration, such as sleepiness, looking around, and deviation of
vision.

Sharma et al. [42] defined a gaze-based metric called “with-me-ness”, which
measures the common attention between teacher’s dialogue and student’s gaze. The
research results show that “with-me-ness” can be used as an attention indicator, and
there is a positive correlation with students’ learning results. On this basis, Srivastava
et al. [43] proposed a measure of ‘with-me-ness direction’ to determine learners’
attentional state, covering both temporal and directional aspects of student–teacher
joint attention. The sequence of ‘with-me-ness’ directions and the proportion of time
learners spent looking at each direction were analysed to understand their attention
patterns when watching video lectures.

15.4.4 Student Performance Prediction

Eye movement measurements can be used to quantify learning performance in an
online learning environment, as eye movements measure visual attention, which is
the primary focus of learning processes.

Khedher et al. [44] analysed gaze data of learners when interacting with a learning
environment based onmedical educational games, assessed their learning experience,
and explored the impact of eyemovements on their performance. Kim andNembhard
[45] explored the effects of time pressure and feedback on academic performance
by measuring participants’ eye movements to track their attention and information
acquisition. Through eye tracking, researchers gain methodological insights on how
eyemovement metrics can bemodelled to predict academic performance. The results
could help improve academic performance and class completion rates and facilitate
the design of more effective online learning systems.

15.5 Conclusion

Eye-tracking technology records learners’ eye movement and reveals their cognitive
processing patterns, playing an important role in the field of intelligent education. The
demand for smart education, along with decreasing cost of hardware and improve-
ment of image processing algorithms, has led to the increasing use of eye-tracking
technology in the field of intelligent education.

Taking the above analysis into account, future research should focus on the
following areas:
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1. As eye trackers are expensive and difficult to use widely, there is a need to
develop devices specifically designed for educational purposes. To be used in
real learning environments, eye-tracking devices should be developed that are
inexpensive and highly accurate and allow for slight head movement, or even
complete movement. Additionally, the integration of eye-tracking technology
into electronic devices, such as phones, tablets and laptops, will facilitate the
widespread use of eye tracking in educational environments.

2. Learning research based on biological data has great potential for emotion
modelling, activity tracking, behavioral trait extracting and adaptive learning.
Researchers should conduct a multimodal analysis of learning processes, fusing
eye-movement data with other modal data such as EEG, ECG and expres-
sion data to comprehensively reflect learners’ physiological characteristics,
emotional state, cognitive changes, and behavioural motivation.

3. As university students are the main participant group in learning studies using
eye-tracking technology and online learning opportunities increase, researchers
need to examine the learning processes of different types of learners to improve
the generalizability of existing research findings.

4. Learning research is a complex and systematic process, and learning effective-
ness depends on the combined interaction of instructional resources content,
learners’ characteristics and teaching strategies. Therefore, the influence of
multiple factors needs to be considered in a more integrated framework.
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Chapter 16
Personalised Material and Course
Recommendation System for High School
Students

Simbarashe Tembo and Jin Chen

Abstract The use of recommendation systems for personalised education has been
a hot topic amongst researchers in the last couple of decades. Their implementation
in various learning institutions has been on the steady rise, especially in online
learning settings. With advancements in artificial intelligence technologies, research
into how to use technology to improve education systems has gained a lot of traction
and is changing the way that learning institutions approach learning. In this paper
we propose a hybrid recommendation system for personalised learning material
recommendation for high school students in order to improves the their performance
by tailoring the learning experience, using the individual learner’s characteristics
like learning style, interests, preferences, prior knowledge, level of expertise and
abilities.

Keywords Recommendation systems · Learning styles · Personalised learning

16.1 Introduction

The use of Recommendation Systems (RS) in education has been on an exponential
rise in the last two decades. There is a lot of ongoing research into the use of recom-
mendation systems for personalised education, for tasks like learningmaterial recom-
mendation, learning objective recommendation and course selection recommenda-
tion etc. This is in order to improve the learning experience for individual students in
the various learning institutions, especially in an e-learning (online learning) environ-
ment where learning is mostly done online, which makes it easier to implement some
of the techniques used in recommendation systems like data mining, web scrapping
and deep learning techniques. The transition to e-learning is mostly due the rise in
demand for distance online learning, increased ratio of students to instructors, various
economic, geographical and demographical factors and the COVID-19 pandemic in
2020 which forced people to work and study from home.
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Most education systems and learning institutions around the world are not tailored
for individual or personalised learning, but rather they mostly implement a one size
fits all approach to learning. This is where a set standard of a predefined school
curriculum (district, state or international) is used for all students. This is all regard-
less of the students learning preferences, learning style, prior knowledge, ability
to retain information, current mental or emotional state and learning disabilities if
present. This is especially prominent in the K-12 systems [1]. This kind of approach
can lead to certain students at an advanced level to easily get bored and disinterested
in learning, while others have an even harder time understanding the most funda-
mental and basic theories and concepts being taught. In addition to that, students
with learning disabilities might never get noticed and receive the special attention
they need in order to aid their learning. Personalised learning has been proposed as a
solution to some of the disadvantages and challenges of traditional learning. Person-
alization in education aims to tailor the system to a learner’s needs and characteris-
tics such as levels of expertise, prior knowledge, cognitive abilities, skills, interests,
preferences and learning styles, so as to improve a learner’s overall satisfaction and
performance within a given course [2]. By personalising the learning experience for
students, learning becomes more student centred, which in turn reduces the work
load for the teachers and gives them more time to work with the students in a more
interactive and immersive manner.

There is a lot of research into making personalised learning recommendation
systems for higher learning institutions and e-learning platforms all around theworld,
however, research and implementation of personalised learning recommendation
systems for high schools is still very limited. Some commonly attributed reasons
are mindset of some teachers and parents, logistics of such a transition, involves
high-stakes and major change and shift from the normal operations [3].

The last four to five years of the k-12 system of learning (secondary or high
school) are the most crucial times in a student’s life as they determine the direction
for the rest of their learning. The courses one chooses during this time will determine
which field and majors they can get into in university, and eventually, the types of
jobs that they can get after graduation. With learning becoming life long, it is very
important to lay a good foundation for the student to build upon, personalised learning
is one such tool that can help stir the individual learner in the best direction. Helping
students find the right courses to pick during this time and personalising learning
according to their learning style, prior knowledge, interests and abilities through
material recommendation, would ensure that the student receives the right guidance
they need and that theymeet the and surpass the standard requirements through better
academic performance. The main aims of our proposed systems are:

(a) Propose a material recommendation system to help supplement the learning
materials used in the various high schools according to the students’ learning
style, prior knowledge, interests and abilities which would keep the student
interested and engaged in learning.
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(b) Integrate a course recommendation system for courses that might be of interest
to the student and also help guide them in selection of careers and fields they
can get into according to their current interests, knowledge and skills.

We don’t aim to propose a drastic change to the current school curriculum but rather
supplement the learning system by improving the student’s performancewith person-
alised course and material recommendations, provide a career guidance tool to aid
the students with course selection that are in line with their fields of interest, and
lastly, provide instructors with tools for monitoring the students’ performance and
progress, which also acts as an early warning system for a drop in students’ perfor-
mance below a set threshold and detection of any learning disabilities, allowing for
timely intervention.

This paper is organised as follows. Section 16.2 reviews the relevant literature
on personalised recommendation systems. Section 16.3 discusses the architecture of
our proposed model. Section 16.4 discusses some of the challenges, limitations and
implications of using such systems, and lastly Sect. 16.5 is conclusion on the main
contributions of our work.

16.2 Related Works

16.2.1 Learning Management Systems

LearningManagement Systems (LMS) are a computer software or program designed
to deliver education courses or training programs in education and training institu-
tions and even companies and businesses. They are used as a collection of all relevant
teaching tools in a centralised place. They are primarily web-based, designed for e-
learning, but they also offer support for blended or flipped classes. LMS provides an
intuitive user interface with support for media access, file and resource management
and a social access formessaging and forums for group discussions; they also provide
support for easy creation of courses and planning features such as course starting and
finish times and assignment due dates; tracking and analysis of student performance.
Some of the most widely used LMS are Moodle [4], ATutor [5], Blackboard [6],
Dokeos [7], Canvas [8] etc.

16.2.2 Artificial Intelligence

Artificial Intelligence is a branch in computer science that is dedicated to solving
cognitive problems commonly associated with human intelligence, such as learning,
problem-solving, and pattern recognition [9]. Most recommender systems use Deep
Learning (DL) techniques which are Machine learning (ML) techniques. Machine
learning is an application of artificial intelligence (AI) that provides systems the
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ability to automatically learn and improve from experience without being explic-
itly programmed [10], deep learning allows for the creation of even more complex
algorithms for learning complex data. AI has been widely adopted in various fields
like medicine, biological research, pharmaceuticals, robotics, financial investment,
manufacturing industries,mobile devices, computer technologies, education etc. This
is largely due to breakthroughs in machine learning and deep learning algorithms.
The use of Artificial Intelligence in Education (AIEd) has been on a steady rise in
the last few decades. Advancements and innovations in computer technologies have
helped propel the adoption and implementation of these AI techniques in education.

16.2.3 Personalised Recommendation Systems

Personalised recommendation systems are mostly used in e-commerce for product
and service recommendations. They are a computer system that relies on interac-
tion between the users and websites or software, can automatically mine, represent
and maintain the interest information of individual users by analysing the historical
access data of users, user preferences and provide personalized recommendation
service for each user according to the acquired interest information [11]. Companies
like Amazon, Alibaba and eBay provide personalise recommendations for online
shopping, Netflix, Hulu, Spotify and YouTube personalise recommendations for
movies and music that people might be interested in; online advertising, news, social
networks and other fields all tailor content recommendations based on the users’
preferences using recommendation systems.

Most recommendation systems proposed by researchers in recent years include
the following 4 types, content-based recommendation systems, collaborative filtering
recommendation systems, knowledge-based recommendation systems and hybrid
recommendation systems.

Content-based recommendation system(CB): Depend on the users’ historical data.
The authors of [12] defined it as “Content-based recommendation selects items based
on the correlation between the content of the items (products, services or contents)
and user profile most time by using physiological models.”

Collaborative filtering recommendation system(CF): Deal with recommending
items to target users by identifying users with similar interests [11, 13]. They aim
to provide recommendation by looking at the correlation between the interests and
preferences of similar users. The major downside to this approach is the cold start
problem.

Knowledge-based recommendation system: These systems are used to recommend
itemswithmore complexdata representation.They are used to guideusers tomake the
right decisions when buying items whose item domains tend to be complex in terms
of their various properties [13–15]. Knowledge-based systems are able to be used
for recommending products, items or services that have various attributes. This also
helps overcome the problem of cold start commonly face with CF recommendation
systems.
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Hybrid recommendation system:Are a combination of different recommendation
algorithms, mostly content-based and collaborative filtering in order to overcome the
limitations of individual recommendation systems [12, 14, 16]. Different researchers
have proposed different combinations and have achieved varying levels of efficiency
and accuracy.

16.2.4 Learning Styles

Every learner has a different approach to learning due to the individual differences
that exist from one person to the next. What governs these subtle differences in
learning is commonly known as learning styles. Researchers define learning style in
a variety of different ways but can be commonly defined as set of factors, behaviours
and attitudes that facilitate individual learning [17]. It is necessary to determine what
is most likely to trigger each learner’s concentration, how to maintain it, and how
to respond to his or her natural processing style to produce long term memory and
retention [16]. It is therefore important to create an environment that caters for the
different learning styles of students. There are a lot of proposedways to identify these
learning styles, one of the most widely recognised is Felder & Soloman’s Index of
Learning styles questionnaire ILSQ. ILSQ has 44MCQs that assess and individual’s
learning style and preferences in four different dimensions each having two opposing
categories [18]. Table 16.1 shows the index of learning styles by Felder and Solomon
[19] (Fig. 16.1).

Understanding the learners’ learning style and preferences helps build models
that are more robust to the individual differences of learners.

Table 16.1 Index of learning styles

Index of Learning Styles (Felder & Soloman)

Processing Active Reflective

Group work, likes to apply and
explain/discuss with others.

Think and process things, work in
solitude.

Perception Sensing Intuitive

Prefers facts, detail oriented. Prefers conceptual and theoretical
information.

Reception Visual Verbal

Prefers visuals like pictures,
videos, flow charts.

Prefers written and spoken information

Understanding Sequential Global

Prefers linear flow of information
in small chunks.

Prefers the big picture approach before
getting detailed information.
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Fig. 16.1 K-12 Education system overview

16.3 Proposed System

In this section, we present the architecture of our proposed system and use case
scenarios. We propose a hybrid recommendation system. This system will have
the learner profile module, and material database recommendation system module.
A hybrid approach is able leverage the advantages of the individual recommenda-
tion systems, while being robust to the disadvantages and limitations that plague
individual systems.

We have chosen to implement this system in a hybrid or blended classroom
scenario in high schools. High school students are usually at an age where they’re
mature, self-aware and know or have an idea of what their learning styles, pref-
erences, interests and future prospects might be. Therefore, having such a system
for high school students is very beneficial and useful in helping improve academic
performance through personalised learning using recommendation systems. Blended
classes allow for the use of LMS which can be used to prepare courses, monitor
student performance, host learning materials, schedule classes, assignment dead-
lines and exam dates and so many other organisational tasks, while still keeping the
advantages of traditional classes.

16.3.1 Learner Profile Module

The learner profile is built upon the student’s enrolment in school and updated when
registering for a given course. The main purpose of this module is to collect infor-
mation of the student and track academic performance which will be used to make
personalised recommendations for the for a personalised learning experience. This
would be done in three parts.

The first thing is to collect the student’s personal information like name. sex, age
interests, etc. The students would fill out a basic information page, after which, the
student would be given a survey to determine what are their interests, these would
contain MCQs with various categories of interests. They would then be asked to rate
these interests on a scale of 1–5, 1 being not interested and 5 being very interested.
By doing this, we are able to build the basic profile that has the student’s interest and
basic information that can be used to make the initial recommendations during the
initial phase of using the system. This is beneficial in understanding the student and
making recommendations based on their interests.
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Secondly we would have the student take the ILSQ test, in order to understand
the student’s learning style. Using this, the recommendation system would be able
to recommend materials based on the student’s individual learning style. Video and
picture-based materials can be recommended to students who are more of visual
learners, while written articles, books and audio files recommended to those whose
preferred learning style is more verbal. We would further group students with similar
learning style together so as to recommend materials based on what other students
rank highly.

Lastly, when a student is registering for a particular course, they would be given
an assessment test to know their level of expertise, prior knowledge and preferences
for that particular course. The student’s level of expertise would be categorised into
beginner, intermediate or advanced. Theywould also be grouped together with others
of the same level expertise and setting the learning content and pace with all these
in mind.

The learner profile would also store the student’s progress for each course they
are enrolled in which is monitored by the teacher. We would also run a prediction
algorithm on the student’s academic performance data to predict the student’s perfor-
mance trajectory based on their performance during exams, assignments, quizzes
and overall class participation. This prediction can then be used to see if a student’s
performance is improving or declining, at which point the teacher would intervein
and work closely with the particular student to see the best way forward.

16.3.2 Material Database Module

The material database is where all the class material would be stored and organised.
Since this would be a high school setup, students have to follow a set curriculum by
the school, this means that there would be school provide and recommended martials
that the students would initially have in their collection. These materials would serve
as a guideline for recommending other materials for students to take a look at based
on the various aspects like prior knowledge, level of expertise and interests.

This module would contain 2 parts. The first would be the database of all school
provided materials and resources like electronic text books, audio and video lesson
files and articles etc. For most part these martials would remain the same with minor
updates as the teacher or school sees fit. These materials would serve as a foundation
on which other materials can be recommended. The second part would be the recom-
mendation database, this would store all the recommended materials and resources.
The recommended materials would be categorised by course, type (videos, books,
articles, forum discussions etc.), topics etc. (see Fig. 16.2).
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Fig. 16.2 Material database

16.3.3 Recommendation Module

We propose the use of a hybrid recommendation system. The recommendation
systemwould utilise knowledge-based and collaborative filtering techniques.Knowl-
edge based filtering techniques would be used to make recommendations based on
the interests, prior knowledge, level of expertise and learning style of the student
collected in the learner module. This knowledge about the student would be used to
make the first materials recommendations to the student. After the recommendations
have been provided, the user would be asked to rate the quality of recommended
materials, this and the users log data such as browsing history, how long they spend
on a web page, reading a book or watching a video would be used to periodically
update the system and improve recommendation accuracy. After this, would then
use collaborative filtering to group students with similar learning styles and interests,
which would fine tune recommendations by giving recommendations from learners
with similar learning styles.

In order to help with course selection for students, we also propose applying the
techniques suggested in [13]. This can be done at the end of the school semester
as the system would have had enough time to learn about the student’s interests
and abilities and be able to give recommendations of courses they can take upon
enrolment in university. This gives the students an advantage in that they can be able
to utilise their free time learning more about the fields via recommendations made by
our proposed system. We would also include statistical data about the field including
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information like employment and entrepreneurship opportunities, related fields and
people’s real-world account of studying and working in that particular field.

16.4 Discussion

The implementation of recommendation systems in high schools brings a lot of
concern like effects of personalisation on the students, data privacy and usability of
the system.

One important question to ask is just how would personalisation affect the
students; would a student still be able to keep up with the set school curriculum
if everything is personalised to his or her individual characteristics? It is therefore
very important to continue researching on ways to improve recommendations and
monitoring them such that they do not leave the student handicap to an extent that
they are unable to keep up with others of the same class, age group or level of exper-
tise at enrolment. We must design such systems with the teachers in order to be able
to truly understand how personalisation can be implemented in classrooms without
such problems. It is also very important to have teachers monitoring the progress of
the students using personalised systems and ensure that they still manage to keep up
with the set school curriculum.

Data privacy is another very vital concern and is still a hot field of research
by a lot of researchers around the world. Ensuring data safety would increase the
student’s, teachers, parents and society’s confidence in using personalised recom-
mendation systems. We must therefore ensure that proper data management policies
are implemented in order to ensure proper storage and transmission of sensitive user
data.

Lastly, teachers and technical personnel in schools, should be given proper training
on the use ofLMSwith personalised recommendation systems. In the end, technology
is just a tool that if usedwell would bring vast improvements to the education systems
all around the world.

16.5 Conclusion

As technology advances, new ways of learning and teaching emerge and are slowly
changing how learning is done from nursery schools to higher learning institutions.
The use of technology in learning institutions has paved way for personalised educa-
tion. The personalisation of learning content for students in high schools allows for
students to receive a more guided direction into the fields they’d like to get into in
the future based on their personal interests and preferences.

In this paper we proposed a hybrid-based recommendation system that utilises
knowledge-based and collaborative filtering techniques to make material recom-
mendations for high school students which in turn would help guide them to course
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selection. Recommendations are made with the students learning style, interests,
prior knowledge, level of expertise and what similar learners find useful in mind.

We aim to use recommendation systems to aid the teachers in personalising educa-
tion for students in ways that they cannot due to the physical limitation of traditional
classes. High school students need to be guided to in the type of courses and mate-
rials to use depending on their interests so as to cater to their needs and interests
and not according to the teacher’s personal opinion which might at times be limited.
The final outcome of recommendation systems depends on their implementation,
and it is our hope that high schools all around the world would embrace the use of
personalised recommendation systems in order to increase student performance and
overall satisfaction.
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Chapter 17
Research on Mathematics Teachers’
Professional Growth Factors Based
on Keyword Extraction and Sentiment
Analysis

Xu Gao, Xiaoming Ding, Wei Wang, Guangming Wang, Yueyuan Kang,
and Shaofang Wang

Abstract This paper proposes a method to extract the keywords of interviews test
from 22 excellent teachers automatically for the analysis of teachers’ professional
growth factors. 110 keywords in all were obtained based on the TF-IDF algorithm,
which meant the most influencing factors for teachers’ professional growth. In order
to consider the effect of sentences sentiment, especially the negative sentences,
emotional analyses for each keyword were also performed, the results of which
make a significant supplement for the final conclusion.

Keywords Teachers’ professional growth · TF-IDF · Keyword extraction ·
Sentiment analysis · Wordcloud

17.1 Introduction

In today’s increasingly competitive teaching profession, an ordinary teacher wants
to grow into an excellent teacher, in addition to their own efforts can not do without
the influence of other teachers, learn the experiences of other great teachers and
effective factors that can help you grow. By using keyword extraction and clustering
algorithm, this paper analyses the interview texts of excellent teachers, finds out the
main factors that affect the growth of teachers, and then instructs young teachers to
improve and perfect their professional quality and ability. While TF-IDF Algorithm
based on python can analyse the text in batches, accurately segment the words, get
the result we want, and analyse the emotion of each key word, showing the negative
or positive.
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At present, numerous scholars at homeand abroadhaveproposed relativelymature
research and processing methods for keyword extraction methods. The core of auto-
matic keyword extraction is the statistics of word frequency, and the method of word
frequency statistics was first proposed by Luhn [1], a scientist from IBM Corpora-
tion in 1958, and the research on automatic indexing has been started since then.
In 2007, American scholars summarized the current automatic summarization algo-
rithm, including word frequency statistics, and gave a detailed introduction to it
[2].The automatic keyword extraction system has been continuously improved and
gradually penetrated into more fields. In the past 60 years, Witten [3] proposed a
new algorithm Kea, which is a way of training and keyword extraction using the
naive Bayes algorithm. Turney [4] proposed a GenEx keyword automatic extraction
system based on C4.5 algorithm using decision tree training classifier, and conducted
feasibility analysis to prove the research prospect and commercial value of this
system. Hulth [5] proposed a method for automatically extracting keywords from
academic paper abstracts. He adopted a learning algorithm called Rule Induction,
using some syntactic analysis to help automatically extract keywords, not just using
word frequency statistics. Using NLP technology to distinguish the part of speech
of each word, through this method, the effect of automatic extraction is greatly
improved. Abulaish, Jahiruddin, and Dey [6] proposed a text mining system based
on deep text mining to identify key phrases in unstructured or semi-structured text
documents. The system uses parsing technology to identify candidate phrases, and
comparative experiments prove that this system is preferable to Kea. Kumar and
Srinathan [7] proposed that N-gram filtration uses the LZ78 data compression algo-
rithm to obtain n-grams, filters out units that are not suitable for keywords, and then
calculates the weight of candidate words to finally obtain the keywords that we need.

The above algorithms proposed by domestic and foreign scholars is mainly used
in the extraction of keywords in papers, consumer reviews in the news network
industry, various service industries, and user experience reviews of major websites
or apps. Based on the above scholars’ research on keyword extraction in all walks
of life, this article aims at the interview texts of outstanding mathematics teachers in
the education industry, establishes a corresponding corpus, extracts the keywords of
each text, and studies the influencing factors on the path of teacher growth.

17.2 TF-IDF Algorithm for Keyword Extraction

Keyword extraction is the base and core technology in natural language processing.
It has a wide range of applications in the fields of information retrieval, text clas-
sification, text clustering, information matching, topic tracking, automatic summa-
rization, human–computer dialogue, string similarity measurement, etc. However,
for different fields, the extraction requirements for keywords are very different. At
present, most of them rely on manual labeling methods in different fields. With the
increasing amount of data, manual labeling methods are no longer in competent, so
relying on computers to automatically extract keywords appears to be incompetent
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very important. Therefore, this paper proposes a method to extract keywords using
the TF-IDF algorithm.

17.2.1 TF-IDF Algorithm

In this article, the keyword extraction of unsupervised learning is adopted: keyword
extraction based on the statistical features of the TFIDF algorithm.

In the TF-IDF algorithm, TF is to perform word frequency statistics on the result
of jieba word segmentation. IDF (Inverse Document Frequency) inverse document
frequency, the IDF of a particular word, can be obtained by dividing the total number
of documents by the number of documents containing the word, and then taking the
logarithm of the obtained quotient. According to the literature [8], we know that it
is mainly used to measure the importance of a word in a text database. The higher
the frequency of its appearance in the text, the more significant it is. The specific
formula is shown in formula (17.1),

TF − IDFi,j → TF × IDF = ni,j
∑

k nk,j
× log

|D|
{j, ti ∈ dj} (17.1)

In the formula, ni,j represents the number of times a word ti appears in the text j,
and represents the sum of the frequencies of all words; |D| represents the number of
documents in the text database d, and represents the text database d The number of
documents with term ti in document j contained in.

The higher the importance of a word in the article, the greater its TF-IDF value,
so the first few words are the keywords of the article.

17.2.2 Keyword Extraction Based on TF-IDF Algorithm

The specific process of extracting keywords is as follows:

(1) Creating a corpus. The 22 interview documents we need and the location of
each are stored in a new corpus.

(2) Text preprocessing.

• Word segmentation.UsePython’s built-in stammering thesaurus forword segmen-
tation, but this article studies the extraction of keywords in the teacher industry,
so you need to customize a dictionary newdict, add professional vocabulary
commonly used in the teacher industry to prevent errors in word segmentation.
The format of the words in the custom word segmentation database is for each
word to occupy a separate line.
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• Stop word filtering. In the word segmentation results, we will find words like me,
you, of, good, etc., which will interfere with the extraction results, so we need
to filter these useless words in advance before extracting keywords. The stop-
words database stopwords.txt can be downloaded directly from “China Knowl-
edge Network”. However, in the articles of the education industry, there are some
words like education, as well as the names of teachers we interviewed and some
place names, which will appear frequently, but they are not the results we want,
so we need Customize a stop word database mysyopwords.txt.

(3) Keyword extraction.

• Calculate the TF-IDF value. Calculate with the TF-IDF algorithm to obtain the
TF value of each filtered word, and keep the words with a word frequency greater
than 1, and then calculate the value of the candidate keyword TF-IDF according
to the formula in formula (17.1).

• Extract keywords. Sort the candidate keywords according to the calculated value
in the previous step, and extract the top five keywords for each text as the final
result.

17.2.3 Classification Based on Similarity

The TF-IDF algorithm cannot automatically remove the same or similar keywords
in the final result, so this article has performed further processing on the extraction
results after extracting 5 keywords in each article, removing the repeated words, and
obtaining 81 keywords. Finally, we classify these 81 keywords. Because using this
methodwill wait for a lot of classifications, and some classifications have no keyword
or only a few related words, then these classifications may not be needed, we just
put them directly filtered. The principle of classifying keywords is to use cosine
similarity, which measures vector similarity by the angle between two vectors [10].
The calculation formula of cosine similarity is as follows (17.2):

cosθ = a − b

|a| × |b|
=

∑n
i=1 Ai × Bi

√∑n
i=1 A

2
i ×

√∑n
i=1 B

2
i

(17.2)

In the formula, suppose the coordinates of vectors a and b are respectively A = (A1,
A2,…, An),B= (B1, B2,…, Bn), and expand to n-dimensional space, we get The above
formula.

The 110 vocabularies obtained from 22 articles were tested for similarity, and the
same or extremely similar keywords were removed, and 81 keywords were finally
obtained. Sort the results of partial keywords according to word frequency, and plot
them into the following Table 17.1.
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Table 17.1 Partial word frequency statistics
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From the table above, we can see that some words such as excellent teachers,
principals, schools, classrooms, and students are more important in the growth of
teachers. This conclusion also tells teacherswhohave just entered the teachingprofes-
sion, do not just immersed in your knowledge of the teaching profession, and must
continue to communicate with excellent teachers, old teachers, principals and other
experienced people, or communicate more with students, so that you can be more
smoothly on the road to becoming an excellent teacher. The detailed flow chart is
shown in Fig. 17.1 below:

Fig. 17.1 Keyword extraction flowchart
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17.3 Sentiment Analysis of Keywords Based
on the Situation

In the above research, we only started based on word frequency, and the conclusions
drawn in this way are not accurate enough. It is impossible to determine whether
a word with a large number of occurrences must have a positive effect or a nega-
tive effect on the growth of teachers. Therefore, in this chapter, we conduct further
analysis on the keywords obtained in Chap. 2.

17.3.1 Sentiment Analysis

In the sentiment analysis of keywords, we use Baidu’s intelligent cloud platform to
perform sentiment analysis on the keywords we have summarized, and process each
interview document separately to obtain the results.

(1) Baidu API call. Log On to Baidu’s smart cloud website to create the APP, get
token, and the parameters used to call the sentiment analysis API, get your
own APP, API, and SECRET.

(2) Emotional analysis.
(3) Extract 81 keywords after similarity classification.

• Reading the text andmaking the text divided into clauses andwords, than statistical
the word frequency.

• The obtained keywords are analyzed by the interface method provided by Baidu.
Input the key words extracted in Chap. 2, track the sentences where the keywords
are, and analyze whether the keywords are positive or negative according to the
semantics. The final output is three groups of values: word frequency, total value
of positive emotion and total value of negative emotion. The average value of
positive emotion and average value of negative emotion are between 0 and 1.

• Count the average value of positive emotion and the average value of negative
emotion of the keywords.

17.3.2 Statistics and Analysis

The experimental results show that the average positive emotions ranked in the top
are: positive, teacher profession, spirit, old teacher, enthusiasm, etc. This shows that
an excellent teacher needs to be engaged in his personal career. The profession is
full of enthusiasm, and requires active exploration and continuous hard work to learn
useful knowledge from super teachers and old teachers.

The top words of negative emotion average are: lectures, understanding math-
ematics, welfare, performance, reflection, competition and other words. This also
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warns teachers who are new to the teaching profession that they need to remind
themselves the original intention of being a teacher, explore hard in teaching, and
not to be affected by some unrelated factors outside.

We choose ten groups of words in Table 17.2 to make a bar chart, which is more
intuitive for research. Table 17.2 and Fig. 17.2 are obtained.

From the above table, we can see the relationship between the principal, the
student, the excellent teacher, the old teacher and so on. The key words have the
greatest influence on the growth of teachers, which shows that a teacher, who wants
to grow into an excellent teacher, not only depends on his own efforts, but also others’
experience or help, so as to make his growth faster and better.

We can also find the same keyword, which can express different emotional
emotions in different contexts, can be positive or negative. This means that the same
keyword can play a positive role in the growth of teachers or a negative role.

Table 17.2 Partial sentiment analysis results
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Fig. 17.2 Comparison of emotional analysis results
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Table 17.3 Description table
of wordcloud parameters

Parameters Description

Width Output canvas width, default 400 pixels

Height Output the height of the canvas, default
200 pixels

Mask The background of the picture (the shape
of the cloud)

Scale: float Scale up the canvas

Min_font_size The minimum font size to display

Font_step Font step

Max_words The maximum number of words, defaults
to 2000

Background_color Background color, default white

Max_font_size The maximum font size displayed,
defaults to 100

17.4 Visualization of Results

17.4.1 Wordcloud

Wordcloud is not only used to display labels, but also to present keywords of the
text, so as to help people understand the general content of the text concisely [9].
According to the importance of words to draw wordcloud, wordcloud can show data
from different dimensions: the word itself, frequency (word size), and the color of
words, making the segmentation results simple and clear. Each word is regarded
as an object in wordcloud. To generate a beautiful wordcloud requires three steps:
configuring object parameters, loading wordcloud text, and outputting wordcloud
file.

17.4.2 Wordcloud Production

In this paper, after extracting keywords of each article, we calculate the frequency
of each keyword in the corresponding article and analyze the positive and negative
emotions of keywords. According to the following parameters and the final output
of the three values, we get the following wordcloud effect map. The parameters used
in wordcloud and their descriptions are shown in Table 17.3.

In this paper,whenmaking thewordcloud,wedefine the black andwhite silhouette
of the portrait as the shape of the image cloud, and the colour of our font is randomly
assigned. From the figure, we can see different sizes of keywords to determine the
importance of keywords. The result is shown in Fig. 17.3.
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Fig. 17.3 Wordcloud
display results

17.5 Conclusions

In this paper, we mainly use the improved TF-IDF algorithm to extract the keywords
of the interview text and analyze the emotion of the extraction results, and get the
positive and negative factors that affect the growth of teachers into excellent teachers.
Finally,we visualize the extraction results to see the factors that have greater influence
on teachers more intuitively. This kind of research is of great significance for an
ordinary teacher who has just entered the teaching industry. They can learn some
experience through this summary, the personal experience of excellent old teachers,
combined with their own unique views on the teaching industry, so that they can
quickly grow into an excellent teacher.

However, in this paper, TF-IDF algorithm is a traditional algorithm to extract
keywords, so the subsequent algorithm can be improved and innovated to make the
extraction results more accurate.
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Chapter 18
Teacher Award Prediction Based
on Machine Learning Methods

Jian Dang, Yueyuan Kang, Xiu Zhang, and Xin Zhang

Abstract With the rise of artificial intelligence, machine learning methods have
been widely used in more and more fields. The main content of this chapter is
the application of machine learning methods in teacher award prediction problem.
The content of this chapter is mainly divided into five parts: The first part mainly
introduces the development status of artificial intelligence in the field of education;
The second part mainly introduces some common evaluation indexes of the learner,
such as error rate and precision, precision and recall, Fβ measurement, receiver
operating characteristic (ROC) and area under ROC curve (AUC); The third part
mainly introduces some commonmachine learning methods. These methods include
decision trees, k-nearest neighbors, support vector machines, neural networks, and
Bayesian classifiers. The fourth part is the experimental simulation as well as the
discussion about the results. The fifth part is a summary. The collected data set is
used to train each kind of learner, and then the evaluation criteria are used to compare
each kind of learner horizontally, and to analyze the advantages and disadvantages
of each learner in the teacher award prediction problem.

Keywords Artificial intelligence in education · Educational data mining ·Machine
learning · Teacher evaluation

18.1 The Application of Artificial Intelligence in Education

Artificial intelligence (AI) technology is widely used in the field of education, but
also has the very big application prospect. At present the application of artificial intel-
ligence in education aspects mainly includes: adaptive learning, expert system, the
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virtual assistant, student performance prediction [1], teacher performance prediction
[2], etc.

The education concept according to their aptitude was proposed in a long time
ago, but for the traditional education mode, it is very difficult to achieve that very
accurately. The first thing to face is the cost of education, because the training cost
of an excellent teacher is very high, and the training cycle is very long, the price of
hiring an excellent teacher is often very high, not only that, the number of excel-
lent teachers is very small, which makes it almost impossible to implement large-
scale individualized teaching under the traditional education model. Second, in order
to accurately teach students in accordance with their aptitude, a large number of
students’ learning data need to be collected and analyzed, and in the formulation of
the program, a large number of data need to be reasonably analyzed and screened. If
all these work is completed by manpower, it will require a great investment of time
and energy. Adaptive learning method can solve the problem of teaching students in
accordance with their aptitude. This approach by collecting data of the students, and
feedback after analysis to the existing knowledge map, can accord to each student’s
specific conditions to develop personalized learning solutions, including providing
exercises of appropriate difficulty and controlling the appropriate learning pace, it
will greatly increase the students’ learning efficiency. Expert systemmainly uses arti-
ficial intelligence and big data technology to solve problems that can only be solved
by professionals under the traditional education model. The system has collected a
large amount of experience information in the corresponding field. Through the arti-
ficial intelligence algorithm, the system has a certain ability of analysis and synthesis.
Moreover, the system can self-update knowledge. A typical example is the correcting
website, which can correct the essays submitted by students without the help of
manual workers.

The function of virtual assistant is mainly to provide students with questions,
consultation, teaching assistant and other related assistance work. A typical example
of a virtual assistant is music notes, which are a set of devices that combine hard-
ware and software. Hardware devices are mainly wearable devices, whose built-in
sensors can collect real-time data of piano practitioners, analyze and process the
collected practice data through its artificial intelligence algorithm, and then feedback
the practice effect and evaluation to users.

This paper focuses on teacher award prediction problem. Teacher award system
is a way of recognition and praise by the state and society for teachers’ hard work
and achievements. The emotion of teachers due to the praise evaluation of the state
and society is the sense of honor; on the other hand, the promotion of teachers’
sense of honor is a good incentive for the majority of teachers. Teacher award system
is taken by many countries. For example, the National Teacher of the Year is a
kind of teacher award system in America; the Teaching Awards is a kind of teacher
award system in United Kingdom; the President’s Award for Teachers is a kind of
teacher award system in Singapore [3]. Rare research about teacher award prediction
problem could be found in the literature. In this paper, the problem is built as a multi-
class classification problem. The independent variables are the quality and ability of
teachers; while the label is the award levels.
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18.2 Evaluation Criteria for Machine Learning Model
Performance

(1) Error rate and accuracy. Error rate and accuracy are two relative concepts, but
also two commonly used metrics. Error rate refers to the ratio of the number
of misclassified samples of the learner to the total number of samples. If the
total number of samples ism, and the number of misclassified samples is a, the
formula for the error rate is a/m. Precision, on the other hand, is the opposite of
error rate. Accuracy refers to the proportion of the samples correctly classified
by the learner to the total number of samples. Its calculation formula is 1 −
a/m. For continuous cases the concepts of error rate and accuracy still apply. If
we assume that the distribution of the sample data is D, the probability density
function is p(·), the calculation formulas of error rate (E) and accuracy (acc)
are respectively:

E( f ; D) =
∫

x∼D

∏
( f (x) �= y)p(x)dx (18.1)

acc( f ; D) =
∫

x∼D

∏
( f (x) = y)p(x)dx (18.2)

(2) Precision and recall. The previous section introduced the concepts of error rate
and accuracy.Although these two performancemetrics arewidely applicable in
a variety of application scenarios, there are some caseswhere only the error rate
and accuracy are not sufficient. For example, when testing the quality of goods,
it is not possible to just know the error rate of the detected goods, because the
classifier classifies the correct goods in two parts, namely, the really good goods
and the really bad goods. We do not know just by error rate and accuracy of the
detected goods are really good, do not know what proportion of the truly good
products are correctly detected. At this time, we need other indicators, such as
precision and recall. Accurate ratio, in general terms, refers to the percentage
of good products picked out by a trained classifier that are truly good. Recall
ratio refers to what percentage of all good products are correctly selected. In
the dichotomous confusion matrix, TP, FP, FN and TN are respectively used to
represent true examples, false positive examples, false negative examples and
true negative examples. The calculation formulas of precision ratio (P) and
recall ratio (R) are respectively:

P = T P

T P + FP
(18.3)

R = T P

T P + FN
(18.4)
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(3) Fβ measurement. Although precision and recall can measure the performance
of the classifier well, they are often not integrated. In general, when the recall
rate of the classifier is relatively high, the recall rate will decrease correspond-
ingly; conversely, when the recall rate of the classifier is relatively high, the
recall rate will also decrease. In order to comprehensively consider the accu-
racy and recall, the concept of Fβ measurement is derived. β is a real number
greater than 0, which can be adjusted. When the value of β is equal to 1, it is
represented as the standard F1 measurement, and the accuracy and recall are
equally important. When the value of β is greater than 1, the recall ratio has
a greater impact; when the value of β is less than 1, the precision ratio has a
greater impact. In this way, the value of β can be reasonably selected according
to the needs of practical problems.

(4) ROCandAUC.The full name forROC is the “receiver operating characteristic”
curve. It originated from the radar signal analysis technology duringWorldWar
II, and has been widely used in many fields. After normalization processing,
in many cases the classifier output values are not binary 0 and 1 integer values.
The output of the classifier is usually a small number between 0 and 1. At
this point, you usually pick a threshold. If the threshold is 0.5, then output
values greater than 0.5 are treated as 1, and output values less than 0.5 are
treated as 0. If the samples are sorted according to the predicted results of the
classifier, the ones most likely to be positive examples are ranked first, and then
the classification threshold is set to the value from the first sample to the last
sample successively, a series of different values will be obtained. If the false
positive example rate is taken as the horizontal axis and the true example rate
as the vertical axis, the ROC curve can be obtained. The calculation formulas
of the false positive example rate (FPR) and the true example rate (TPR) are
respectively:

FPR = FP

T N + FP
(18.5)

T PR = T P

T P + FN
(18.6)

AUC is the area under the ROC curve. The performance of different classifiers
can be measured by the numerical value of AUC. The higher the AUC value is, the
better the classifier performance is.

The accuracy, precision, recall, F1 score, ROC, and AUC metrics are popular in
evaluating the performance of machine learning methods [1, 2, 4, 5].
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18.3 Common Machine Learning Methods

18.3.1 Decision Tree

Decision tree algorithm (tree) [6] is a commonly used classification and regression
method. It was first produced in the 1960s. Common decision number algorithms
include ID3 algorithm, C4.5 algorithm, CART algorithm. Because themodel it builds
looks like a tree, the algorithm is called decision tree algorithm. Early decision tree
algorithms such as ID3 algorithm are only applicable to classification problems,
and later improved C4.5 algorithm is applicable to both classification problems and
regression problems.

Decision tree algorithm has strong readability and fast classification speed. When
constructing the decision tree model, the model is established according to the prin-
ciple of minimizing the loss function. The construction of a decision tree is usually
divided into three steps: feature selection, decision tree generation, decision tree
pruning. A decision tree contains a root node, several internal nodes, and several
leaf nodes. The root and inner nodes represent a test property, while the leaf nodes
represent the test results. The process from the root node to the internal node to the
leaf node is also a process of gradually classifying the sample set. The leaves are the
final categorization.

How to select the optimal attribute in the process of decision tree construction
is a very key problem. According to different partitioning principles, decision tree
algorithms are divided into different types. The commonlyusedoptimal attribute clas-
sification criteria include information gain, gain rate and Gini index. The following
will briefly introduce each of the three commonly used standards.

Information Gain: with the process of dividing the decision tree, we hope that
each internal node of the decision tree will contain as few sample types as possible,
so we need to put forward a concept of information entropy. Let’s say the current
sample set is D, and the proportion of the kth sample in the sample set is pk . Then
the definition of information entropy is as follows:

Ent(D) = −
|y|∑
k=1

pk log
pk
2 (18.7)

Information entropy reflects the information contained in sample set D. The
smaller the value is, the higher the purity of the sample set is. Let’s say that property
a has S different values and the sample set D is divided into S subsamples. And then
you can calculate the sum of the information contained in this S subsamples. Then
the information gain of this attribute division can be obtained by subtracting the sum
of the information contained in the S subsamples from the information contained in
the sample set D. The information gain can then be used to measure how well the
samples are divided by different attributes. The larger the information gain is, the
better the effect will be generated by using this attribute to partition. Information
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gain is defined as follows:

Gain(D, a) = Ent (D) −
V∑

v=1

|Dv|
|D| Ent

(
Dv

)
(18.8)

Gain rate: It can be seen from the definition of information gain that the more
values the attribute has, the greater the informationgain is likely to be. If it is obviously
not very appropriate to simply take information gain as the criterion for selecting
attributes, the concept of gain rate is proposed in C4.5 algorithm of decision tree.
The gain rate is defined as:

Gain_ratio(D, a) = Gain(D, a)

I V (a)
(18.9)

I V (a) = −
V∑

v=1

|Dv|
|D| log

|Dv |
|D|
2 (18.10)

It can be seen from the definition of gain rate that the less the number of values
the attribute has, the greater the gain rate is likely to be. Therefore, the strategy
adopted by the famous C4.5 decision tree algorithm is to comprehensively consider
information gain and gain rate. The attribute whose information gain is higher than
the average level is selected first, and then the attribute with the highest gain rate is
selected as the dividing attribute.

Gini index: The Gini index reflects the probability that two randomly selected
samples from the data set are of different categories. The smaller the Gini index, the
higher the purity of the data set. Therefore, the Gini index can be used as a criterion
to select the optimal attribute. For data set D, the Gini index is defined as:

Gini_index(D, a) =
V∑

v=1

|Dv|
|D| Gini

(
Dv

)
(18.11)

Gini(D) =
|y|∑
k=1

∑
k ′ �=k

pk pk ′ (18.12)

After determining the appropriate attribute selection criteria, the decision tree can
be constructed. After the construction is completed, the decision tree is to be pruned.
Common pruning methods include pre-pruning and post-pruning. Pre-pruning is
pruning according to certain evaluation criteria before node division. Post-pruning is
the pruning of the decision tree from bottom to top after the decision tree is generated.
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18.3.2 Neural Network

The study of artificial neural network (net) [7] originated in the 1940s, which was
inspired by the theory of brain neurology. Artificial neural network is composed of
a large number of large neurons linked together according to certain weights and
thresholds. Up to now, neural network has developed many types, such as Back
Propagation (BP) neural network, Self-Organizing Map (SOM) network, Adaptive
Resonance Theory (ART) network, Learning Vector Quantization (LVQ) network,
Counter Propagation Network (CPN) network, feedback neural network, cerebellar
model neural network, Principle Components Analysis (PCA) neural network and
so on. In the early stage, neural networks with only a single hidden layer could only
solve linear separable problems. Later, neural networks with multiple hidden layers
were developed. It can be proved that the neural network can approach any function
in theory when the number of hidden layers of the neuron is sufficient. Among many
neural networks, BP neural network is the most classical one. BP neural network
adopts the error back propagation algorithm, which includes the forward propagation
of the signal and the back propagation of the error. In the training process of BP neural
network, the sample signal passes through the input layer, the hidden layer, and finally
reaches the output layer. Then, the sample signal is compared with the teacher signal
at the output layer. The error signal is then transmitted from the output layer, the
hidden layer, and the input layer in turn. During the back propagation of the error,
each neuron adjusts its weight and threshold. The forward propagation process of the
signal and the back propagation process of the error are repeated alternately. In this
process, the weights and thresholds of the neural network are constantly corrected
until the error reaches the preset range or the learning times of the learner reach the
preset number.

18.3.3 Support Vector Machine

Support vector machine (svm) [8] is mainly used to solve dichotomies. The basic
idea of support vector machine learning is to maximize the geometric interval. The
linear separable support vector machine is mainly used to solve the linear separable
problem and the nonlinear support vector machine can be used to solve the nonlinear
classification problem by using the kernel technique. In general, for linearly sepa-
rable problems, there are infinitely many separation hyperplanes that can properly
separate the two types of samples. The solution of the support vector machine is the
separation hyperplane with the largest geometric interval. The sample point closest
to the separation hyperplane is called the support vector. This is where the support
vector machine algorithm gets its name. For a given training data set, if one of the
sample points is (xi, yi ), the hyperplane is (ω, b). Then the geometric interval of the
hyperplane with respect to the sample points is defined as:
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Yi = yi

(
ω

‖ω‖ · xi + b

‖ω‖
)

(18.13)

The geometric interval of the hyperplane with respect to the data set is defined
as the minimum value of the geometric interval of the hyperplane with respect to all
the sample points in the data set.

However, the problems encountered in the actual classification are not all linearly
separable problems. For linear indivisible problems, you obviously need to do some-
thing else. The method adopted at this time is to map the low-dimensional sample
space to a high-dimensional feature space, so that the sample becomes linearly sepa-
rable in the high-dimensional feature space. This is the solution of support vector
machine to solve linear indivisibility problems.

18.3.4 K-Nearest Neighbor

K-nearest neighbor algorithm (knn) [9] is a commonly used machine learning algo-
rithm and a kind of supervised learning algorithm. However, knn has obvious differ-
ences with other supervised learning algorithms in some aspects. The uniqueness of
knn lies in that its classifier model does not require complex training after the input
of training sample data. It takes the training data as the model directly and does not
deal with it accordingly.

The k-nearest neighbor algorithm has three core elements. These three elements
are the determination of distance measurement standard, the selection of K value and
the classification decision rule respectively. The distance measurement standards
of K-nearest neighbor algorithm include Euclidean distance, Manhattan distance,
Minkowski distance, etc., among which Euclidean distance is the most commonly
used. Assuming that xi and x j are two samples in the sample set, the Euclidean
distance is defined as:

L
(
xi , x j

) =
(

n∑
l=1

∣∣∣x (l)
i − x (l)

j

∣∣∣2
) 1

2

(18.14)

The selection of K value also has a great influence on the classification effect
of the algorithm. Selecting the appropriate K value can significantly improve the
classification effect of the algorithm. At present, the most commonly used selection
method for k value is cross validation.

The most commonly used classification decision rule in the k-nearest neighbor
algorithm is majority vote. That is, among the K sample points closest to the test
sample, the class with the largest number of samples is selected as the category of
the test sample.
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18.3.5 Bayesian Classification

Bayesian classifier (cnb) [10] is a classifier designed mainly based on Bayesian
formula. It is a method of estimating posterior probability by prior probability. It is
assumed that the set of given category markers is y = {c1, c2, c3…cm}. For sample
x, the goal of the Bayesian classifier is to calculate the probability that sample x
belongs to each of the categories based on the prior probability P(Y = ck) and the
conditional probability P(X = x |Y = cK ), then select the category marker with the
highest probability as the category marker of sample x. As you can see, the Bayesian
formula is the core of the algorithm. The Bayesian formula is as follows:

P(Y = cK |X = x) = P(X = x |Y = cK )P(Y = ck)∑m
j=1 P

(
X = x

∣∣Y = c j
)
P

(
Y = c j

) (18.15)

It is worth noting that the Naive Bayes algorithm assumes the conditional inde-
pendence of the conditional probability distribution, which can significantly reduce
the complexity of probability calculation.

Next, a flow chart is given in Fig. 18.1 to show the procedures of applyingmachine
learning methods to solve teach award prediction problem.

Data collec on

Delete invalid 
data

Training data 
set

Classifica on 
algorithms Classfiers

Test data set

Evalua on

 

Fig. 18.1 Framework for solving teacher award prediction problem
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As shown in Fig. 18.1, the first step is data collection. Then the second step is
to delete the invalid data. Next, we divide the data set into training set and test set.
The training set is used to train the learner, and the test set is used to test the trained
model. Finally, the model is evaluated by using various evaluation criteria mentioned
in Sect. 18.2. Note that the fivemachine learningmethods are applied in classification
algorithms step, thus, the framework shown in Fig. 18.1 is able to solve the problem.

18.4 Experimental Simulation

The second section of this chapter introduces several commonly used metrics of
machine learning methods, such as error rate and accuracy, precision and recall,
ROC curve and AUC. In the third section of this chapter, some commonly used
methods in the field of machine learning are introduced. In the simulation, the tree,
net, svm, knn, and cnb methods are used. Next, the method mentioned above is used
to process the collected data related to teacher award prediction, and the method
mentioned in Sect. 18.2 is used to evaluate the training results of several learners.
Matlab software is used to simulate the experiment.

The performance of the five methods is given in Table 18.1. For precision metric,
the value in Table 18.1 is the average of precision values of the four classes. So is the
recall metric. The precision and recall metrics are designed for binary classification
problem. For multi-class classification problem, the average value of precision and
recall metrics is computed in this paper. In the table, the net method attains the best
accuracy among the five methods. The tree method attains the largest precision and
recall values compared with other methods. For F1 score metric, the tree method also
attains the best performance; on the other hand, the net method is the worst among
the five methods. For AUCmetric, the cnb method attains larger value than the other
methods. The tree method attains the smallest value among the five methods.

Based on the results in Table 18.1, it can be seen that a method may rank 1st for a
metric; whereas it may rank the last for another metric. For example, the tree method
ranks the last for accuracy and AUC metrics; while it ranks 1st for precision, recall,
and F1 score metrics. The cnb method ranks 1st for AUC metric; while it does not
rank the end for any metric. Thus, it is hard to conclude which method shows the
best performance in the teach award prediction problem. Moreover, a hybrid or an

Table 18.1 Performance of the five classifiers

Method Accuracy (%) Precision (%) Recall (%) F1 score (%) AUC

tree 30.62 27.31 43.56 33.57 0.4689

svm 34.85 19.40 23.63 21.31 0.4953

net 46.74 15.54 17.42 16.43 0.4903

knn 39.74 26.16 25.51 25.83 0.5001

cnb 33.39 25.43 23.18 24.25 0.5290
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ensemble of several methods may be able to achieve better performance than the five
methods.

The ROC curves for the four classes are shown in Figs. 18.2, 18.3, 18.4 and 18.5,
respectively. For class 1, the ROC curves of the five methods are shown in Fig. 18.2.
It can be seen that the curves of the five methods are intertwined. The cnb method
shows better performance compared with others. For class 2, the ROC curves of the
five curves are shown in Fig. 18.3. The curve of the tree method is above the curves
of the other four methods. This means that the tree method attains better performance
for classifying classes 2. For class 3, the ROC curves of the five curves are shown in
Fig. 18.4. The curve of the svmmethod is above the curves of the other method. This
means that the svm method attains better performance for classifying class 3. For
class 4, the ROC curves of the five curves are shown in Fig. 18.5. The curves of the
tree and svm method are above of the net, knn, and cnb methods. Thus, based on the
four figures, it is hard to conclude which method shows overall better performance
compared with others. It can be seen that the tree and svm method shows relatively
good performance.

As seen from the figures, the classification ability of the classifier doesn’t seem
to be good enough. This is mainly due to the data set itself has no obvious category
characteristics. In order to illustrate this situation, we analyze the category char-
acteristics of the dataset. The analysis is shown in Tables 18.2, 18.3, and 18.4. In
the following tables, the Euclidean distance is used to show category characteristics
between classes.

As can be seen from Table 18.2, the minimum Euclidean distance of each and
combination of the four categories is 1. It indicates that the minimum Euclidean

Fig. 18.2 ROC curves of the five methods for the class 1
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Fig. 18.3 ROC curves of the five methods for the class 2

Fig. 18.4 ROC curves of the five methods for the class 3
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Fig. 18.5 ROC curves of the five methods for the class 4

Table 18.2 Minimum Euclidean distances between the four classes

Category Class 1 Class 2 Class 3 Class 4

Class 1 1 1 1 1

Class 2 1 1 1 1

Class 3 1 1 1 1

Class 4 1 1 1 1

Table 18.3 Maximum Euclidean distances between the four classes

Category Class 1 Class 2 Class 3 Class 4

Class 1 33.3317 33.3317 33.3317 33.3317

Class 2 33.3317 31.5436 31.5436 31.5911

Class 3 33.3317 31.5436 25.5343 25.5734

Class 4 33.3317 31.5911 25.5734 25.1992

Table 18.4 Average Euclidean distances between the four classes

Category Class 1 Class 2 Class 3 Class 4

Class 1 13.5639 13.5269 13.5932 13.6092

Class 2 13.5269 13.4708 13.5142 13.5245

Class 3 13.5932 13.5142 13.6895 13.8988

Class 4 13.6092 13.5245 13.8988 13.6895
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distance between samples in the data set is 1. As can be seen from each column
of Table 18.3, the maximum Euclidean distance of each category after mixing with
other categories is close to their own maximum Euclidean distance. And in the Table
18.4, the average Euclidean distance of each and combination of the four categories
are very close. This shows that there is no very obvious category characteristic
between the four classes. Therefore, for this classification problem, the upper limit
of classification could not be high.

18.5 Summary

Rare research about teacher award prediction problem could be found. In this paper,
fivemachine learningmethods are used to solve the problem. The performance of the
five methods is evaluated by accuracy, precision, recall, F1 score, RUC, and ROC.
The ROC metric is shown in Figs. 18.1, 18.2, 18.3 and 18.4; the other metrics are
shown in Table 18.1. There is no best method to solve the problem with respect to
all metrics. For only one metric, it is easy to identify the best method; while it is
impossible to identify the best method on all metrics. Because different methods
have different ranks with respect to the metrics, thus a hybrid or an ensemble of
several methods may be able to achieve better performance. An overhead is that the
performance of the five methods is not good enough. For example, the accuracy is
too low to be used in practice.

The methods and application examples described above are only a simple appli-
cation of AI technology in the field of education. AI technology has many more
complex applications in the field of education. In addition to the adaptive learning,
expert system and virtual assistant mentioned above, there are also remote education,
online learning, etc. It can be seen that AI technology has broad application scenarios
in the field of education. Decision trees, neural networks, Bayesian algorithms, k-
nearest neighbors, support vector machine, these are methods that are commonly
used in the field of machine learning. There are other ways, of course, which are not
covered in the text because of space. Combined with specific application scenarios,
the “AI + education” market has great potential.
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Chapter 19
A Study of the Current Status
of Teachers’ Core Qualities and Abilities
and the Importance of Their Background
Factors in Primary and Secondary
Schools in Tianjin

Yueyuan Kang, Yiming Zhen, Xin Zhang, and Guangming Wang

Abstract This study intended to understand the current level of teachers’ core quali-
ties and abilities in Tianjin, China. Through questionnaire survey, stratified sampling
was carried out for 4,903 teachers from 36 primary and secondary schools in 8
districts of Tianjin, China, with 4,661 valid samples. Reliability and validity anal-
ysis, descriptive statistical analysis, and confirmatory factor analysiswere conducted.
In combinationwithmachine learning algorithms, clustering analysis, abnormal case
screening, importance analysis of background factors. were performed. As indicated
by the results, primary and secondary school teachers in Tianjin overall had good core
qualities and abilities. In descending order of scores, teachers’ core qualities and abil-
ities were: ideological accomplishment, moral cultivation, educational ideal spirit,
communication and cooperation ability, educating and teaching ability, humanistic,
scientific and technological literacy, learning and development ability, and research
and innovation ability. Phase of studying had a large effect on teachers’ qualities and
abilities,while urban/rural had only a small effect.As themost prominent differences,
teacher education background had a significant impact on the top 30% samples, but
had little impact on the bottom 30%; Gender exerted the largest impact on the bottom
30% samples, but exerted little impact on the top 30%.
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19.1 Introduction

In the 1980s, assessments of teachers’ professional competencies became prevailing
in developed countries in Europe and the United States. In the 1990s, there was an
upsurge in research into the professional development of teachers. At the turn of
the century, countries in Europe and the United States worked to rebuild the profes-
sional philosophy and systems of teachers with the aim of demystifying educational
success through the lens of teacher professional development. Since the twenty-first
century, the world has witnessed an era of “great change, development and inte-
gration”, with unprecedented international concern about teachers’ qualities, espe-
cially the Teaching and Learning International Survey (TALIS) launched by the
Organization for Economic Co-operation and Development (OECD), which brought
research on teacher professional development to a climax. According to the Educa-
tion 2030 Framework for Action released by the United Nations Educational, Scien-
tific and Cultural Organization, this is called for “sound planning of teacher policies
and norms to ensure that highly qualified, experienced and motivated teachers are
engaged in education”, highlighting the role of teachers’ core qualities and abilities
in current education. In February 2016, when the OECD published TALIS’s results,
Shanghai teachers received attention from researchers for their outstanding perfor-
mance. Scholars proposed that to cultivate talent that meets the requirements of the
future and the world, teachers are first expected to have an international perspective,
to adapt to the general trend of internationalization in education, and to take the
initiative to explore the effective integration of international experience with local
practices.

From the above, enhancing teachers’ professionalism and vigorously promoting
their professional development has always been a national priority in education.
Efforts should be made to accurately assess teachers’ core qualities and abilities, and
to identify the strengths and weaknesses of primary and secondary school teachers
for targeted improvement.

Based on the above policy background, practical significance and research trends,
this study has two main focuses, namely “factual” and “relational” questions. On the
one hand, the factual questions are about the current situation. What is the current
status of teachers’ core qualities and abilities in Tianjin’s primary and secondary
schools? What is the current situation of the first-level dimensions of teachers’ core
qualities and abilities in Tianjin’s primary and secondary schools? On the other hand,
as for the relational questions, howdo teachers’ background factors contribute to their
core qualities and abilities?
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19.2 Literature Review

19.2.1 Studies on the Assessment of Teachers’ Core Qualities
and Abilities

Research on the assessment of teachers’ core qualities and abilities has been
conducted from different perspectives. From an international perspective, according
to the Common European Principles for Teacher Competences and Qualifications
issued by the European Union, teachers should possess three abilities, namely the
ability to work with others, the ability to make full use of knowledge, technology
and information, as well as the ability to closely relate to society [6], which are
subdivided into different branches to promote the integration of teacher quality and
ability standards across member states. Nevertheless, this lays small emphasis on
teachers’ personal internals, while their value consciousness drives their constant
growth in professional development. The Competency Framework For Teacher [5]
published by the Australian Department of Education and Training, divides teacher
development into three stages and suggests that teacher qualities consist of profes-
sional attributes, professional knowledge and professional practice. On the whole,
there has been an evaluation framework that takes into account both explicit abili-
ties and internal qualities of teachers, with abilities such as education and teaching,
communication and cooperation, self-development, etc., and qualities such as moral
cultivation, information technology, beliefs, etc.

19.2.2 Factors Influencing Teachers’ Core Qualities
and Abilities

Regarding the factors influencing teachers’ core qualities and abilities, a large number
of researchers have been committed to exploring the factors that influence teachers’
professional development (e.g., [1, 10, 11, 13]). For example, based on the 2013
Teaching and Learning International Survey (TALIS), there was an empirical exam-
ination of teachers’ professional development in 36 countries and regions. It was
found that background factors such as gender, length of teaching and education, as
well as professional development needs of teachers had a significant impact on their
professional development [4]. According to TALIS data, studied have found that the
efficacy of teacher professional development was primarily influenced by the time
and manner in which teachers engage in professional development, teachers’ needs,
teaching philosophies and approaches, school climate, evaluation and feedback on
teachers’ work, and principals’ instructional leadership [15]. Besides, a study from
Vermunt et al. [12] found that lesson study had a positive impact on teachers’ profes-
sional learning, especially in terms of meaning and practice. As can be seen, existing
studies have discussed the factors that influence teacher development from internal
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and external perspectives, yet they tend not to take into account the ranking of the
importance of these factors.

19.2.3 Theoretical Framework

Based on the fourth-generation assessment theory [7] and stakeholder theory [2],
which are both people-oriented and multi-care, this paper assesses teachers’ core
qualities and abilities by considering national teacher education policy-making and
teacher development decisions, and integrating the needs of key stakeholders such
as government, schools, and teachers, and provides targeted improvement initiatives
based on this.

This study takes the double helix model of teachers’ core qualities and abilities
constructed by the research group of “A Study on the Teachers’ Core Qualities and
Abilities in China”, a key tendering project of National Social Science Foundation
of China for education in 2017, as the theoretical framework. Chinese teachers’ core
qualities and abilities comprise of ideological accomplishment, moral cultivation,
humanistic, scientific and technological literacy, educational ideal spirit, educating
and teaching ability, research and innovation ability, communication and cooperation
ability, learning and development ability (see Fig. 19.1). The four core qualities and
four core abilities are similar to the phosphoric acid and nucleobases in DNA, while
teacher education, daily teaching and teaching and research activities are similar
to phosphodiester linkages in DNA. Teachers’ core qualities and abilities are alter-
nately connected through these phosphodiester linkages and interconnected to realize
its double helix and multi-way coupling, and rotating around the common axis of
“strengthening moral education and cultivating people”, thus forming a double helix
structure model of teachers’ core qualities and abilities [14].

19.3 Methodology

19.3.1 Participants

Focusing on primary and secondary school teachers in Tianjin, China, this study
adopted stratified sampling and obtained data by filling answer sheets offline.
According to statistics, the survey involved 4,903 teachers from 36 schools of
different disciplines and levels in primary and secondary schools in Tianjin. 4,903
questionnaires were returned, with a return rate of 96.82%, of which 4,661 were
valid, with a validity rate of over 95%. Among all participants, 1,969 (42.2%) were
elementary school teachers, 1,520 (32.6%) were middle school teachers, and 1,116
(23.9%) were high school teachers, with 56 missing (see Table 19.1).



19 A Study of the Current Status of Teachers’ Core Qualities … 217

Fig. 19.1 The “double helix” model of teachers’ core qualities and abilities

19.3.2 Instrument

According to Wang et al. [14], this paper identifies the first-level dimensions of
teachers’ core qualities and abilities assessment, namely ideological accomplish-
ment, moral cultivation, humanistic, scientific and technological literacy, educational
ideal spirit, educating and teaching ability, research and innovation ability, communi-
cation and cooperation ability, and learning and development ability (see Fig. 19.1).
The adjusted index system consists of 8 first-level dimensions, 22 s-level indexes
and 58 third-level observations, each of which contains a number of key attributes
or behaviors.

19.3.2.1 Reliability Analysis

SPSS 24.0 was introduced to perform the internal consistency reliability test on the
whole scale and the eight first-level dimensions, with a Cronbach’s α of 0.979. As the
Cronbach’s α of each dimension was found to be greater than 0.7 (see Fig. 19.3), the
questionnaire as a whole and the first-level dimensions had high internal consistency
(see Table 19.2).
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Table 19.1 Samples overview

Basic characteristics of teachers

Category Sampling number of
teachers

Validity percent (%)

Town (township) City 2,424 52.01

Towns and villages 2,237 47.99

Gender Male 809 17.4

Female 3,794 81.4

Missing value 58 1.2

Age Under 30 years old 909 19.5

31–40 years old 1,385 29.7

41–50 years old 1,653 35.5

51 years old and above 691 14.8

Missing value 23 0.5

Length of teaching 10 years or less 1,359 29.2

11–20 years 1,225 26.3

21–30 years 1,397 30.0

31 years and above 643 13.8

Missing value 37 0.8

Education College and below 201 4.3

Bachelor’s degree 3,612 77.5

Master’s degree 788 16.9

Doctoral degree 28 0.6

Missing value 32 0.7

Teacher education
background

No teacher education
experience

440 9.4

Part-time teacher
education background

905 19.4

Full teacher education
background

3,216 69.0

Missing value 100 2.1

Professional title Unrated or primary 896 19.2

Intermediate 2,433 52.2

Senior 1,275 27.4

Full senior 34 0.7

Missing value 23 0.5

Phase of studying Primary school 1,969 42.2

Middle School 1,520 32.6

High school 1116 23.9

(continued)
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Table 19.1 (continued)

Basic characteristics of teachers

Category Sampling number of
teachers

Validity percent (%)

Missing value 56 1.2

Honor School-level honors or
below, or no honors at
present

2,237 48.0

District-level honors 1,925 41.3

Tianjin city-level honors 401 8.6

National honors 65 1.4

Missing value 33 0.7

Table 19.2 Reliability coefficient alpha of dimensions

Dimensions Cronbach’s alpha for internal
consistency

The questionnaire as a whole 0.979

First-level dimensions Ideological accomplishment 0.928

Moral cultivation 0.849

Humanistic, scientific and
technological literacy

0.895

Educational ideal spirit 0.868

Educating and teaching ability 0.955

Research and innovation
ability

0.797

Communication and
cooperation ability

0.881

Learning and development
ability

0.880

19.3.2.2 Validity Analysis

(1) Correlation matrix analysis

To further examine the construct validity of the test scale, Pearson correlation anal-
ysis was conducted for the eight first-level dimensions and the questionnaire as a
whole, and the correlation matrix is shown in Table 19.3. Among the eight first-level
dimensions, the highest correlation coefficient was 0.773, and the lowest was 0.277,
both within the range of 0.27–0.78, suggesting a moderate correlation among the
first-level dimensions. The correlation coefficients between each first-level dimen-
sion and the questionnaire as a whole were in the range of 0.69–0.90, implying a
medium to high correlation between the first-level dimensions and the questionnaire
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as a whole. Since each dimension was relatively independent and highly correlated
with the questionnaire as a whole, the questionnaire had good construct validity.

(2) Confirmatory factor analysis (CFA)

Confirmatory factor analysis was made to further validate the structural soundness
of the scale, and software AMOS was employed to test the construct validity of the
8 first-level dimensions of teachers’ core qualities and abilities in turn. As shown in
Table 19.4, with the exception of some indexes (RMSEA), the other fitting indexes
were all greater than or close to 0.9. The model is acceptable because it is basi-
cally consistent with the theoretical framework. The model was acceptable as it was
generally consistent with the theoretical framework.

As indicated by the results of the confirmatory factor analysis above, the first-level
dimensions of teachers’ core qualities and abilities all had good model fits, implying
an overall ideal construct validity of the test instrument.

19.3.3 Data Analysis

Basic descriptive statistical analysis was first conducted by SPSS 24.0, and quan-
titative studies such as confirmatory factor analysis were performed by AMOS. In
combination with machine learning algorithms, MATLAB was adopted to carry out
the analysis of data.

19.3.3.1 Empirical Cumulative Distribution Function

Cumulative distribution function can completely describe the probability distribu-
tion of a random variable [8]. The empirical cumulative distribution (ECDF) is an
estimate of the cumulative distribution function of a sample of data, whose main
purpose is to use the sample to infer the state of the aggregate, and thus the empirical
cumulative distribution function is an approximate estimate of the probability distri-
bution of the problem under study. According to the Glivenko-Cantelli theorem, the
empirical cumulative distribution converges to the true distribution function when
the probability is 1. In the data analysis, this study used the empirical cumulative
distribution function to estimate the true distribution function for each dimension to
observe the status of the teachers in general.

19.3.3.2 Clustering Analysis

The Gaussian Mixed Model (GMM) method [9] was used for clustering analysis,
which is a linear combination of multiple Gaussian distributions, and ideally it can
approximate any type of probability distribution that can aggregate the data into k
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categories. In this study, the Davies-Bouldin Index (DBI) was used to measure the
clustering results, i.e., to optimize the size of k-value by calculating the ratio of the
sum of intra-class distances to inter-class distances, thus avoiding the situation of
local optima in other algorithms due to the calculation of the objective function only.
In the data analysis, this study used GMM and DBI to categorize the sample of tested
teachers to derive the optimal number of categories for the sample and the proportion
of samples in each category, thus screening for convergent and abnormal groups in
the sample.

19.3.3.3 Classification Analysis

Random Forest (RF) method was used for classification analysis, which contained
classifiers with multiple decision trees, and the final classified category is deter-
mined by the plurality of the categories output from the multiple decision trees.
Among them, Decision Tree (DT) is a typical classification method that used induc-
tive algorithms to generate readable rules and decision trees, and then used the rules
and decisions to classify new data. In the data analysis, this study used the Random
Forest method proposed by Breiman [3], where the resampling was performed by
the self-help method, and several decision trees were generated based on the training
of the resampled sample set and formed a random forest, where each tree had the
same distribution and the classification error was influenced by the classification
ability of each tree and the correlation between trees. Specifically, in this study, the
importance of background variables was first analyzed using the Random Forest
method, and then, the importance of background factors for all samples and samples
in the top 30% and bottom 30% of the score of teachers’ core qualities and abilities
were randomly simulated using Matlab, and then the random results were averaged
to obtain the ranking results of the importance of background factors. Finally, a
random simulation analysis of the paths of influence of background variables was
conducted separately for different groups of teachers whose scores were in the top
30% (denoted as 1) and the bottom 30% (denoted as 0) using the Random Forest
method.

19.4 Results

19.4.1 Analysis of the Overall Status of Teachers’ Core
Qualities and Abilities in Tianjin

To get a general picture of the questionnaires, the total score of each questionnaire
was counted for descriptive statistical analysis, and the data were plotted as the
following frequency histogram (see Fig. 19.2). The scores mostly fell between 600
and 700, with a mean score of 644.7 and a full score of 756, a scoring rate of 85.3%
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Fig. 19.2 Frequency histogram of the total score of the questionnaire

(scoring rate=mean score/full score), indicating a satisfactory overall situation. As
the highest score of 743, near full mark, suggests, there are outstanding performers
in the faculty. There was a minimum score of just 347 but with low frequencies, in
contrast to high frequencies of high scores (see Table 19.5).

Descriptive analysis was carried out for the 8 first-level dimensions mentioned
above (see Table 19.6). As the comparison of their means shows, ideological accom-
plishment scored the highest (3.6147) among the 8 dimensions, and research and
innovation ability scored the lowest (2.8989). Since the mean value of qualities
(3.50) was slightly higher than that of abilities (3.24), teachers’ core qualities and
core abilities were analyzed separately. This was found that among teachers’ core
qualities, ideological accomplishment scored the highest (3.6147), and humanistic,
scientific and technological literacy scored the lowest (3.3504); Among teachers’
core abilities, communication and cooperation ability scored the highest (3.4096),
and research and innovation ability scored the lowest (2.8989).

Table 19.5 Descriptive statistics of the total score of the questionnaire

N Minimum Maximum Mean Standard
deviation

Total score of
the
questionnaire

Scoring
rate

Total score of
the
questionnaire

4,661 347.00 743.00 644.7474 61.88079 756 85.3%
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Fig. 19.3 Bar chart of the scoring rate of first-level dimensions

Further, descriptive analysiswas conducted on the average score for each person of
the 4,661 teachers involved in the survey. According to the calculation of scoring rate,
ideological accomplishment had the highest scoring rate (90.4%), and research and
innovation ability had the lowest (72.5%). Since the scoring rate of qualities (87.6%)
was slightly higher than that of abilities (81.2%), teachers’ core qualities and core
abilities were analyzed separately. It was found that among teachers’ core qualities,
ideological accomplishment had the highest scoring rate (90.4%) and humanistic,
scientific and technological literacy had the lowest (83.8%). Among teachers’ core
abilities, communication and cooperation ability had the highest scoring rate (85.5%),
and research and innovation ability had the lowest (72.5%).

The scoring rates of the 8 first-level dimensions were plotted as a bar chart and
arranged in descending order of their scores. As shown in Fig. 19.3, the top four
first-level dimensions were all higher than the mean, with the top three being core
qualities, i.e., three of the last four first-level dimensions were core abilities, ranking
6th, 7th, and 8th. This suggests that teachers’ core abilities are more in need of
improvement than core qualities, which explains why core qualities were analyzed
separately from core abilities next.

19.4.2 Empirical Cumulative Distribution Function

The empirical cumulative distribution function expresses the distribution of samples.
As shown in Fig. 19.4, samples of the 6th dimension (research and innovation ability)
scored significantly different from other dimensions.

According to the clustering results of each first-level dimension, except for the
6th dimension, more than 99% of the samples of the remaining dimensions fell in the
same category, indicating that the majority of teachers were of the same type. The
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Fig. 19.4 Empirical cumulative distribution function of first level dimensions

Table 19.7 Clustering of first-level dimensions

Dimensions 1 2 3 4 5 6 7 8

Number of clusters 2 3 2 2 5 5 3 5

Largest proportion (%) 99.98 99.94 99.98 99.90 99.51 97.89 99.90 99.72

largest proportion of clusters of the 6th dimension (research and innovation ability)
was 97.89%, implying that more than 2% of the samples distinguished themselves
from the majority (see Table 19.7).

19.4.3 Screening of Abnormal Samples

Exploratory analysis was conducted to obtain z-scores for sample data, and then to
screen out extreme values and outliers.

As shown in Fig. 19.5, the long lower tails and plus signs indicate the asymmetry
of sample data, and it can be determined that samples of the 6th dimension (research
and innovation ability) were quite different from the other dimensions.

From the outliers reflected in the box plot and identified in z-score calculation,
there were respectively 22, 51, 82, 37, 60, 17, 7, 23 and 9 outliers in the whole and
8 dimensions in the 8 first-level dimensions. Quantitatively, the 1st, 2nd, and 4th
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Fig. 19.5 Box plot of first-level dimensions

dimensions (i.e., ideological accomplishment, moral cultivation, and educational
ideal spirit) had more outlier samples.

19.4.4 Analysis of the Importance of Background Factors

Random simulation was performed with MATLAB to determine the importance of
background factors for all samples and samples in the top 30% and bottom 30%
of the score of teachers’ core qualities and abilities. The random results were then
averaged to get the ranking of importance of background factors. Regression analysis
was conducted using the Random Forest method, with background factors (teacher
education background, length of teaching, phase of studying, age, professional title,
honor, urban/rural, gender, and education) as the independent variable, and the total
score of core qualities and abilities as the dependent variable. As can be seen from
Table 19.8, the top 5 influencing factors in general were phase of studying, teacher
education background, age, education, and length of teaching,which exerted a greater
influence on teachers’ core qualities and abilities than other factors. Correspondingly,
honor, professional title, and gender had smaller and insignificant effects on teachers’
core qualities and abilities.

Random forest was reintroduced to analyze the importance of background factors
for samples in the top 30% and bottom 30% of the total score of teachers’ core
qualities and abilities. As shown in Table 19.9, for samples in the top 30% of the
total score, teachers’ core qualities and abilities were more influenced by length of
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Table 19.8 Ranking of importance of background factors of teachers’ core qualities and abilities
of all samples

Ranking Result 1 Result 2 Result 3 Result 4 Composite

1 Phase of
studying

Phase of
studying

Phase of
studying

Phase of
studying

Phase of
studying

2 Education Length of
teaching

Age Teacher
education
background

Teacher
education
background

3 Age Teacher
education
background

Teacher
education
background

Age Age

4 Teacher
education
background

Age Urban/rural Gender Education

5 Length of
teaching

Education Length of
teaching

Education Length of
teaching

6 Honor Urban/rural Education Length of
teaching

Urban/rural

7 Urban/rural Honor Professional
title

Urban/rural Honor

8 Professional
title

Professional
title

Honor Professional
title

Professional
title

9 Gender Gender Gender Honor Gender

Regression
error

1.19e7 1.28e7 1.35e7 1.35e7

teaching, teacher education background, phase of studying, age and professional title,
and less influenced by urban/rural, gender and education. For samples in the bottom
30% of the total score, teachers’ core qualities and abilities were more influenced by
gender, phase of studying, education, age, and honor, and less influenced by teacher
education background, professional title, and urban/rural (see Table 19.10).

Based on the analysis of samples in the top 30% and bottom 30% of the total
score, phase of studying had a large effect on teachers’ qualities and abilities, while
urban/rural had only a small effect. As themost prominent differences, teacher educa-
tion background had a significant impact on the top 30%samples, but had little impact
on the bottom 30%; Gender exerted the largest impact on the bottom 30% samples,
but exerted little impact on the top 30% (see Fig. 19.6).

In the last row, “0” denotes the bottom 30% samples and “1” denotes the top 30%.
The top of the tree is the length of teaching variable. If the length of teaching is 2
(11–20 years), then turn to the left to determine the teacher education background.
If the teacher education background is 1 (no teacher education background), then
turn to age. If the age is 2 (31–40 years old), the result shall be “0”, implying
that it falls in the bottom 30% categories. Taking the education variable as another
example, it all corresponds to “1”, meaning that teachers in primary schools without
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Table 19.9 Importance of background factors corresponding to the top 30% of total score

Ranking Result 1 Result 2 Result 3 Result 4 Composite

1 Teacher
education
background

Length of
teaching

Phase of
studying

Length of
teaching

Length of
teaching

2 Length of
teaching

Teacher
education
background

Teacher
education
background

Phase of
studying

Teacher
education
background

3 Phase of
studying

Phase of
studying

Length of
teaching

Teacher
education
background

Phase of
studying

4 Age Age Age Professional
title

Age

5 Professional
title

Honor Honor Urban/rural Professional
title

6 Honor Professional
title

Professional
title

Honor Honor

7 Urban/rural Urban/rural Urban/rural Age Urban/rural

8 Gender Education Education Gender Gender

9 Education Gender Gender Education Education

Regression
error

1.77e5 2.00e5 2.10e5 2.17e5

11–20 years of teaching experience, regardless of their education, fall in the top 30%
after classification, and so on (see Fig. 19.7).

19.5 Conclusion

As indicated by the research findings, teachers in primary and secondary schools
in Tianjin had overall good core qualities and abilities. Among core qualities,
teachers performed best in ideological accomplishment (ranked 1st) and moral culti-
vation (ranked 2nd), better in educational ideal spirit (ranked 3rd), and worst in
humanistic, scientific and technological literacy (ranked 6th); Among core abilities,
teachers performed better in communication and cooperation ability (ranked 4th) and
educating and teaching ability (ranked 5th), and worse in learning and development
ability (ranked 7th), and worst in research and innovation ability (ranked 8th). By
examining the effect of background factors on teachers’ core qualities and abilities,
this was found that phase of studying had a large effect on teachers’ qualities and abil-
ities, while urban/rural had only a small effect. As the most prominent differences,
teacher education background had a significant impact on the top 30% samples, but
had little impact on the bottom 30%; Gender exerted the largest impact on the bottom
30% samples, but exerted little impact on the top 30%.
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Table 19.10 Importance of background factors corresponding to the bottom 30% of total score

Ranking Result 1 Result 2 Result 3 Result 4 Composite

1 Age Gender Phase of
studying

Phase of
studying

Gender

2 Gender Education Gender Gender Phase of
studying

3 Length of
teaching

Age Length of
teaching

Education Education

4 Education Teacher
education
background

Professional
title

Honor Age

5 Phase of
studying

Honor Honor Teacher
education
background

Honor

6 Honor Professional
title

Teacher
education
background

Professional
title

Length of
teaching

7 Professional
title

Length of
teaching

Education Age Teacher
education
background

8 Teacher
education
background

Phase of
studying

Age Length of
teaching

Professional
title

9 Urban/rural Urban/rural Urban/rural Urban/rural Urban/rural

Regression
error

1.26e6 1.47e6 1.64e6 1.76e6
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Fig. 19.6 Importance Comparison of background factors

Fig. 19.7 An example of tree structure in the Random Forest method
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Chapter 20
The Analysis Path of Classroom Teacher
Behavior Supported by Artificial
Intelligence

Libao Wu, Yanan Cao, Qing Du, and Tingting Han

Abstract The analysis of classroom teacher behavior mainly focuses on teacher’s
performance in classroom teaching with the aim of exploring the occurrence rule
of teaching behavior. Supported by Artificial Intelligence (AI), it is possible to raise
analytical efficiency, enrich analytical content, innovate developing form, and realize
intelligent analysis of classroom teacher behavior. Based on development and imple-
mentation of current text categorization, human posture estimation, facial expression
recognition and other technologies, this paper studies and builds an integrated prac-
tice process of classroom behavior analysis under AI. This process mainly includes
three modules: acquisition and analysis, feedback and improvement, and external
conditions guarantee, so as to realize automatic collection, calculation, analysis
and evaluation of classroom teacher behavior, which can guide teacher’s behavior
improvement, promote teacher’s professional development, and enhance classroom
teaching quality and student’s learning effect.

Keywords Classroom behavior · Classroom language · Classroom posture · Facial
expression analysis · Analysis path

20.1 Introduction

As the organizer of classroom teaching activities, teacher can demonstrate and
guide student’s behavior and emotion even with a subtle body movement. Teacher’s
behavior in the classroom can initiate teaching activities and affect educational
phenomena, quality of classroom teaching, aswell as emotion and quality of student’s
learning. Focusing on teacher’s performance in classroom teaching, the analysis
of classroom teacher behavior explores the occurrence rule of teaching behavior,
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which can guide teacher’s behavior improvement, promote teacher’s professional
development, and enhance classroom teaching quality and student’s learning effect.

Since the concept of AI was first put forward in 1956, it has been developing
quickly owing to the rapid development of modern science and technology. With the
help of its fast computing and massive storage capacity, now it is moving towards the
goal of enabling machines to acquire, process and apply knowledge autonomously
like human brain and accelerating its integration and application with other fields.
Education is an important part of AI application fields, which can be illustrated
by the research carried out in this paper. The application of AI technology in the
analysis of classroom teacher behavior not only enlarges the radiation scope of AI
application, but also enables the intelligent analysis of teaching behavior. Based on
collection, calculation, analysis and evaluation of classroom behavior, it can provide
teachers with the improvement scheme concerning personalized teaching behaviors,
observable tools and platforms used to improve teachers’ teaching ability, as well
as personalized and accurate quantitative data supporting the evaluation of teaching
ability.

To sum up, the research conducted in this paper will sort out the researching
progress of intelligent recognition algorithm for the analysis of classroom teacher
behavior and explore the analytical path supported by AI, constructing the inte-
grated practice process of classroom behavior analysis, so as to facilitate teacher’s
professional development.

20.2 Related Research

20.2.1 Application of AI in Education

AI technology provides strong technical support for the reform of pedagogical
teaching approach and the improvement of educational teaching quality. Up to now,
applications of AI in the field of education have covered four scenarios: teaching,
learning, evaluation andmanagement. In terms of intelligent teaching, AI technology
can be used to create virtual famous teachers and carry out interactive teaching.
Virtual teaching assistants can replace teachers to arrange personalized learning
content for students and realize “double teacher classroom”. In the aspect of intel-
ligent learning, Intelligent Tutoring System (ITS) can collect and analyze data of
student’s learning process by using datamining technology such as character recogni-
tion and natural language processing, thus realizing the analysis of student’s learning
situation and providing personalized learning scheme. As for intelligent evaluation,
some achievements have been made in automatic evaluation system for classroom
teaching, for example, oral assessment system for speaking test, and intelligent exam-
ination paper marking system for written examination. In particular, oral assessment
and intelligent marking have already been applied in daily learning, oral English
test and large-scale examination paper marking. As far as intelligent management is
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concerned,AI is used to build a smart campus to complete the integratedmanagement
of identity authentication, classroom attendance, campus security, logistics service
and other multi-scene data exchange. Based on what has been discussed above, it
can be concluded that AI technology has been explored and applied in many aspects
of education, and the more in-depth integration of AI and education is the trend
of future research. However, the current practice is mostly based on guiding and
evaluating student’s learning, so there are still some deficiencies on how to apply
AI technology to analyze teacher’s behavior, which definitely needs further research
and exploration.

20.2.2 Technical Support for the Analysis of Classroom
Teacher Behavior

Classroom teacher behavior is an observable and explicit activity mode that teachers
adopt to complete teaching task, and it is the behavior that teachers show in the
process of classroom teaching [1]. Previous analysis and research of classroom
behavior have divided different observable classroom teaching behaviors through
the decomposition of those behaviors, and have recorded the frequency of various
behaviors manually in the classroom teaching scene or through the teaching video,
so as to obtain the evaluation result of classroom teacher behavior. On the one hand,
it takes researchers a lot of time to count the frequency of those behaviors; on the
other hand, some subtle behaviors may be neglected due to the limitation of human
observation ability. Thanks to the rapid development of information technology, it is
possible to carry out the intelligent analysis of classroom teacher behavior. Through
the installation of ultra-clear cameras in the classroom to collect data concerning
voice and image in the classroom, it is possible to improve the analytical efficiency,
enrich the content of behavior analysis, innovate the form of research, and realize the
intelligent development of teacher’s classroom behavior with the help of intelligent
recognition algorithm. At present, recognition algorithms that can be applied to the
analysis of classroom teacher behavior mainly include text categorization, human
posture recognition and facial expression recognition.

(1) Text categorization

Language is the medium of delivering content, expressing intention and emotion. In
terms of processing voice signal, the first step is to use automatic speech recognition
technology to obtain the signal, transform it into corresponding text and carry out
further task of linguistic text categorization, thus realizing the intelligent analysis of
teacher’s classroom language structure. With the development of machine learning,
deep learning has made a new breakthrough in natural language processing and
image recognition, acting as the guarantee for automatic categorization of class-
room linguistic text. Zhang et al. [2] proposed adopting a method of text anal-
ysis: Character-level Convolutional Networks (ConvNets). Lu et al. [3] put forward
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Sentence-based Automatic Coding (SAC) for teacher-student interaction. By using
the input text of teacher-student dialogue, the teacher-student discourse can be auto-
matically coded on the basis of the established classification framework of interactive
behavior, which greatly saved the time needed for manual coding. Li and Dong [4]
integrated Convolutional Neural Network (CNN)with Bi LSTMnetwork to establish
a feature fusion model, which not only extracted local features of text, but also took
global features of context into consideration, greatly improving the accuracy of text
categorization.

(2) Human posture estimation

Human posture estimation is to understand and reflect human state or intention
by recognizing gesture, action and movement, whose key step is the recognition
algorithm of posture. Nowadays the recognition algorithm of human posture in single
picturemainly includes regression-basedmethod, instance-basedmethod andmodel-
based method. Regression-based method is to establish the mapping relationship
between human image feature and posture model with the help of regression model,
so as to complete the process of recognition. Instance-basedmethod is to build a huge
instance database of human posture, then use the input human image to compare and
matchwith it, and take the closest instance as the result of human posture recognition.
Model-based method is to model, fix and segment human body structure, and get
the overall posture recognition result by determining the position relationship of
each part [5]. Yang et al. [6] developed a gesture recognition algorithm based on the
spatial distribution feature of gesture, which could recognize human gesture in real
time under complex background.

(3) Facial expression recognition

Facial expression is the emotional information that human shows during the process
of expressing and communicating. Through the recognition of facial expression,
machines can identify and analyze human emotion, and understand signal and
intention revealed by facial expression. The continuous development in the field
of computer vision, as well as the gradual maturity of face detection and recognition
technology, provides the basis for the development of facial expression recogni-
tion technology. The research of facial expression recognition mainly focuses on
the selection of expression features, which can be divided into two categories. One
kind is the recognition of local facial features. By locating and analyzing features
of eyebrows, eyes, nose, lips and other key points, 32 facial muscle movements are
divided to classify facial expressions [7]. The other kind is the recognition of overall
facial features. CNN can be used for feature matching of facial expressions, later the
traditional neural network has been improved and the attention mechanism has been
introduced to reduce the interference of other factors on expression recognition, thus
achieving better recognition effect.
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20.3 The Analysis Path of Classroom Teacher Behavior
Supported by AI

Combined with the existing research foundation, an analytical model of classroom
teacher behavior has been built in this paper from the perspective of AI, as is shown
in Fig. 20.1.

Centering on the classroom teaching practice, this model collects, analyzes and
stores the data information in the process of classroom teaching by means of AI
technology, providing feedback and improvement scheme which in turn acts on
classroom teaching practice. Its analysis data comes from the classroom, and which
also contributes to the requirement of actual classroom teaching improvement. At
the same time, the whole process needs to be developed under the guidance of
educational theory and technical specifications, and under the premise of personal
privacy data protection, so as to build an integrated practice process of teacher’s
classroom behavior analysis, thus realizing the enhancement of classroom teaching
quality and teacher’s professional development. Three modules will be illustrated in
the following part: acquisition and analysis, feedback and improvement, and external
conditions guarantee.

Acquisi on & Analysis Feedback & Improvement

Voice Classroom language analysis
Classroom posture analysis
Classroom expression analysis
Classroom behavior analysisImage

Behavior analysis report

Intelligent decision scheme

Personal growth file

Personal privacy protec on

Educa onal
theory
guidance

Technical
specifica on 
guidance

Classroom teaching prac ce 

Fig. 20.1 The integrated practice process of analyzing classroom teacher behavior supported by
AI
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20.3.1 Acquisition and Analysis

(1) Data collection

Accurate and real data collection is the basis of conducting intelligent analysis, so
this paper studies how to record the classroom teaching process by installing high-
definition cameras in the classroom and collects teacher’s voice and image data in
classroom teaching,which can function as the basis of subsequent intelligent behavior
analysis. Among those data, voice data serve as the guarantee for classroom language
analysis. As for image data, on the one hand, the whole body’s movement image can
be used to conduct classroom posture analysis; on the other hand, the facial image
is expected to be extracted to conduct classroom expression analysis. Classroom
teaching behavior analysis will comprehensively apply those data of voice, body
image and facial image to carry out multimodal teaching behavior analysis.

(2) Classroom language analysis

Language is the main form of communication in classroom teaching activities and
teachers use it to transfer knowledge to students and organize teaching activities.
Teacher’s capacity to use classroom language reasonably and properly is an impor-
tant element of teaching ability. On the one hand, the analysis of teacher’s classroom
language starts from the type of teacher’s language. To bemore specific, the adoption
of guiding, stimulating and questioning language in the teaching process can stim-
ulate student’s learning enthusiasm. Too much imperative and narrative language
is not conducive to highlight student’s subjectivity in the teaching process. With
the help of AI technology, it is possible to automatically code teacher’s language
according to several types that have already been set, get to know the overall situa-
tion of application and structural characteristic of teacher’s language, which can be
helpful for teachers to become aware of their problems in classroom language, thus
assisting teachers in correcting their language behaviors and enhancing classroom
teaching quality. On the other hand, from the perspective of interaction, the amount of
teacher-student discourse and interaction in the process of classroom teaching can be
counted under AI so as to reflect whether teacher’s language causes student to think
and observe whether student’s speech gets the teacher’s response, thus obtaining the
value of teacher’s questioning behavior and the actual effect of feedback behavior.

(3) Classroom posture analysis

Earlier and recent psychological studies show that 55% of the process of human’s
conveying information to the outside world is composed of nonverbal behavior, and
body movement is an important part of nonverbal behavior. The proper application
of body movement in teaching can convey more semantic information to students,
mobilize their attention and improve their learning effect [8]. Inappropriate teacher
posture is not conducive to the construction of teacher-student relationship in class-
room. For instance, crossed arms in front of the chest may give students a feeling of
dominance, both hands placed behind the back may highlight the teacher’s authority,
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a single finger pointed at students may mean disrespect, etc. Human posture recogni-
tion technology can be used to judge teacher’s body shape and gesture in the process
of classroom teaching, help teachers recognize their body postureswhich are not easy
to detect, and give feedback to teachers, so as to timely correct their inappropriate
body movements. Consequently, it can directly reflect classroom posture of teachers,
help teachers correct improper teaching posture, enhance the quality of classroom
teaching and promote teacher’s professional development.

(4) Classroom expression analysis

The process of classroom teaching is not only the procedure of teacher’s imparting
knowledge to students, but also the step of emotional interaction between teacher and
student. Teacher’s facial expressions in the classroom convey his or her emotional
state, which will affect the whole classroom teaching process to a certain extent.
The facial recognition function of AI is used to capture facial images of teachers
and initiate facial expression matching, obtain the category and time distribution
of teacher’s emotional expressions, and see a whole picture of teacher’s emotional
expressions in thewhole class. At the same time, every emotional change is combined
with the actual teaching event at the same time so as to analyze the cause of that
emotional change and endow the result of teacher’s emotional analysis with peda-
gogical significance, thus revealing educational phenomena reflected by analyzing
the application of teacher’s classroom facial expression.

(5) Classroom behavior analysis

As has been discussed above, classroom language analysis, classroom posture anal-
ysis and classroom expression analysis are carried out from perspectives of language,
posture and expression, which are all based on single modal analysis. In the class-
room teaching environment, teachers interact with students through multiple senses
and levels. Specifically speaking, initially, teacher’s classroom language is the direct
way to carry out teaching activities. Additionally, bodymovement is the action orien-
tation of classroom teaching. Moreover, facial expression is the recessive infiltration
of classroom teaching atmosphere. As a consequence, data collection of multimodal
classroom behavior, comprehensive application of a variety of identification and
analysis technologies, realization of automatic collection, calculation, analysis and
evaluation, as well as exploration of internal relationship between various kinds of
data, can comprehensively and stereoscopically restore the appearance of teacher’s
behaviors in classroom teaching and excavate educational significance and value
behind classroom behavior, which can be regarded as the fundamental goal of appli-
cation and development of classroom teacher behavior analysis under AI, eventually
guiding teachers to mind and improve their teaching behaviors.

Different teacher’s classroom teaching behaviors can lead to different educational
phenomena [9], thus affecting the form of teaching activities, classroom teaching
quality and student’s learning effect. S-T analysis is a commonly used method to
analyze classroom teaching behavior. It is a quantitative analysis method adopted
to objectively and effectively reflect the teaching process in the form of graphics by
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means of recording the behavior of teachers and students, together with analyzing
and studying the teaching process. Through identification and analysis of classroom
behaviors, the developing process of classroom teaching activities can be figured out.
In practice, the face recognition technology can be used to test facial features such
as the number of faces and outlines of teachers and students. In this way, teacher’s
behaviors such as explanation, demonstration, blackboard-writing, media presenta-
tion, questioning, roll call and inspection, together with student’s behaviors such as
speech, thinking, notes and homework, can be identified so as to draw S-T curve and
distinguish different kinds of classroom teaching modes [10]. Only in this way can
we help teachers optimize classroom teaching behavior, mobilize student’s learning
enthusiasm, and make students fully participate in classroom teaching activities,
eventually enhance the quality of classroom teaching. Luo and Zhang [11] estab-
lished an automatic evaluation systemof classroom teaching based on teacher-student
dialogue text and computer vision technology including expression recognition and
gaze estimation, which could be regarded as the attempt to carry out classroom
teaching behavior analysis on the basis of multimodal data.

20.3.2 Feedback and Improvement

The analysis of teacher’s behavior comes from classroom teaching, and its research
results should in turn be applied to the actual classroom teaching and implemented in
the improvement and promotion of teacher’s classroombehavior, so as to enrich prac-
tical significance of the research andmake AI technology truly act on teacher’s class-
room teaching. As a result, feedback and improvement scheme can be provided on
the basis of data collection and behavior analysis. Feedback mode and improvement
approach will be presented through the following three aspects: behavior analysis
report, intelligent decision scheme and personal growth file.

(1) Behavior analysis report

Based on the analysis of language, posture, expression and teaching behavior, the
systemcan automatically generate the analytical result of teacher’s personal behavior,
presenting teacher’s performance in many aspects during the teaching process of a
whole class. Meanwhile, comparative analysis among different teachers can also be
conducted to explore common characteristics of excellent teachers in the application
of behavior category, scenario, time distribution and so on. For instance, behavior
comparison between novice teachers and skilled teachers can be carried out to help
inexperienced novice teachers find the differences between themselves and teachers
with rich teaching experience, so as to adjust their classroom language usage, class-
roomposture performance, classroomexpressionmobilization and teaching behavior
performance, ultimately boosting the rapid growth of novice teachers.
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(2) Intelligent decision scheme

Thanks to the development and application of information technology, high-capacity
storage, high-speed computing and expert decision-making system, based on a large
number of collected data concerning classroom teacher behavior, a database of
teacher’s classroom behavior performance has been established. The expert decision-
making system is used to give a teacher the matching content of excellent teachers’
classroombehaviorswhich are consistentwith the current classroom teaching content
and similar to the teacher’s teaching style, and provide intelligent optimization
scheme of classroom behavior for teachers, eventually helping teachers optimize
classroom teaching behavior and enhance the quality of classroom teaching.

(3) Personal growth file

With further integration of AI and education, an analytical system of classroom
teacher behavior supported by AI will be set up in daily classroom in the future to
realize real-time collection and identification of behavior data during the teaching
process. After class, teachers can view the analytical report of their teaching behavior
on electronic device, as well as the intelligent behavior improvement scheme
provided by AI expert decision-making system, which can greatly improve the feed-
back speed and therefore help teachers adjust and improve their teaching behaviors
in time. The large capacity storage space of the network cloud platform makes it
possible to store teacher’s behavior analysis during the daily teaching process, estab-
lish teacher’s personal growth file, and record the track of teacher’s professional
development.

20.3.3 External Conditions Guarantee

Education is a complicated social activity, so the integration of AI and education
needs to be carried out in an orderly manner under the guidance of educational
theory and technical specifications, so as to meet personalized and diversified needs
of teaching activities. In the process of dividing and interpreting those collected
data, we need to consider different classroom teaching fields and different student’s
learning state, take root in the actual classroom teaching, and set up personalized
research norms to adapt to the quantitative analysis of teacher’s behaviors. Research
experience is expected to be summarized in practice, which can in turn promote the
innovation of educational theory and algorithm, eventually realizing the two-way
development of AI and education. At the same time, we are supposed to fully inform
students and teachers of important rules before collecting data, standardize reason-
able usage and safe storage of data in the whole analytical process, pay attention
to the protection of personal privacy security, and explore new changes brought by
AI technology for education and teaching on the premise of ensuring information
security.
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20.4 Discussion and Conclusion

In order to analyze classroom teacher behavior with the system mentioned above,
we just need to collect voice and image data through ultra-clear cameras installed in
the classroom, and then carry out analytical research on teacher’s language, posture,
expression and teaching behavior. Compared with the traditional way of analyzing
teacher’s behavior, the present researching process has been greatly improved and
more subtle behaviors that are not easy to detect by human eyes can be captured
with the help of AI technology, powerful data mining and computing analytical
ability. In the meanwhile, more objective and accurate data of teacher’s classroom
performance are expected to be collected, in order to obtain personalized analytical
results, provide decision-making materials for teaching behavior improvement and
promote the development of teacher’s professional ability.

“AI + education” is a hot topic in current research and relevant researchers are
actively exploring ways to apply AI technology to the field of education, as a result of
which intelligent technology are expected to better assist the development of educa-
tional activities. At present, related researches on the integration of AI and education
are mostly carried out in laboratory and several pilot researches have already been
conducted in some schools, but those researches still have not been widely promoted
in daily classroom teaching. With more breakthroughs and achievements made in
relevant fields, AI technology can truly be applied to classroom teaching practice
and will be of great help to the development and improvement of teaching activities
in the future.
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Chapter 21
A Survey of Automated Essay Scoring
System Based on Naive Bayes Classifier

Chen Liang, Bo Zhang, Xiaoyang Gong, Menglin Li, Hui Guo, and Rui Li

Abstract Most language exams have requirements for testing candidates’ writing
ability, such as CET-4 and CET-6. However, large-scale manual scoring requires a
lot of manpower, material resources, and time costs, and it also has some unfairness
due to the subjective preference of the scoring teacher. To solve the problem, natural
language processing (NLP) has attractedmore andmore attention, and its application-
automated essay scoring (AES) has been developed, using NLP technology instead
of manual labor. The AES system is reviewed in the paper and the principle of the
commonly used classifier ‘Naive Bayes Classifier’ is described.

Keywords Automated essay scoring · bayesian classifier · natural language
processing · text categorization

21.1 Introduction

Natural language processing is a discipline including computer science, artificial
intelligence, linguistics, etc. and can be traced back to 1940s, when scholars created
conjectures and preliminary theories and generated two different directions based
on rules and basic probability, respectively [1, 2]. In 1960s, NLP made a great
progress, and came to a relatively mature stage in 1980s. Until 1990s, the era of
earlymanual definition of rules to classify text was ended, the appearance of machine
translation provides new solutions and it gradually changes early rules of classifying
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texts manually.With the development of NLP, its application AES has attracted more
andmore attention. In [3], a large-scale PEG (Project Essay Grade) was described for
more efficient essay scoring, followed by an intelligent essay assessor (IEA) system
based on latent semantic analysis technology. In [4], Electronic EssayRater (E-Rater)
created in the late 1990s was reviewed, and it has been used for TOEFL essay scoring
since 2005. In [5], an AES system “IntelliMetricTM" based on artificial intelligence
(AI) was reviewed. Based on probability theory, the Bayesian Essay Test Scoring
sYstem (BETSY) was described in [6, 7], and essays were divided into four levels:
unqualified, qualified, good, and excellent.

The remaining part of this paper is structured as follows. A review of AES system
is given in Sect. 21.2. Its core classification technology Naive Bayes Classifier is
described in Sect. 21.3, with conclusions drawn in Sect. 21.4.

21.2 Review of automatic essay scoring system

As shown in Fig. 21.1, the flowchart of an AES system can be divided into the
following five steps.

1. Text acquisition: Get the text by crawler or local import. In AES system, the
obtained text is the student’s essay.

2. Corpus pre-processing: Segment the text, remove modal particles and stop
words, and mark each word with part-of-speech tagging. In AES system, deleting
stop words and extracting roots are mainly used in this step. Stop word deletion is
to delete a large number of prepositional pronouns from the feature set. Extracting
root is to organize the similar words of the same root into one form.

3. Feature processing: Convert the words after word segmentation into a form
that the computer can understand and calculate, generally represented in a mathe-
matical vector form. Here, we need to establish the correspondence between words
and mathematical vectors. Bag of Word (BOW) and word vector models are two
commonly used representation models, where the bag-of-words model puts each
word in a set, and counts the number of occurrences without considering the order of
words, while the word vector model converts words into a vector matrix. At present,
the most commonly used is one-hot encoding technology, but it cannot reflect the
relevance between words. Word embedding technology can well express the simi-
larity and relevance between words and solve this problem. The American company
Google created aWord2vec word embedding tool, which includes two training mod-
els: Skip-Gram Model (SGM) and Continuous Bag-of-Words (CBOW).

4.Model training: Different algorithms can be selected for different purposes and
application scenarios. Here, we have machine learning model algorithms, including
naive Bayes, proximity algorithms, logistic regression, and deep learning algorithms,
including convolutional neural networks, recurrent neural networks, etc.

5. Model evaluation: After the model is established, certain tests and evaluations
need to be carried out to judge the pros and cons of the algorithm.
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21.3 Principle of Naive Bayes Classifier

Classifier can specifically assign the data in the database to a certain category accord-
ing to the characteristics of the data, which can be used for data prediction. In this
section, we introduce Bayesian classifier, a general term for a class of classification
algorithms based on Bayes’ theorem. Equation 21.1 is known for Bayesian formula
calculating P(B|A) based on the known conditional probability P(A|B). Suppose
event B is divided into B1, B2, . . . , Bn , then for any event A, we have

P (Bi | A) = P (Bi ) P (A | Bi )
∑n

j=1 P
(
Bj

)
P

(
A | Bj

) (21.1)

Naive Bayes Classifier (NBC) is the most common classificationmethod in Bayesian
classifiers, and is a supervised learning algorithm. The feature conditions are inde-
pendent of each other, and the essence is to compare the probability of a certain
text in different types of text libraries; in other words, by calculating the joint prob-
ability distribution of several feature words from this text in different types of text
databases, we identify the text library with the greatest possibility of text occurrence
and determine the most likely text category.

The following Eq. 21.2 used in NBC algorithm shows the probability of the text
with the characteristic words w1, . . . , wd belonging to the category ci (i ∈ [1, n]).
Here we suppose d characteristic words are in the text represented by W =
[w1, . . . , w j , . . . , wd ] with n categories represented by c = [c1, . . . , ci , . . . , cn],
then the joint probability distribution of multiple feature words is given by

P (ci | W ) = P (ci ) P (W | ci )
P(W )

= P (ci ) P (w1, . . . , wd | ci )
P(W )

= P (ci ) P (w1 | ci ) · · · P
(
w j | ci

) · · · P (wd | ci )
P(W )

= P (ci )

P(W )

d∏

j=1

P
(
w j | ci

)
(21.2)

21.4 Conclusions

In this paper, automated essay scoring systemwas reviewed and its core classification
technology Naive Bayes Classifier was briefly described. With the development of
natural language processing, its application-AES system is becomingmore andmore
popular, since the new technology can reduce the workload of teachers, eliminate
the difference caused by subjective differences of teachers and can make the essay
scoring process more fair.
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Fig. 21.1 The flowchart of an AES system
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Chapter 22
Curriculum Reform and Exploration
Under the Background of Artificial
Intelligence and New Engineering

Baoju Zhang, Jin Zhang, Cuiping Zhang, and Youchen Sun

Abstract College courses play a fundamental role in cultivating high-quality talents.
With the rapid development of artificial intelligence technology, the existing engi-
neering curriculum knowledge system and teaching methods can no longer meet the
needs of talent training, so this paper selects the School of Electronics and Communi-
cation Engineering of Tianjin Normal University as the research object, and actively
explores and tries from four aspects: teaching content, teaching form, teaching
methods and evaluation methods. Teaching adds artificial intelligence content; adds
extended experimental content; uses heuristic, inquiry, and group discussion teaching
methods; combines online and offline, uses online software to assist teaching, and
uses WeChat groups for teacher-student interaction, Use artificial intelligence tech-
nology for data analysis, and arrange assignments according to the learning situa-
tion; conduct teacher-student mutual evaluation through software. Teaching practice
shows that the exploration of curriculum teaching under the background of “artifi-
cial intelligence + new engineering” improves the quality of teaching, and provides
theoretical and practical basis for cultivating new engineering talents.

Keywords Artificial intelligence · New Engineering Course · Teaching Reform
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22.1 Introduction

The new engineering course is based on the new requirements of national strategic
development, international competition situation, and new requirements of Lide to
cultivate people, that is, to respond to changes and shape the future as the construc-
tion concept, to cultivate diversified, innovative and applied talents [1]. Traditional
curriculum teaching content and teaching methods can no longer meet the needs of
current talent training. On the one hand, with the rapid development and widespread
application of artificial intelligence in recent years, this has brought certain difficul-
ties to the teaching of courses. It is necessary to formulate the important and difficult
points of learning based on the actual development of the current situation and the
latest technological research. On the other hand, artificial intelligence is empow-
ering all walks of life, and education is no exception. In terms of teaching, learning,
assessment, management and other aspects, artificial intelligence can make educa-
tion diversified in form and content, so adopt appropriate The teaching method has
become an important part of teaching in various colleges and universities [2] Teachers
need to continuously summarize the experience, adjust and optimize teaching plans,
accelerate the construction of a comprehensive curriculum system such as academic
research, innovation and practicality, and deliver excellent engineering and technical
talents to the society [3].

22.2 Current Situation of Curriculum

New engineering courses generally include two parts: theoretical teaching and exper-
imental teaching. Taking the course “Video Signal Fundamentals and Applications”
as an example, theoretical learning mainly includes visual characteristics and the
principle of three primary colors, the basic principles of TV image transmission,
the principle of analog color TV, the principle of digital TV video compression and
coding, the principle of digital TV transmission and digital TV The receiving prin-
ciple. Experimental teaching is mainly related to theoretical teaching. Through the
practical operation, students will deepen their understanding of the knowledge taught
in the classroom and exercise their practical skills.

In terms of theoretical teaching, engineering courses mostly adopt task-driven
teaching methods. While teaching in class, some learning tasks will be assigned
to supervise students to complete. In the process of completing tasks, groups are
usually used as a unit, which not only enables students to learn knowledge, but
also cultivates students’ ability to collaborate in groups. Students focus on tasks
and analyze, discuss, and solve problems in the process of completing tasks [4]. In
terms of practical teaching, experimental cases related to theoretical teaching are
often used to help students understand abstract concepts more deeply and master
knowledge better.
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Compared with traditional teaching methods, the current teaching methods have
made great progress, but there are still some problems in the teaching process, which
can be divided into the following four categories.

(1) The content is outdated and cannot keep upwith the times. Textbook knowledge
is limited and it is difficult to adapt to the current rapid development of science
and technology. Especially in the field of computer and artificial intelligence,
the updated speed of course teaching content generally lags behind the speed of
the development of frontier knowledge of the subject, which seriously restricts
the improvement of the quality of talent training.

(2) The teaching model is old and single. The traditional teaching model is mainly
based on the teacher’s teaching, the process is relatively monotonous, lacks
practical application, the teaching effect is average, and it is difficult to adapt
to the current social development.

(3) Experiments aremostly confirmatory experiments, which are not attractive and
challenging to students. Engineering courses are courses that focus on practical
applications. In addition to theoretical teaching, practical teaching is also very
important. However, confirmatory experiments will make students have a poor
sense of experience and are not conducive to exerting students’ autonomy.

(4) The form of assessment and evaluation is single. Students usually do not take
the initiative to review, they only make surprise reviews before the exam,
and the knowledge is quickly forgotten after the exam. The source of teacher
evaluation is limited and limited to local peer teacher evaluation, which is not
conducive to teaching reform.

22.3 Teaching Reform

Engineering courses cover rich types of knowledge, complex content, and abstract
concepts. Students generally feel that it is difficult to learn. Therefore, the use of
appropriate and effective teaching methods is particularly important for stimulating
students’ interest in learning, helping students to effectively master the knowledge
they have learned, and cultivating learning ability and innovative thinking. With
the advancement of science and technology, teaching methods have been updated
and improved. Especially the rapid development of artificial intelligence nowadays
provides more possibilities for the improvement of teaching methods. We can inte-
grate artificial intelligence technology into classroom teaching, solve some problems
in traditional teaching methods, and improve teaching quality.

22.3.1 Teaching Content Optimization

With the rapid development of information technology, textbooks and teachingmate-
rials can no longer fully meet the needs, so it is necessary to innovate the teaching
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content. In the actual teaching process, the proportion of teaching of new technolo-
gies will be appropriately increased, and the development of related technologies will
be tracked and reflected in the teaching content. At present, artificial intelligence
is a research hotspot of machine learning, so in practice teaching, it is necessary
to combine artificial intelligence-based algorithms with traditional algorithms for
learning and comparison, inspiring students to further research.

Experimental teaching can fully stimulate students’ interest in learning and exer-
cise their hands-on ability. In view of the problems of simple implementation and lack
of challenges in the current experiments, additional experiments related to the course
content are added. Students can independently choose related topics for research,
such as using convolutional neural for video image registration and deep learning
for pedestrian gait detection, Vehicle type recognition, etc. It is realized as a group
to improve students’ ability to find and solve problems in the process of realization,
which can stimulate students’ sense of innovation and increase their enthusiasm for
learning.

22.3.2 Teaching Form Reform

The traditional teaching method is limited to offline, with teachers as the main
body, completing the teaching through the teacher’s teaching method, which is not
conducive to stimulating students’ interest in learning. Therefore, the new teaching
method will take students as the main body, adopt artificial intelligence-based
online and offline teaching methods, and teach through heuristic, inquiry, and group
discussions.

(1) Take students as the main body. Colleges and universities should regard
students as the main body in the cultivation of new engineering talents, be
guided by their needs and interests, give students a certain degree of freedom,
mobilize students’ enthusiasm, increase their interest in majors, and enhance
students’ learning and innovation capabilities.

(2) Heuristic and inquiry teaching mode. In order to deepen students’ mastery
of various knowledge points, the designed cases and questions can be sent
to students in advance, and through classic case analysis, explanation and
discussion, students’ interest in learning can be stimulated and students can be
inspired to further research. According to the degree of difficulty of teaching,
multi-level teaching is carried out, from easy to difficult, to guide students to
actively think and explore.

(3) Adopt a group discussion mode. In the classroom, students are arranged scien-
tifically and reasonably to discuss and interact with teachers and students,
fully mobilize the enthusiasm of students, let students participate, and acti-
vate the classroom atmosphere. Group students with different interests to
complete different experiment contents, and improve students’ ability to learn
independently and collaborate with others.
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(4) Pay attention to practical teaching. The practical activities of engineering
courses are indispensable. In order to ensure the quality of education, practical
teaching must be emphasized. On the one hand, the teacher designs experi-
mental courses related to theoretical teaching in the course; on the other hand,
the school should enhance the openness of the laboratory, so that students can
obtain experimental venues and experimental facilities when they need exper-
iments, so as to promote students’ Cultivation of independent practice and
independent exploration spirit [5].

22.3.3 Teaching Method Reform

Thenew teachingmethoduses artificial intelligence-based online andoffline teaching
methods, as shown in Fig. 22.1, using artificial intelligence technology and online
software to assist teaching to help students better learn and master knowledge.

Before the class, the teacher can conduct targeted learning, not only can learn the
knowledge and teaching methods that need to be taught, and continuously improve
the teaching content and teaching methods, but also understand the latest research
progress in the field, and insert cutting-edge technologies into the course teaching
process. Teachers send the knowledge that needs to be previewed to students through
WeChat groups in advance, which can be online classrooms, encyclopedia links,
video pictures, PPT files, PDF files, etc., in various forms, which fully stimulate
students’ interest in learning. Students learn independently through software and use
big data technology to learn relevant knowledge efficiently. Preview the test before
the software release class, and understand the student’s preview situation through
the background data analysis.

In class, the entire teaching environment is carried out with the Internet. The
software can provide teachers with richer teaching methods, and can arbitrarily call
a large number of high-quality learning resources in the background, and show them
to students in various forms. The abstract and difficult concepts in teaching can be
displayed through animation and other means to help students understand. For new
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according to the data, and 
provide targeted guidance

Fig. 22.1 Teaching methods in the context of artificial intelligence
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ideas or questions generated by teachers and students during class, you can directly
search and answer them.

After class, use software to collect students’ daily learning situation and data
generated in the process of completing homework, use artificial intelligence tech-
nology to analyze data, accurately understand the mastery of each student’s knowl-
edge points, predict student performance, and assign homework in a targetedmanner,
To achieve the effect of teaching students in accordance with their aptitude. At the
same time, students use the software to check for leaks. Through the knowledge point
test, the software will judge the knowledge points that the students have not mastered
based on the data generated, and enable students to conduct targeted reviews through
push explanations or test questions.

At the same time, image recognition technology can also be used to further
improve teaching efficiency. Students can take pictures of textbook content or home-
work questions on their mobile phones, analyze photos and texts, and display the
corresponding points and difficulties. Use software to submit homework, use image
recognition technology to judge the homework submitted by students and generate
data feedback to the teacher. The teacher can analyze the extracted information and
data to have a clear understanding of the student’s learning mastery.

22.3.4 Evaluation Method Reform

Effective teaching management is an important component of course teaching.
Teaching management mainly includes assessment of student learning and mutual
evaluation of teachers and students. Traditional student assessment methods focus
on the final grades and results, and have a certain degree of contingency. Therefore,
in the final assessment, we must not only pay attention to the final result, but also
the process.

This course adopts the evaluation method of combining theoretical learning with
experimental innovation, and determines the final score S in the form of weighted
average, mainly including the performance score in class S1, accounting for 30%;
The experimental score S2, accounting for 40%; Final evaluation S3, accounting for
30%. The final score s is a hundred point system, which is composed as follows:

S = S1 × 30%+ S2 × 40%+ S3 × 30% (22.1)

(1) Classroom performance score S1 evaluation

Assess students’ performance in class, including attendance a1,which accounts
for 20%; classroom Q&A a2, which accounts for 40%; innovation ability a3,
which accounts for 40%. In this way, not only can the professional knowledge
learned by the students be evaluated, but also the cooperation awareness and
class participation of the students can be evaluated, and the students can be
inspected in many aspects.



22 Curriculum Reform and Exploration Under … 257

S1 = a1 × 20%+ a2 × 40%+ a3 × 40% (22.2)

(2) Experimental score S2 evaluation

According to the students’ learning attitude, completion degree, and inno-
vation ability in the experiment process, the student’s performance is eval-
uated, specifically including experimental verification b1, accounting for
30%; extended experiment b2, accounting for 40%; experimental report b3,
accounting for 30%. The experiment includes basic experiments and extended
experiments. The extended experiment takes the group as a unit. The students
can choose the subjects they are interested in and study the practice. In the
process of practice, they can exercise the ability to find and solve problems.
The final experimental results should not only consider whether to achieve,
but also consider the difficulty of the subject and the process performance of
students.

S2 = b1 × 30%+ b2 × 40%+ b3 × 30% (22.3)

(3) Final test S3 evaluation

The final assessmentmainly consists of two parts: the group semester summary
c1 and the final exam c2, which account for 30% and 70% respectively.

S3 = c1 × 30%+ c2 × 70% (22.4)

Teachers and students can evaluate each other through software. On the
one hand, the teacher puts forward different evaluations for different students,
which helps students fully understand themselves and further improve, so as to
teach students in accordance with their aptitude. On the other hand, students’
evaluation of teachers can enable teachers to fully understand students’ needs
and learning conditions and further improve teaching methods.

22.4 Teaching Practice Process

The central idea of the organization and implementation is “student-centered, inde-
pendent experiment, intelligent and efficient”. The teaching method uses heuristic,
inquiry, and group discussion methods; the teaching organization form is online +
offline based on artificial intelligence. In the classroom, teachers provide students
with corresponding teaching resources for further study and absorption, highlight the
central position of students, mobilize students’ learning enthusiasm, and enhance the
effectiveness of course teaching. Through the teaching reform, the teaching concept
has been transformed from knowledge instillation to the combination of self-inquiry
and learning ability; the teaching method has been transformed from a single form of
teaching to diversified methods; the teaching evaluation has been transformed from
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a single evaluation to an intelligent evaluation. By combining the curriculum with
artificial intelligence, the challenge of the curriculum is improved, and the learning
ability of the students, the construction of the curriculum connotation and the quality
of the curriculum are improved.

Through teaching, students apply the content learned in class to extracurricular
scientific and technological activities to obtain rewards. For example, in an electronic
design competition, students use the theoretical knowledge and practical experience
learned in class to design a combination of software and hardware, and obtain A
good result. And because of the study of this course, students have developed a
strong interest in image and video research. Through the expansion of artificial
intelligence content in the classroom and the application of artificial intelligence
technology, students have a preliminary understanding of artificial intelligence and
current development in my country, and express that they want to continue to study
this topic. This fully demonstrates the effectiveness of the teaching reform of this
course, and encourages teachers to further study the teaching content and teaching
methods, and strive to cultivate high-quality talents.

22.5 Summary and Outlook

The current rapid development of artificial intelligence will continue to affect educa-
tion reform and become an important auxiliary force for education. The personaliza-
tion achieved by artificial intelligence will make full use of teaching resources, so as
to teach students in accordance with their aptitude and keep pace with the times. In
response to the rapid development of artificial intelligence technology and the needs
of countries and industries, this article improves the “Video Signal Fundamentals and
Applications” course from four aspects: teaching content, teaching form, teaching
methods, and evaluationmethods.After trying, improved teachingThemethodworks
well. The online and offline teaching based on artificial intelligence technology
is student-centered, which fully stimulates students’ interest in learning, broadens
students’ horizons, and enhances students’ practical and innovative abilities.

In the future, the use of artificial intelligence technology can also achievematching
between peer teachers. Artificial intelligence will intelligently screen and match
teachers across the country based on grades, subjects, teaching content, etc. After
the matching is successful, online communication and teaching demonstrations can
be carried out. Through the demonstration, peer teachers will give their opinions and
evaluations based on the teaching effect. This not only avoids the embarrassment of
putting forward opinions face-to-face, but also makes the acquisition of suggestions
no longer limited to regional restrictions, and promotes the exchange and develop-
ment of subject teaching. With the continuous development of artificial intelligence,
education has gradually become intelligent.
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Chapter 23
Dynamics, Hot Spots and Future
Directions of Educational Research
in the Intelligent Era

Libao Wu, Mingxue Jiang, Qing Du, Zheng Jiang, and Yongjian Zhang

Abstract With the rapid development of Artificial Intelligence (AI) technologies,
the third round of development boom in AI has come, and its integration and appli-
cation in education have also acquired new opportunities to develop. Using the soft-
ware CiteSpace, this study adopted literature analysis and a scientific knowledgemap
to analyze 749 articles concerning educational research in the intelligent era. The
results revealed the dynamics and hot spots of the existing studies in three aspects:
(1) the application of deep learning in education, (2) the application of AI tech-
nologies in education, (3) the development of educational informatization, and (4)
new forms of future education. Future directions relevant to teaching, learning, and
evaluation are also raised accordingly: intelligent personalized learning to develop
innovative talents, intelligentmachine teaching to promote changes in teachers’ roles,
and intelligent evaluation to explore professional indices.

Keywords Artificial Intelligence · Deep learning · Intelligent education ·
Scientific knowledge map

23.1 Introduction

With the third round of development of Artificial Intelligence (AI), 2017 marks the
first year of it. Following computational intelligence, perceptual intelligence, and
cognitive intelligence, AI research and relevant industrial innovation have acquired
various support from different fields, such as the research and innovation on brain
science and deep learning, the product development and iteration relevant to auto-
matic driving and intelligent medical treatment, and the formulation and promul-
gation of government documents [1]. As a representation of AI and education, the
deep integration of cutting-edge technologies, such as intelligent speech recogni-
tion, computer vision, machine learning, and other AI technologies, has gradually
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changed the new ecology of future education. “AI + Education” has increasingly
attracted researchers’ attention. This paper conducted bibliometrics and visual anal-
ysis of relevant literature on educational research in the intelligent era and revealed
the dynamics, hot spots, and trends of the existing studies. Some future directions
pertinent to this field were also proposed.

23.2 Methods

23.2.1 Strategy for the Literature Search

The CNKI academic journal database and “AI * Education” as search terms were
used to retrieve relevant literature. In addition, targeted journals were required to be
included in “A Guide to the Core Journal of China” and “Chinese Social Sciences
Citation Index (CSSCI)”, and the publication date of articles were needed to range
from January 2000 to July 2021. A total of 1040 articles were retrieved firstly. After
literature reading and screening, conference information, notice, and many other
articles irrelated to AI and education were removed. Finally, 749 valid articles were
included for analysis. After eliminating repeated authors and keywords, 1271 authors
and 1770 keywords were identified (see Table 23.1).

Table 23.1 Publication dates, authors, and keywords of 749 articles

Year Author Keywords Number of articles Year Author Keywords Number of articles

2001 1 3 1 2012 3 13 1

2002 9 16 6 2013 0 0 0

2003 4 15 3 2014 16 24 6

2004 5 8 2 2015 5 14 3

2005 9 16 5 2016 15 30 7

2006 4 14 3 2017 89 100 30

2007 11 23 5 2018 224 420 128

2008 14 23 8 2019 393 563 204

2009 6 16 4 2020 411 603 213

2010 5 16 4 2021 236 373 114

2011 6 10 2 Total 1271 1770 749
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23.2.2 Data Analysis Methods

To better understand the application and development of education in the intelligent
era, scientific knowledge map and bibliometrics analysis of relevant literature were
conducted with the visualization software Citespace 5.7.R5 which was developed
by Professor Chen Meichao [2]. These methods could intuitively present changing
trends in the number of publications, distribution of authors and research institutions,
and hot spots in educational research on AI.

23.3 Dynamics in Educational Research in the Intelligent
Era

23.3.1 Changes in the Annual Number of Articles

Analyzing the annual number of published articles helps understand development
stages and changing trends of research on AI and education. As shown in Fig. 23.1,
the number of AI-related publications in education experienced a trend from gentle
fluctuation to rapid growth between 2001 and 2021. In and before 2016, the annual
number of published articles fluctuated between 0 and 10, which indicates an
exploratory stage of AI technology. After 2016, with research perspectives and AI
and big data strategies being various, an increasing number of AI-related educa-
tional research has been conducted. As described in Fig. 23.1, the annual number of
published articles peaked in 2020 (i.e., 213), while it also achieved 114 in July 2021.
A total of 531 papers have been published between 2019 and July 2021, accounting
for 70.89% of the total. This phenomenon indicates that AI educational research is
experiencing rapid development like a raging fire in mainland China.
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Fig. 23.1 The annual distribution of literature quantity
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23.3.2 Analysis of Study Authors

The core authors of literature research mainly referred to those researchers who
played an essential role in the relevant field. For example, their research directions
were the focus of the area. According to Price’s Law [3], the minimum number of
papers mp equals 0.749

√
npmax where npmax is the maximum number of papers

published by a certain author in the analyzed literature. If the number of an author’s
articles is identical or larger thanmp, the author is called core author. After analysis,
it was found that Ren Youqun published the largest number of articles (i.e., 9) during
the period from 2001 to 2021. Therefore, authors who published three or more papers
can be considered as the core authors. In total, 83 authors published more than three
papers, accounting for 6.53% of the total number of authors. These results suggested
that there has been no stable core group of authors in the field of AI education, and
the top 10 authors are listed in Table 23.2.

It can be found through the research that those authors’ collaboration relationship
is weak. In other words, the top ten core authors seldom interacted or collaborated
with each other. Moreover, their research directions in the same field are divergent.
Similarly, most of the other researchers also published articles independently, with
some exceptions. There were some existing collaboration groups. Ren Youqun’s and
Wan Kun’s collaboration group paid more attention to the informatization develop-
ment of basic education, while the collaboration group represented by Zhu Zhiting
and Peng Hongchao focused more on the deep learning of the smart classroom. The
collaboration group consisting of Liu Jin, Lv Wenjing, and other researchers took
the evolution and trend of AI as their main research direction.

Table 23.2 Publications of
core authors

Sort Author Number of articles

1 Ren Youqun 9

2 Gu Xiaoqing 8

3 Zhu Zhiting 7

4 Huang Ronghuai 7

5 Liu Bangqi 6

6 Liu Jin 6

7 Xu Ye 6

8 Liu Kai 6

9 Li Haifeng 6

10 Zhong Shaochun 6
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23.3.3 Analysis of Research Institutions

The analysis of the collaboration between research institutions uncovered that a large
number of publications were from universities, including the School of Education of
Tianjin University, the School of Intelligent Education of Jiangsu Normal University,
and the Faculty of Education of Beijing Normal University. The research institutions
are widely distributed in mainland China. In addition, institutions with solid collab-
oration were generally in the same department or the same city. By contrast, there
were few inter-provincial collaborations.

23.4 Research Hot Spots and Frontier Trends

23.4.1 Hot Spots of Educational Research in the Intelligent
Era

Keywords of articles usually summarized full texts, indicating core research content.
In this sense, the analysis and interpretation of keywords could provide insights into
hot spot information in relevant research.

In Fig. 23.2, keywords are represented by the cross node in the graph. The larger
the node is, the higher the occurrence frequency is, and the stronger the centrality
is. As shown in Fig. 23.2, educational research from the perspective of AI mainly
focuses on a variety of aspects, such as AI education, big data, intelligent education,
future education, educational informatization, educational application, deep learning,
educational technology, personalized learning, and so on. Combining co-occurrence
of keywords with literature reviewing, this study found that hot spots of educational
research in the intelligent era could be divided into the following four fields:

Fig. 23.2 Keywords co-occurrence map
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(1) Application of deep learning in education
Deep learning, as an AI technology, has promoted the application of AI in

various fields. In particular, it has enabled education to shift from the tradi-
tional way to an intelligent direction and facilitated the realization of educa-
tional reform [4]. Deep learning refers that drawing on existing knowledge,
learners critically and actively learn new knowledge and process information
deeply to build a new knowledge system and solve complex problems [5].
So far, the classic models of deep learning consist of Deep Belief Network
(DBN), Convolutional Neural Network (CNN), and Recursive Neural Network
(RNN), among which CNN and RNN have been widely applied to sentiment
classification and language modeling.

During teaching and learning, deep learning can classify different kinds
of data (e.g., images, speech, texts) and then apply them to educational data
mining. The application of deep learning in the field of education mainly
includes: (1) tracking and predicting students’ learning and providing auto-
matic feedback to improve teaching and its quality; (2) teaching aids based
on deep learning; for example, MOOC learning platform can predict students’
dropout rate and offer personalized learning resources according to students’
conditions [6]; (3) making examination more convenient, such as automatic
marking of compositions or mathematics and intelligent design of test items
[7]. In the future, deep learning will further promote the rapid development of
intelligent learning, intelligent examination, intelligent educational robot, and
so on. On-going attention to deep learning will also benefit the integration and
innovation of AI and education.

(2) Application of intelligent technologies in education
Technology empowers education, and education drives science and tech-

nology. The new generation of information technology, such as AI, big data,
5G, blockchain, educational robots, and virtual platforms, are important tools
to support educational development and reform. For example, virtual platforms
can promote public collaboration and communication as well as a realization
of wisdom sharing [8]. Big data can provide reliable data support and diag-
nostic intervention for students’ learning processes, learning outcomes, and
evaluation. Moreover, AI technology can capture students’ behaviors during
the class, analyze their emotional states, and then alert them. In this intelli-
gent era, supported by cutting-edge technologies represented by AI, intelli-
gent campuses and intelligent society have acquired an overall development.
These changes, in turn, create an environment for technological develop-
ment. In summary, technological innovation and change definitely bring about
educational innovation and change.

(3) Development of educational informatization
Generally, educational informatization has experienced three stages: (1)

audition education in the embryonic period, (2) information technology educa-
tion in the initial period, and (3) intelligent education in the present period.
So far, information technology and education have been deeply integrated.
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In particular, AI technology has facilitated the achievement of an intelli-
gent teaching environment, diversified educational evaluation, and intelligent
educationalmanagement [9]. The continuous development of information tech-
nology has promoted educational modernization effectively. AI technologies
(e.g., big data) have played an important role in the new stage of educational
informatization, and accurate, intelligent decision-making has gradually been
identified as one of the characteristics in this stage [10]. With AI developing
from computational intelligence, perceptual intelligence to cognitive intelli-
gence, educational informatization has also become the core element of educa-
tional reform [11]. In the era of educational informatization, four types of
efforts are necessary: (1) exploring a new model of education governance, (2)
promoting the reform of education governance in the context of Internet+ and
big data, (3) ensuring the data security of the information environment, estab-
lish a standard, intelligent, and open education data system, and (4) opening a
new era of intelligent education.

(4) New forms of future education
In the context of the intelligent age, future education needs to realize the

reform and innovation of education. The deep integration of technology and
education can accelerate the reshaping of the future education form. At present,
future education will be characterized as three new forms. The first one is flex-
ible teaching and active learning. During the pandemic of COVID-19, online
learning has been conducted widely, enabling learning at any time and place.
Flexible teaching space and time have become a basic feature of future educa-
tion [12]. In this case, to ensure effective curriculum implementation, learners
need to have the ability to learn actively and participate in teaching activities
positively. The second one is mobile online education. It refers that learning
resources are obtained through mobile phones and other smart devices when
the Internet network is available. This new form provides a new pathway for
personalized learning and accelerates the development and integration of online
education and offline education. The third one is 5G-based intelligent educa-
tion. With the popularization of 5G technology, a variety of 5G application
scenarios have emerged, such as 5G+VR virtual training, 5G+ smart class-
room, 5G+ dual-teacher classroom, and so on [13]. In the future, supportive
policies, innovative ideas, and new technologies will further promote smart
education, shaping forms of future education together.

23.4.2 Evolution Trends of Educational Research
in the Intelligent Era

The keyword time zone map (see Fig. 23.3) and the keyword information graph
(see Fig. 23.4) present the evolution process of the existing studies and the changes
in keywords.Based on the knowledge map and previous research, three stages of
frontier topics were recognized in educational research on AI.
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Fig. 23.3 Keyword time zone map

Fig. 23.4 Keyword information graph

(1) Stage one: 2000–2005
In this stage, “educational technology”, “distance education”, “data

mining”, and “intelligent” were the frontier keywords of the studies. In the
1980s and 1990s, machine learning had made some progress. For example, the
supercomputer “Dark Blue” defeated the first-class chess player in the world.
However, most people still believed that AIwas rather far from their daily lives.
At the beginning of the 21st century, technological exploration continued, and
the big data set played an important role inmachine learning.Many experts and
scholars realized that enough data support could solve various problems, for
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instance, poor algorithm performance [14].With the help of electronic commu-
nication technology and computer technology, distance education significantly
affects education. However, due to the imperfect service system and teachers’
and students’ lack of network knowledge, educational informatization was
faced with certain difficulties and challenges [15]. The application of AI in
education was also explored continuously.

(2) Stage two: 2006–2015
In this stage, “Artificial Intelligence education”, “robot”, “educational appli-

cation”, and “big data technology” were the research frontier keywords. In
2006, Hinton proposedDeepBelief Network (DBN), the optimization problem
of Deep Neural Network (DNN) was hence solved. With the continuous devel-
opment of computer technology, the constant accumulation of data, and the
optimization of DNN, researchers made great strides in deep learning. AI
education was also developed. For example, relevant research shifted to robot
teaching, AI-aided education, and other aspects. Intelligent robots were also
entering the classroom, assisting education and teaching [16].

(3) Stage three: 2016 to present
“Deep learning”, “personalized learning”, “educational informatization”,

and “human-machine collaboration” are the research frontier keywords in
this stage. In 2016, Google’s AI program AlphaGo defeated the Go player
Mr. Lee Sedol, the winner of 18 world titles, marking that AI had entered
a new era. Following this, governments and departments worldwide issued a
number of strategic plans and relevant documents [17]. With the rapid devel-
opment of AI, the application scenario of AI in education is undergoing qual-
itative changes. Multiple technologies like deep learning and big data are
being applied to teaching, learning, management, and assessment. Various
AI products are produced successively and applied to different aspects of
education. Taking advantage of teacher andmachine teaching, human-machine
collaborative education facilitates personalized teaching, constructs a smart
campus and intelligent teaching environment, and integrates scale education
with personalized education [18].

23.5 Future Directions

With the integration of AI and education, educational informatization has entered
the era of intelligent education. Based on the analysis of current dynamics, hot
spots, and evolution trends of educational research in the intelligent era, this study
proposed future directions in three aspects: application of AI in learning, teaching,
and evaluation.
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23.5.1 Intelligent Personalized Learning to Develop
Innovative Talents

The U.S. Department of Education defines personalized learning as “instruction in
which the pace of learning and the instructional approach are optimized for the needs
of each learner” in the National Educational Technology Plan [19]. Historically, due
to the limitation of the class teaching system, it is challenging to implement individ-
ualized learning to meet every learner’s needs. However, the development and inno-
vation of education and technologies (e.g., AI, big data) enables personalized path-
ways for individuals’ learning. For instance, online education platforms can recom-
mend appropriate learning content for learners through AI and big data technology,
improving personalized experiences and learning quality [20]. In future classrooms,
smart technologies and educational data will create a smart learning environment
and eventually make personalized learning come true. Smart devices (e.g., camera
and eye tracker) can offer real-time analysis and feedback relevant to learning. By
contrast, as behavioral traces of learners, educational data can provide personalized
feedback and guidance after intelligent analysis. Future education should follow
this trend, promoting the development of learners and educational theories. With
the support of the educational information ecosystem in the new era, it is essen-
tial to implement instruction that conforms to the natural learning process, provides
personalized content, and cultivates innovation [21].

23.5.2 Intelligent Machine Teaching to Promote Changes
in Teachers’ Roles

With the continuous maturity of AI technology, machine learning and teaching have
become one of the major trends of educational research in the intelligent era. The
degree of intelligence and humanization of educational and teaching robots is getting
higher and higher. In the future AI era, collaborative teaching between humans and
machines will be themain trend, and their roles and tasks vary with stages [22]. In the
stage of weak AI, the teacher plays a key role, while the machine works on simple
imitations. In the stage of strong AI, both the teacher and machine are in charge
of teaching, based on their expertise. In the stage of super AI, machines exceed
that of human beings in terms of execution. Hence, machines are responsible for
teaching knowledge, while teachers are responsible for educating people. In the age
of AI, although machine teaching will not completely replace teachers, the teacher’s
traditional role cannot meet the needs of the intelligent era. Therefore, teachers
are required to improve their professional literacy and re-position themselves. In
the context of AI, massive educational resources owned by machines far exceed
that of teachers. In this stage, instead of transmitting knowledge, teachers need to
propose targeted suggestions to create a beneficial learning environment and select
appropriate learning resources for students [23]. Although AI can provide some
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personalized services that teachers cannot do, it cannot give students emotional care.
Therefore, teachers should make full use of their specialties and promote students’
development together with AI.

23.5.3 Intelligent Evaluation to Explore Professional Indices

Classroom teaching evaluation with AI technology can promote changes in evalu-
ation subject, evaluation content, evaluation mode, and evaluation result, providing
precise suggestions for decision-making [24]. Speech recognition, facial recogni-
tion, and other technologies can be used to analyze and evaluate the language and
behaviors of teachers and students in the teaching process, strengthening the feed-
back function of evaluation. In addition to the mastery of knowledge, intelligent
education needs to focus on students’ attitudes and emotions. AI and other tech-
nologies can analyze teachers’ and students’ emotions and interactions and establish
harmonious teacher-student relationships. These AI technologies (e.g., data mining)
can also afford the real-time situations and data of the classroom, replacing the tradi-
tional evaluation form (i.e., in-class observation) with intelligent evaluation. Apart
from academic scores, the intelligent evaluation will fully capture classroom events,
generate comprehensive evaluations, and provide prompt reports and personalized
suggestions, with the support of big data technology. Emerging intelligent technolo-
gies will enrich evaluation methods, scientize evaluation process, and generate accu-
rate evaluation results. Based on these, exploring a professional evaluation system
and indices is essential to interpret the collected data quantitatively and facilitate the
practical innovation of teaching evaluation in the intelligent era.
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Chapter 24
“AI and Practice Teaching” Electronic
Information Innovative Training Model
in the Context of Exploring

Baoju Zhang, Man Wang, and Cuiping Zhang

Abstract As a frontier discipline of society, electronic information has a great
demand for such innovative talents in national strategy and industry development.
Higher education schools should continuously improve the capabilities of technolog-
ical innovation, talent training and international cooperation and communication in
the field of artificial intelligence, to promote higher-quality entrepreneurial employ-
ment for college graduates. This project is aimed at the background of “AI plus”,
with practical teaching as the central idea, through the establishment of an open
and innovative laboratory platform, with diversified discipline competitions as the
starting point, the use of information resources and artificial intelligence technology
to organize discipline professional technical associations. Improve the innovative
consciousness, practical ability and comprehensive quality of engineering students,
explore the training mode of innovative talents in electronic information, and finally
point out the results obtained under this mode, and provide new ideas for adapting
to the development of the industry and the demand for innovative talents.

Keywords Artificial intelligence · Electronic information · Talent training

24.1 Introduction

In 2019, the “Notice on Implementing the “Double Ten Thousand Plan” for the
Construction of First-Class Undergraduate Majors” [1] issued by the General Office
of the Ministry of Education of the People’s Republic of China pointed out the basic
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concept of continuous improvement of the practical teaching mechanism, strength-
ening of practical teaching, and improving the achievement of the goal of talent
training. The eighth item in the “China Education Modernization 2035” [2] issued
by the General Office of the State Council of the People’s Republic of China in
February 2019 also stated that “using modern technology to accelerate the reform of
the talent training model and achieve the organic combination of large-scale educa-
tion and individualized training” is an education governance plan.One of the effective
paths of change. It further explains that the innovative talent training model should
be combined with the “Artificial Intelligence” technology proposed in the “the 13th
Five-Year Plan for Education Informatization”, and implement the concept of taking
students as the main body [3], focusing on practice, and aiming at success.

As one of the important supporting majors of engineering majors, the discipline
of electronic information has a wide range of professional technology and knowl-
edge, rapid product update, and new technologies and new applications emerge in an
endless stream. It not only requires high qualifications and teaching levels of profes-
sional teachers [4], but also many large enterprises and companies have a large
demand for this professional and innovative talent. Therefore, in the training of such
applied innovative talents, colleges and universities should transform the training
model, fully integrate with practice, and use subject competition as a carrier to culti-
vate students’ innovative practical ability and promote professional development [5],
using open and innovative experimental platforms. Organize and participate in diver-
sified subject competitions, organize professional extracurricular clubs, conform to
the development prospects of artificial intelligence technology, and comprehensively
cultivate innovative talents in electronic information to adapt to industry development
and changes in corporate needs. As shown below (Fig. 24.1).

current measures achievements

faculty

course

teaching

Lack of teachers with 
"back-feeding" teaching

Underestimate the 
importance of development 

and practice

Ignore the development of 
students' personality

Information-based teaching resources 
assisted teaching

Build an innovation laboratory platform 
and conduct hands-on innovation 

experiment classes

Take diversified subject competitions as 
the starting point to realize the unity of 

competition, practice and teaching

Organize extracurricular professional 
clubs, and students can carry out practical 

activities on their own

Purchased equipments, approved 
teaching reform projects

Optimize courses, Open laboratory, 
update evaluation system

Excellent results in various 
competitions, expand the coverage of 

various competitions

Establish the "Future Engineers" 
Association to give full play to the 

advantages of peer education

Fig. 24.1 Exploring the formation of the talent training model
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24.2 Current Status of Traditional Talent Training

In the traditional engineering teaching process, it mainly revolves around classrooms,
teaching materials, and teachers to complete the teaching goals [6, 7]. The main
problems include the following three aspects:

24.2.1 In Terms of Teachers, There is a Lack of Teachers
with “Back-Feeding” Teaching

Traditional engineering colleges and universities need not only solid theoretical
knowledge, but also the practical teaching ability of scientifically using artificial intel-
ligence technology and information technology to realize “back-feeding” teaching
and the ability to solve practical problems. However, in engineering colleges, espe-
cially local colleges and universities, the lack of such dual-ability talents makes
colleges and universities unable to satisfy the cultivation of innovative talents.

24.2.2 In Terms of Curriculum, the Importance
of Development and Practice is Underestimated

In the context of the increasingly diversified curriculum of colleges and universities,
colleges and universities have gradually realized the importance of practical courses
in the cultivation of talents. However, in the traditional course teaching process, it
is still a common situation to attach importance to theoretical teaching and despise
practical teaching. A large proportion of basic knowledge teaching and lack of tran-
sitional courses that are progressive and adapt to the development of the information
age. As a result, students who have a poor grasp of knowledge, are out of touch
with the needs of social talents and have difficulties in finding employment after
graduation.

24.2.3 Teaching Methods Ignore the Personality
Development of Students

In 2018, theMinistry ofEducation released the “ActionPlan forArtificial Intelligence
Innovation in Higher Education Institutions” [8], In recent years, teaching methods
have become increasingly diversified. Although there are applications of teaching
methods such as group discussions and case teaching, the most common teaching
method is theoretical indoctrination. It has failed to cater to the rapid development of
the artificial intelligence era, and the demand for technical talents. In the classroom,
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teachers are still in a dominant position, leading to the neglect of the development
of students’ personality and the inability to give full play to individual initiative.

24.3 Methodology

“AI plus” is a kind of vitality that came into being after the introduction of artifi-
cial intelligence in the era of artificial intelligence, which is fully integrated with all
walks of life and promotes the continuous change of economic patterns. It is the use
of artificial intelligence technology and Internet platforms, information and commu-
nication technology, to integrate artificial intelligencewith all walks of life, including
traditional industries. Since the outbreak of the COVID-19 during the Spring Festival
in 2020, artificial intelligence and Internet technologies have provided many conve-
niences for our epidemic life and solved many daily needs. t is the disruption and
recombination of thesemature technologies and the practice and development of new
technologies that have made my country’s economy the only country in the world
with a positive growth trend under the epidemic. Giving full play to the role of “Arti-
ficial Intelligence” technology in society and strengthening practical teaching are not
only an important part of improving the quality of innovative talents in colleges and
universities, but also the cultivation of College Students’ Innovative entrepreneurship
and social responsibility.

24.3.1 Faculty Training Model

1. Build an innovative laboratory platform and conduct teaching models such as
hands-on innovative experimental courses. In the current training program for
engineering students, there are still problems that the curriculum is focused on
theoretical professional courses and thepractical links areweak.Byadjusting the
course evaluation system, with the help of innovative experimental platforms,
adding open practice questions, adjusting the weights of experimental course
assessment and experimental results evaluation, arousing students’ enthusiasm
for learning, and comprehensively improving students’ practical ability.

2. Use information-based teaching resources to assist teaching. Make full use
of professional advantages and the application status quo of modern “Artifi-
cial Intelligence” technology, introduce animation into the more difficult-to-
understand course content system, and improve the intuitiveness of content
understanding. Guide and give full play to the subjective initiative of students,
encourage students to combine their own creativity to produce animations that
are in line with the curriculum, help students understand the principles that are
not easy to understand, and increase students’ interest in learning and interest
in active learning.
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24.3.2 Course Optimization Model

Taking diversified subject competitions as the starting point, using competitions to
promote training, competitions to promote teaching, and competitions to promote
learning, to achieve the organic unity of competition, practice, and teaching.
According to the basic professional level of the participating students, combinedwith
the requirements of the subject competition and the current status of the development
of “Artificial Intelligence” technology and the actual needs of society, professional
basic training, professional improvement training and real-question training will be
carried out. Encouragemore students to actively participate in subject-related profes-
sional competitions and innovation and entrepreneurship competitions. At the same
time, professional teachers are required to provide professional guidance and training
to participating students to maximize their self-learning abilities.

24.3.3 Teaching Innovation Model

Organize extracurricular professional clubs, and students can carry out practical
activities on their own. With the help of open laboratories, students can form a good
style of study from “Make me to learn” to “I want to learn”, strengthen the construc-
tion of the teaching staff, and increase the professional construction. Utilizing the
advantages of peer education and the academic disciplines, outstanding students will
give back to the lower grade students what they have learned in the laboratory for four
years at the university, promote the talent training and selection plan, and stimulate
the enthusiasm of the lower grade students for the electronics major.

24.4 Results and Discussions

24.4.1 Equipment, Course, System

1. The teaching team has successively purchased “4G mobile communication
system”, “5Gmobile communication test system” and other system equipments,
which are exactly the same as the core network equipment used by operators
such as China Mobile and China Unicom. By introducing the learning of this
equipment into courses such as “Course Design of Communication Principles”,
students are required to complete the network architecture and configuration on
the basis of actual equipment, providing students with opportunities to contact
real communication networks. With a real experimental teaching system, the
effect of experimental teaching is greatly improved. At the same time, relying on
Tianjin International Union Center and Tianjin Key Laboratory, it can provide
equipment such as laser plate making machine, 63 GHz high-end oscilloscope,
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59 GHz spectrum analyzer, 128 × 128 array antenna, etc., which is convenient
for students to engage in various practical learning. By reducing the proportion
of closed-book exams at the end of the term, comprehensive evaluation will be
carried out through various methods such as experimental courses and scientific
research competitions to further enhance students’ practical ability.

2. Relying on the “Exploration and Practice of OBE Model Artificial Intelligence
Professional English Course Teaching Mode” teaching reform project, and
“Exploration and Practice of International Innovative Talent Cultivation Model
of Electronic Information Based on Outcome-Oriented Education Concept”
new engineering exploration and research project, Curriculum reform and
teaching integration were carried out, and the course “Professional English”
was selected as the 2021TianjinUniversityCurriculum Ideological and Political
Demonstration Course.

24.4.2 Various Competitions Results

At present, the main subject competitions arranged to participate in are the “Internet
plus” competition, the innovation and entrepreneurship competition, the national
college student electronic design competition, the challenge cup, and the Tianjin
college student electronic design competition. Later, we will depend on the condition
of entry, and actively expand the entries, so that more students to enhance their
professional practice from competition in order to become an innovative talent pool
conditions necessary for society.

Under the background of the 2020 epidemic, college students will actively partic-
ipate in the sixth “Internet plus” competition international track, giving full play
to their professional advantages and the advantages of college personnel. Partici-
pating projects “Intelligent War Epidemic” System based on Pedestrian Retrieval”,
“Belters Health——Intelligent remote TCM diagnosis and treatment for “One Belt
And One Road” countries” are based on the facts during the new coronavirus
epidemic, combined with professional advantages and the national development
strategy designed the “intelligent pedestrian detection” and “intelligent Chinese
medicine diagnosis and treatment” systems, which won the national bronze award
and the secondprize ofTianjinCity respectively; In addition, the 2020TianjinUniver-
sity Student Electronic Design Competition (TI Cup) won the second prize at the
provincial and ministerial level.

24.4.3 “Future Engineers” Association

Now the electronics major of the college has organized the “Engineers of the Future”
association, with the help of the college’s open laboratory, making it a learning
garden for students, enabling students to carry out practical activities independently.
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At present, the Student Open Laboratory and the “Future Engineers” Association
have jointly launched the “Nursery Project”, using the advantages of peer education,
outstanding students will give back to the junior students what they have learned in
the laboratory for four years in the university, and give full play to their professional
advantages, Combining Internet hotspot technologies, issues and social needs, to
stimulate the enthusiasm of the junior students for the electronics major.

24.5 Conclusion

Higher engineering education, which occupies an important position in higher educa-
tion in my country, is a solid foundation for building a strong engineering educa-
tion country and deepening engineering education reform, exploring and optimizing
the training of electronic information professionals, improving the level of engi-
neering literacy of graduates, and serving and supporting my country’s economy.
The transformation and upgrading are of great significance.

However, with the increasing opening of society and the rapid development of new
technologies, the training goals and training plans of traditional engineering educa-
tion have exposed many problems, such as: students are weak in practical skills,
unable to meet the needs of social development, shallow understanding of frontier
knowledge, and slow updating of the knowledge structure. Propose the exploration
of the training mode of innovative talents in electronic information under the back-
ground of “ AI and practice teaching “, relying on the Internet background and
artificial intelligence technology to fully understand the cutting-edge technology of
society. With the help of the college’s characteristic laboratory, balance the propor-
tion of theoretical teaching and practical teaching, so that the teaching effect can be
maximized, while stimulating students’ enthusiasm for electronics majors, and better
promoting students’ overall development; Through the way of promoting training,
teaching and learning through competitions, the students’ practical ability can be
stimulated to the greatest extent, and the innovative consciousness, comprehen-
sive quality and practical ability of engineering students can be improved; Organize
professional associations, use information resources and artificial intelligence tech-
nology, give full play to the subjective initiative of students, and combine the needs
of industry development and enterprise development to better achieve the goal of
training innovative talents in electronic information.

Acknowledgements This work was supported in part by the Second Batch of New Engineering
Research and Practice Projects of the Ministry of Education under Grant E-DZYQ20201408, and
in part by the School-level Key Teaching Reform Project of Tianjin Normal University under Grant
JGZD01219013.



280 B. Zhang et al.

References

1. The General Office of the Ministry of Education of the People’s Republic of China issued
the “Notice on Implementing the “Double Ten Thousand Plan” for the Construction of First-
class Undergraduate Majors”. http://www.moe.gov.cn/srcsite/A08/s7056/201904/t20190409_
377216.html

2. The Central People’s Government of the People’s Republic of China, the General Office of the
State Council of the People’s Republic of China issued the “China Education Modernization
2035”. http://www.gov.cn/xinwen/2019-02/23/content_5367987.htm

3. M. Wang, X. Wang, H. Xin, J. Zhu, “Internet + Maker Education” Chain integrated teaching
research and practice——taking electronic information specialty as an example[J]. China Inf.
Technol. Educ. 2020(Z4), 179–181 (2020)

4. N. Zhu, B. Song, J. He, H. Chen, C. Wang, Y. Li, The construction of a “golden course” of
electronic information based on industry-university cooperation under the background of the
“Double Ten Thousand Project”[J]. J. Higher Educ. 35, 38–41 (2020)

5. L. Tong, Promoting teaching with competition, promoting learning with competition—explo-
ration of the cultivation mode of college students’ practical and innovative ability[J]. Technol.
Wind 33, 32–33 (2020)

6. L. Geng, W. Yang, Exploring the teaching mode of cultivating new engineering talents[J].
Heilongjiang Sci. 11(09), 58–59 (2020)

7. S. Li, J. Yao, Analysis on the talent training path of engineering colleges under OBE theory[J].
Educ. Forum 22, 78–79 (2020)

8. The Ministry of Education of the People’s Republic of China, The Ministry of Education issued
the “Action Plan for Artificial Intelligence Innovation in Higher Education Institutions”. http://
www.moe.gov.cn/srcsite/A16/s7062/201804/t20180410_332722.html

http://www.moe.gov.cn/srcsite/A08/s7056/201904/t20190409_377216.html
http://www.gov.cn/xinwen/2019-02/23/content_5367987.htm
http://www.moe.gov.cn/srcsite/A16/s7062/201804/t20180410_332722.html


Chapter 25
Overview of Intelligent Tutoring System

Sen Li, Ying Tong, Simbarashe Tembo, and Baozhu Han

Abstract An intelligent tutoring system is an adaptive support system that uses
artificial intelligence to allow computers to act as virtual tutors to impart knowledge
to learners. How to better realize the application of artificial intelligence in education
is a hot topic of current research. This articlemainly discusses the basic framework of
ITS (Intelligent Tutoring System), the trend of ITS and summarizes some suggestions
for the future development of ITS.

Keywords Artificial intelligence · Education · ITS

25.1 Introduction

Intelligence Tutoring System (ITS) uses artificial intelligence to guide learners to
acquire knowledge and skills without a human tutor. It was born in the early nine-
teenth century. With the development of cognitive science, computer science and
technology, and educational science, it has been constantly updated and developed
many representative systems. In the new century, with the development of complex
computing, distributed cognition, pattern recognition, knowledge representation,
natural language understanding, network computing and computer visualization, it
is facing a new period of rapid development. In recent years, researchers in the field
of artificial intelligence education have made many explorations in the perspective
of principle, application mode and technology. At the application level, there are
also many excellent intelligent tutoring systems and educational robots. However,
AI education still faces many problems and challenges. Overall, the combination of
AI and education is still in its infancy.

Research on ITS abroad has a history of more than 30 years and is relatively
mature. Many countries and regions, such as the United States, the United Kingdom,
Canada, Europe, and Japan, attach great importance to the research, development and
application of ITS. They have invested a lot ofmanpower and financial resources, and
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have established a large number of ITS-related research institutions and academic
publications. Compared with developed countries, China’s research in the field of
ITS started late. The research work is mainly carried out in a few universities and
research institutions, and the results are mostly “demonstration” systems. There are
not many systems that have been deployed for teaching practice.

Most international research in the field of education technology integrate artifi-
cial intelligence technologies such as machine learning, problem solving, logical
reasoning, natural language processing, automatic programming, expert system,
pattern recognition, machine learning, data mining in ITS for teaching, learning,
and decision-making. The system supports to build learning situation, standardize
learning behavior, promote learning participation, provide learning support, eval-
uate academic level and ability structure, formulate personalized learning path and
content, etc. It aims to help teachers to support differentiated teaching, improve
teaching effect, optimize teachingmode andpath.According to the individual specific
situation, difficulties and needs, the system provides personalized learning services.
These research results provide methodological guidance and research paradigms for
us to develop artificial intelligence teaching products.

However, it is not difficult to find that the performance and application scope of
artificial intelligence tutoring system are still far from people’s expectations, and
there are narrow and fragmented problems. It is necessary to pay attention to diver-
sified application situations, change the application status of artificial intelligence
tutoring centered on teaching, practice and testing, so as to avoid artificial intelli-
gence becoming a tool to simply strengthen exam-oriented education. The research
on the application of artificial intelligence tutoring is mostly located in a specific
aspect of teaching or learning, such as text evaluation, learning ability structure eval-
uation, adaptive and personalized learning system, etc., which ignores the improve-
ment and development of learners’ overall quality, the research of human–computer
collaborative teaching mechanism, etc. [1–3].

25.2 Basic Framework of ITS

ITS mainly consists of four parts, which are student module, expert module,
curriculum and diagnosis module, communication module. Figure 25.1 depicts the
basic components of the ITS and their mutual contacts.

25.2.1 Students Module

Student module is an important concept of ITS, which represents the situation of
learners in the system. The student module is very important in order to obtain
the learner’s understanding or state of the knowledge. Generally, it is a systematic
description of the learner’s knowledge state. There aremanyways to acquire learners’
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Fig. 25.1 Basic components of the ITS and their mutual contacts

knowledge, but it is difficult to save learners’ behavior as a data resource. However,
if the learner’s behavior is explained first, it is easier to obtain relevant inferences.
Therefore, the researcher should form an explanation of the learner’s current behavior
state based on the previous and latest explanations.

There is no agreement on what should be included in the student module or
whether the student module is necessary for teaching. However, an ideal student
module should include some of this information, such as the elements associated
to the learner’s past learning, the state of progress in course learning, the type of
learning, etc. Implementing such a student module is difficult, so many systems
mainly simulate learners according to the content of subject. McCalla made an in-
depth discussion on clear and fuzzy student module. He thinks that the clear student
module is the description of the learner in the learning system, which can be used
to obtain the instructional decision. The fuzzy student module reflects the instruc-
tional decision, which is the viewpoint of the system designer about the learner. For
example, the symbols and icons used in human–computer interfaces usually reflect
the designer’s understanding of learner. Artificial intelligence researchers are usually
more interested in clear student module. In order to ensure that the system is more
suitable for individual learner, a clear student module is particularly needed.Without
a clear student module, the decisions to adapt to the environment can only be made
by a simple impression of the learner’s behavior. The clear student module allows
the system to store relevant knowledge of the learners. On this basis, providing the
system to adapt to the learner’s decision-making. Moreover, the behavior pattern of
learners stored by the clear student module is the basic element of intelligentization
and individualization.

Traditional computer-aided learning systems (CAL) store quantitative scores for
knowledge tests. Most ITSs store domain knowledge in the form of overlay or mal-
rules. Some ITSs represent learners in the formof subset of domain cognitivemodule.



284 S. Li et al.

Some ITSs represent individual learners’ attributes, such as learning style, influence
state, special knowledge or characteristics of different individual learners. In the tradi-
tional CAL, the learner presents unprocessed, unstructured data, such as quantized
scores on tests or binary judgments of responses. These data can be used to identify
possible program branches or loops, but lacking the support of tutor module, which
cannot be used to support complex reasoning about learner’s current state. Therefore,
the problem of imitating students cannot be solved, instead, the teaching design can
only be combined with the content of the field through simple branched and loops.

Student module in ITS usually include three types: overlay module, differential
module, perturbation module (deviation module).

Overlay module: Overlay module regards the knowledge owned by learner as a
subset of expert knowledge, and the teaching goal is to establish the closest connec-
tion between them. In the overlay module, the student module is built by comparing
the learner’s behavior with expert’s behavior. This approach assumes that the differ-
ence between the learner’s behavior and expert’s behavior is due to a lack of skills;
therefore, the learner’s knowledge is viewed simply as a subset of the expert knowl-
edge (as shown in Fig. 25.2). The learner in the overlay module describes a simple
inference mechanism that supports related inference between the cognitive state of
learner and ideal domain expert. It can be well applied to a class of system that trans-
fers knowledge from expert to learner. But the main problem of the overlay module
is that it thinks that learner’s knowledge is only a subset of expert knowledge, which
is inconsistent with the real state of students’ learning. Beginners are always unable
to handle problems in the same way as experts. They usually use surface analogies
between two problems, while experts use deep functional analogies.

Differential module: Differential module is an improvement of the overlay
module, so it is also a kind of overlay module in essence. This module divides the
knowledge of learners into two categories, namely the knowledge that learners can
obtain and the knowledge that is not expected to be obtained (as shown in Fig. 25.3).
Therefore, the differential module differs from the overlay module is that it does not
assume that all differences in the student module are equally unexpected. Differential
module acknowledges and attempts to express explicitly the learner’s knowledge and

Fig. 25.2 Overlay module
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Fig. 25.3 Differential
module

the difference between learner and expert. This module is considered to overlay the
expected knowledge, and it is also a subset of the expert module in essence.

Perturbation module (Deviation module): Overlay module represents learner in
correct knowledge, while perturbation modules usually combine standard overlay
pattern with biased knowledge. In the Perturbation module, learner is no longer
regarded as a subset of experts, but the potential of learner’s knowledge processing
is different from expert’s knowledge in terms of quantity and quality. The general
technique for implementing the perturbationmodel is to present the expert knowledge
firstly, and then supplement the statement based on additional potentially misleading
knowledge. Thus, the student module is superimposed on an extended ordinary
module (as shown in Fig. 25.4). The Perturbation module contains a closed link
between the learner and the expert module, and it also represents the knowledge
state of the learner beyond the scope of the expert module.

Fig. 25.4 Perturbation
module
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Fig. 25.5 Simple structure of expert system

25.2.2 Expert Module

Early ITS was combined with the expert system, and many ITSs were built on the
basis of existing expert systems. The goal of a representative expert system is to
provide the same solution as the expert for problem solving in a particular domain.
Expert systems should deal with uncertain and imperfect information, and explain
their decisions. Figure 25.5 is a simple structure of expert system.

The expert system consists of three components: user interface, inference engine
and knowledge library. The role of the user interface is to provide smooth commu-
nication between the learner and the system. Inference engine is the interpreter of
the knowledge library, producing results and explanation for the problem presen-
tation. The inference engine and the user interface are seen as a separate part, the
shell of the expert system. The core and decisive component of an expert system is
the knowledge library. The knowledge library is independent of the expert system
framework and can be used by other applications. The expert system contains knowl-
edge representation transmitted to students. It not only contains the description of
different concepts and skills of experts in a particular domain but also contains a
dynamic form of expert module implemented in the domain. However, it is much
more than just a description of data. It is a skillful presentation of knowledge in a
particular area. The use of the expert module is to point out the learner’s difficulties
by comparing the learner’s plan with the expert’s plan.

25.2.3 Curriculum and Diagnosis Module

Thismodule provides amechanism for presenting adaptive knowledge in the tutoring
system. In order to ensure the adaptive presentation of knowledge, the system adjusts
the curriculum by comparing domain knowledge with student’s responses. The func-
tion of the curriculum and tutor module includes three aspects: first, it must control
the presented resources, its order and type must suitable for student. Second, it must
be able to answer questions from students. Third, the type of help given to students
must be determined. The global counseling strategies should be based on reason-
able educational and psychological principles. These need to be identified by the
student’s diagnostic process and fed back to the student as a result of guidance and
remedial teaching. Diagnosis is the process of forming and updating student module
by analyzing the data, and applying this module in the system.
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25.2.4 Communication Module

The function of the communication module is to ensure the interaction between the
system and learner, mainly including dialog and screen design. The communication
module occupies an essential position in ITS system, and becomes an important
symbol to determine the practicability of ITS system. Generally speaking, commu-
nication module is designed to facilitate the use of learners. In order to improve
the performance of human–computer interaction, the communication module in ITS
adopts an interactive system based on semantic and context processing.

The development of human–computer interface is mainly reflected in two aspects:
one is that learners become direct participants in the field; The other is to control
domain knowledge by teaching the system to execute the required actions. The goal
of interface design in ITS system is to realize semantic visualization in the domain.
Special support is provided to learners for knowledge acquisition and to the concep-
tual model of communication by building complex domain models. Additionally,
various graphic techniques can be used to represent the module, especially when
they are associated with different conceptual stages, because they have different
levels of abstraction and fidelity.

Another development direction of human–computer interface is to develop inter-
face toolbox, which mainly includes direct operation technology, natural language
interface, voice processing, video disc, touch screen technology and interface inte-
gration technology. Miller believes that the future development of human–computer
interface in ITS is mainly manifested in three-dimensional graphics, continuous
speech processing and massive data presentation. Matching between content and
interface will help interface technology facilitate integration between different
modules of ITS [4–7].

25.3 The Trend of ITS

25.3.1 Emotion Perception

In the process of learning, the intelligent tutoring system obtain the learners’ facial
expressions and other action characteristics to find out whether the learners are frus-
trated or interested in the problem, so as to help them overcome difficulties. By
analyzing students’ various physiological indicators, the intelligent tutoring system
can roughly understand the students’ emotional state.
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25.3.2 Diagnostic Control Function

At present, the diagnostic function of the intelligent tutoring system is weak, and
further optimization is needed. The user can get the corresponding diagnosis report
in the intelligent tutoring system. The diagnosis report needs to show the learner’s
answering time, the frequency of checking the prompts and whether the answer is
correct. Because the content expressed by the student is inaccurate, it is difficult for
the tutor to know exactly what the student has learned. In this case, the tutor cannot
make timely and accurate changes.This problemcanbe solvedbyusing the intelligent
tutoring system. When the system detects that the student has not mastered the
relevant knowledge points, in order to enhance the student’s confidence, the system
will give some hints and help, and it can also reduce the difficulty of the question.
When the system detects that the student hasmastered the relevant knowledge points,
it will reduce the prompts and increase the difficulty of the question.

25.3.3 Dynamic Interactive Tutoring

In the traditional tutoring system, the tutoring mode is that students learn step by step
with the system, which leads to repeated learning of the knowledge already mastered
by students, thus greatly reducing the learning efficiency. In the intelligent tutoring
system, due to the existence of dynamic interactive tutoring, learners can click on the
guidance button at a certain problem-solving step according to their personal needs
and have a dialogue with the system.

25.3.4 Collaborative Learning Environment

Since the depth and breadth of individual learners’ knowledge of a problem is limited
by their own conditions and level of understanding, collaboration is a necessary
ability in the current knowledge society. The intelligent tutoring system should not
only be a learning environment to help individual learners, but also an open learning
place to develop collaborative learning skills. Although there are already some intel-
ligent tutoring systems with collaborative learning environments, the technology is
still not mature enough and needs further in-depth exploration.
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25.4 Suggestions for ITS Development

Although the research and application of artificial intelligence education have made
some progress, the intelligent tutoring system is still in the weak artificial intelli-
gence stage. In order to break through the bottleneck of China’s artificial intelligence
education and develop to a deeper level, we can start from the following aspects.

(1) Pay attention to the application of artificial intelligence in the field of educa-
tion, provide policy support and increase capital investment. The information
age requires education to be individualized and precise, especially emphasis
on individualized teaching and lifelong education. Artificial intelligence can
well avoid the teaching similarity and generalization caused by class-teaching
system in the process of education. The development of artificial intelligence
cannot be separated from the support of funds, so more funds should be
invested to attract talent to actively participate in the construction of artificial
intelligence education.

(2) We should strengthen the construction of cooperation community and explore
the joint point between artificial intelligence and education. It is not enough
to rely on traditional teachers to improve the quality of education but also by
using artificial intelligence. At present, front-line teachers have little under-
standing of artificial intelligence, so it is difficult to find the combination
point between artificial intelligence and education. Therefore, it is impossible
to apply artificial intelligence in education and teaching. School-enterprise
cooperation is one of the important ways to make artificial intelligence better
promote the development of education. Enterprises can provide users and tech-
nical support for universities, while universities use artificial intelligence tech-
nology to reorganize knowledge and conduct intelligent analysis of learning
behaviors to achieve mutual benefit and win–win results. Therefore, the coop-
eration between enterprises and universities should be strengthened to form a
cooperative community to help AI promote the development of education.

(3) Standardize data processing standards and promote data sharing. Artificial
intelligence is based on big data. With the development of technology, a large
number of online resources appear. The online learning process will generate a
large amount of data, the efficiency of data processing is low, and the risk of data
leakage is high. Big data processing technology can process a large amount
of data with complex structure, improve the efficiency of data processing,
and optimize the storage of processed data. However, there are no unified
standards and regulations for data management in schools. In order to prevent
data leakage, there are almost no data sharing between enterprises and schools,
causing obstacles to the development and research of artificial intelligence
education. Therefore, it is urgent to standardize data processing standards and
realize data sharing.

(4) Artificial intelligence training should be carried out on teachers to improve their
awareness and ability of applying artificial intelligence. At present, teachers
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have little understanding of artificial intelligence technology, and the appli-
cation of artificial intelligence technology in education and teaching is not
clear, so that it is difficult to carry out artificial intelligence education activ-
ities. Therefore, attention should be paid to the professional development of
teachers and the level of artificial intelligence education of teachers should be
improved through training. Pay attention to the explanation of the application
cases of artificial intelligence in education, cultivate teachers’ awareness of
artificial intelligence, enable them to have the awareness and ability of arti-
ficial intelligence application, so as to promote the application and research
development of artificial intelligence education.

(5) Establish an effect tracking and evaluation system for ITS to discover prob-
lems in time and optimize them quickly. At present, the omni-directional effect
tracking and evaluation system of the intelligent tutoring system has not been
fully established. It is not enough to use student’ knowledge as an evalu-
ation indicator. Students’ autonomous learning, psychological development,
changes in values, etc., should be taken as evaluation indicators. In a longer
period, examine the impact of ITS on students.

(6) The hints of multivariate thinking path, enhance innovative thinking ability.
At present, the intelligent tutoring system is mainly centered on knowledge
learning, which often provides students with deterministic, standardized and
procedural knowledge, but lacks guidance and development for students’ inno-
vative thinking. By providing the hints of multiple thinking path, students can
explore and think independently to get their own understanding, meanwhile,
the system gives positive feedback and encouragement, so as to cultivate inno-
vative consciousness and innovation ability imperceptibly. Additionally, the
exploration process of students can be recorded to form an innovative materials
library for later data mining [8–18].

25.5 Conclusion

The development of ITS is full of twists and turns. From the initial people’s desire
to establish an “all-powerful” ITS to the realization of the importance of breaking
through the bottleneck of local restrictions. To ITS structure, it mainly includes
four components: student module, expert module, curriculum and diagnosis module,
communication module.

The twenty-first century is the era of digitalization, the explosion of knowledge as
well as the universalization of human education requirements of the times, objectively
requires the replacement of traditional classroom teaching through advanced ITS in
part or all. With the rapid development of computer science, intelligent teaching
systemwill certainly continue to improve. However, we must clearly understand that
intelligent teaching systems at this stage are still in their initial stage. The develop-
ment characteristics of intelligent technology need to progress in iteration and require
a large amount of practical data, but education cannot take students as experiments,
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and every student must not become a test subject of immature intelligent teaching
system. There is still a long way to go for developing intelligent tutoring systems,
and the abuse of technology must be eliminated while developing at high speed.
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Chapter 26
Study on Intelligent Evaluation of High
School Mathematics Teachers’ Teaching
Reflection

Yueyuan Kang, Fan Yang, Wei Wang, Xinyuan Zhang, and Weiwei Liu

Abstract Developing the evaluation index system for teaching reflection and
carrying out evaluation practice play a critical part and serve as an important break-
through point in facilitating teachers’ professional development. To evaluate effi-
ciently, we developed an intelligent evaluation system for high school mathematics
teachers’ reflection, by integrating artificial intelligence (AI) technologies with the
evaluation index system and evaluation model, and making use of the semantic simi-
larity algorithm based on the Chinese National Knowledge Infrastructure (CNKI).
Then the system was tested and applied with an accuracy reaching over 80%. This
indicates the preliminary realization of the development, design and application of
the intelligent evaluation system for high school mathematics teachers’ teaching
reflection.

Keywords High school mathematics · Teaching reflection · Intelligent evaluation

26.1 Introduction

In recent years, teachers’ professional development has become a hot topic in inter-
national teacher education, and teaching reflection, as a core factor of teachers’
professional development and personal growth, has been frequently mentioned in
registration and professional standards for teachers in various countries. In 2012, the
Ministry of Education of the People’s Republic of China (MOE) issued the Profes-
sional Standards for Middle School Teachers (Trial), asking teachers to “continue to
practice, reflect, practice again and reflect again, to constantly improve their profes-
sional ability [1]”. The evaluation index system for teachers established by National
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Board for Professional Teaching Standards (NBPTS) highlights that teachers should
“reflect systematically and learn from experiences”. British Columbia in Canada
issued in 2019 the Professional Standards for British Columbia Educators, requiring
that “educators engage in professional learning and reflective practice to support their
professional growth”. In addition, deepening education evaluation and teacher eval-
uation is also the only way for teachers’ growth in the new era. In 2020, the Central
Committee of the Communist Party of China (CCCPC) and the State Council issued
the Overall Plan for Deepening the Reform of Education Evaluation in the New Era,
in which “reforming teacher evaluation [2]” is proposed.

With technological development, education has become one of the important
sectors in which AI technologies are applied. In 2017, CCCPC and the State Council
issued the notice of Development Plan for the New Generation of Artificial Intel-
ligence, emphasizing “promotion of integration of AI with related basic subjects”.
Between 2016 and 2018, the United States released successively three reports on AI
strategies including Preparing for the Future of Artificial Intelligence, the National
Artificial IntelligenceResearch and Development Strategic Plan and a National
Machine Intelligence Strategy for the United States, all of which highlighted the
need for the integration of education and AI technologies. In 2019, United Nations
Educational Scientific and Cultural Organization (UNESCO) launched the Beijing
Consensus on artificial intelligenceand education, in which it’s pointed out that
“we are committed to leading appropriate policy responses aimed at the systematic
integration of AI and education to innovate education, teaching and learning”.

It can be seen that, in the information age, the integration of education with AI
technologies has become a hot topic of current researches. However, viewing from
existing researches, there are a certain amount of studies on theories and practices
of reflective ability and reflective thinking, and some scholars have established the
examination model for rural teachers’ ability of teaching reflection against the back-
ground of “Internet+ [3]”. Quite a few studied the integration of AI technologies
with educational researches, which came down to evaluations of teachers’ teaching,
students’ learning level and students’ test results, and intelligent evaluation of educa-
tional management. From the perspective of the technological supply of AI, in the
education evaluation field, video recognition, natural language process, text simi-
larity comparison and computer-based visualization have been widely applied [4–7].
However, there are barely any studies on intelligent evaluation of teachers’ abilities,
or those that combine AI technologies with the evaluation of mathematics teachers’
teaching reflection.

Therefore, it’s necessary to study the establishment of the evaluation index system
for teachers’ teaching reflection, targeting at mathematics and taking the high school
phase as an example. The support of AI technologies can not only enrich research
content to a certain extent, deepen research methods, and facilitate diversification
of studies on teaching reflection, but also make the evaluation of teachers’ teaching
reflection more scientific and convenient.
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26.2 Definition and Theoretical Framework

26.2.1 Definition

Etymologically, in Collins Learners’ English-Chinese Dictionary, “reflect” and
“rethink” can be interpreted as “反思” (reflect in Chinese), and the prefix re-
represents “again” and “once again”, indicating that “reflect” means thinking twice
and reviewing. Psychologically, teachers’ reflection on teaching practices is an
implicit metacognitive process, and Dewey was the first to put forward the concept
of reflection in Western academia: an individual’s repeating, serious and persistent
consideration of any problem in themind. Based onM.Griffiths and S. Tann, Chinese
scholar Zhao Mingren defined different levels of teaching reflection, and from the
time perspective, divided it into while-teaching reflection and post-teaching reflec-
tion, and the latter into three types including reviewing, study and re-theorization.
Compared to implicit reflection while teaching, post-teaching reflection is more
explicit, measurable and practicable. Therefore, focusing on post-teaching reflec-
tion, namely reflection after lesson, and taking reflection, the last module of teaching
design, as the research subject, this paper selects the dimension of teachers’ “review-
ing”, to conclude the concept of teaching reflection as follows: teaching reflection is
the cognitive process of teachers actively evaluating, reviewing, and generating new
understanding from finished teaching activities, and the re-construction of teaching
experience.

26.2.2 Theoretical Framework

A good evaluation model is necessary for the scientific evaluation of high school
mathematics teachers’ teaching reflection, and this study chooses the CIPP model
as the theoretical basis. CIPP (Context evaluation, Input evaluation, Process eval-
uation, Product evaluation) model (see Fig. 26.1) was put forward by American
scholar Stufflebeam D.L. According to Stufflebeam, the CIPP model is a “compre-
hensive framework for guiding formative and summative evaluations” (p. 2) [8].
Three concentric circles describe basic elements of the CIPP model, with the inner
circle representing core value. The wheel surrounding core value is divided into
four evaluation focuses: goal, project, process, and product. The outer wheel indi-
cates evaluation types of four focuses, namely context evaluation, input evaluation,
process evaluation and product evaluation, while the double-sided arrows reveal the
relationship between certain evaluation focuses and respective evaluation types.

CIPP model puts emphasis on process evaluation and includes the actual perfor-
mance of teachers in teaching practice into the scope of the evaluation. It also features
a dynamic evaluation of project, organization, implementation and recirculation,
and the evaluation is targeted at development, which conforms to requirements
and goals of the evaluation of teaching reflection. Thus, it provides a framework
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Fig. 26.1 CIPP model

for compiling the evaluation index system for high school mathematics teachers’
teaching reflection.

26.3 Compiling the Evaluation Index System for High
School Mathematics Teachers’ Teaching Reflection

26.3.1 Compile the Evaluation Index System

The evaluation index system for high school teachers’ teaching reflection drafted
based on theoretical analysis consists of 4 primary indexes and 12 secondary indica-
tors. To ensure a scientific index system, the Delphi method is used to consult experts
in related fields.

The amount of experts is usually 10–50 to ensure good validity of expert. After
consultation [9] we use Excel 2019 and SPSS 24.0 for statistics and calculation of the
active coefficient of the experts, authority coefficient of the experts andKendal’s coef-
ficient of concordance of consultancy, thus ensuring scientificity and effectiveness
of the Delphi method [10].

The active coefficient of experts is represented with questionnaire collection rate,
expressed as the active coefficient of experts= collected amount/distributed amount.
The figure is greater than 70% in two rounds of opinion polls, suggesting that the
experts take active participation in this research.

The experts’ familiarity with and diagnosis about this research decide their
authority coefficient, expressed as Cr = Cs+Ca

2 . The greater Cr is, the more accurate
the prediction would be. According to the statistical requirements, data is reliable
when Cr ≤ 0.70.

There are five levels of familiarity, namely very familiar, familiar, average, a little
bit familiar and not familiar, with the scores being 1, 0.8, 0.5, 0.2 and 0. Based on the
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Table 26.1 Quantized values of expert familiarity and diagnosis references

Familiarity Ca Diagnosis Cs

Classification Quantized value Classification Quantized value

Significant Moderate Small

Very familiar 1 Practice
experience

0.5 0.4 0.3

Familiar 0.8 Theoretical basis 0.3 0.2 0.1

Average 0.5 Popularity among
peers

0.1 0.1 0.0.5

A little bit familiar 0.2 Individual instincts 0.1 0.1 0.05

Not familiar 0.0 Sum 1 0.8 0.5

credibility of the scored items, the diagnosis references are classified into practice
experience, theoretical basis, popularity among peers, and individual instincts. If the
sum of diagnosis reference coefficients is 1, then the factor has significant impact
on expert diagnosis; if the sum is 0.8, then the impact is moderate; and if 0.5, small.
The quantized values of familiarity coefficients and diagnosis reference coefficients
are listed in Table 26.1.

According to the self-evaluation data of experts, the experts’ familiarity about
issues in two opinion polls is greater than 0.7, diagnosis reference greater than 0.8,
and authority greater than 0.8. Therefore, the experts’ comments about indicators are
reliable (Table 26.2).

The indicators shall meet designated requirements, ensuring that the indicator
system is feasible. In line with the statistical requirements and research conditions,
mean, standard deviation, coefficient of variation and full score frequency are taken
as the measurements. The mean, standard deviation, coefficient of variation and full
score frequency of experts’ recognition about the feasibility of indicators shall be
above 3, less than 1, less than 0.2 and above 50%, respectively. All requirements
need to be met at the same time.

Based on data analysis and experts’ opinions, amendments are made. While the
primary indexes remain unchanged, “resource allocation” and “teaching efficiency”
are deleted, “design of the process” is added to teaching preparation, and “classroom
culture” is transferred to “teaching process”. Index description is also improved.

Table 26.2 Statistics of
expert authority coefficient

Round Familiarity Ca Diagnosis Cs Authority Cr

First round of
Delphi
method

0.76 0.89 0.83

Second round
of Delphi
method

0.72 0.88 0.80
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Table 26.3 Rationality analysis of secondary indicators in the first round of Delphi method

Name of indicator Average Standard deviation Coefficient of
variation

Full mark frequency
(%)

Curriculum
standard
requirements

3.86 0.36 0.09 85.71

Understanding of
teaching materials

3.43 0.65 0.19 57.14

Student situation 3.79 0.43 0.11 78.57

Teaching objectives 3.64 0.63 0.17 71.43

Points and
difficulties

3.64 0.50 0.14 64.29

Design of the
process

3.71 0.47 0.13 71.43

Teacher’s teaching 3.93 0.27 0.07 92.86

Student learning 3.93 0.27 0.07 92.86

Classroom culture 3.79 0.43 0.11 78.57

Teacher
development

3.93 0.27 0.07 92.86

Student
development

3.86 0.36 0.09 85.71

Consisting of 4 primary indexes and 11 secondary indicators, the amended system
is used for the second round of consultation.

Analysis of opinions on secondary indicators is shown in Table 26.3, with the
average of each index being over 3, standard deviation less than 1, coefficient of
variation less than 0.2. All of them are in accordance with statistical requirements.

In this roundof consultation, someexpertsmentioned that:➀ “teachingmaterials”,
which is not in linewith indicator description, should be changed into “understanding
of teaching materials”, and as a result, the name of the indicator is changed. ➁
“Teaching objectives” should take into account the relationship between unit objec-
tives and class objectives. ➂ In the evaluation criterion for “classroom culture”,
ideological political instructions can be integrated into mathematics classes, so they
are added into the criterion respectively. Consequently, an evaluation index system
consisting of 4 primary indexes and 11 secondary indicators is complied with (see
Fig. 26.2 for the amended evaluation framework).

26.3.2 Testing the Evaluation Index System

Toguarantee analyzability of teaching reflection samples, based on three publications
under the guidance of High School Mathematics Curriculum Standards (2017) and
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Evaluation Index 
System for Teaching 

Reflection
of Mathematic Teachers 

in High school

Fig. 26.2 Evaluation indexes for high school mathematics teachers’ teaching reflection

articles of example lessons published on CNKI, we choose the part of teaching
reflection (or “teaching postscript” or “teaching perception”) in teaching design as
the coding object. The basic process of coding for 73 texts of high schoolmathematics
teaching reflection with NVivoll software is: text import → text coding → code
testing → result summary. The study has two coders who code independently, and
the coding consistency is over 80%,which is in accordancewith coding requirements,
and verifies the rationality of the index system.

26.3.3 Calculating Weightings of Evaluation Indexes

Theweight can be calculated by subjective and objective weighting: the former relies
on the experts’ opinions to judge the importance of indicators, and the latter on data
analysis and calculation. As the evaluation indicator system on the teaching reflection
of high-school math teachers is a hierarchical system. The actual conditions of the
math teachers should be taken into consideration when the weight is calculated. As
most items to be evaluated have no clear boundaries among each other, no accurate
classification can be made.
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To ensure reasonable weight calculation, it is not suggested to rely on the current
data distribution. The AHP method is employed in weight calculation. Proposed by
theAmerican operational research expert Saaty,AHPcalls for “decomposingfirst and
summingup late [11]”. It designs a hierarchy, compares the relative importance of two
indicators at the same level, and then makes calculation based on the comparison
results of experts, thus determining the weight, i.e. relative importance, of each
indicator. This is a subjective weighting method, which combines the qualitative and
quantitative approaches [12].

Analytic Hierarchy Process, as a subjective weighting method, needs consulta-
tion with experts in relevant fields. For this purpose, with the compiled evaluation
index system for high school mathematics teachers’ teaching reflection as the frame-
work, we designed a questionnaire with pairwise comparison among indexes of each
level, and thus compiled the Questionnaire on Weighting of Evaluation Indexes for
High School MathematicsTeachers’ Teaching Reflection. In terms of fields involved
and positions, recipients of the questionnaire are mainly professors and associate
professors whose research interests are in mathematics education (teacher educa-
tion) in universities, and high schoolmathematics teachers with senior titles or above.
Questionnaires are sent to 14 experts via e-mail.

Data analysis is made after receiving feedback from experts. 13 valid question-
naires are collected and the recovery rate is 92.9%. The process of calculating
weightings by AHP method is divided into three steps:

(1) Design the diagnosis matrix of indicators

Saaty et. al came up with the diagnosis matrix (consistency matrix), where
experts compare and score two indicators to determine the relative importance
of indicators, arriving at the diagnosis matrix at different levels. When AHP is
applied, the 1–9 scale recommended by Saaty is used to score the importance
of indicators, thus quantizing the indicators in the matrix. Table 26.4 lists the
values on the scale and the meaning of each value.

Table 26.4 Values on the scale and their meanings

Values on the scale Meaning

1 Two indicators are equally important

3 The former indicator is slightly more important than the latter

5 The former indicator is significantly more important than the
latter

7 The former indicator is strongly more important than the latter

9 The former indicator is absolutely more important than the latter

2, 4, 6, 8 Mean of adjacent diagnosis

The reciprocal of the value If the importance ratio between indicator i and indicator j is bij
On the contrary, the importance ratio between indicator j and

indicator i is 1
bij
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Table 26.5 Diagnosis matrix

Code A Indicator B under Code A

An B1 B2 … Bn

B1 1 B12 … B1n

B2 B21 1 … B2n

… … … 1 …

Bn Bn1 Bn2 … 1

If code An is related to factors B1, B2, B3, …, Bn in the next level, then the
diagnosis matrix is shown as Table 26.5, whereas Bij represents the importance
of Bi to Bj. The diagnosis matrix should meet the following requirements:

bij > 0, bii = 1, bji = 1

bij
(i, j = 1, 2, 3, . . . , n)

(2) Calculate the maximum eigenvalue and eigenvector

After the diagnosis matrix is designed based on expert feedback, the maximum
eigenvalue λmax and eigenvector w need to be calculated. Below are the
calculation steps:

1. Multiple the elements in the diagnosis matrix by line:

n∏

j=1

(ai j)
1
n (i = 1, 2, . . . , n)

2. Standardize and normalize the vector:

wi =
⎛

⎝
n∏

j=1

ai j

⎞

⎠

1
n

wi = wi
n∑
j=1

wi

Whereas, w = [w1, w1, …, wn] represents the eigenvector.
3. Calculate the maximum eigenvalue:

λmax =
n∑

i=1

(AWi )

nwi
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Table 26.6 Average random consistency indicator

Order 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.52 0.89 1.12 1.26 1.36 1.41 1.46 1.49

Whereas (AW )i represents the ith element of vector AW

(3) Conduct consistency check of the diagnosis matrix

As the evaluation items are complex and recognition varies across individuals,
the experts’ diagnosis of importance could be subjective. There could be errors
in the diagnosis matrix. Consistency check is therefore needed to tell if the
errors are within acceptable ranges. Below are the checking steps (Table 26.6):

1. Calculate the consistency check indicator:

C I = λmax − n

n − 1

2. Determine the average random consistency indicator RI.
3. Calculate the consistency check coefficient CR:

CR = C I

RI

When CR < 0.1 or λmax = n, the consistency of the diagnosis matrix
meets the requirements.

To ensure accurate calculation, Yaahp is used for verification. After data about
the diagnosis matrix is input, Yaahp shows the consistency ratio in real time. When
a diagnosis matrix lacks consistency, the tool would label the cases that are in need
of correction and make automatic correction, while reserving the experts’ opinion as
much as possible. This helps avoid random manual correction. The weight of indi-
cators is obtained based on manual calculation and Yaahp correction. After inputing
the data of all experts, the diagnosis matrix would be established. The weighted arith-
metic mean of the experts’ ordering vector is used to pool the experts’ data. After
conducting consistency check on the whole, the wi, λmax and consistency results are
calculated, obtaining the weight and order of the Level I & II indicators (shown in
Table 26.7).

To observe the distribution of weightings of secondary indicators in the system
more directly, the histogram of distribution is made with Excel (see Fig. 26.3).

Based on the weighting of each index computed with the Analytic Hierarchy
Process, the evaluation model for high school teachers’ teaching reflection is
compiled with the weighted average method:

S = 0.0338B1 + 0.0291B2 + 0.0462B3, 0.0555B4 + 0.0433B5 + 0.0484B6
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Table 26.7 Weighting ranking of primary and secondary indexes for high school teachers’ teaching
reflection

Primary index Overall weighting Rank Secondary
indicator

Overall weighting Rank

Teaching
background

0.1091 4 Curriculum
standard
requirements

0.0338 10

Understanding of
teaching materials

0.0291 11

Student situation 0.0462 8

Teaching
preparation

0.1472 3 Teaching objectives 0.0555 6

Points and
difficulties

0.0433 9

Design of the
process

0.0484 7

Teaching
process

0.3693 2 Teacher’s teaching 0.1377 4

Student learning 0.1631 2

Classroom culture 0.0685 5

Teaching
effectiveness

0.3744 1 Teacher
development

0.1620 3

Student
development

0.2124 1

Fig. 26.3 Distribution of weightings of secondary indicators for high school teachers’ teaching
reflection



304 Y. Kang et al.

+ 0.1377B7 + 0.1631B8 + 0.0685B9 + 0.1620B10 + 0.2124B11

Hereinto, S is the total point of teaching reflection, and B1–B11 represents points
of secondary indicators “curriculum standard requirements”, “understanding of
teaching materials”, “student situation”, “teaching objectives”, “points and difficul-
ties”, “design of the process”, “teacher’s learning”, “student learning”, “classroom
culture”, “teacher development” and “student development” respectively.

26.4 Establishing the Intelligent Evaluation System
for High School Mathematics Teachers’ Teaching
Reflection

After definingmaterials for the corpus of high school mathematics teachers’ teaching
reflection, teachers and graduate students in College of Artificial Intelligence,
Tianjin Normal University completed coding of the system, establishing the intel-
ligent evaluation system for high school mathematics teachers’ teaching reflection
throughChineseword segmentation, stopwordprocessing,TF-IDFcomputingwords
weighting, computing method of semantic similarity. The evaluation system can
carry out an automated assessment of the reflective texts submitted by the user. The
user logs onto the system and provides the reflective text required. After submis-
sion, the system reads the content of the text and transfer natural language therein
into a formal structure recognizable by a computer, preprocessing teaching reflec-
tion by word segmentation and stop word processing, creating a text vector matrix.
Then, the systemcalculatesweightings ofwords byTF-IDF (TermFrequency-Inverse
Document Frequency) method and generates the TF-IDF matrix, and thus, to better
describe the degree of contribution of corresponding terms, highlight the function
of terms in text-similarity computing, and improve the measurement accuracy of
similarity among texts. Finally, through the computing method of similarity among
texts based on primitives of HowNet, it compares the text with graded reflective texts
in the corpus, to conclude evaluation results of the text, namely assessed grade and
qualitative comment, and provide the same to the user. The application process of
the intelligent evaluation system is as shown in Fig. 26.4.

Application is required after establishing the intelligent evaluation system, on one
hand, to test the rationality and operability of the system, and on the other, to further
describe the operation process of the system.
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Fig. 26.4 The application process of the intelligent evaluation system for high school mathematics
teachers’ teaching reflection

26.4.1 Introduction of the Application Process
of the Intelligent Evaluation System

In the application phase of the intelligent evaluation system, a total of 20 reflective
texts as chosen as samples, including 3 texts of high school mathematics teaching
reflections written by normal undergraduate and graduate students respectively, and
14 of ministry-level, provincial and municipal-level and county-level high-quality
lesson teaching reflection on the One Good Lesson per Teacher platform. To guar-
antee the accuracy of the evaluation system, before evaluating with the system, three
researchers are asked to grade and record the results of 20 reflective texts according to
the evaluation index system and evaluation model. On this basis, the text is exported
in txt. form to be applied in the evaluation system. the following is an example of
the application process.

(1) The user logs onto the evaluation system by inputting the username and
password.

(2) The user imports the reflective text to be evaluated. The system carries out
automatically the text’s word segmentation, stop word processing and word
weighting calculation, and finally similarity comparison with existing texts in
the corpus.

(3) Upon completion of the algorithm, evaluation results of the text are presented.
The report of results consists of three parts including the address of text input,
detailed content of the sample assessed and evaluation results, which include
the grade of, and comment on the text. In this way, the intelligent evaluation
of the reflective text is finished.
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26.4.2 Analysis on Application Results of the Intelligent
Evaluation System

Based on the application process above, 20 reflective texts chosen are assessed one
by one, and results are recorded. After finishing the evaluation, the results of the
system are compared with that of manual scoring as shown in Fig. 26.5.

The figure above shows that, 1 represents Grade A (excellent), 2 represents Grade
B (Good), 3 Grade C (passing) and 4 D (failing). Overlapping points mean that
manual scoring is the same as system evaluation, and others indicate differences
between the two. The calculation accuracy is above 80%, indicating that this system
can be used as a tool for intelligent evaluation of high school mathematics teachers’
teaching reflections.

Fig. 26.5 Comparison of evaluation results
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26.5 Conclusion

This paper integrates the CIPPmodel with the evaluation of high school mathematics
teachers’ teaching reflection, and follows systematic, scientific, oriented and feasible
principles for establishing the evaluation index system. Through processes including
index selection, definition of evaluation standards, application of Delphi method,
and index amendment and examination, we conclude an evaluation index system
consisting of 4 primary indexes and 11 secondary indicators and an evaluation model
for high school mathematics teachers’ teaching reflection. On these grounds, with AI
as technological support, we build a corpus for high school mathematics teachers’
teaching reflection. Based on the development of the new generation of information
technology in the information age, we compile the intelligent evaluation system for
reflective texts with Python, supported by AI professionals with coding and software
development technologies. By comparing the similarity of the reflective text to be
assessed with the corpus of teaching reflection, the system realizes automatic scoring
for the reflective text. Further, through the application of evaluating different levels
of reflective texts on the same subject, the operability and accuracy of the system are
verified, with the accuracy being above 80%, indicating that it can be used as a tool
for intelligent evaluation of high school mathematics teachers’ teaching reflection.

By proper use of this tool, we can evaluate and assess the current situation and
developing trend of high school mathematics teachers’ teaching reflection more
objectively and conveniently, and further, study and understand micro character-
istics and macro trend of development of the same. With the help of result feedback,
wemay facilitate teachers’ unification of “reflection” and “action”, and thus promote
their professional development.
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