
Bing Qin · Zhi Jin · Haofen Wang · 
Jeff Pan · Yongbin Liu · Bo An (Eds.)

6th China Conference, CCKS 2021
Guangzhou, China, November 4–7, 2021
Proceedings

Knowledge Graph 
and Semantic Computing
Knowledge Graph 
Empowers New Infrastructure 
Construction 

Communications in Computer and Information Science 1466



Communications
in Computer and Information Science 1466

Editorial Board Members

Joaquim Filipe
Polytechnic Institute of Setúbal, Setúbal, Portugal

Ashish Ghosh
Indian Statistical Institute, Kolkata, India

Raquel Oliveira Prates
Federal University of Minas Gerais (UFMG), Belo Horizonte, Brazil

Lizhu Zhou
Tsinghua University, Beijing, China

https://orcid.org/0000-0002-5961-6606
https://orcid.org/0000-0002-7128-4974


More information about this series at http://www.springer.com/series/7899

http://www.springer.com/series/7899


Bing Qin · Zhi Jin · Haofen Wang · Jeff Pan ·
Yongbin Liu · Bo An (Eds.)

Knowledge Graph
and Semantic Computing
Knowledge Graph
Empowers New Infrastructure
Construction

6th China Conference, CCKS 2021
Guangzhou, China, November 4–7, 2021
Proceedings



Editors
Bing Qin
Harbin Institute of Technology
Harbin, China

Haofen Wang
Tongji University
Shanghai, China

Yongbin Liu
University of South China
Hengyang, China

Zhi Jin
Peking University
Beijing, China

Jeff Pan
University of Edinburgh
Edinburgh, UK

Bo An
Chinese Academy of Sciences
Beijing, China

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-981-16-6470-0 ISBN 978-981-16-6471-7 (eBook)
https://doi.org/10.1007/978-981-16-6471-7

© Springer Nature Singapore Pte Ltd. 2021
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721, Singapore

https://orcid.org/0000-0003-1087-226X
https://orcid.org/0000-0003-0805-4268
https://doi.org/10.1007/978-981-16-6471-7


Preface

This volume contains the papers presented at CCKS 2021: the China Conference
on Knowledge Graph and Semantic Computing held during November 4–7, 2021, in
Guangzhou, China.

CCKS is organized by the Technical Committee on Language and Knowledge
Computing of the Chinese Information Processing Society, and represents the merger
of two previously-held relevant forums, i.e., the Chinese Knowledge Graph Symposium
(CKGS) and the Chinese Semantic Web and Web Science Conference (CSWS). CKGS
was previously held in Beijing (2013), Nanjing (2014), and Yichang (2015). CSWS was
first held in Beijing in 2006 and has been themain forum for research on Semantic (Web)
technologies in China for a decade. Since 2016, CCKS has brought together researchers
from both forums and covered a wider range of fields, including knowledge graphs,
the Semantic Web, linked data, natural language processing, knowledge representation,
graph databases, information retrieval, and knowledge aware machine learning. It aims
to become the top forum on knowledge graph and semantic technologies for Chinese
researchers and practitioners from academia, industry, and government.

The theme of this year’s conference was “Knowledge Graph Empowers New
Infrastructure Construction”. Enclosing this theme, the conference scheduled various
activities, including keynotes, academic workshops, industrial forums, evaluation and
competition, knowledgegraph summit reviews, presentationof academicpapers, etc. The
conference invited Jiawei Han (Michael Aiken Chair and Professor at the Department
of Computer Science, University of Illinois at Urbana-Champaign), Jie Tang (Full
Professor and the Associate Chair of the Department of Computer Science and Tech-
nology, Tsinghua University), and Ming Zhou (Chief Scientist at Sinovation Ventures
and former president of the Association for Computational Linguistics) to present
the latest progress and development trends in mining structured knowledge, complex
reasoning and graph neural networks, and self-supervised learning, respectively. The
conference also invited industrial practitioners to share their experience and promote
industry-university-research cooperation.

As for peer-reviewed papers, 170 submissions were received in the following six
areas:

– Knowledge Graph Representation and Reasoning
– Knowledge Acquisition and Knowledge Graph Construction
– Linked Data, Knowledge Integration, and Knowledge Graph Storage Management
– Natural Language Understanding and Semantic Computing
– Knowledge Graph Applications (Semantic Search, Question Answering, Dialogue,
Decision Support, and Recommendation)

– Knowledge Graph Open Resources

During the reviewing process, each submissionwas assigned to at least three Program
Committee members. The committee decided to accept 56 papers (28 in English,



vi Preface

including 19 full papers and 9 short papers). This CCIS volume contains revised versions
of the 28 English papers.

The hard work and close collaboration of a number of people have contributed to
the success of this conference. We would like to thank the Organizing Committee and
Program Committee members for their support, and the authors and participants who
are the primary reason for the success of this conference. We also thank Springer for
their trust and for publishing the proceedings of CCKS 2021.

Finally, we appreciate the sponsorships from EpiK Tech and Meituan as chief
sponsors; Tencent Technology and Haizhi Xingtu Technology as diamond sponsors;
Global Tone Communication Technology, Oppo, and PlantData as platinum sponsors;
Xiaomi, Baidu, Yidu Cloud, Huawei, IFLYTEK, and Vesoft as gold sponsors; and Ant
Group, Zhipu.ai, and Yunfu Technology as silver sponsors.

July 2021 Bing Qin
Zhi Jin

Haofen Wang
Jeff Pan

Yongbin Liu
Bo An
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EBSD Grain Knowledge Graph
Representation Learning for Material

Structure-Property Prediction

Chao Shu, Zhuoran Xin, and Cheng Xie(B)

School of Software, Yunnan University, Kunming 650504, China
xiecheng@ynu.edu.cn

Abstract. The microstructure is an essential part of materials, storing
the genes of materials and having a decisive influence on materials’ phys-
ical and chemical properties. The material genetic engineering program
aims to establish the relationship between material composition/process,
organization, and performance to realize the reverse design of materi-
als, thereby accelerating the research and development of new materials.
However, tissue analysis methods of materials science, such as metal-
lographic analysis, XRD analysis, and EBSD analysis, cannot directly
establish a complete quantitative relationship between tissue structure
and performance. Therefore, this paper proposes a novel data-knowledge-
driven organization representation and performance prediction method
to obtain a quantitative structure-performance relationship. First, a
knowledge graph based on EBSD is constructed to describe the mate-
rial’s mesoscopic microstructure. Then a graph representation learning
network based on graph attention is constructed, and the EBSD organi-
zational knowledge graph is input into the network to obtain graph-level
feature embedding. Finally, the graph-level feature embedding is input
to a graph feature mapping network to obtain the material’s mechanical
properties. The experimental results show that our method is superior
to traditional machine learning and machine vision methods.

Keywords: Knowledge graph · EBSD · Graph neural network ·
Representation learning · Materials genome · Structure-property

1 Introduction

Material science research is a continuous understanding of the organization’s
evolution, and it is also a process of exploring the quantitative relationship
between organizational structure and performance. In the past, the idea of
material research was to adjust the composition and process to obtain target
materials with ideal microstructure and performance matching. However, this
method relies on a lot of experimentation and trial-error experience and is inef-
ficient. Therefore, to speed up the research and development (R&D) of mate-
rials, the Material Genome Project [5] has been proposed in various countries.
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 3–15, 2021.
https://doi.org/10.1007/978-981-16-6471-7_1
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The idea of the Material Genome Project is to establish the internal connections
between ingredients, processes, microstructures, and properties, and then design
microstructures that meet the material performance requirements [5,9]. Accord-
ing to this connection, the composition and process of the material are designed
and optimized. Therefore, establishing the quantitative relationship between
material composition/process, organizational structure, and performance is the
core issue of designing and optimizing materials.

At present, most tissue structure analysis is based on image analysis technol-
ogy to extract specific geometric forms and optical density data [12]. However,
the data obtained by this method is generally limited to the quantitative infor-
mation about one-dimensional or two-dimensional images, and it is not easy
to directly establish a quantitative relationship between tissue structure and
material properties. The method has obvious limitations. In addition, current
material microstructure analysis (e.g., metallographic analysis, XRD analysis,
EBSD analysis) is often qualitative or partially quantitative and relies on man-
ual experience [12]. It is still impossible to directly calculate material properties
based on the overall organizational structure.

In response to the above problems, this paper proposes a novel data-driven [18]
material performance prediction method based on the EBSD [4]. EBSD is cur-
rently one of the most effective material characterization methods. This character-
ization data not only contains structural information but is also easier for comput-
ers to understand. Therefore, we construct a digital knowledge graph [14] repre-
sentation based on EBSD, then design a representation learning network to embed
graph features. Finally, we use neural network [11] to predict material performance
with graph embedding. We conducted experiments on magnesium metal and com-
pared our method with traditional machine learning methods and computer vision
methods. The results show the scientific validity of our proposed method and the
feasibility of property calculation. The contribution of this page include:

1. We design an EBSD grain knowledge graph that can digitally represent the
mesoscopic structural organization of materials.

2. We propose an EBSD representation learning method that can predict mate-
rial’s performance based on the EBSD organization representation.

3. We establish a database of structural performance calculations that expand
the material gene database.

2 Related Work

2.1 Data-Driven Material Structure-Performance Prediction

Machine learning algorithms can obtain abstract features of data and mine the
association rules behind the data. Machine learning algorithms have accelerated
the transformation of materials R&D to the fourth paradigm (i.e., Data-driven
R&D model). Machine learning is applied to material-aided design.

Ruho Kondo et al. used a lightweight VGG16 networks to predict
the ionic conductivity in ceramics based on the microstructure picture [7].
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Zhi-Lei Wang et al. developed a new machine learning tool, Material Genome
Integrated System Phase and Property Analysis (MIPHA) [16]. They use neural
networks to predict the stress-strain curves and mechanical properties based on
constructed quantitative structural features. Pokuri et al. used deep convolu-
tional neural networks to map microstructures to photovoltaic performance, and
learn structure-attribute relationships of the data [10]. They designed a CNN-
based model to extract the active layer morphology feature of thin-film OPVs
and predict photovoltaic performance.

Machine learning methods based on numerical and visual features can
detect the relationship between organization and performance. However, the
microstructure of materials contains essential structural information and con-
nection relationships, and learning methods based on descriptors and images
will ignore this information.

2.2 Knowledge Graph Representation Learning

Knowledge Graph is an important data storage form in artificial intelligence tech-
nology. It forms a large amount of information into a form of graph structure close
to human reasoning habits and provides a way for machines to understand the
world better. Graph representation learning [3] gradually shows great potential.

In medicine, knowledge graphs are commonly used for embedding repre-
sentations of drugs. The knowledge graph embedding method is used to learn
the embedding representation of nodes directly and construct the relationship
between drug entities. The constructed knowledge graphs can be used for down-
stream prediction tasks. Lin Xuan et al. propose a graph neural network based
on knowledge graphs (KGNN) to solve the problem of predicting interactions in
drug knowledge graphs [8].

Similarly, in the molecular field, knowledge graphs are used to characterize
the structure of molecules/crystals [2,6,17]. Nodes can describe atoms, and edges
can describe chemical bonds between atoms. The molecular or crystal structure
is seen as an individual “graph”. By constructing a molecular network map and
applying graph representation learning methods, the properties of molecules can
be predicted.

In the biological field, graphs are used for the structural characterization of
proteins. The Partha Talukdar research group of the Indian Institute of Science
did work on the quality assessment of protein models [13]. In this work, they used
nodes to represent various non-hydrogen atoms in proteins. Edges connect the K
nearest neighbors of each node atom. Edge distance, edge coordinates, and edge
attributes are used as edge characteristics. After generating the protein map,
they used GCN to learn atomic embedding. Finally, the non-linear network is
used to predict the quality scores of atomic embedding and protein embedding.

Compared with the representation of descriptors and visual features, knowl-
edge graphs can represent structural information and related information.
The EBSD microstructure of the material contains important grain structure
information and connection relationships. Therefore, this paper proposes the
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representation method of the knowledge graph and uses it for the prediction of
organizational performance.

3 Representation of the EBSD Grain Knowledge Graph

In this part of the work, we construct a knowledge graph representation of the
micro-organization structure. As shown in the Fig. 1, the left image is the scan-
ning crystallographic data onto the sample, and the right is the Inverse Pole
Figure map of the microstructure. The small squares in the Fig. 1(b) represents
the grains. Based on this grain map data, we construct a grain knowledge graph
representation. Because the size, grain boundary, and orientation of the crystal
grains affect the macroscopic properties of the material, such as yield strength,
tensile strength, melting point, and thermal conductivity [1]. Therefore, in this
article, we choose the grain as the primary node in the map, and at the same
time, we discretize the main common attributes of the grain size and orientation
as the attribute node. Then, according to the grain boundaries of the crystal
grains, we divided the two adjacent relationships between the crystal grains,
namely, strong correlation and weak correlation. Finally, affiliation with grains
and attribute nodes is established.

(a) Raw scan data (b) Grain organization map

Fig. 1. EBSD scan organization information.

3.1 Nodes Representation

Grain Node. We segment each grain in the grain organization map and map
it to the knowledge graph as a grain node. First, we use Atex software to count
and segment all the grains in a grain organization map. Then We individually
number each grain so that all the grains are uniquely identified, and finally, we
build the corresponding nodes in the graph. As shown in the Fig. 2, the left side
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corresponds to the grains of the Fig. 1(b), and the right side are the node we
want to build. The original grain corresponds to the grain node one-to-one. The
grain node is the main node entity in the graph, reflecting the existence and
distribution of the grain.

1

2 3

4
1

Grains Grain Nodes2 3
4

Fig. 2. The grain node corresponds to the original grain.

Grain Size Attribute Node. Next, we construct grain size attribute nodes
used to discretize and identify the grain size. First, we discretize the size of the
crystal grains. As shown in the Fig. 3, the color represents the difference in the
size of the grains, SIZEmax represents the largest-scale grain size, and SIZEmin

represents the smallest-scale grain size. The grain size levels are divided into
NSIZE , and the interval size of each level is (SIZEmax − SIZmin)/NSIZE . We
regard each interval as a category, as shown in the Eq. 1, for each grain, we
divide it into corresponding category according to its size. We use the discretiza-
tion category to represent the grain size instead of the original value. Then we
construct a size attribute node for each size category, as shown in Fig. 3. Finally,
we use the one-hot method to encode these NSIZE categories and use the one-hot
encoding as the feature of the size attribute node.

L Snode = �Grain.size/�(SIZEmax − SIZEmin)/NSIZE�� (1)

where L Snode represents the size category of the grain. Grain.size is the circle
equivalent diameter of the grain, �� means rounding up.
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Size 1 Size 3 Size 4 Size n-4 Size n-2 Size n….

SIZEmin SIZEmax  µm

…

Grain Size increase ↑di
vi

de

Size Node

Number of Size Nodes:  NSIZE

Size Lever

Fig. 3. Grain size discretization and corresponding size attribute nodes. The size of
the grains is marked with different colors. From left to right, the grains are getting
bigger and bigger. Then the size interval [SIZEmin, SIZEmax] of the grains is found,
and this interval is divided into NSIZE parts. Finally, a size node is constructed for
each divided interval.

Grain Orientation Attribute Node. In this work, Euler angles are used to
identify the orientation of grains. Similarly, we also discretize the Euler angles,
as shown in Fig. 4. The orientation of the grains is determined by the euler angles
in three directions, so we discretize the euler angles in the three directions and
combine them. The obtained three Euler angle interval combinations are the dis-
cretized types of orientation. Specifically as shown in the Eq. 2, we first calculate
the maximum and minimum values of the three Euler angles φ(φ1, φ, φ2) for all
grains, namely φmax = {φ1max, φmax, φ2max},φmin = {φ1min, φmin, φ2min}.
Then each Euler angle φ(φ1, φ, φ2) is divided into Nφ equal parts, the length
of each part is (φmax − φmin )/Nφ. Finally, the Nφ equal parts of each Euler
angle are cross-combined to obtain N3

φ combinations. We regard each combina-
tion as a kind of orientation, i.e., there are N3

φ orientation categories. For each
grain, we can map it to one of N3

φ categories according to its three Euler angles
φ(φ1, φ, φ2), As shown in the Eq. 2. In this way, all crystal grains are divided
into a certain type of orientation. We construct an orientation attribute node
for each type of orientation to represent orientation information. Similarly, we
use the one-hot method to encode these N3

φ categories individually. Each orien-
tation category will be represented by a N3

φ-dimensional one-hot vector used as
the feature of the corresponding orientation attribute node.

L Onode = {�Grain.φ1/�(φ1max − φ1min)/Nφ��,
�Grain.φ/�(φmax − φmin)/Nφ��,
�Grain.φ2/�(φ2max − φ2min)/Nφ��}

(2)

where Grain.φ1, Grain.φ and Grain.φ2 are the euler angles in the three direc-
tions. L Onode represents the orientation category to which the grains are clas-
sified. �� refers to rounding up.
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Fig. 4. Grain orientation discretization and corresponding orientation attribute nodes.
On the left are three directions Euler angles, whose angles are represented by the RGB
color. Each Euler angle is divided into Nφ parts, and then each equal part of each Euler
angle is combined with one equal part of the remaining Euler angle. Each combination
is regarded as an orientation category, and a node is constructed for this.

3.2 Edges Representation

After the construction of the node, the edges between the nodes need to be
constructed. The nodes reflect the entities in the graph, and the edges contain
the structural information of the graph. We build edges in the grain knowledge
graph based on crystallographic knowledge. The constructed edge represents the
association between nodes, including position association and property associ-
ation. The edges between grain nodes reflect position information and grain
boundaries; the edges between grain nodes and grain attribute nodes describe
the properties of the grains.

Edge Between Grain Nodes. The contact interface between the grains is
called the grain boundary, representing the transition of the atomic arrangement
from one orientation to another. Generally speaking, grain boundaries have a
significant impact on the various properties of the metal. In order to describe the
boundary information of grains, we construct edges between grain nodes. First,
we obtain the neighboring grains of each grain and construct the connection
between the neighbor grain nodes. In order to further restore more complex grain
spatial relationships, we set up a knowledge of neighboring rules. As shown in
the Eq. 3, we use lp to represent the ratio of the bordering edge length of the
grain to the total perimeter of the grain. Then we set a threshold λ, as shown in
the Eq. 4, when the lp of grain A and grain B is greater than or equal to λ, we set
the relationship between the A node and the B node to be a strong correlation;
otherwise, it is set to weak correlation. Figure 5 shows the edge between grain
nodes.

lp = bound length/perimeter (3)

Rel G G(lp) =

{
Strong association, lp < λ

Weak association, lp ≥ λ
(4)
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Fig. 5. Adjacent grains and the edges between them

Edge Between Grain Node and Size Attribute Node. In Sect. 3.1, we
construct two types of attribute nodes. Here we associate the grain node with
the attribute node to identify the property of the grain. First, we calculate the
grain size category according to the Eq. 1, and then associate the corresponding
grain node with the corresponding size attribute node to form the edge. As shown
in the Fig. 6, we calculate the size categories {m, m, n, r} of the four grains {1,
2, 3, 4}, and then associate the corresponding grain node with the size attribute
nodes to form the belonging relationship.

Fig. 6. Edge between grain node and size attribute node.

Edge Between Grain Node and Orientation Attribute Node. Similarly,
we identify the orientation category for the grain node by associating it with the
orientation attribute node. As shown in the Fig. 7, first we split the grains in the
map, the bottom left of the picture shows the three Euler angles of the grains.
Then we calculate the orientation category {i, j, k, l} of the grains {1, 2, 3, 4}
according to Eq. 3. Finally, we associate the corresponding orientation attribute
node with the corresponding grain node. Figure 7 shows the edges between the
grain nodes and the orientation attribute nodes, reflecting the discrete orienta-
tion characteristics and orientation distribution of the grains.
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Fig. 7. Edge between grain node and orientation attribute node.

3.3 Grain Graph Convolutional Prediction Model

The structured grain knowledge graph can describe the microstructure of the
material. Next, we build a graph feature convolution network (grain graph con-
volutional network) to embed the grain knowledge graph and realize graph fea-
ture extraction. Then, a feature mapping network based on a neural network is
built to predict material properties with the graph feature. The complete model
we built is shown in Fig. 8.
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Fig. 8. Grain graph convolutional prediction model. The model is divided into graph
feature extraction part and performance prediction part. The graph feature extraction
network is composed of multiple node-level graph attention networks (gat) and a path-
level attention aggregation network. The prediction network is a multilayer neural
network. The graph feature network extracts graph-level features, and the prediction
network maps graph-level features to material properties.
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Grain Graph Convolutional Network. The graph features convolution net-
work is a heterogeneous graph convolution network [15]. First, the heterogeneous
grain knowledge graph is divided into multiple bipartite graphs and isomorphic
graphs according to the type of edges. Next, the features of the nodes in the meta-
path of subgraph are transferred and aggregated. Then the features of the same
nodes of the subgraphs are fused, and finally, the graph-level characterization
nodes are obtained through multiple convolutions. The process of graph convolu-
tion is shown at the bottom of Fig. 8. Specifically, the node aggregation process
includes node-level feature aggregation and path-level feature aggregation. In
node message transmission, we use node-level attention to learn the attention
value of adjacent nodes on the meta-path. After completing the message trans-
mission of all meta-paths, we use path-level attention to learn the attention value
of the same nodes on different meta-paths. With the double-layer attention, the
model can capture the influence factors of nodes and obtain the optimal com-
bination of multiple meta-paths. Moreover, the nodes in the graph can better
learn complex heterogeneous graphical and rich information. The Eq. 5 shows
the feature aggregation transformation under the node-level attention. ι repre-
sents different paths/edges, and there are a total of p edges. αij represents the
attention score between node i and node j. LeakyReLU and Softmax are acti-
vation functions, W is a learnable weight matrix, and �a is a learnable weight
vector. ‖ represents concatenation, and N(i) refers to all neighbor nodes of node
i. hk+1

i represents the (k + 1) layers embedding of node i.

�zk(ι)

i = W k(ι) · �hk(ι)

i

ek(ι)

ij = LeakyReLU(�ak(ι) · [�zk(ι)

i ‖ �zk(ι)

j ])

αk(ι)

ij = Softmaxj(ek(ι)

ij )

�hk+1(ι)

i = σ(
∑

j∈N(i)(ι)

αk(ι)

ij · �zk(ι)

i )

(5)

The Eq. 6 shows the change of node characteristics at the path level, βk
(ι)

is the important coefficient of each meta-path. We first perform a nonlinear
transformation on the output �hk+1(ι)

i of the node-level attention network, and
then perform a similarity measurement with a learnable attention vector q. Next,
we input the result of the similarity measurement into the Softmax function to
obtain important coefficients, and finally perform weighted summation on the
node embeddings on each meta-path. After completing multiple graph feature
convolutions, we obtain graph-level node embeddings.

βk
(ι) = Softmax(

1
N(i)

∑
ι∈N(i)

�q · tanh(W k · �hk+1(ι)

i +�b))

�hk+1
i =

p∑
ι=1

βk
(ι) · �hk+1(ι)

i

(6)
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Feature Mapping Network. The microstructure-performance relationship
is usually qualitatively studied through statistical methods (e.g., statistics of
grain size, orientation, and grain boundaries). The relationship between the
microstructure and properties is difficult to obtain through comparative obser-
vation or direct calculation. However, Artificial neural networks can mine more
essential characteristics of data and establish complex relationships between
data [11]. Here, we have used the graph features convolution network to extract
the features of the grain knowledge graph, so we use a feature mapping network
based on a neural network to implement machine learning tasks. As shown in
Eq. 7, �hi is the final graph-level node vector, fc is the mapping network. The
network comprises a data normalization layer, a fully connected layer, an activa-
tion layer, and a random deactivation layer. Through this network, the feature
of the grain knowledge graph can be mapped to the property of material.

prop =
1
n

n∑
i=1

fc(�hi) (7)

4 Experiment

4.1 Dataset

The experimental data comes from the EBSD experimental data of 19 Mg metals
and also includes the yield strength (ys), tensile strength (ts), and elongation
(el) of the sample. The EBSD scan data contains a total of 4.46 million scan
points. As a result, the number of nodes in all the constructed knowledge graphs
is 40,265, and the number of edges reaches 389,210. We use EBSD knowledge
graph representation as model input and mechanical properties as label.

4.2 Comparison Methods and Results

We design two different methods to compare with ours. They are traditional
machine learning methods based on statistics, image feature extraction meth-
ods based on computer vision. We use traditional machine learning methods to
directly calculate the attribute characteristics of all grains to obtain material
properties. These methods include Ridge, SVR, KNN, ExtraTree. In addition,
we use the pre-trained CNN model to directly learn visual features from the
microstructure map and predict performance. The model is Resnet-50.

The model performance evaluation results are shown in Table 1. It can be seen
that our method is superior to other methods. Our method obtained an R2 value
of 0.74. This shows that our method can extract more effective features. Tra-
ditional machine learning methods and machine vision methods have obtained
acceptable R2 values, which shows that both methods can obtain microstructure
characteristics to a certain extent. However, compared with traditional machine
learning, the method of machine vision does not show much superiority. It is
because CNN training requires a larger amount of data, and our current data
set is small.
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Table 1. Results of model for ys prediction

Model MSE MAE R2

Ridge 112.5 6.9 0.590

SVR 102.7 4.8 0.626

KNN 97.6 3.6 0.651

ExtraTree 105.9 5.6 0.610

Resnet50 94.8 3.1 0.667

Hetero GAT (our) 73.1 5.9 0.74

5 Conclusion

This paper proposes a novel material organization representation and perfor-
mance calculation method. First, we use the knowledge graph to construct the
EBSD representation. Then, we designed a representation learning network to
abstract the EBSD representation as graph-level features. Finally, we built a
neural network prediction model to predict the corresponding attributes. The
experimental results prove the effectiveness of our method. Compared with tra-
ditional machine learning methods and machine vision methods, our method is
more reasonable and practical.
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Abstract. Due to the problem of privacy protection, it is very limited
to apply distributed representation learning to practical applications in
the scenario of multi-party cooperation. Federated learning is an emerg-
ing feasible solution to solve the issue of data security. However, due to
the heterogeneity of the data from multi-party platforms, it is not easy
to employ federated learning directly to embed multi-party data. In this
paper, we propose a new federated framework FKE for representation
learning of knowledge graphs to deal with the problem of privacy pro-
tection and heterogeneous data. Experiments show that the FKE can
perform well in typical link prediction, overcome the problem of hetero-
geneous data and have a significant effect.

Keywords: Federated learning · Knowledge graph embedding ·
Heterogeneous data

1 Introduction

With the rapid development of the Internet, there is a huge amount of informa-
tion on the network in the era of the information explosion. The rich knowledge
is hidden behind these massive amounts of information, and this knowledge will
act in many related fields. In order to express faith in a way closer to human cog-
nition, information is organized into knowledge graph. The knowledge graph is
an essential foundation for the management, representation, and application of
knowledge. In order to express the massive amounts of information in a way closer
to human cognition, information is organized into knowledge graphs. Although the
scale of the knowledge graph is constantly expanding, the knowledge graph is far
from completion. Many methods [1] have been proposed to complete the knowl-
edge graph. The existing methods of knowledge graph embedding show excellent
performance on small-scale data. However, in the face of an oversize knowledge
graph, it is difficult for the existing single-machine methods to construct a large-
size representation learning model to process large-size data efficiently. Therefore,
it is a huge challenge to improve the quality and efficiency of the representation
learning model to complete a super large-scale knowledge graph.
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 16–26, 2021.
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Distributed representation learning is faced with the privacy security prob-
lem which has been paid more and more attention. It is limited by the privacy
protection policies of different countries and regions, and the data of each par-
ticipant has obvious differences. Therefore, it is not trivial to explore richer
semantic associations on a large-scale knowledge graph by distributed represen-
tation learning. To embed the large-scale knowledge graph, we have to address
the following problems: (1) heterogeneous data; (2) privacy protection. Feder-
ated learning [12] needs further research in processing heterogeneous data, which
mainly reflected in the bias between local and global models caused by the het-
erogeneity of data.

In this paper, we propose a new federated framework FKE for knowledge
graphs representation learning to deal with the problem of privacy protection
and heterogeneous data. Experiments show that Federated Knowledge Graph
Embeddings can well avoid semantic loss and overcome the generalization prob-
lem of heterogeneous data.

In the remainder of the paper, we discuss related work in Sect. 2. In Sect. 3,
we illustrate our proposed framework FKE. Experiments and analysis are shown
in Sect. 4. Finally, we conclude our work and suggest some future works in Sect. 5.

2 Related Work

2.1 Knowledge Graph Embedding and Translation-Based Model

Framework design is closely related to representation learning model. There are
great differences among various representation learning models, so it is not easy
to support all the parts that need to be selected.

There are many types of representation learning models, and the following
are some of them. (1) Translation-based models, which are distance models based
on an additive formula, measure rationality through the distance between enti-
ties. Translation-based models started from transE [2] and formed a large trans-
family [3,4]. (2) Semantic matching model, similarity model based on multipli-
cation formula, measure rationality through the potential semantics of matching
entities and the relationship contained in vector space representation, such as
RESCAL model (bilinear model) [20], DistMult [6], HOLE [5], etc. (3) Neural
network model, such as SME [7], NTN [8], and ProjE [9]. (4) Models with atten-
tion mechanism, such as KBAT [10]. The translation model is mature and classic.
The graph model is new and has many varieties, so it is necessary to choose the
appropriate representation model as the main body of the framework.

2.2 Federated Learning Research

Federated learning (FL) is a machine learning setting that enables multiple enti-
ties (or clients) to work together to solve a machine learning problem under
the coordination of the central server or service provider. The original data of
each client is stored locally, and there is no exchange or transmission among the
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original data. Instead, a specific update for model fusion is used to achieve the
purpose of learning. As an encrypted distributed machine learning paradigm, fed-
erated learning can enable all parties to achieve the purpose of building a model
without disclosing the original data. Federated learning connects data islands
and establishes a common model with excellent performance without violating
the data privacy protection regulations such as EU General Data Protection
Regulation.

The basic concept of Federated learning was first proposed in a creative work
about machine learning in mobile applications by Google in 2016 [13]. It started
from machine learning applications in mobile application devices and edge com-
puting scenarios. With personal privacy and data protection becoming the focus
in recent years, federated learning has attracted more and more attention, both
in research and application. Federal learning mainly includes cross device federal
learning and cross silo federal learning. Currently, the existing federated applica-
tion tools or frameworks include Tensorflow Federated [14] proposed by Google
and FATE [15] by WeBank.

Federated learning involves a wide range of research directions, so the prob-
lems are not limited to machine learning, but more related to distributed systems,
optimization algorithms, cryptography, information security, fairness, statistics
and so on. On the whole, federal learning faces three main problems:

(a) Efficiency and effect: on the one hand, it is the core problem of opti-
mization algorithm, from random gradient descent SGD to Federated average
Fed-Avg (federalization of parallel SGD), considering how to design and imple-
ment a better optimization algorithm scheme in the federated scenario; on the
other hand, it is communication and compression, in the federated scenario, the
time cost of privacy preserving cluster communication is very high. It is nec-
essary to be considered how to deal with data compression in communication.
(b) Privacy protection: consider how to protect user privacy from four aspects:
client, server, output model and deployment model. This is the aspect of secure
multiparty computing (MPC) of Federated learning. Consider the application of
security computing methods including homomorphic encryption [16], differential
privacy [17], secure multiparty computing and trusted execution environment;
(c) Robustness: it mainly considers how to deal with multi-level confrontation
and how to deal with the fault tolerance and adaptability of non confrontation
in application scenarios.

Federate average adopts different model aggregation methods to realize the
federate design of distributed SGD and researches the federate training of IID
data and non-IID data; FedMA [18] is re-designed by changing the average of
parameters from index to layer; FedProx [19] uses the appropriate modifica-
tion of the evaluation function to introduce the correction term to modify the
parameters of the next iteration.

In this paper, the Federation scheme is used as privacy protection strategy to
redesign the distributed representation learning with the parameter server [11],
and optimize the performance of the model under the heterogeneous data of
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knowledge graph data, forming a federation knowledge graph representation
learning framework.

3 Proposed Method

3.1 Overview

Figure 1 illustrates the overall framework of our proposed FKE, which consists
of three modules: Federated Configuration Module, Fedrated Trainer and Model
Fusion Module.

Fig. 1. Overall framework of FKE

– Federated Configuration Module. The federated configurator will pro-
cess heterogeneous data building and configure federal training participants.
Heterogeneous data processing is mainly used to construct the heterogeneity
of RDF triple data. The federate training participant configuration module
ensures the correct distribution of the constructed heterogeneous data, the
construction of the local submodel, and the configuration of the federated
cluster environment.

– Federated Trainer. In the federal training module, each cluster uses a
decentralized way to train the local model. In this stage, each participant
will not exchange or transmit any raw data. They only need to complete the
training and update its sub-model. After communication with the federated
model hybrid module in the encrypted environment, the necessary interme-
diate result is transmitted, and iterative training will finish.

– Model Fusion Module. The Federation model fusion module will complete
the collection of submodels and update global models without original data.
A central server independent of each participant will collect the necessary
intermediate results to complete the model update. The intermediate results
include sub-model parameter updating and constraint parameters based on
data heterogeneity. In this module, the constraint parameters based on data
heterogeneity are used to adjust the sub-model updating and model fusion to
reduce the offset between the local and global models.
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As a whole, the first part is the initialization of the federated environment, the
second part is the common computing nodes as participants in the cluster, and
the third part is the central server. Our federated knowledge graph embeddings
with heterogeneous data focus on improving the updating process between the
central server and computing nodes.

3.2 Federated Configuration Module

To complete the federated representation based on heterogeneous data, we will
complete the necessary intermediate result preparation through the federation
configuration module. On the one hand, the federated configurator will construct
the heterogeneity of data. After checking the RDF triplet data and the working
state of the device, we carry out the relation check, entity data mapping, and
triple data mapping. Thus, Federated Configuration generates intermediate data
such as two kinds of statistics including β-Entity, the distribution of entity data
on relation category and β-Triplet, the distribution of triple data on relation,
which is the prepare data of the sequent modules. On the other hand, we need
to pre-segment and initialize the model.

3.3 Federated Local Updating Process

The main task of the federation training module is to update the local model
(initialization and re-update), train the sub-model based on local data, and gen-
erate the necessary intermediate results for global updates. For the first iteration,
the module will generate a sub-model suitable for its local data according to the
preselected representation learning model, which is as small as possible as the
global model covering all local data, to ensure that each participant consumes
the appropriate computing load. Next, to reduce the communication pressure
between local and global, the training of sub-model is carried out in the way
of multiple iterations. In this way, the scale of sub-model, the size of related
batch processing, the number of iterations e, the setting of the learning rate,
the processing of intermediate results, and so on will affect the performance of
Federated training. In the first mock exam, the intermediate results of Feder-
ated aggregation will be explained in conjunction with the next module, which
includes data heterogeneity and the data needed to calculate the deviation.

3.4 Federated Fusion

The main work of the Federation aggregation module is to collect the sub-models
generated by the Federation local training under the security environment of pri-
vacy protection, develop a new round of global models by using the appropriate
aggregation method and complete the model distribution. The first is the setting
of a privacy protection environment. To ensure the data security of each partici-
pant, the data related to model updating will be taken as the intermediate result,
and feasible encryption strategies such as homomorphic encryption and differen-
tial privacy will be adopted for protection. Then, for the sub-models provided by
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each participant, considering the potential offset between the sub-model and the
global model, we will use the regularization method based on data heterogeneity
to constrain the sub-model to reduce the impact of knowledge graph embedding
model offset as much as possible, which caused by the difference between local
knowledge graph data and global data.

Devices usually generate and collect data on the network in different ways.
The amount and characteristics of data across devices vary greatly. The data in
the federal learning network is non-IID (independently identically distributed).
The challenge of heterogeneous data features is the offset between the local and
global models, leading to the degradation of accuracy and performance.

The beginning idea in the paper is to introduce data distribution charac-
teristics in the whole design and adjust the aggregation stage of the model by
measuring the distribution characteristics of non-IID data. Our research work is
mainly to adjust the new parameters generated by each iteration in the Federa-
tion update phase according to the difference in data distribution characteristics
between the local and global models. The specific implementation involves mod-
ule 2 and module 3 of the federated framework.

In fact, in distributed representation learning, we usually calculate the data
size of each node to weigh the sub-model based on frequency, which is a simple
and intuitive way to deal with the heterogeneity of data size. However, data size
is only the intuitive part of the difference between local knowledge graph data
and global data. The goal of this part is to measure the difference between local
knowledge graph data and global data more comprehensively. In statistics, vari-
ance measures the degree of dispersion of a random variable and it is consistent
with our evaluation index obviously. And variance is used to measure the degree
of deviation between a random variable and its mathematical mean in proba-
bility theory. So firstly, we consider a data distribution deviation degree based
on variance to measure the data distribution difference of knowledge graph data
between local and global parts. Different from the intuitive data of data scale,
the calculation of distribution deviation degree of knowledge graph data is more
complex.

First, we explain the judgment and setting of the heterogeneity of knowledge
graph data. In the common task of image classification, the data heterogeneity
is reflected in the difference in the number of images with a particular cate-
gory in local data. Different from the conventional image classification task, the
entity and relation of RDF data of knowledge data are different from the image
data categories. One feasible scheme is to take relation as a class to consider
data heterogeneity. For example, in data sets WN18, the number of relations is
less. It can be divided based on relation number to allocate RDF data for all
participants.

In terms of heterogeneous data construction, image classification can be con-
structed in 1-class and 2-class. Each client only contains 1 or 2 categories of
image data, which is a typical non-IID data. In our research, we divide data
based on relation and construct three groups of heterogeneous data, which are
rand-relation, t-relation, and 2t-relation, among which t-relation only contains
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triplet data corresponding to t kinds of relation, and 2t-relation contains triplet
data corresponding to 2t kinds of relation, The rand-relation is the random par-
tition of all data the same as the distributed representation model.

Then about FedAvg, the FederatedAveraging algorithm has researched the
federal training of IID data and non-IID data. Its main idea is shown as follows.
However, it has poor performance on non-IID data at present. Fedavg has poor
performance in non-IID data processing. To solve the problem of non-IID data,
the specific methods include sharing data and regularization terms. Our research
focuses on model regularization by considering data heterogeneity.

In the case of data partition based on relation, we need to generate a param-
eter to describe the different degrees of each local data distribution deviating
from the global distribution to adjust the updating of the model. Based on the
triple class distribution, the deviation parameter is set as β and based on taking
relation as a category.

The calculation method of deviation degree based on category for knowledge
graph data is:

β =
∑

i∈T

∣∣∣∣
nli

nl
− ni

n

∣∣∣∣
2

(1)

where T is the entity or relation set, for the items to be counted (the quantity
distribution of entity data in relation category) , nli is the local number, nl is the
local total number, ni is the global number, and n is the global total number.

In the previous chapter, to solve the problem of data heterogeneity in feder-
ated knowledge representation, we proposed a deviation degree scheme based on
the distribution characteristics of local data and global data. In this scheme, we
measure the data distribution characteristics based on the variance and adjust
the constraints in the aggregation phase of the Federation model based on the
deviation degree to solve the deviation between the local model and the global
model in the federated representation caused by data heterogeneity.

Therefore, we can consider a normalization scheme based on the measure-
ment of data heterogeneity ζ = F(D-local, D). Starting from the heterogeneity
of knowledge graph data, combined with the characteristics of data and related
algorithms, the feasible normalization degree is generated from the characteris-
tics of local data and global data through the evaluation function mapping. Then
the influence of the local model on the global model is constrained based on the
normalization method to reduce the deviation. Based on this idea, we can con-
sider choosing different evaluation functions, localizing the evaluation function
for federated knowledge representation, and evaluating the performance impact
of different schemes.

(1) Scale scheme: Based on the conventional frequency based weighting
method, combined with RDF triple data characteristics, the setting scheme is
f = f [y − e, y − tri] on the basis of the relationship as the category.

(2) Deviation scheme: Starting from the data distribution difference of knowl-
edge graph between local and global parts, variance is used as the calculation
prototype, and the scheme is set as F = f{β−entity, β−tri } by combining rep-
resentation model updating and triple data. For each participant’s local data,
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β-entity refers to the data distribution of entities on the relation categories,
β-tri is the data distribution of triples in relation categories, and the final devia-
tion degree is produced by entity distribution difference and triples distribution
difference.

(3) Correlation scheme: Considering the correlation between the participant
data and the overall data, the Pearson correlation coefficient is used as the
calculation prototype for localization design. The local and global correlation
degree is obtained as the final correlation degree.

In fact, based on the design, we can consider more evaluation functions that
can be used here to measure the degree of data heterogeneity. After localization
and appropriate adjustment of the evaluation function on the knowledge graph
data, we can complete more new designs, which will be left to the future.

4 Experiments and Evaluations

4.1 Experimental Setting

In knowledge representation, data is organized in RDF triples, and the data scale
of some common data sets is as follows:

The training tasks of knowledge graph representation learning include link
prediction, relation extraction, and so on. We take a subset of data set fb15k
as an example to illustrate the experimental setup. The triples include 14541
entities, 237 relationships, the size of training sets is 272115, and the size of
the test set is 20466, nearly 50% parts. The basic processing of the data set is
as follows. Heterogeneous data simulation is carried out based on the relation,
that is, three kinds of basic data segmentation, including Rand relation data,
t-relation data, and 2t-relation data. T-relation data means that the local data
of each participant only contains the triplet data corresponding to the t kinds of
relation, 2t-relation data means that the local data only contains the triplet data
corresponding to the 2t kinds of relation. Rand relation data is the data gener-
ated by sequential segmentation after all triplet data are randomly scrambled.
T-relation data and 2t-relation data are two kinds of heterogeneous knowledge
graph data with obvious differences in heterogeneity degree. In contrast, Rand
relation data is random data with uncertain heterogeneity.

In this experiment, the client scale n is set as 12, the single training client
terminal set C (subset) scale K is set as 4, the statistical data heterogeneity
is set as the above three levels of division, including heterogeneous data set 0,
the training data sequence is divided into several clients, and the number of
relationships is far more than 40; Heterogeneous data set 1, the relationship is
divided into six parts, each with 40 kinds of relationship corresponding to the
training data, each is evenly divided into two parts (each contains 40 types of
relationship), and then allocated to n clients, that is, each device only contains 40
kinds of relationship; Heterogeneous data set 2: the relationship is divided into
12 pieces, each with 20 kinds of training data corresponding to the relationship,
which are assigned to 12 clients, that is, each device only contains a specific
number of relationships; The basic task is link prediction task. The main iteration
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number of the server is set to a maximum of 1000. The initial setting of the client
learning rate, batch size, local training iteration number e, and other parameters
adopts the default values on the dataset.

Experiments are implemented in a cluster running linux system by C++ and
MPI. We evaluated the performance of the link prediction on WN18, and used
Hit@10 as evaluation method under the settings of hyper-paparameters, with
the dimension d = 100, the margin m = 1, and the learning rate η = 0.001.

4.2 Design and Implementation of Federated Framework

Table 1. Implementation of federated framework.

Method Hit@10 (%) Hit@10 (%)

Distributed 87.4 87.3

FKE-scheme0 87.2 86.7

In this table, we can see that the heterogeneity of knowledge graph data leads
to a significant decline in the experimental results, which reflects the deviation
of local model and global model caused by the difference of typical knowledge
graph between local data and global data.

4.3 Federated Embeddings with Heterogeneous Data

Table 2. The comparison between KG FedAVG and 3 kinds of FKE schemes

Method Hit@10 (%) Hit@10 (%)

Base 87.2 86.7

FKE-scheme1 87.1 87.0

FKE-scheme2 87.9 87.4

FKE-scheme3 88.2 88.1

We performed some typical link prediction tasks on the knowledge graph data
set WN18 to improve the performance Hit@10. As an evaluation index, it evalu-
ates the differences between the basic realization of representation learning and
the three patterns of federation representation based on data heterogeneity. The
above experimental results show that the scale scheme starts from the smaller
part of the data size, and produces a certain experimental effect, but it is not
obvious; The deviation degree scheme starts from the difference of data distribu-
tion characteristics, and the similarity scheme starts from the similarity of local
data and global data, which has produced obvious effect improvement.
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5 Conclusion

In this paper, we propose a federated framework FKE for knowledge graph
representation learning. Experiments show that our design can perform well in
multiple tasks by dealing with the problem of privacy and heterogeneous data.
Moreover, our framework achieves a significant acceleration effect. We believe
that the framework FKE is also applicable to other representation learning mod-
els of knowledge base.

In fact, the current research of this paper is still limited to the preliminary
exploration of the federated knowledge graph representation assumption and
has been simplified to a certain extent in the aspects of data sets, evaluation
indicators, comparative objectives and so on. In the follow-up work, we will
conduct more experiments on other representation learning models to verify
the generalization ability of the framework, more complete evaluation indexes,
the natural heterogeneity of different knowledge graphs and more comparative
experiments with existing Federation design.
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Abstract. Recent years have witnessed the prosperity of legal artifi-
cial intelligence with the development of technologies. In this paper, we
propose a novel legal application of legal provision prediction (LPP),
which aims to predict the related legal provisions of affairs. We formulate
this task as a challenging knowledge graph completion problem, which
requires not only text understanding but also graph reasoning. To this
end, we propose a novel text-guided graph reasoning approach. We col-
lect amounts of real-world legal provision data from the Guangdong gov-
ernment service website and construct a legal dataset called LegalLPP.
Extensive experimental results on the dataset show that our approach
achieves better performance compared with baselines. The code and
dataset are available in https://github.com/zjunlp/LegalPP for repro-
ducibility.

1 Introduction

Legal Artificial Intelligence (LegalAI) mainly concentrates on applying artifi-
cial intelligence technologies to legal applications, which has become popular in
recent years [16]. As most of the resources in this field are presented in text forms,
such as legal provisions, judgment documents, and contracts, most LegalAI tasks
are based on Natural Language Processing (NLP) technologies. In this paper,
we introduce a novel application of Legal Provision Prediction (LPP) for
LegalAI.

Legal Provision Prediction (LPP) aims to predict the related legal provisions
of affairs. For example, given an affair “task 336:

(...Penalties for advertisements issued
by intermediary service agencies that are beyond the scope of the licensed busi-
ness or without a license), the task is to predict the most related legal provisions
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such as “ ” (Talent Market Management Regula-
tions 004/026/001) as the Table 1 shows. LPP is a real-world application that
plays a significant role in the legal domain, as it can reduce heavy and redundant
work for legal specialists or government employees.

Intuitively, there are many domain knowledge and concepts with well-defined
rules in LegalAI, which cannot be ignored; we formulate the legal provision
prediction task as a knowledge graph completion problem. We regard affairs
and legal provisions as entities and utilize their well-defined schema structure as
relations (e.g., base entry is, base law is, etc.). In such a way, the LPP problem
becomes a link prediction task in the knowledge graph (e.g., whether there exists
the base entry is relation between the affair entity and the legal provision entity).
Numerous link prediction approaches [1,5,14] have been proposed for knowledge
graph completion; however, there are still several non-trivial challenges for LPP:

Table 1. Legal provision prediction (LPP) task.

– Text Understanding. Many entities in the legal knowledge graph have well-
formalized description information. For example, the legal provision “task 336”
has the description

(...Penalties for advertisements issued by intermediary ser-
vice agencies that are beyond the scope of the licensed business or without a
license). Those texts provide enriched information for understanding the affairs
and legal provisions, which is quite important, and utilizing that description is
of great significance.

– Legal Reasoning. Some complex legal provisions may require sophisticated
reasoning as legal data must strictly follow the rules well-defined in law.
For example, given an affair “task 155: ” (Audit of
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municipal government investment projects), human beings can quickly
obtain the related legal provisions through two-hop reasoning as “task 155:

” (Audit of municipal government investment projects)
is following “ ” (Shenzhen Special Eco-
nomic Zone Government Investment Project Management Article) and
“ ” (Shenzhen Special Economic Zone
Government Investment Project Management Article) has the provision
of “ ” (Sect. 1, Paragraph
3 of the Shenzhen Special Economic Zone Government Investment Project
Management Regulations).

The key to solving the issues mentioned above is combining text represen-
tation and structured knowledge with legal reasoning. To this end, we propose
a Text-guided Graph Reasoning (T-GraphR) approach for this task which
bridges text representation with graph reasoning. Firstly, we utilize the pre-
trained language model BERT [3] to represent entities with low dimension vec-
tors. Then, we leverage graph neural networks (GNN) that assimilate generic
message-passing inference algorithms to perform legal reasoning on the legal
knowledge graph. We utilize two kinds of GNN, namely, R-GCN [11] and GAT
[13]. Note that our approach is a model-agnostic method and is readily plug-
gable into other graph neural networks approaches. We collect legal provisions
data from Guangdong government service website1 and construct a dataset
LegalLPP. Extensive experimental results show that our approach achieves sig-
nificant improvements compared with baselines. We highlight our contributions
as follows:

– We propose a new legal task, namely, legal provision prediction, which
requires both text representation and knowledge reasoning.

– We formulate this task as a knowledge graph completion problem and intro-
duce a novel text-guided graph reasoning approach that leveraging text and
graph reasoning.

– Extensive experimental results demonstrate that our approach achieves better
performance compared with baselines.

– We release the LegalLPP dataset, source code, and pre-trained models for
future research purposes.

2 Data Collection

2.1 Data Acquisition

We collect all the data from the Guangdong government service website. We
obtain about 140,482 raw affairs (including 1,552 unique affairs), and 4,042 laws
with 269,053 legal provisions. We perform detailed analysis and conduct data
preprocessing procedures to address those issues below:

1 https://www.gdzwfw.gov.cn/.

https://www.gdzwfw.gov.cn/
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Non-standard Text. There exist a huge discrepancy for the legal provisions
and affairs, including: Abbreviation, such as “ ” (Labor Law) is the abbre-
viation of “ ” (People’s Republic of China Labor Law);
Missing, such as missing of angle quotation mark (“ ”) or the format of the ver-
sion number (for example, the suffix of the “ ” (“Reg-
ulations on Energy Conservation of Civil Buildings in Guangdong Province”
(Amended in 2014)). Those challenges make it difficult to establish the associ-
ation between affairs and legal provisions. To handle those non-standard texts,
we manually build a legal provision dictionary to normalize those non-standard
texts.

Similar Affairs. From the raw data, we observe that a huge portion of affairs
is very similar (with the same affair vertexes). Statistically, we find that the
ratio of unique items to the total number of items is roughly 1:100. We analyze
those similar affairs and find that most parts of them have the same content,
while only the time in the affair is different. We merge those similar affairs in
the prepossessing procedure.

No Legal Provisions. We observe that several affairs do not have any linking
legal provisions, which implies no legal provisions. This problem is mainly due to
outdated laws. As the legal provision will change over time, several old provisions
may be deleted, making several affairs impossible to link. Also, there exists a little
legal provision that does not have standard formats (in general, the standard
format of the legal provision is XX law, chapter X, article X, paragraph X);
thus, affairs cannot be linked to those legal provisions either. We filter out those
no legal provision affairs in the prepossessing procedure.

Law2

Legal
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Affair2 Right2

Legal
Provision5
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Right1Legal
Provision2

Legal
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Law2
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base_law_is
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Fig. 1. Legal provision prediction as link prediction on legal knowledge graph. Best
view in color. (Color figure online)
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Table 2. Statistic of the legal knowledge graph. base entry is is the target relation.

Relation Number Description

base entry is 4,526 The legal provision is related to the affair

right is 1,090 The affair has the right

base law is 2,152 The law is related to the affair

belongs to 182,624 The legal provision belongs to the law

2.2 Legal Knowledge Graph

Our proposed legal task is a real-world application. As the fast updating of
affairs and legal provisions, newly added affairs cannot be linked with existing
legal provisions. We notice that there exist relations between affairs and laws
following a well-defined schema. From two-hop reasoning on the legal knowledge
graph, it is possible to judge whether there exists a relation between an affair
and legal provisions. In this paper, we formulate the legal provision prediction
task as the link prediction problem in the legal knowledge graph. We model the
legal provision, affair, law, right as entities, as shown in Fig. 1. We detail the
statistic of the legal knowledge graph in Table 2.

2.3 Dataset Construction

We randomly divide the triples with four type relations into the train, valid and
test set with a ratio of 8:1:1, and we filter the triples with base entry is relation
from the test set as the target test set. The detailed number of entities, relations,
and triples of the LegalLPP dataset are shown in Table 3.

Table 3. Summary statistics of LegalLPP dataset.

Dataset #Rel #Ent #Triple

Train (all) 4 151,746 152,307

Dev (all) 4 22,086 19,037

Test (all) 4 22,070 19,042

Test (target) 1 768 454

3 Methodology

3.1 Problem Definition

A knowledge graph G is a set of triplets in the form (h, r, t), h, t ∈ E and r ∈ R
where E is the entity vocabulary and R is a collection of pre-defined relations
as shown in Table 2. We are aimed at predicting whether there exists the relation
base entry is between affair entities and legal provision entities. We construct
positive triples with ground truth instances and negative triples with corrupted
instances following [1].
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3.2 Framework Overview

Our text-guided graph reasoning approach consists of two main components, as
shown in Fig. 2. Our approach is not end-to-end as we firstly fine-tune the text
representation and then leverage this feature to perform legal graph reasoning.

Text Representation Learning (Sect. 3.3). Given an affair and legal provi-
sion, we employ neural networks to encode the instance semantics into a vector.
In this study, we implement the instance encoder with BERT [3]. We then apply
an MLP layer to reduce the dimension of features (the dimension of BERT-base
is 768, which is not convenient for training GNN) to obtain the text represen-
tations, which is more efficient for training and inference. We learn the text
representation via fine-tuning with triple scores following TransE [1].

Legal Graph Reasoning (Sect. 3.4). After obtaining the learned text represen-
tations, we employ GNN to learn explicit relational knowledge. By assimilating
generic message-passing inference algorithms with the neural-network counter-
part, we can learn vertex embeddings with legal reasoning. Then we utilize a
residual connection from the text representation to obtain the final representa-
tion. Finally, we utilize TransE [1], DistMult [14] and SimplE [5] as triple score
functions.

Fig. 2. Our approach of Text-guided Graph Reasoning (T-GraphR). TransE
(Stage1) and TransE (Stage2) refers to the triple score function in text representa-
tion learning (Sect. 3.3) and legal graph reasoning (Sect. 3.4), respectively. Best view
in color. (Color figure online)

3.3 Text Representation Learning

Given an input affair text h and legal provision text t, we utilize BERT [3] to
obtain the text representations as follows:

mh = BERT(h),mt = BERT(t) (1)
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where h,t are raw input text and mh,mt are the output [CLS] embeddings of
BERT. We then leverage an MLP layer to reduce dimension as follows:

vh = ReLU(Wh ∗ mh + bh), vt = ReLU(W t ∗ mt + bt) (2)

where vh, wt are the final text representations which will then be fed into the
GNN. To obtain more representative features, we finetune the text representation
with TransE triple score function as:

score(h, r, t)transe = ‖vh + vr − vt‖p (3)

where score(h, r, t) is the score of triple < h, r, t >, vh, vt, are entity repre-
sentations from Eq. 2, vr is random initialized vectors. We further analyze
the empirical performance of other triple score function of DistMult and SimplE.
The DistMult and SimplE score function are calculated as:

score(h, r, t)distmult =
∑

(vh ∗ vr ∗ vt) (4)

score(h, r, t)simple =
∑

(vh ∗ vr ∗ vt) +
∑

(vh ∗ vrinv
∗ vt)

2
(5)

DistMult is a simplified version of RESCAL [9] by using a diagonal matrix to
encode relation. Different from DistMult, SimplE can handle asymmetric rela-
tions.

3.4 Legal Graph Reasoning

We feed the vertex representation vi into a graph encoder to obtain the hidden
vectors, which explicitly models the graph structure of the legal knowledge graph.
We use an implementation of the GNN model following GAT [13] and R-GCN
[11].

GAT. The GAT model uses multiple graph attention layer connections for
encoding vertexs. Specifically, GAT calculates the attention weights of neigh-
boring nodes for aggregation. The attention weights of node i and node j are
calculated as follows:

αij =
exp

(−→a T [Wvi‖Wvj ]
)

∑
k∈Ni

exp
(−→a T [Wvi‖Wvk]

) (6)

where T represents transposition and ‖ is the concatenation operation. Once
obtained, the normalized attention coefficients are used to compute a linear
combination of the features corresponding to them, to serve as the final output
features for every node (after potentially applying a nonlinearity, σ):

v′
i = σ

⎛

⎝
∑

j∈Ni

αijWvj

⎞

⎠ (7)
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where �v′
i is the final graph node representation.

R-GCN. R-GCN utilizes multi-layer relational graph convolutional layer to
represent node. The forward-pass update of an node denoted by vi in a relational
multi-graph is shown as follows:

v′
i = σ

(
Σr∈RΣm∈Nr

i

1
ci,r

Wrvi + W0vi

)
(8)

where �v′
i is the final graph node representation, N r

i denotes the set of neighbor
indices of node i under relation r ∈ R. ci,r is a problem-specific normalization
constant that can either be learned or chosen in advance (such as ci,r = | N r

i ).
Note that, R-GCN considers the relation of triples in the convolution process
and is able to learn different aggregation weights according to different relations.

Afterwards, we add a residual connection from the output of MLP layer to
the graph node representation, denoted by:

vi = vi + GNN(vi) (9)

where vi is the final entity representation of entities leveraging both text and
graph reasoning.

Finally, we utilize the same score function of TransE, DistMult and SimpLE
in the Sect. 3.3 to calculate triple scores. Note that, in the graph reasoning stage,
vh and vt are combined with both text and graph features while vr is initialized
from the tuned embedding in text representation learning (Eq. 3 and
Eq. 5). Though our approach is not end-to-end, the entity embeddings (e.g., legal
provisions, affairs) can be pre-computed, which is quite efficient in for inference.

4 Experiments

4.1 Settings

We conduct experiments on the LegalLPP dataset. We use Pytorch [10] to imple-
ment baselines and our approach on single Nvidia 1080Ti GPU. We leverage
Graph Deep Library2 to implement all the GNN components. We utilize bert-
base-Chinese3 to represent text. We employ Adam [6] as the optimizer. In the
text representation learning stage, the learning rate is 5e–5 with the warm-up
proportion being 0.1; the batch size is 64, the maximum sequence length of each
entity’s text is 128. After 6 epochs of training, we generate 400-dimension text
representations. In the legal graph reasoning stage, we set the learning rate of
GNN to be 0.01. We train 4,000 epochs for GAT and R-GCN. We use TransE as
the default triple score function. We evaluate the performance with Mean Rank
(MR), Mean Reciprocal Rank (MRR), and HIT@N (N = 1,3,10).

2 https://www.dgl.ai/.
3 https://github.com/google-research/bert.

https://www.dgl.ai/
https://github.com/google-research/bert
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4.2 Baselines

We compare our approach with different kinds of baselines, as shown below:

No Reasoning. We conduct TransE [1] as an baseline. We also utilize two sep-
arate BERT encoders to represent the text with the TransE triple score function
as a baseline.

Graph Only. We build the legal knowledge graph and leverage GNN approaches
R-GCN and GAT without text features. The graph node representation is ini-
tialized randomly.

4.3 Evaluation Results

Table 4. Main results on LegalLPP dataset.

Model MR MRR HIT@1 HIT@3 HIT@10

No reasoning TransE 21615.832 0.179 0.121 0.196 0.258

BERT 404.308 0.103 0.051 0.095 0.207

Graph only GAT 14790.835 0.187 0.137 0.209 0.262

R-GCN 35767.694 0.175 0.119 0.187 0.267

T-GraphR GAT (TransE) 21339.555 0.197 0.133 0.214 0.291

GAT (DistMult) 19546.152 0.047 0.011 0.041 0.119

GAT (SimplE) 18164.057 0.094 0.062 0.099 0.145

R-GCN (TransE) 1414.584 0.179 0.126 0.192 0.242

From Table 4, we observe:

1) Our approach T-GraphR with GAT achieves the best performance. We
argue that our target task is to predict the base entry is relation between affairs
and legal provisions, and there are only four relations in the graph; thus, GAT,
which implicitly specifying different weights to different nodes in a neighborhood
can obtain better performance.

2) Graph only approach achieves better performance than no reasoning meth-
ods BERT and TransE, which indicates that graph reasoning plays a vital role
in legal provision prediction.

3) Our T-GraphR approach achieves the best performance and even obtain
12.8% hit@10 improvements compared with the text-only no reasoning model
TransE.

4) The overall performance is still far from satisfactory (less than 0.3 with
hit@10), and there is more room for future works.

We conduct experiments with different triple score function and report results
in Table 4. We observe that TransE obtains better performance than DistMult
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Table 5. Case studies.

and SimplE. We argue that the TransE model represents relations as transla-
tions, which aims to model the inversion and composition patterns; the Dist-
Mult utilizes the three-way interactions between head entities, relations, and
tail entities which aims to model the symmetry pattern, the SimplE model the
asymmetric relations by considering two (head and tail) vectors only. In our
LPP task, those inversion and composition patterns are common in the legal
knowledge graph; thus, such translation assumption is advantageous.

4.4 Case Studies

We present some predicted instances obtained by our model to demonstrate the
generalization ability in Table 5. Our method can predict correct legal provisions
with complex surface contexts. Moreover, by reasoning on the legal knowledge
graph, we can leverage the well-defined structure, which boosts performance.
However, vanilla BERT only considers text, neglecting the structured knowledge
in the legal knowledge graph, which results in unsatisfactory performance.

4.5 Entity Visualization

To further analyze the behavior of entity representations, we utilize T-SNE [8]
to visualize five randomly selected entity embeddings. From Fig. 3, we find that
entity embeddings of the graph only approaches have a compact data distribu-
tion, while with pre-trained LMs, entities of different types are scattered. To
conclude, text features can enhance the vertex’s discriminative ability to enhance
node representations.

5 Related Work

Knowledge Graph Completion. In this paper, we formulate the LPP problem
as a knowledge graph completion task by link prediction. A variety of approaches
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(a) GAT (b) R-GCN

(c) T-GraphR (GAT) (d) T-GraphR (R-GCN)

Fig. 3. T-SNE visualizations of entity (legal provision) embeddings. Figure (a) and (b)
refer to the entity embeddings of graph only method, Figure (c) and (d) refer to our
T-GraphR approach.

such as TransE [1], ConvE [2], Analogy [7], RotatE [12] have been proposed
to encode entities and relations into a continuous low-dimensional space [15].
TransE [1] regards the relation r in the given fact (h, r, t) as a translation from
h to t within the low-dimensional space. RESCAL [9] studies on matrix fac-
torization based knowledge graph embedding models using a bilinear form as
score function. DistMult [14] simplifies RESCAL by using a diagonal matrix to
encode relation. [5] propose a simple tensor factorization model called SimplE
through a slight modification of the Polyadic Decomposition model [4]. Since
the relation of the legal knowledge graph is quite small, we utilize TransE [1],
DistMult [14] and SimplE [5] as score functions of knowledge graph completion
for computation efficiency.

Graph Neural Networks. Recently, graph neural network (GNN) models have
increasingly attracted attention, which is beneficial for graph data modeling and
reasoning. Some existing literature such as R-GCN [11], GAT [13] use GNN for
structure learning. [11] introduces a relational graph convolutional networks (R-
GCN) for knowledge base completion tasks that can deal with the highly multi-
relational data. [13] propose a graph attention networks (GAT) that leveraging
masked self-attentional layers based on neural graph networks. However, as legal
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provision also has lots of text information which cannot be ignored; thus, we
leverage pre-trained text representation as guidance for graph reasoning.

6 Conclusion

In this paper, we introduce an application of legal provision prediction, which
requires text understanding and knowledge reasoning. This task can reduce heavy
and redundant work for legal specialists or government employees. We formulate
this task as a knowledge graph completion task and propose a text-guided graph
reasoning approach. Experimental results demonstrate the efficacy of our app-
roach, however, the task is still far from satisfactory.
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Abstract. Fine-tuning pre-trained models have achieved impressive
performance on standard natural language processing benchmarks. How-
ever, the resultant model generalizability remains poorly understood. We
do not know, for example, how excellent performance can lead to the per-
fection of generalization models. In this study, we analyze a fine-tuned
BERT model from different perspectives using relation extraction. We
also characterize the differences in generalization techniques according
to our proposed improvements. From empirical experimentation, we find
that BERT suffers a bottleneck in terms of robustness by way of random-
izations, adversarial and counterfactual tests, and biases (i.e., selection
and semantic). These findings highlight opportunities for future improve-
ments. Our open-sourced testbed DiagnoseRE is available in https://
github.com/zjunlp/DiagnoseRE.

1 Introduction

Self-supervised pre-trained language models (LM), such as the BERT [8] and
RoBERTa [26], providing powerful contextualized representations, has achieved
promising results on standard Natural Language Processing (NLP) benchmarks.
However, the generalization behaviors of these types of models remain largely
unexplained.

In NLP, there is a massive gap between task performance and the understand-
ing of model generalizability. Previous approaches indicated that neural models
suffered from poor robustness when encountering randomly permuted contexts
[31], adversarial examples [20], and contrastive sets [13]. Moreover, neural mod-
els are susceptible to bias [32], such as selection and semantic bias. Concretely,
models often capture superficial cues associated with dataset labels which are
generally not useful. For example, the term , “airport,” may indicate the output
of the relation, “place served by transport hub,” in the relation extraction (RE)
task. However, this is clearly the result of a biased assumption.

Notably, there have been scant studies that analyzed the generalizability of
NLP models [12,23,31]. This is surprising because this level of understanding
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could not only be used to figure out missing connections in state-of-the-art mod-
els, but it could also be used to inspire important future studies while forging
new ideas. In this study, we use RE as the study case and diagnose its general-
izability in terms of robustness and bias. Specifically, we answer five crucial, yet
rarely asked, questions about the pre-trained LM BERT [8].

Q1: Does BERT really have a generalization capability, or does it make
shallow template matches? For this question, we leverage a randomization test
for entity and context to analyze BERT’s generalizability. Furthermore, we uti-
lize data augmentation to determine whether this is beneficial to generalization.
Q2: How well does BERT perform with adversarial samples in terms of RE?
For this question, we introduce two types of adversarial methods to evaluate
its performance. Then, we conduct experiments to understand how adversarial
training influences BERT’s generalizability. Q3: Can BERT generalize to con-
trast sets, and does counterfactual augmentation help? For this question, we
evaluate whether the model can identify negative samples via contrastive sets
(samples within a similar context but with different labels). We also propose a
novel counterfactual data augmentation method that does not require human
intervention to enhance generalization. Q4: Can BERT learn simple cues (e.g.,
lexical overlaps) that work well with most training examples but fail on more
challenging ones? We conduct an in-depth analysis and estimate whether its
tokens are prone to biased correlations. We also introduce a de-biased method
to mitigate selection bias. Q5: Does semantic bias in the pre-trained LM hurt
RE generalization? We attempt to identify whether these biases exist in BERT,
and we introduce an entity-masking method to address this issue.

Main Contributions. This paper provides an understanding of BERT’s gen-
eralization behavior from multiple novel perspectives, contributing to the field
from the following perspectives. We first identify the shortcoming of previous RE
models in terms of robustness and bias and suggest directions for improvement.
Other tasks can benefit from the proposed counterfactual data augmentation
method, which notably does not require human intervention. This research also
enhances the generalization of two sampling approaches to bias mitigation. We
also provide an open-source testbed, “DiagnoseRE,” for future research pur-
poses. Ours is the first approach that applies adversarial and counterfactual
tests for RE. Our approach can be readily applied to other NLP tasks such as
text classification and sentiment analysis.

Observations. We find that BERT is sensitive to random permutations (i.e.,
entities), indicating that fine-tuning pre-trained models still suffer from poor
robustness. We also observe that data augmentation can benefit performance.
BERT is found to be vulnerable to adversarial attacks that comprise legitimate
inputs that are altered by small and often imperceptible perturbations. Adver-
sarial training can help enhance robustness, but the results are still far from
satisfactory. We find that model performance decays in the contrast setting, but
counterfactual data augmentation does enhance robustness. BERT is susceptible
to learning simple cues, but re-weighting helps to mitigate bias. There exists a
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semantic bias in the model that hurts generalization, but entity masking can
slightly mitigate this.

2 Related Work

2.1 Relation Extraction

Neural models have been widely used for RE because they accurately capture
textual relations without explicit linguistic analyses [24,42–44,48,51]. To further
improve their performance, some studies have incorporated external information
sources [16,19,46] and advanced training strategies [10,18,25,29,39,41,47,49,
50]. Leveraging the prosperity of pre-trained LMs, [36] utilized a pre-trained LM
for RE: the OpenAI generative pre-trained transformer. [3] proposed a solution
that could complete multiple entities RE tasks using a pre-trained transformer.
Although they achieved promising results on benchmark datasets, the general-
izability of RE was not well examined. To the best of our knowledge, we are the
first to rigorously study the generalizability of RE.

2.2 Analyzing the Generalizability of Neural Networks

Most existing works [12] analyzed the generalizability of neural networks using
parameters and labels and influencing the training process on a range of classi-
fication tasks. [4] examined the role of memorization in deep learning, drawing
connections to capacity, generalization, and adversarial robustness. [11] devel-
oped a perspective on the generalizability of neural networks by proposing and
investigating the concept of neural-network stiffness. [55] sought to understand
how different dataset factors influenced the generalization behavior of neural
extractive summarization models. For NLP, [1] introduced 14 probing tasks to
understand how encoder architectures and their supporting linguistic knowl-
edge bases affected the features learned by the encoder. [2] attempted to answer
whether or not we have reached a performance ceiling or if there was still room
for improvement for RE. The current study aims to better understand the gener-
alizability of the fine-tuned pre-trained BERT models regarding robustness and
bias.

3 Task, Methods, and Datasets

3.1 Task Description

Definition 1. Robustness is a measure that indicates whether the model is
vulnerable to small and imperceptible permutations originating from legitimate
inputs.

Definition 2. Bias is a measure that illustrates whether the model learns sim-
ple cues that work well for the majority of training examples but fail on more
challenging ones (Table 1).
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Table 1. Outline of our experiment designs.

Q. Perspectives Evaluation settings Improved strategies

Q1 Randomization Random permutation Data augmentation (DA)

Q2 Adversarial Adversarial attack Adversarial training (Adv)

Q3 Counterfactual Contrastive masking Counterfactual data augmentation (CDA)

Q4 Selection Frequent token replacement De-biased training

Q5 Semantic Entity-only Selective entity masking

RE is usually formulated as a sequence classification problem. For exam-
ple, given the sentence, “Obama was born in Honolulu,” with the head entity,
“Obama,” and the tail entity, “Honolulu,” RE assigns the relation label,
“place of birth,” to the instance. Formally, let X = {x1, x2, . . . , xL} be an input
sequence, h, t ∈ X be two entities, and Y be the output relations. The goal of
this task is to estimate the conditional probability, P (Y |X) = P (y|X,h, t).

3.2 Fine-Tuning the Pre-trained Model for RE

To evaluate the generalization ability of RE, we leveraged the pre-trained BERT
base model (uncased) [8]. Other strong models (e.g., RoBERTa [26] and XLNet
[40]) could also be leveraged.

We first preprocessed the sentence, x = {w1, w2, h, . . . , t, ..., wL}, for BERT’s
input form: x = {[CLS], w1, w2, [E1], h, [/E1], . . . , [E2], t, [/E2], ... , wL, [SEP]},
where wi, i ∈ [1, n] refers to each word in a sentence and h and t are head
and tail entities, respectively. [E1], [/E1], [E2], and [/E2] are four special tokens
used to mark the positions of the entities. As we aimed to investigate BERT’s
generalization ability, we utilized the simplest method, i.e., [CLS] token, as the
sentence-feature representation. We used a multilayer perceptron to obtain the
relation logits, and we utilized cross-entropy loss for optimization.

3.3 RE Datasets for Evaluation

We conducted experiments on two benchmark datasets: Wiki80 and TACRED.
The Wiki80 dataset1 [17] was first generated using distant supervision. Then,
it was filtered by crowdsourcing to remove noisy annotations. The final Wiki80
dataset consisted of 80 relations, each having 700 instances. TACRED2 [53]
is a large-scale RE dataset that covers 42 relation types and contains 106,264
sentences. Each sentence in two datasets has only one relation label. To analyze
the RE model’s generalization, we constructed our robust/de-biased test set
based on Wiki80 and TACRED. We evaluate the generalization of BERT on
those test sets. More details can be found in the following sections. We used the
micro F1 score to evaluate performance.

1 https://github.com/thunlp/OpenNRE.
2 https://nlp.stanford.edu/projects/tacred/.

https://github.com/thunlp/OpenNRE
https://nlp.stanford.edu/projects/tacred/
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4 Diagnosing Generalization with Robustness

Fig. 1. Diagnosing generalization with robustness.

We studied the robustness of RE from three aspects: randomized [31], adver-
sarial [20], and counterfactual [13]. For example, we would like to investigate
the performance of fine-tuned models having diverse surface forms, adversarial
permutations, and contrast settings, as shown in Fig. 1. The randomization test
aims to probe the performance with random token permutations. Meanwhile,
adversarial analysis is used to study its stability when encountering adversarial
permutations. The contrast set is used to analyze whether the model has cap-
tured the relevant phenomena, compared with standard metrics from i.i.d. test
data.

4.1 Randomization Test

To conduct the randomization test for RE, we utilized a random permutation
for tokens in the test set to construct new robust sets. Note that the entity and
context may provide different contributions to the performance of the RE task.
Thus, we introduced two types of permutation strategies regarding entity and
context as follows:

Entity Permutation is used to investigate the diversity of name entities for
RE, which replaces the same entity mention with another entity having the same
entity type. Thus, we can identify robust performance with different sentence
entities. For example, in Fig. 1, given the sentence, “In 1979, Hanks lived in
the New York City, where he made his film debut,” we replace the entity “New
York City” with the entity “Yaletown,” having the same type, “LOCATION,”
to construct a new testing instance.
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Context Permutation is used to investigate the impact of context. Unlike
entity permutation, context permutation replaces each word between two entities
with similar semantic words. For example, given the sentence, “Utility permits
have been issued to extend a full from Baltimore to Washington DC, between
Penn Station in Baltimore to Washington Union Station,” we replace the word
“Station” between two entities with a similar semantic word “Stop.”

Table 2. Randomization test results from the Wiki80 and TACRED datasets.

Model Wiki80 TACRED

Origin Robust Origin Robust

All Entity Context All All Entity Context All

BERT 86.2 78.4 81.6 79.1 67.5 57.8 60.4 58.3

BERT+DA (Entity) 85.9 85.5 85.7 85.6 64.3 64.6 64.6 64.6

BERT+DA (Context) 85.7 83.2 85.6 83.9 63.6 61.6 63.6 62.1

BERT+DA (All) 85.7 85.7 86.1 85.8 63.8 64.1 64.4 64.1

Specifically, we leveraged the CheckList behavioral testing tool3 [31] to gener-
ate entity and context permutations, and we utilized an invariance test (INV) to
apply label-preserving perturbations to inputs while expecting the model predic-
tion to remain the same. We leveraged three methods to generate candidate token
replacements. First, we used WordNet categories (e.g., synonyms and antonyms).
We selected context-appropriate synonyms as permutation candidates. Further-
more, we used additional common fill-ins for general-purpose categories, such
as named entities (e.g., common male and female first/last names, cities, and
countries) and protected-group adjectives (e.g., nationality, religion, gender, and
sexuality) for generating permutation candidates. These two methods can gen-
erate vast amounts of robust test instances efficiently. Additionally, we lever-
aged the pre-trained LM RoBERTa [26] to generate permutation candidates.
We randomly masked tokens in the sentences and generated the mask token via
a mask LM. For example, “New York is a [MASK] city in the United States”
yields {“small”, “major”, “port”, “large”}. We randomly selected the top-two
tokens as permutation candidates and leveraged three strategies for robust set
construction.

To ensure that the random token replacement was label-preserving, we man-
ually evaluated the quality of the generated instances. We randomly selected 200
instances and found that only two permuted sentences had the wrong labels, indi-
cating that our robust set was of high quality. In total, we generated 5,600/15,509
test instances of entity and context permutations on both datasets. We con-
structed a combined robust set (Table 2) with both entity and context permu-
tations. We evaluated the performance of BERT with the original test set and
the robust set. We also trained BERT with data augmentation regarding entity

3 https://github.com/marcotcr/checklist.

https://github.com/marcotcr/checklist
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(BERT+DA (Entity)) and context (BERT+DA (Context)) for evaluation. We
employed Adam [21], and the initial learning rate was 2e−5. The batch size
was 32, and the maximum epoch was 5. The hyperparameter was the same for
different experiments.

Results and Analysis. From Table 2, we observe that the overall performance
decayed severely in the robust set of entity and context permutations. BERT had
a more remarkable performance decay with entity permutations, which indicates
that the model was unstable with different head and tail entities. Furthermore,
we found that BERT+DA achieved better performance in both the original and
robust test sets. However, the robust test set’s overall performance was still far
from satisfactory. Thus, more robust algorithms are needed for future studies.

4.2 Adversarial Testing

In this section, we focus on the problem of generating valid adversarial examples
for RE and defending from adversarial attacks with adversarial training. Given
a set of N instances, X = {X1,X2, . . . , XN} with a corresponding set of labels,
Y = {Y1, Y2, . . . , YN}, we have a RE model, Y = RE(X ), which is trained via
the input X and Y.

The adversarial example Xadv for each sentence X ∈ X should conform to
the requirements as follows:

RE (Xadv) �= RE(X), and Sim (Xadv,X) ≥ ε, (1)

where Sim is a similarity function and ε is the minimum similarity between
the original and adversarial examples. In this study, we leveraged two efficient
adversarial attack approaches for RE: PWWS [30] and HotFlip [9].

PWWS, a.k.a., Probability Weighted Word Saliency, is a method based on
synonym replacement. PWWS firstly find the corresponding substitute based on
synonyms or entities and then decide the replacement order. Specifically, given
a sentence of L words, X = {w1, w2, . . . , wL}, we first selected the important
prediction tokens having a high score of Iwi

, which is calculated as the prediction
change before and after deleting the word. Then, we gathered a candidate set
with the WordNet synonyms and named entities. To determine the priority of
words for replacement, we score each proposed substitute word w∗

i by evaluating
the ith value of S(x). The score function H (x,x∗

i , wi) is defined as:

H (x,x∗
i , wi) = φ(S(x))i · P (ytrue | x) − P (ytrue | x∗

i ) (2)

where φ(z)i is the softmax function, Eq. 2 determines the replacement order.
Based on H (x,x∗

i , wi), all the words wi in X are sorted in descending order.
We then use each word wi under this order. Specifically, we greedily select the
substitute word w∗

i for wi to be replaced which can make the final classifica-
tion label change iteratively through the process until enough words have been
replaced.

HotFlip is a gradient-based method that generates adversarial examples
using character substitutions (i.e., “flips”). HotFlip also supports insertion and
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deletion operations by representing them as sequences of character substitutions.
It uses the gradient from the one-hot input representation to estimate which
individual change has the highest estimated loss efficiently. Further, HotFlip
uses a beam search to find a set of manipulations that work together to confuse
a classifier.

We conducted experiments based on OpenAttack4 and generated adversar-
ial samples of PWWS and HotFlip to construct a robust test set separately.
We also conducted adversarial training experiments [35] to improve the robust-
ness of machine-learning models by enriching the training data using generated
adversarial examples. We evaluated the performance of the vanilla BERT and
the version using adversarial training (BERT+Adv) in both the original and
robust test sets.

Table 3. Adversarial test results from the Wiki80 and TACRED datasets. The former
indicates the results of adversarial sets while the latter indicates the results of original
sets.

Model Wiki80 TACRED

BERT (Origin) 86.2 67.5

BERT (PWWS/Origin) 52.9/86.2 37.7/67.5

BERT (HotFlip/Origin) 56.3/86.2 49.2/67.5

BERT+Adv (PWWS/Origin) 86.4/86.4 72.1/65.9

BERT+Adv (HotFlip/Origin) 87.0/86.6 73.9/67.8

Results and Analysis. From Table 3, we observe that BERT achieved signifi-
cant performance decay with PWWS and HotFip, revealing that fine-tuned RE
models are vulnerable to adversarial attacks. We noticed that adversarial train-
ing helped achieve better performance. Conversely, the original set’s evaluation
results were slightly decayed, as was also found in [37]. We, therefore, argue
that there is a balance between adversarial and original instances, and more
reasonable approaches should be considered.

4.3 Counterfactual Test

Previous approaches [13,56] indicated that fine-tuned models, such as BERT,
learn simple decision rules that perform well on the test set but do not capture a
dataset’s intended capabilities. For example, given the sentence “In 1979, Hanks
lived in New York City, where he ...,” we can classify the sentence into the
label, “cities of residence,” owing to the phrase “lived in.” We seek to under-
stand whether the prediction will change, given a sentence lacking such an
indicating phrase. This sentence indicates the contrast set, as noted in [14].

4 https://github.com/thunlp/OpenAttack.

https://github.com/thunlp/OpenAttack
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Table 4. Important token generation with attention, integrated gradients and con-
trastive masking.

Method Text Label

Attention [CLS] In 1979, Hanks lived in the New

York City , ... [SEP]

cities of residence

Integrated Gradients [CLS] In 1979, Hanks lived in the

New York City , ... [SEP]

cities of residence

Constasive Masking [CLS] In 1979, Hanks [MASK] [MASK] the New

York City , ... [SEP]

NOT cities of residence

We humans can easily identify that this instance does not contain the relation
“cities of residence,” via counterfactual reasoning. Motivated by this, we took
our first step toward analyzing the generalization of RE in contrast sets. In this
setting, we should generate examples of few permutations but with opposite
labels. In contrast to the previous approach [14], which utilized crowdsourcing,
we generated the contrast set automatically. Hence, we proposed a novel coun-
terfactual data augmentation method lacking human intervention to generate
contrast sets. We first generated the most informative tokens of the sentences
regarding its relation labels, and we then introduced contrastive masking to
obscure those tokens to generate the contrast set, as shown in Table 4.

Specifically, we leveraged integrated gradients [33] to generate informative
tokens. We did not leverage attention scores [38] because [22] pointed out that
analyzing only attention weights would be insufficient when investigating the
behavior of the attention head. Furthermore, attention weights disregarded the
hidden vector’s values. Moreover, as shown in Table 4, we empirically observed
that attention scores were not suitable for generating important tokens.

Intuitively, integrated gradients is a variation on computing the gradient of
the prediction output w.r.t. features of the input, which simulate the process
of pruning the specific attention head from the original attention weight, α, to
a zero vector, α′, via back-propagation [56]. Note that integrated gradients can
generate attribution scores reflecting how much changing the attention weights
will change the model’s outputs. In other words, the higher of attribution score,
the greater importance given to attention weights. Given an input, x, the attri-
bution score of the attention head, t, can be computed using:

Atr(αt) = (αt − α′t) ⊗
∫ 1

x=0

∂F (α′ + x(α − α′))
∂αt

dx, (3)

where α = [α1, . . . , αT ], and ⊗ is the element-wise multiplication. Atr(αt) ∈
Rn×n denotes the attribution score, which corresponds to the attention weight
αt. Naturally, F (α′ + x(α − α′)) is closer to F (α′) when x is closer to 0, and
it is closer to α when x is closer to 1. We set the uninformative baseline α′ as
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a zero vector and denote Atr(αt
i,j) as the interaction from token hi to hj . We

approximate Atr(αt) via a gradient summation function following [34,56]:

Atr(αt) ::= (αt − α′t) �
s∑

i=1

∂F (α′ + i/s(α − α′))
∂α′t × 1

s
, (4)

where s is the number of approximation steps for computing the integrated
gradients. We selected the top k = 1, 2 informative tokens from instance and
implemented contrastive masking by replacing informative tokens with unused
tokens (e.g., [unused5]). We leveraged this procedure for both training and test-
ing datasets, and the overall algorithm is:

Algorithm 1. Counterfactual Data Augmentation for RE
1: Train Relation Classifier RE with X,Y
2: for x in X do
3: ig = IntegratedGradients(RE)
4: attributes = ig.attribute(X)
5: candidates = select top k(attributes)
6: xmask = mask(x,candidates)
7: X ← X ∩ xmask Y ← Y ∩ NA
8: Re-train RE with X,Y

We generated 15,509 samples to construct a robust contrast set. Since the
Wiki80 dataset does not contain NA relation, we only evaluate results on the
TACRED dataset with the performance of vanilla BERT and BERT with coun-
terfactual data augmentation (BERT+CDA). Note that the contrast set of RE
comprised instances with NOT such relation (NA) labels. Thus, we utilized
the F1 score including NA.

Table 5. Counterfactual analysis results on the TACRED dataset (F1 score including
NA). The former and the latter indicates the results of contrast and original sets,
separately.

Model TACRED

BERT (Origin) 87.7

BERT (Contrast Set, k = 1) 32.6

BERT (Contrast Set, k = 2) 45.1

BERT+CDA (Contrast Set/Origin, k = 1) 89.0/86.8

BERT+CDA (Contrast Set/Origin, k = 2) 95.0/87.2

Results and Analysis. From Table 5, we notice that BERT achieved poor per-
formance on the robust set, which shows that fine-tuned models lack the ability
of counterfactual reasoning. We also found that BERT+CDA achieved better
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results than BERT on a robust set, indicating that counterfactual data aug-
mentation was beneficial. Note that, unlike previous counterfactual data aug-
mentation approaches, such as [5,38], our method was a simple, yet effective,
automatic algorithm that can be applied to other tasks (e.g., event extraction
[6], text classification [7,52], sentiment analysis [28] and question answering [54]).

5 Diagnosing Generalization with Bias

Fig. 2. Diagnosing generalization with bias.

5.1 Selection Bias

Selection bias emerges from the non-representative observations, such as when
the users generating the training observations have different distributions than
that in which the model is intended to be applied [32]. For a long time, selection
bias (a.k.a. sample bias) has been a concern in social sciences, so much so that
considerations of this bias are now considered primary considerations in research
design. For the RE, we are the first to have studied selection bias. Given a running
example, as shown in Fig. 2, owing to the high frequency of the token “airport,”
the fine-tuned model can memorize the correlation between the existence of the
token and the relation “place served by transport hub” by neglecting the low-
frequency words (e.g., “train station”).

The origin of the selection bias is the non-representative data. The pre-
dicted output is different from the ideal distribution, for example, because the
given demographics cannot reflect the ideal distribution, resulting in lower accu-
racy. To analyze the effect of selection bias for RE, we constructed a de-biased
test set that replaced high-frequency tokens with low-frequency ones. We evalu-
ated the performance of BERT on a de-biased set, and we introduced a simple
method, BERT+De-biased, which masks the tokens based on the token fre-
quency (neglecting the stop words and common words, such as “the,” “when,”
and “none”).
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Table 6. Selection bias analysis results on the Wiki80 and TACRED datasets. The
former indicates the results of de-biased sets while the latter indicates the results of
orginal sets.

Model Wiki80 TACRED

BERT (Origin) 86.2 67.5

BERT (De-biased) 80.2 64.7

BERT+De-biased (De-biased) 84.3/85.3 67.1/67.4

Results and Analysis. From Table 6, we notice that BERT achieved poor
performance on the de-biased set, which shows that there exists a selection bias
for RE in previous benchmarks. We also find that BERT+Re-weighting achieved
relatively better results, compared with BERT on the de-biased set, indicating
that frequent-based re-sampling was beneficial. Note that previous benchmarks
(e.g., Wiki80 and TACRED) did not reveal the real data distribution for RE.
Therefore, we argue that selection bias may be worse in a real-world setting, and
more studies are required.

Table 7. Semantic bias analysis results on the Wiki80 and TACRED dataset.

Model Wiki80 TACRED

Origin OE ME De-biased Origin OE ME De-biased

BERT 86.2 66.5 52.4 67.0 67.5 42.9 36.6 57.4

BERT+ME (50%) 86.4 65.3 73.5 67.9 67.9 42.9 55.8 61.5

BERT+ME (100%) 86.0 62.9 74.7 68.1 67.4 43.6 55.9 60.5

BERT+ME (Frequency) – – – – 67.9 40.8 53.5 61.6

5.2 Semantic Bias

Embeddings (i.e., vectors representing the meanings of words or phrases) have
become a mainstay of modern NLP, which provides flexible features that are eas-
ily applied to deep machine learning architectures. However, previous approaches
[27] indicate that these embeddings may contain undesirable societal and unin-
tended stereotypes (e.g., connecting medical nurses more frequently to female
pronouns than male pronouns). This is an example of semantic bias.

The origin of the Semantic bias may be the parameters of the embedding
model. Semantic bias will indirectly affect the outcomes and error disparities
by causing other biases (e.g., diverging word associations within embeddings or
LMs [32]). To analyze the effects of semantic bias, we conducted experiments
with two settings, as inspired by [15]: a masked-entity (ME) setting, wherein
entity names are replaced with a special token, and an only-entity (OE) setting,
wherein only the names of the two entities are provided. We also constructed a
de-biased test set in which instances were wrongly predicted in the OE setting.
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We conducted experiments on these datasets and introduced a simple method
of selective entity masking to mitigate semantic bias. We masked K% of the
entities with unused tokens to guide the model to pay closer attention to the
context (BERT+ME (K%)). We intuitively selected K via entity-pair frequen-
cies (BERT+ME (Frequency))5.

Results and Analysis. From Table 7, we observe that the models suffered a sig-
nificant performance drop with both the ME and OE settings. Moreover, it was
surprising to notice that, in most cases, with only entity names can archive better
performance than those of text only with entities masked. These empirical results
illustrate that both entity names and text provided important information for RE,
and entity names contributed even more, indicating the existence of semantic bias.
It is contrary to human intuition since we identity relations mainly through the
context between the given entities, whereas the models take more entity names
into consideration. Furthermore, we noticed that BERT achieved poor perfor-
mance on the de-biased set. We also found that BERT+ME (k) obtained better
performance than BERT and BERT+ME (frequency) achieved the best results
on the de-biased set, indicating that selective entity masking was beneficial.

6 Discussion and Limitation

Fig. 3. Generalization analysis
results of RE on TACRED. The
origin and evaluation refer to the
BERT performance on the orig-
inal, robust/de-biased test set,
respectively. The improved indi-
cates the performance of our pro-
posed methods.

Evaluation of NLP Models. Several mod-
els that leveraged pre-trained and fine-tuned
regimes have achieved promising results with
standard NLP benchmarks. However, the ulti-
mate objective of NLP is generalization. Previ-
ous works [31] attempted to analyze this gen-
eralization capability using NLP models’ com-
prehensive behavioral tests. Motivated by this,
we took the CheckList paradigm a step further
to investigate generalization via robustness and
bias. We used RE as an example and conducted
experiments. Empirically, the results showed
that the BERT performed well on the origi-
nal test set, but it exhibited poor performance
on the robust and de-biased sets, as shown in
Fig. 3. This indicates that generalization should
be carefully considered in the future.

Limitations. We only considered single-label
classifications because there was only one relation for each instance. Arguably,
there could exist multiple labels for each instance (e.g., multiple RE [45]). More-
over, apart from selection and semantic biases, label bias exists with the over-
amplification of NLP [32]. Using the label bias as an example, the distribution of
5 On Wiki80, the entity pair is unique. Thus, we do not conduct BERT+ME (Fre-

quency).
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the dependent variable in the train set may diverge substantially from the test,
leading to the deterioration of performance. We leave this problem for future
work.

7 Conclusion and Future Work

We investigated the generalizability of fine-tuned pre-trained models (i.e.,
BERT) for RE. Specifically, we diagnosed the bottleneck with regard to exist-
ing approaches in terms of robustness and bias, resulting in several directions
for future improvement. We introduced several improvements, such as counter-
factual data augmentation, sample re-weighting, which can be used to improve
generalization. We regard this study as a step toward a unified understanding of
generalization, and this offers hopes for further evaluations and improvements of
generalization, including conceptual and mathematical definitions of NLP gen-
eralization.
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Abstract. Most named entity recognition models comprehend words
based solely on their contexts and man-made features, but neglect rel-
evant knowledge. Incorporating prior knowledge from a knowledge base
is straightforward but non-trivial due to two challenges: knowledge noise
from unrelated span-entity mappings and knowledge gap between a text
and a knowledge base. To tackle these challenges, we propose KA-NER,
a novel knowledge-augmented named entity recognition model, in which
sanitized entities from a knowledge base are injected to sentences as
prior knowledge. Specifically, our model consists of two components: a
knowledge filtering module to filter domain-relevant entities and a knowl-
edge fushion module to bridge the knowledge gap when incorporating
knowledge into a NER model. Experimental results show that our model
achieves significant improvements against baseline models on different
domain datasets.

Keywords: Named entity recognition · Knowledge filtering ·
Knowledge fushion

1 Introduction

Named entity recognition aims to detect terminology spans and classify them
into pre-defined semantic categories such as person, location, organization, etc.
It is a fundamental problem in natural language processing, particularly for
knowledge graph construction and question answering. Existing named entity
recognition methods adopt neural network architectures like LSTM-CRF with
word-level and character-level representations [9,12,57]. When dealing with a
text containing many specific domain terminologies, prevailing approaches solely
capture word semantics based on plain texts and man-made features, which is far
from sufficiency. Fortunately, high quality, human-curated knowledge contained
in open knowledge bases (KB, e.g. Wikipedia [54]) is able to provide richer
information for recognizing named entities. For example, given a text, we can
utilize its prior knowledge to disambiguate boundaries and classify entity types.
As shown in Fig. 1, the text span diabetes insipidus is associated with the KB
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 60–75, 2021.
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entity Diabetes insipidus. Therefore, the type of the text span is more likely to
be predicted as the type of entity Diabetes insipidus, i.e., Disease.

However, there are two main challenges when incorporating a knowledge base
into named entity recognition models. (1) Knowledge Noise: taking all KB
entities into consideration may cause noisy data problem. Given a text, we may
find various span-entity mappings in KBs. Most of these entities are unrelated
informative ones and simply leveraging all these entities may degrade the NER
performance. Figure 2 illustrates an example from NCBI disease corpus [24], in
which text spans smooth muscles and neuromuscular diseases are linked to KB
entities Smooth musscle tissue and Neuromuscular disease respectively. Since it
is a disease name recognition task, the entity smooth muscle tissue with type
/medicine/anatomical structure would mislead the model to disambiguate wrong
boundary and classify incorrect entity type to the text span smooth muscles. (2)
Knowledge Gap: the training procedure for language representation is quite
different from the knowledge base representation procedure, which leads to two
individual vector spaces. Given a text and its prior knowledge base, represen-
tations of a mention span in a text may have a low similarity score with the
embeddings of its gold linked entity. These two type of feature are vector-space
inconsistent, adding them directly may degrade the recognition performance
of the model. Therefore, appropriately dealing with the gap of heterogeneous
knowledge is crucial.

To address the above challenges, we propose a novel knowledge augmented
named entity recognition model (KA-NER), which enhances named entity recog-
nition with informative entities. To depress knowledge noise, we introduce a
knowledge filter scheme based on KB entity types and word spans. For restrain-
ing domain-irrelevant knowledge noise, we design a rule-dependent entity selec-
tor. The intuition is that all entities which are not related to the target domain
should be rejected even with high linked priors, while those relevant entities be
retained. Afterwards, we apply a consistent knowledge fushion module to address

B-DiseaseO

Diabetes_insipidus

Prior KB

Text:
Label: E-DiseaseO O O OO OOO

/medicine/icd_9_cm_classification

/medicine/disease

/medicine/symptom

Type

1.0

Fig. 1. An example of incorporating extra knowledge information for named entity
recognition. The text span diabetes insipidus is linked to the KB entity Dia-
betes insipidus. With knowing Diabetes insipidus is /Medicine/Disease, it is much easy
to disambiguate the boundary and classify type Disease to diabetes insipidus.
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O

Smooth_muscle_tissue

Prior KB

Text:
Label: O O O O B-DiseaseOO

/medicine/disease

1.0

E-Disease

Neuromuscular_disease

1.0

/medicine/anatomical_structure

Type

Fig. 2. An example of domain-irrelevant noise. Taking all linked entities into consider-
ation may cause knowledge noise. Compared to the entity Neuromuscular disease, the
entity Smooth musscle tissue is out of the domain Disease and will mislead model to
predict wrong labels.

the knowledge gap issue. Specifically, we construct a text-entity graph to bridge
KB and plain texts, which models the connections between text spans and the
matched entities. Based on the graph, a graph attention network embeds a word
in a sentence by recursively aggregating node representations of its neighboring
words and entities. Besides, we encode the graph structure of KBs with word
embedding algorithms like GloVe [35] instead of utilizing triples facts in KBs
directly and take the informative entity embeddings as the input of entity node
in text-entity graph.

2 Related Work

2.1 Named Entity Recognition

Named Entity Recognition (NER) task has been widely investigated for
decades [27,56]. Existing NER approaches can be roughly divided into two
branches: common NER and knowledge enhanced NER.

Traditional statistic methods follow some supervised paradigms to learn to
make predictions. Zhou and Su [58] proposed a HMM-based approach to recog-
nize named entities. Malouf [33] added multiple features to compare the HMM
with Maximum Entropy (ME). Schapire [46] combined small fixed-depth deci-
sion trees as binary AdaBoost classifiers for NER. Takeuchi and Collier [51] as
well as Li et al. [28] adopted SVM models to improve NER performance. Ando
and Zhang [5] divided NER task into many supplementary tasks by introduc-
ing structural learning. Agerri and Rigau [2] presented classifiers with various
features in a semi-supervised way. For DrugNER [48], Shengyu et al. [49] and
Rocktäschel [44] achieved promising results by adopting a CRF with different
features. However, traditional statistic methods heavily rely on hand-crafted
features or task-specific resources, which are cost-expensive and restricted by
domains or languages.
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Deep neural network architectures have also been vigorously studied.
Researchers utilize different representations of characters, words, sub-word units
or any combinations of these to assign proper categories to words in a sen-
tence. The earliest research efforts on neural NER were based on feature vectors
constructed from orthographic features, dictionaries and lexicons [11]. Later,
researchers utilized word embeddings as input to Recurrent Neural Networks
(RNN) instead of manually constructed features [8,42]. Meanwhile, character
level architectures [23,41] advanced the study of deep neural networks on NER.
Many researchers have proved that combining word contexts and the charac-
ters of a word could improve the overall performance with little domain specific
knowledge or resources [9,12,29,30,34,38,57]. They studied different variants
of this type model with a CNN/Bi-LSTM layer over characters of a word, a
Bi-LSTM layer over the word representations of a sentence, and a softmax or
CRF layer to generate labels. Furthermore, various studies focused on more
elaborate deep neural network to improve the performance of NER. Xiao et al.
[55] designed a similarity based auxiliary classifier to calculate the similarities
between words and tags, and then compute a weighted sum of the tag vectors as
a useful feature for NER tasks. Lu et al. Jiang et al. [20] studied differential neu-
ral architecture search method to recognize named entity for the first time. Arora
et al. [6] presented a semi-markov structured support vector machine model for
high-precision named entity recognition by assigning weights to different types
of errors in the loss-augmented inference during training.

Recently, many efforts have been made to incorporate relevant knowledge to
improve the performance of NER. Some researches pre-trained language mod-
els on biomedical literatures to improve the performance of biomedical named
entity recognition [7,19,21,25]. Liu et al. [31] proposed to enrich pre-trained
language models with relevant knowledge for downstream tasks, including NER.
Liu et al. [32] extends a traditional, RNN-based neural language model, for
unsupervised NER, which is the first unsupervised knowledge-augmented NER
approach. Local Distance Neighbor (LDN) [3], substituted any external resource
of knowledge such as the gazetteer to recognize emerging named entities in noisy
user-generated text. There are also various methods incorporating gazetteer into
a NER system [13]. [1] presented an incorporating token-level dictionary feature
method which use a labeled dataset rather than an external dictionary and
decoupled dictionary features from the external dictionary during the training
stage. Meanwhile, growing experts started paying attention on utilizing knowl-
edge bases to augment NER task. Rijhwani et al. [43] introduced soft gazetteer
to extract available information from English knowledge bases for NER. A more
recent work related to ours is KAWR [18], which designed a new recurrent unit
(GREU) and a relation attention scheme to strengthen contextual embeddings
from knowledge wise for downstream tasks, including NER. Nevertheless, KAWR
only utilizes relation information to filter knowledge, which is far from sufficiency.
By prior entity linking, each sentence obtains as many potential mentions as
the linking model and each candidate mention would have various linked KB
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entities. The relations between potential mentions in a sentence can be simpli-
fied by taking entity types into consideration when filtering knowledge.

2.2 Other Related Work

There is a growing literature focusing on graph representation learning. These
methods [15,17,22,39,52] aim to learn the low-dimensional representations of
nodes in a graph. R-GCN [47] introduced convolutional neural networks that
operate on graphs and applies spectral graph convolutions on multi-relational
data to extract connectivity patterns in graph structure. Graph attention net-
works [53] performed node classification of graph-structured data by leveraging
masked self-attention layers, which is adopted in our pipeline.

Entity linking maps an entity mention in texts to a KB entity. Most of existing
methods compute the similarity of entity mentions and KB entities by model-
ing their local context [14,16,36,50]. Recently, KnowBERT-wiki [40] incorpo-
rated global information into entity linking by mention-span self-attention and
achieved state-of-the-art performance. In this work, we adopt KnowBERT-wiki
to generate candidate entities of sentences.

3 The Proposed Approach

In this section, we introduce a novel Knowledge Augmented Named Entity
Recognition framework (KA-NER), which is able to effectively extract relevant
informative entities from knowledge base for better named entity recognition.

3.1 Overview

The overall pipeline of the proposed framework is illustrated in Fig. 3. Our model
KA-NER consists of two main components: the knowledge filtering module and
the knowledge fushion module. The knowledge filtering problem is formulated
as follows: given sentences and the related set of <KB entity, word span, KB
entity type set> triples as X = {(e1, s1, T1), (e2, s2, T2), ..., (en, sn, Tn)}, where
ei is the linked entity related to the word span (si = (starti, endi)) in sen-
tences, and Ti (Ti can be empty) is the KB entity type set of the linked entity.
The goal is to examine and determine which entity can provide strong signals
for entity recognition and thus should be selected as a candidate one. Firstly,
we filter those domain-irrelevant entities by an entity selector based on entity
types. Then, the knowledge fushion problem is formulated as follows: given a
sentence <w1, w2, ..., wn> and the selected candidate entities <e1, e2, ..., em>
with corresponding word spans <s1, s2, ...., sm>, we construct a linked graph to
integrate entities and the corresponding words into sentences, then use graph
attention networks to model over the linked graph for knowledge fushion, and
finally predict the word wi’s predefined semantic category yi based on the linked
graph.
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Bi-LSTM

GAT

CRF

Smooth_muscle_tissue Neuromuscular_disease

SelectDiscard

Candidate Generation

O

Knowledge Filtering Knowledge Fushion

O O O O B-Disease I-Disease

KB Type Feature Word Representation
KB Entity Representation

Entity Selection

Fig. 3. The overall architecture of KA-NER. The entity selector chooses entities accord-
ing to rules, and then the selected entities are used for knowledge fushion. For knowl-
edge fushion, it adopts BiLSTM-GAT-CRF architecture to inject knowledge and assign
predefined categories to words in a sentence.

3.2 Knowledge Filtering

Candidate Generation. For a mention m ∈ {xi...xj , 1 ≤ i ≤ j ≤ n} in
X, our goal is to generate related KB entities C(m) = {e1, ..., ek}. We first
retrieve entities from KB by rules (like a WordNet lemmatizer) and heuristics
(like string match). Then, we leverage KnowBERT [40], a powerful knowledge-
aware language model to score every mention-entity pair with a prior and we
only keep entities with priors above the threshold prior ρ.

Entity Selector. To encompass as wide knowledge as possible, we adopt an
entity selector to select candidates from all possible entities. Specifically, given
an input sentence and a KB, an entity linker takes the sentence as the input and
returns a list of potential entities. Each entity is accompanied by a mention span
and a KB entity type list. We introduce two rules to identify whether an entity
is a candidate. The two rules can greatly depress the noises during inference.

Rule 1 Domain Dependent. Given a set of <KB entity, KB entity type set>
triples as X = {(e1, T1), (e2, T2), ..., (en, Tn)} and the predefined categories of
the dataset C, find the corresponding KB entity types as a target type set
D = {d1, d2, ..., dl}. The dataset dependent rule is {∀ti /∈ D, ti ∈ Ti} ⇒
{rejectsei}. Take NCBI dataset [24] as an example, the predefined categories
are C = (B − Disease, I − Disease,E − Disease, S − Disease,O). Obvi-
ously, the target type list is D = {/medicine/disease, /medicine/disease cause,
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/medicine/disease stage, /biology/plant disease, /biology/plant disease host,
/biology/plant disease documentation, /biology/plant disease cause,
/medicine/vector of disease, /medicine/infectious disease,
/biology/plant disease cause}.

For an entity ei, if its any KB entity type ti ∈ Ti is not in the set D, then
rejects the entityei. For type-absent entity, we delete those obviously false entity.

Rule 2 Span Dependent. If an entity appears in gold spans much less than out
of gold spans in the training dataset, then reject the entity.

3.3 Knowledge Fushion

In this subsection, we first introduce the construction of the word-entity graph to
integrate entities and the corresponding words into sentences. We then describe
the BiLSTM-GAT-CRF architecture for knowledge Fushion.

Fig. 4. Structure of a word-entity graph.

The Construction of Word-Entity Graph. To integrate entities and the corre-
sponding words, we construct a word-entity interactive graph. The vertex set of
this graph is made up of words in the sentence and linked prior entities. For exam-
ple, as shown in Fig. 4, the vertex set is V = {a, recent, episode, of, disseminated,
gonococcal, infection, ...,Disseminated Disease,Neisseria gonorrhoeae, Infe
ction}. Adjacency matrix(A) is introduced to represent the edge set. As shown in
Fig. 4, the word-entity graph can capture the boundaries and semantic informa-
tion of entities. The word span (4, 4) matches the entity Disseminated Disease,
we will assign A4(n+1) = 1 and A(n+1)4 = 1. Moreover, the word gonococcal is the
nearest preceding or following word of a word disseminated, A45 and A54 will be
assigned a value of 1.

BiLSTM. The input of the architecture is a sentence and all linked entities
of the sentence. Given a sentence as s = {w1, w2, ..., wn} and its linked entities
e = {e1, e2, ..., en}, a character BiLSTM is used to encode the character sequence
within each word and automatically extract word level features wc

i . Each word’s
representation wi is the concatenation of a word embedding ww

i by looking up
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from a pre-train word embedding matrix and the character sequence encoding
hidden vector wc

i .
To avoid changing the original sentence’s meaning, a word BiLSTM is

applied to s = {w1, w2, ..., wn}. The words’ contextual representation H =
{h1, h2, ..., hn} is the concatenation of the left-to-right and right-to-left LSTM
hidden states. →

hi =
→

LSTM(wi,
→

hi−1)
←
hi =

←
LSTM(wi,

←
hi−1)

(1)

To represent the semantic information of entities, we look up entity embeddings
ei from a pre-trained entity GloVe embeddings. We directly concatenate word
contextual representation and entity embeddings as the output of encoding layer,
which is the initial node features of word-entity graph.

nf0 = [h1, h2, ..., hn, e1, e2, ..., em] (2)

Graph Attention Network over Word-Entity Graph. We apply Graph Attention
Network (GAT) to model over the word-entity graph. For a multi-layers GAT,
the input to the i-th GAT layer is a set of node features, nfi = {f1, f2, ..., fn+m},
together with its adjacency matrix A, fi ∈ R

F , A ∈ R
(n+m)×(n+m), where n+m

is the number of nodes in word-entity graph, F is the dimension of node features.
The i-th GAT layer outputs a new set of node features nfi′ = {f1′, f2′, ..., fn′}.
For K independent attention head, a GAT operation can be written as:

fi′ = ‖Kk=1σ(
∑

j∈Ni

αk
ijW

kfj) (3)

αk
ij =

exp(LeakyReLU(aT [Wkfi‖WKfj ]))∑
k∈Ni

exp(LeakyReLU(aT [Wkfi‖WKfk]))
(4)

where ‖ represents concatenation, αk
ij are normalized attention coefficients by

k-th attention head, and W
k is the corresponding input linear transformation’s

weight matrix. On the final layer of network, averaging is employed to get final
output features.

nf ′
final = σ(

1
K

K∑

k=1

∑

j∈Ni

αk
ijW

khj) (5)

CRF. The inference layer takes a weighted sum of word sequence representations
and final GAT output feature representations as input features (denoted as R =
{r1, r2, ..., rn}), which can avoid introducing noises to the original sentence, then
assign labels to the word sequence. We adopt CRF to capture label dependencies
by adding transition scores between neighboring labels. The probability of the
ground-truth tag sequence y = {y1, y2, ..., yn} is

p(y|s) =
exp(

∑
i(W

yi + T(yi−1,yi)))∑
y′ exp(

∑
i(W

y′
i + T(y′

i−1,y
′
i)

))
(6)
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Therefore, the loss function of named entity recognizer is defined as:

L = −
N∑

i=1

log(p(yi|si)) (7)

4 Experimental Setup

In this section, we briefly describe the datasets across different domains and
the baseline methods. Our experiments are conducted on four commonly-used
datasets, namely NCBI [24], CoNLL2003 [45], Genia [37] and SEC [4]. We also
give the hyper-parameter configuration used in our experiments.

For hyper-parameter settings, the hidden state size of LSTM is 200. The
dropout rate is set as 0.2 and 0.5 for LSTM output and pretrained embed-
ding respectively. We apply a two-layer GAT for knowledge fushion. The first
layer consists of K = 5 attention heads computing F = 30 features each, fol-
lowed by an exponential linear unit (ELU) [10] nonlinearity. The second layer
is a single attention head that computes C features, where C is the number
of classes in NER. The dropout rate is set as 0.1 and 0.4 for both GAT lay-
ers and pretrained entity embedding respectively. We use SGD optimizer in a
mini-batch size of 16 with learning rate γ = 1 × 10−3 and L2 regularization
to λ = 0.005. In this paper, we adopt KnowBert-Wiki [40] to construct prior
knowledge bases of three datasets from Wikidata. To evaluate the performance
of knowledge fushion, we use entity GloVe embeddings obtained by a skip-gram
like objective [35], pre-trained graph embeddings by using PBG [26], and one
hot entity type embeddings. For entity types, we merge corresponding Freebase
type system and Dbpedia type system to cover more entities.

5 Result and Analysis

5.1 Overall Performance

In this experiment, we compare our model with several state-of-the-art baselines,
in terms of precision, recall and F1 score. We give the experimental results in
Table 1.

– It can be observed that our method KA-NER significantly outperforms all
baselines on all four datasets. Specifically, KA-NER achieves 2.79% on higher
performance than KAWR+BiLSTM+FC (in terms of F1 score), which is
the state-of-the-art model to leverage knowledge base into the NER task.
Two advantages of KA-NER make its superiority of NER performance: (1)
We introduce KB type schema to denoisy irrelevant knowledge for the first
time. More accurate knowledge is the key point for NER. (2) We construct a
word-entity graph to capture the boundary information of the mention spans.
Besides, we introduce a GAT to learn the comprehensive node representations
in the word-entity graph, which effectively handles the knowledge gap issue.
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Table 1. Overall performance of KG4NER on NCBI (phrase-level F1), P: Precision,
R: Recall, F: F1, AVG: Average value of four datasets.

Methods Metrics NCBI CoNLL03 Genia SEC AVG

NCRF++ P 83.80 90.08 67.82 76.73 77.55

R 83.89 91.71 77.22 81.47 82.97

F 83.85 90.89 72.22 79.03 80.14

BERT+FC P 75.56 90.08 67.82 76.73 77.55

R 81.46 91.71 77.22 81.47 82.97

F 78.40 90.89 72.22 79.03 80.14

BERT+BiLSTM+FC P 77.21 90.99 68.13 76.95 78.32

R 80.42 92.13 77.42 83.78 83.44

F 78.78 91.56 72.48 80.22 80.76

KAWR+FC P 77.13 91.10 68.40 77.27 78.45

R 81.88 92.47 77.52 85.33 84.30

F 79.43 91.78 72.68 81.1 81.25

KAWR+BiLSTM+FC P 78.21 91.40 68.64 80.95 79.80

R 83.02 92.20 77.25 85.33 84.45

F 80.55 91.80 72.69 83.08 82.03

KA-NER P 86.58 92.32 76.16 91.88 86.73

R 85.67 92.47 75.03 79.28 83.11

F 86.12 92.40 75.59 85.16 84.82

– KA-NER performs substantially better on biology domain datasets, NCBI
and Genia, than universal domain datasets, CoNLL2003 and SEC. The reason
is that domain-specific NER task are supposed to recognize more terminology.
Terminology usually has been collected into knowledge base and belongs to
specific types, which provide strong boundary and type signal for NER.

– Among all the baselines, the methods without BiLSTM module to represent
word sequence has poorer performance on four datasets. It is mainly because
that BiLSTM has the advantages to capture global features. Those global
features contain more implicit contextual semantics to benefit the NER task.

5.2 Performance of Knowledge Filtering

We analyze performances of knowledge filtering on NCBI. As shown in Table 2,
prior > 0 means all linked KB entities whose entity linking prior is greater than
0 are considered to construct the word-entity graph in KA-NER. As we analyzed
before, many KB entities with low priors are domain-relevant. We can observe
that the proportion of matched KB entities is advanced with the decrease of
entity linking prior. At the same time, the number of noisy entities also increases
with the increase of valid entities when in low priors. Therefore, knowledge filter-
ing is needed. Table 2 illustrates that knowledge filtering improve performances
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Table 2. The performance of knowledge filtering. Prior: the linked prior of candidate
entities, Raw: considering all candidate entities, Filtered: only including valid candidate
entities by knowledge filtering.

Datasets P R F

NCBI (prior > 0) Raw 0.8331 0.7887 0.8103

Filtered 0.8585 0.8316 0.8448

NCBI (prior > 25%) Raw 0.8284 0.7981 0.8130

Filtered 0.8658 0.8567 0.8612

NCBI (prior > 50%) Raw 0.8315 0.8107 0.8210

Filtered 0.8652 0.8525 0.8588

NCBI (prior > 75%) Raw 0.8436 0.8399 0.8417

Filtered 0.8628 0.8483 0.8555

NCBI (prior = 100%) Raw 0.8416 0.8536 0.8476

Filtered 0.8552 0.8525 0.8539

Table 3. Comparison among four different fushion operators With/Without linked
priors (F1). Weight = 1: Without linked priors, Weight = prior: with linked prior.

Method None Smul Vmul Concat

Weight = 1 84.52 86.12 83.43 85.88

Weight = priors 82.63 85.58 82.86 82.75

of KA-NER under all linking priors, showing the superiority of the filter based
on KB entity type schema. prior > 25% gives the best F1 score of 86.12% on
NCBI. The main reason is that our knowledge filtering module makes significant
contributions on selecting domain-relevant entities only by semantic information
and type features. Furthermore, entity linking prior also has the ability to filter
noisy data (Table 3).

5.3 Performance of Knowledge Fushion

In this paragraph, we analyze the contributions and effects of knowledge fush-
ion module. Firstly, we experiment with NCRF++ and KA-NER to measure
the performance of encoding heterogeneous knowledge. Compared to KA-NER
(BiLSTM-GAT-CRF), NCRF++ is a baseline without GATs to incorporate
knowledge into NER, which only consists of BiLSTM layers and CRF layers
for automatic feature extracting and inferencing respectively. From Table 1, we
can observe that KA-NER consistently and effectively leverage knowledge into
NER with a performance improvement. Besides, we evaluate KA-NER with dif-
ferent fusion operations on NCBI to evaluate whether the knowledge fushion
module can avoid introducing noisy to the original sentence. In Fig. 3, None:
directly take final GAT output as the input of CRF layer, Smul : take a weighted
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Table 4. Comparison among three different entity embeddings With/Without linked
priors. Weight = 1: Without linked priors (F1), Weight = prior: with linked prior.

Method Glove PBG Type

Weight = 1 86.12 84.58 83.34

Weight = priors 86.06 85.32 82.68

sum of word sequence representations and final GAT output as the input of CRF
layer, Vmul : a variant of smul, the shape of weight equals that of predefined cat-
egories, Concat : take the concatenation of word sequence representations and
final GAT output as the input of CRF layer. Directly taking the output of GAT
as the input of CRF layer gives lower F1-score than three other fusion operations,
which proves that too much knowledge incorporation does hurt the meaning of
original sentences (Table 4).

To further demonstrate the effects of linked prior, we conduct experiments
with unweighted graph (weight = 1) and prior weighted graph (weight = prior).
A GAT based on completely unweighted graph is equivalent to uniformly incor-
porating representations of linked KB entities for each word in sentence. Exper-
iments in Fig. 3 show that prior weighted graph will hurt the performance of
knowledge fushion module.

We further examine the performance of knowledge fushion module with dif-
ferent entity embeddings. Figure 4 shows the F1-scores of KA-NER on BC5CDR
with three different entity embeddings. In Fig. 4, GloVe: entity GloVe embed-
dings, PBG : PBG embeddings, Type: entity type one hot embeddings. Com-
pared with PBG embeddings and entity type one hot embeddings, KA-NER
using entity GloVe embeddings give significant improvements. The GloVe 300-
dimension embeddings performs better than PBG embeddings, which is consis-
tent with the observation that entity GloVe embeddings fill the gap of structure
knowledge in KB and semantics in plain texts.

6 Conclusions

In this paper, we propose KA-NER model for knowledge-enhanced NER task.
Our method exploits an effective knowledge filter to directly capture the prop-
erties of KB types and word spans, leading to several advantages with respect
to raw knowledge. We also empirically show that sentence representations that
incorporate structural knowledge in knowledge base improves NER performance.
Experiments on four challenging datasets demonstrate the effectiveness of our
proposed model.
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Abstract. Document-level event extraction (DEE) now draws a huge amount of
researchers’ attention. Not only the researches on sentence-level event extrac-
tion have obtained a great progress, but researchers realize that an event is usu-
ally described by multiple sentences in a document especially for fields such as
finance, medicine, and judicature. Several document-level event extractionmodels
are proposed to solve this task and obtain improvements on DEE task in recent
years. However, we noticed that these models fail to exploit the entity dependency
information of trigger and arguments, which ignore the dependency information
between arguments, and between the trigger and arguments especially for finan-
cial domain. For DEE task, a model needs to extract the event-related entities,
i.e., trigger and arguments, and predicts its corresponding roles. Thus, the entity
dependency information between trigger and argument, and between arguments
are essential. In this work, we define 8 types of structural dependencies and pro-
pose a document-level Chinese financial event extraction model called SSA-HEE,
which explicitly explores the structure dependency information of candidate enti-
ties and improves the model’s ability to identify the relevance of entities. The
experimental results show the effectiveness of the proposed model.

Keywords: Structural dependency · Hierarchical event representation ·
Financial event extraction · Document event extraction

1 Introduction

Event Extraction (EE), a task of Nature Language Processing, purposes to extract a
detailed event trigger and its arguments to form a structural event from unstructured
sentences. In recent years, the utilization of EE assists practitioners to obtain valuable
information from various industries, and to make appropriate decisions or avoid poten-
tial risks. Especially in the financial areas, a large number of financial announcements
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with similar content, rigorous structure, and sufficiently comprehensive information are
generated at every minute. In the case of high-performance digital calculation, valuable
information can be extracted from thousands of financial announcements and news in
a few seconds. Previous methods of EE mainly include pattern recognition [1, 2] and
machine learning [3–5]. Compared with pattern recognition andmachine learning, deep-
learning-based event extraction requires a large amount of labeled data and computing
resources. With the rapid development of big data and deep learning technology in the
past decade, deep learning models have been widely used in event extraction.

Fig. 1. An example of a Chinese financial announcement. Different entities are distinguished by
colored rounded rectangles. The trigger entity and argument entity are listed below.We omit some
content of the announcement for the clarity purpose. As we can see, the trigger and arguments
scatter in the text. The argument “新疆广汇实业投资 (集团)有限责任公司” appears at least 3
times in different parts of the announcement.

Event extraction mainly includes sentence-level EE (SEE) and document-level EE
(DEE). Most of the current methods [6–8] focus on SEE. But in most cases, the event
trigger and arguments are usually scattered across different sentences, and sometimes
even more than one event can be found in one document. In the past few years, some
encouraging achievements have been made in financial EE. Yang et al. propose a model
called DCFEE [9] and explore DEE on ChFinAnn for the first time. This framework
automatically generates labeled data based on distant supervision (DS) [10] and extracts
events by using an LSTM-NER model and an arguments-completion strategy. Zheng
et al. used a novel end-to-end model Doc2EDAG [11], which can generate an entity-
based directed acyclic graph (EDAG) and simplify the hard table-filling task into sequen-
tial path-expanding sub-tasks. Doc2EDAG also considers the arguments-scattering and
multi-event problems.

For the DEE task, however, a model needs to extract the event-related entities, i.e.,
trigger and arguments, and predict the corresponding roles of the extracted entities.
Thus, the entity dependency information between trigger and argument, and between
arguments are essential. ForChinese document-level financial event extraction,wenotice
the following facts: the event trigger may occur in multiple sentences throughout a
document; one argument may occur in multiple sentences; different arguments may
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either occur in the same sentence simultaneously or occur in different sentences; just as
the instance shown in Fig. 1. In the previous works, the proposed models capture the
entity dependencies implicitly by the underlying language model (e.g., BERT, GPT-2,
RoBERTa). These pretrained language models, however, are trained either to generate
natural language or to obtain the bidirectional contextual representations. Thus, the
previous works are failed to consider the entity dependency information properly and
effectively in DEE task, which can aid the model to handle the issues of long-term
dependency and coreference resolution properly.

As we can see from Fig. 1, the trigger entity “质押” appears in two sentences that
are closer to each other. The argument entity “新疆广汇实业投资 (集团) 有限责任
公司” scatters in multiple sentences in this document, so does the argument entity “
近日”. Intuitively, these kinds of dependencies indicate rich interactions among enti-
ties, and thereby provide informative priors for trigger and arguments extraction. Enti-
ties that appear in the same/different sentences have different contextual and semantic
information. This different information of the same entity or different entity offers the
dependency and semantic relationships between entities. This dependency information
of the essential entities (trigger and arguments) is important for the model to extract the
event. In this paper, we propose a structure dependency self-attention based hierarchical
event extraction model, called SSA-HEE, to extract financial events fromChinese finan-
cial announcements and news. SSA-HEE explicitly explores the entity dependencies in a
document to enrich the information that the model used to extract trigger and arguments.
The contributions of this work can be summarized as follows:

• We summarized various types of entity dependencies that appeared in a document
into a unified form. By incorporating these structural dependencies explicitly, the
proposed model can be able to perform context and structure reasoning. In the end,
the performance is improved.

• The proposed model achieves the state-of-art results on Chinese financial document-
level event extraction.

2 Related Works

Challenges for sentence-level EE can be concluded as insufficient labeled data, multi-
event extraction, andMultilingual event extraction. To address the problemof insufficient
labeled data, Yang et al. separate the argument prediction in terms of roles to avoid the
problem of overlapping roles and then edit prototypes to generate labeled data and select
the samples according to the quality [12]. Sha et al. propose the DBRNN framework
based on a recurrent neural network and enhanced by dependency bridges [13]. They
also demonstrate the superior performance of simultaneously applying tree structure and
sequence structure in RNN. Liu et al. pay attention to the situation of multiple events
existing in the same sentence and exploit the JMEE framework to jointly extract multiple
event triggers and arguments by implementing syntactic shortcut arcs in model graph
information [14]. Subburathinam et al. focus on cross-lingual structure transfer tech-
niques [15]. Relation- and event-relevant language-universal features are considered,
and graph convolutional networks are utilized to train a relation or event extractor from
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the source language and apply it to the target language. Their experimental results show
that the proposed model is comparable. In other studies, some significant improvements
are obtained by the neural network structure improvements. LSTM and CNN are com-
bined to capture sentence-level and lexical information in Chinese EE [16]. GAN is
used for entity and event extraction with discriminators estimating proper rewards of the
difference between the labels committed by the ground-truth (expert) and the extractor
(agent) [17].

For DEE, Liao et al. [8] enforce the performance of ACE event extraction across
document-level information. They consider information about different types of events
rather than about the same type to predict if events and event arguments would occur in a
text. Du et al. [18] propose a novel multi-granularity reader to aggregate the neural rep-
resentations’ information when learning at sentence-level or paragraph-level, which has
been proved to be effective on theMUC-4 EE dataset. They are the first to investigate the
effect of end-to-end neural sequence models when solving the document-level role filler
extraction problem. Similarly, the end-to-end model has also exhibited improvements
in capturing cross-event dependencies for DEE evaluated by [19]. Huang et al. probe
a structured prediction algorithm named Deep Value Networks (DVN) and conducted
experiments on ACE05, the results of which present that the proposed approach achieves
higher computational efficiency and impressive performance to CRF-based models. For
financial event extraction, DCFEE is the first probe to extract Chinese financial events
proposed by Yang et al. [9]. This model can generate labeled data automatically and
extract events from the whole documents in two stages: 1) a sequence tagging task for
SEE, and 2) a key event detection and arguments completion for DEE. Doc2EDAG is
another DEE model [11] designed for the Chinese financial EE task. By transforming
tabular event data into entity-based directed acyclic graphs, this model has made further
improvements in extracting multi-event and addressing event argument scattering in the
context.

3 Methodology

3.1 Hierarchical Event Structure for Financial Event

The overall architecture of SSA-HEE is shown in Fig. 2. Different commonly event
extraction datasets, such as ACE2005, KBP 2015, Chinese financial event extraction
has the whole word tokenization and contains various subdivision event types, such as
Equity reduction and Equity increase can be grouped into the category of Trade. The
hierarchical event structure can express the relationships between similar event types
and help the model to distinguish different event types. In [20], the proposed dynamic
hierarchical event structure demonstrates its effectiveness. In this work, we define a
hierarchical financial event (HFE). Part of the HFE is shown in Fig. 3. The details of the
hierarchical events are shown in Appendix A.

Entity Dependency Structure based Joint Hierarchical Event Extraction Model.
As shown in Fig. 2, the SSA-HEE model consists of a candidate argument extractor, a
hierarchical event feature construction module, pedal attention mechanisms that obtain
the semantic relationship and representation between candidate arguments and triggers,
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Fig. 2. The overall architecture of SSA-HEE model. The representation of the content of the
document are obtained by theBERT. Then, the candidate arguments that contained in the document
are extracted by theLTP tool. The contextual representation of the document is fed into the structure
self-attention block to incorporate the dependency information. The candidate triggers then are
obtained by the sameway as candidate arguments.After that, themodel can aggregate the candidate
triggers and arguments through the pedal attention and the dependency-information-enhanced
contextual representation and generate the argument-oriented and trigger-oriented representations.
At the meantime, the model obtains the hierarchical financial event representation according to
the pre-defined hierarchical financial event. The hierarchical financial event representation and
the trigger-oriented are keep the detailed event information to aid the argument role prediction
module when the argument role prediction module predicts the argument role for each candidate
argument.
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Fig. 3. A part of the hierarchical financial event type. For the samples in this work, we cooperate
with financial experts to define a series of super class for the major events of public companies,
such as FINANCING, TRADE and IPO RELATED. The event type of each sample is categorized
into the pre-defined super classes.

a structural dependency self-attention module which is made up of a series of structural
dependency self-attention layer, and a joint inference module which generates the joint
probability for training and extraction.

Candidate Argument Extraction. Given the target financial document, there are no
candidate arguments about the document. Thus, we need to extract the potential argu-
ments at first. All target documents are annotated in the BIO schema. The candi-
date arguments are extracted from the target document by a BERT-based sequence
annotation model. When this process is done, we obtain the candidate arguments
A = a1, a2, . . . . . . , aK .

Hierarchical Event Representation. The superordinate event type is important infor-
mation in trigger classification. In this work, we make use of the hierarchical event
attention proposed to construct each event type’s feature. In this work, each event type
Te
i has a superordinate type Ts

i and a set of candidate argument A. We explore the scaled
dot-product attention [21] to generate attention weights of Te

i and Ts
i to each candidate

argument. Then, each attention weight of Te
i inherits the attention weight of its super-

ordinate type (if it exists). The final attention weights W
∧e

i of event type Te
i for each

candidate argument are recursively constructed in the following way:

W
∧e

i =
{
We

i , Te
i has no superordinate type(

We
i + Ws

i

)
/2,Ts

i is superordinate type of T e
i

After the attention weights are obtained, the hierarchical event representation Fe
i is

computed as following,

Fe
i =

⎡

⎣Te
i ,

K∑

j=1

(
W
∧e

i,j(MeEaj + be)
)
⎤

⎦

where Eaj is the token representation of the argument aj.
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Pedal Attention Mechanism. Long-term dependency is the issue that must be solved
in document-level event extraction. In this work, we use the pedal attention mechanism
[20] to capture the semantic representation between two tokens ωi and ωj. It takes the
adjacent words Ni of token ωi in dependency parse tree and the set of edge Di between
ωi and Ni as input, constructing the semantic representation between ωi and ωj by a
multi-head attention layer. The semantic representation Fp

(i,j) is obtained as following,

Fp
(i,j) = Multi_head(Ej,

[
ENi

1
, . . . . . . ,ENi

l

]
,
[
EDi

1
, . . . . . . ,EDi

l

]
)

where Ej is the representation of ωj, ENi
k
is the representation of k-th token in Ni, and

EDi
k
is the embedding of the dependency edge between ωj and Ni

k .

Structural Dependency Self-attention Module. Based on the discussion over entity
dependency, how to explicitly structure the dependency information and combine it
with the training samples is the key issue that to be solved. Inspired by [22], we
define 8 types of entity-relationship according to the locations of the entities in a docu-
ment. we use intra/inter to distinguish whether the entities appear in the same sentence
and corref/relate to indicate whether the entities refer to the same entity. The 8 entity
relationships are defined as follows:

• A trigger that appears in the same sentence multiple times is denoted as T_intra +
corref .

• A trigger that appears in different sentences is denoted as T_inter + corref .
• An argument that appears in the same sentence multiple times is denoted as A_intra

+ corref .
• An argument that appears in different sentences is denoted as A_inter + corref .
• Trigger and arguments that occur in the same sentence are denoted as intra +
related, which means this pair of distinctive entities are possibly related under certain
predicates.

• Trigger and argument that occur in different sentence are denoted as inter + related.
• Relations between non-entity (NE) token and trigger/argument in the same sentence
are denoted as intraNE.

• For other inter-sentences NE tokens and trigger/argument relations, we follow Xu’s
work which assumes there is no crucial dependency and denoted as NA.

Thus, the all 8 structure dependencies are formulated as 8 entity-centric adjacency
matrices with all elements from a finite dependency set: {T_intra + corref , T_inter +
corref , A_intra + corref , A_inter + corref , intra + relate, inter + relate, intraNE, NA}
(see Fig. 4).

To combine the entity dependency into the end-to-end self-attention model, we
instantiate each sij as neural layers with specific parameters. As a result, for each input
structure S, we have a structured model composed of corresponding layer parameters.
Then, we use biaffine transformation to incorporate query and key vector into a single-
dimensional bias vector, and model the prior bias for each dependency independently.
The biaffine transformation is computed as follows,

biaslij = qliA
l
sij k

l
j
T + blsij
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Fig. 4. Entity dependency structure and the structure self-attention (SSA). Each document has an
entity dependency matrix of which each element indicates one type of entity dependency. In this
case, a two sentences matrix is shown.

Where l means the l-th layer, Al
sij is the trainable layer of parameterized dependency sij.

Joint Inference Model. We add the global constraint to the whole model. We define
association probability matrix Wt2a of which Wt2a

i,j represents the probability that i-th
type event contains a j-th type argument. The joint probability is defined as follows,

P(event|D) = Pt(k|ωi,D)
∏

ωj∈A(ωi)

Wt2a
i,j Pt,a(rj|ωi, ωj,D)

where A(ω) represents the argument set of ω, rj represents the argument role of ωj.
We minimize the negative log-likelihood −log(P(event|D)) to optimize the model
parameters during the training phase.

4 Experiments

4.1 Dataset and Comparison Models

We construct the Chinese financial event extraction dataset from two public datasets:
DuEE-Fin1 and DCFEE2. The dataset contains 8271 samples with 8 superordinate event
types, 14 pre-defined subdivision event types, 62 pre-defined event-argument roles. For
comparison models, we select the following state-of-the-art methods for comparison:
(1) DMCNN [7] extracts event features by dynamic multi-pooling CNN; (2) DBRNN
[13] extracts event triggers and arguments by dependency-bridge RNN; (3) DCFEE [9]
explores sentence-level and document-level event features extraction, and arguments-
completion strategy for event extraction. (4)Doc2EDAG[11] transforms the event into an
entity-based directed acyclic graph (EDAG) and uses a named entity recognition (NER)

1 https://aistudio.baidu.com/aistudio/competition/detail/65.
2 https://github.com/yanghang111/DCFEE.

https://aistudio.baidu.com/aistudio/competition/detail/65
https://github.com/yanghang111/DCFEE
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model to extract arguments at first. Then, the binary classifiers are used to determine the
event type, and arguments are transformed into a directed acyclic graph.

To verify the effectiveness of structural dependency feature, we set up the following
models for comparison: (1) BERT-base only uses the word representation output by
BERT for trigger extraction and role prediction; (2) JHEE joins hierarchical event feature
based on BERT-base; (3) SSA-N-JHEE is the model with both hierarchical event feature
and various SSA layers. The N means the number of layers of SSA. In this work, we set
N as 2 and 4. Noticed that all comparison models use the global constraint proposed in
this work. For a fair comparison, all candidate arguments are generated by the candidate
argument extraction module, and only the final result is evaluated.

Hyper-parameter Setting and Metric. For the input, we set the maximum document
length 1024. During training, we set λ1 = 0.05, λ2 = λ3 = 0.95 andγ = 3. We employ
the Adam [23] optimizer with the learning rate1e−5, train for at most 100 epochs and
pick the best epoch by the validation score on the development set. We randomly split
all samples into train, development, and test sets with the proportion of 6: 2: 2. All
comparison models follow their optimal parameter settings as reported in its articles.
The open-source dependency syntax analysis tool on Language Technology Platform3

(LTP) is used to build the dependency syntax trees of all samples. The embedding
dimension of the argument category and dependency syntax is set as 100. The hidden
layer dimension of themulti-head attention is 256.We calculate the precision, recall, and
F1 of the trigger and its arguments respectively as the criteria for judging the correctness
of the predicted event.

Table 1. Overall performance on the test set.

Trigger classification (%) Argument classification (%)

P R F1 P R F1

DBRNN 87.5 79.3 83.2 76.7 77.7 75.6

DMCNN 80.8 75.2 77.9 73.7 75.7 74.7

DCFEE 49.5 38.8 43.5 – – –

Doc2EDAG 88.3 82.5 85.3 – – –

BERT-base 89.7 90.0 89.8 74.8 85.9 79.9

BERT-HEE 89.3 92.8 90.6 79.4 83.9 81.6

SSA-4-HEE 95 99.8 97.6 91.5 99.9 95.4

SSA-2-HEE 95.9 99.9 97.8 91.8 99.9 95.6

3 https://github.com/HIT-SCIR/ltp.

https://github.com/HIT-SCIR/ltp
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4.2 Results

Overall Results. Table 1 shows the overall results of our financial event extraction
dataset. As we can see, in both trigger and argument extraction tasks, SSA-HEE has
achieved the best results among all the comparison models. BERT-base model achieves
better results than the state-of-the-art models, which indicates the global constraints
joint inference can enable the model to obtain a better performance in document-level
financial domain event extraction. The Doc2EDAG obtains better performance than
DBRNN, DMCNN, and DCFEE, which shows the effectiveness of pre-trained language
models and the usefulness of the entity-based directed acyclic graph generation strategy.
We will show the effectiveness of the hierarchical event representation and structural
dependency self-attention. In addition, we notice that the performance of the DCFEE is
extremely low compared with the other models. We make a 4-cross validation experi-
ments to check DCFEE’s performance. The results are the same. The reason that why the
DCFEE obtained such performance may be that DFCEE assume one sentence contains
the most event arguments and driven by a specific trigger is likely to be an event men-
tion in an announcement. Thus, it performs the SEE first, then supplement the missing
arguments. However, in our datasets, the triggers and arguments scatter throughout the
document. The cases of one sentence contain most of the event elements (trigger and
most arguments) are rare. In this scenario, the performance of SEE block is extremely
limited, which lead to the poor performance of the entire model.

Without hierarchical event representation, the performance of the BERT-base is
worse than BERT-HEE. By using the hierarchical event representation, the performance
of BERT-HEE is improved both on trigger and argument classification. Compared with
BERT-base, BERT-HEE achieves a 0.8% F1 increase on trigger classification and 1.7%
F1 increase on argument classification. This shows that for trigger word and argument
words, the hierarchical event representation leads to the correct classification and helps
the classification of the roles of arguments correctly.

Effect of Structural Dependency Self-attention. As shown in Table 1, the models
with SSA based on hierarchical event representation achieve at least F1 improvements
of 7% and 13.8% on trigger and argument classification respectively. It proves that with
the help of structural dependency information and structural self-attention, the model
can extract the semantic relationship between trigger and arguments and keep the useful
entities’ information. Besides, we want to verify the influence of the number of SSA
layers. We conduct the ablation experiments on SSA layers. We can notice that after we
decrease the SSA layers, the model achieves a slightly F1 improvement of 0.2% both
on trigger and arguments. It shows that the stability of SSA. This improvement of the
performance may occur because of the insufficient training samples since 60% of our
financial dataset only contains 4936 samples. Themodel with 4 layers of SSAmay be too
complex when trained on this training dataset. The model can slightly fix the overfitting
problem on the training set when decreasing the complexity of the model.

5 Conclusion

In this work, we analyzed the Chinese financial documents and the models proposed
in the previous works, noticing the entity dependencies that exist among the sentences
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in a document. Based on these facts of entity dependency, we defined 8 types of entity
dependency among different types of essential entities and adopted the structural self-
attention to incorporate the entity dependency into the token embeddings. We con-
structed a new document-level financial dataset that contains 8 superordinate event
types: FINANCING, TRADE, EQUITY OVERWEIGHT/UNDERWEIGHT, FINAN-
CIAL INDEXCHANGE,MULTI-PARTYCOOPERATION, PERSONNELCHANGE,
IPO RELATED, and LAW ENFORCEMENT. The structural dependency self-attention
based hierarchical event extractionmodelwas proposed to capture the token-level seman-
tic relation and the document-level entity dependencies. The experimental result proves
the effectiveness of the proposed model.

In this work, only the entity dependency information (i.e., the entity dependency
matrix that constructed according to the sentences and the its entities) are exploited
for the document-level event extraction. The accuracy of the tokenized entity that the
proposed model uses is the major pre-processing for the following operations. How
to increase the accuracy of the tokenized entity is the key issue for SSA-HEE. As an
alternative method, the combination of regular expression (RE) and neural networks had
been studied and shown the promising performance in some NLP tasks. The regular
expression is an effective tool for identify the specified unit in a sentence or a document.
It could be a potential research direction that combing the RE with EE model. In our
future work, we will study the possible method to combine the RE with the EE model.

Appendix A

The Definition of Hierarchical Event Structure
Table A shows the hierarchical relationship between financial events in the financial
documents and announcement. The events in financial documents and announcement are
divided into FINANCING, TRADE, EQUITYOVER/UNDERWEIGHT, FINANCIAL
INDEX CHANGE, MULTI-PARTY COOPERATION, PSRSONNEL CHANGE, IPO
RELATED, and LAW ENFORCEMENT.

Table A. The hierarchical Financial Event.

Category Type

FINANCING PLEDGE

PLEDGE RELEASED

CORPORATION LOANS

TRADE EQUITY BUYBACK

ENTERPRISE ACQUISITION

EQUITY OVER/UNDER WEIGHT EQUITY UNDERWEIGHT

EQUITY OVERWEIGHT

FINANCIAL INDEX CHANGE DEFICIT

MULTI-PARTY COOPERATION WIN BID

(continued)



Structural Dependency Self-attention Based Hierarchical Event Model 87

Table A. (continued)

Category Type

PSRSONNEL CHANGE SENIOR MANAGER CHANGE

IPO RELATED IPO

BANKRUPTCY

LAW ENFORCEMENT BE INTERVIEWED

PUNISHMENT
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Abstract. Entity Linking (EL) aims to automatically link the men-
tions in unstructured documents to corresponding entities in a knowl-
edge base (KB), which has recently been dominated by global models.
Although many global EL methods attempt to model the topical coher-
ence among all linked entities, most of them failed in exploiting the
correlations among various linking clues, such as the semantics of men-
tions and their candidates, the neighborhood information of candidate
entities in KB and the fine-grained type information of entities. As we
will show in the paper, interactions among these types of information
are very useful for better characterizing the topic features of entities and
more accurately estimating the topical coherence among all the referred
entities within the same document. In this paper, we present a novel
HEterogeneous Graph-based Entity Linker (HEGEL) for global entity
linking, which builds an informative heterogeneous graph for every doc-
ument to collect various linking clues. Then HEGEL utilizes a novel
heterogeneous graph neural network (HGNN) to integrate the different
types of information and model the interactions among them. Experi-
ments on the standard benchmark datasets demonstrate that HEGEL
can well capture the global coherence and outperforms the prior state-
of-the-art EL methods.

Keywords: Entity linking · Heterogeneous graph · Graph neural
network

1 Introduction

Entity Linking (EL) is the task of mapping entity mentions with specified con-
text in an unstructured document to corresponding entities in a given Knowl-
edge Base (KB), which bridges the gap between abundant unstructured text
in large corpus and structured knowledge source, and therefore supports many
knowledge-driven Natural Language Processing (NLP) tasks and their methods,
such as question answering [29], text classification [26], information extraction
[12] and knowledge graph construction [19].
c© Springer Nature Singapore Pte Ltd. 2021
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CUTTITTA BACK FOR ITALY AFTER A YEAR. ROME 1996-12-06. Italy recalled Marcello Cuttitta on Friday for 
their friendly against Scotland at Murrayfield more than a year after the 30-year-old wing announced he was retiring 
following differences over selection. Cuttitta, who trainer George Coste said was certain to play on Saturday week, was 
named in a 21-man squad lacking only two of the team beaten 54-21 by England at Twickenham last month.

Murrayfield
Stadium

Marcello 
Cuttitta

ScotlandScotland national 
rugby union team

England national 
football team

England national 
rugby union team

Topic: Rugby union team      Country              Sport stadium       Rugby union player      Rugby union team                   

Fig. 1. The illustration example. By considering the topical coherence, an EL model
can accurately link the mentions “Scotland”, “Murrayfield”, “Cuttitta” and “England”
to their corresponding entities (in bold) that share the common topic “rugby”.

Recently, EL task has been dominated by the global methods [1,5–8,13,16,
18,24,27,28], which model the topical coherence among the linked entities of
mentions in the same document. Considering such global signal can help an
EL model alleviate the biases from local contextual information. For instance,
as shown in Fig. 1, for linking the mention “England”, it is difficult to decide
between the candidate entities England national football team and England
national rugby union team when only using the surrounding sports-related local
context where there are the scores of matches or the name of stadium. However,
if an EL model can capture the topical coherence of the common topic “rugby”
among all the mentions “Scotland”, “Murrayfield”, “Cuttitta” and “England”
in the current paragraph, the model can correctly link the mention “England”
to the candidate England national rugby union team.

Although prior global EL approaches have greatly boosted the performance
of local models, most of them do not simultaneously consider multiple types
of useful information and the interactions among them, such as the semantics
of mentions and their candidates, the neighborhood information of candidate
entities in KB and the fine-grained type information of entities, when modeling
the global coherence, and thus fail to precisely estimate the coherence among
referred entities. As we will show in the paper, effectively modeling the inter-
actions among above types of information can help to better model the topical
coherence and achieving more accurate EL.

Most recently, some global methods [14,27] construct a document-level graph
with candidate entities of the mentions as nodes and exploit Graph Convolutional
Networks (GCN) [15] on the graph to integrate the global information, delivering
promising results. Inspired by the effectiveness of using GCN to model the global
signal,we present HEterogeneous Graph-based Entity Linker (HEGEL), a novel
global EL framework designed to model the interactions among heterogeneous
information from different sources by constructing a document-level informative
heterogeneous graph and applying a heterogeneous architecture in GNN aggre-
gation operation. We first construct a document-level informative heterogeneous
graph with mentions, candidate entities, neighbors of entities and extracted key-
words as nodes, and we create different types of edges to link these different
types of nodes. Then we apply a designed heterogeneous graph neural network
(HGNN) on the constructed heterogeneous graph to encode the global coherence,
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which allows information propagation along the informative graph structure and
encourages sufficient interactions among different types of information.

Our contributions can be summarized as follows:

– We design a novel approach to construct a document-level informative het-
erogeneous graph to collect useful linking clues from different sources.

– We propose a meticulously designed heterogeneous graph neural network on
the constructed graph, which integrates different sources of information and
encourages sufficient interactions among them, more precisely characteriz-
ing the topic features of candidate entities and better capturing the topical
coherence. To the best of our knowledge, this is the first work to employ a
heterogeneous graph neural network in Entity Linking tasks.

– Extensive experiments and analysis on six standard EL datasets demonstrate
that our HEGEL achieves state-of-the-art performance over mainstream EL
methods.

2 Proposed Method: HEGEL

In addition to separately encoding the local features for every mention within a
document as local models do, HEGEL constructs an informative heterogeneous
graph for each document and then applies a heterogeneous GNN on it, which
encodes the global coherence based on different types of information. Finally,
HEGEL combines the local and global features and generates a final score for
each mention-candidate pair.

2.1 Problem Formulation

Given a list of entity mentions M = {m1, ...m|M |} in a document D, the EL task
can be formulated as linking each mention mi to its corresponding entity ẽi from
the entity collection E of KB or NIL (i.e. ẽi = NIL, which means the mention
mi cannot be linked to any corresponding entity in E reasonably). Generally
speaking, EL methods usually consist of two stages:

Candidate generation stage generates a small list of candidate entities
Ci = {ei1 , ei2 , ..., eim} ⊂ E for the mention mi because of the unacceptable
computation cost to traverse over the whole entity collection E . For candidate
generation, we use the method proposed in [7,16], which simply uses (1) com-
puted mention-entity prior p̂(e|m) by averaging probabilities from mention entity
hyperlink statistics of Wikipedia; and (2) the local context-entity similarity.

Candidate disambiguation stage assigns a score calculated in EL model to
each candidate eik and selects the top-ranked candidate as the predicted answer,
or predicts NIL under some specified situations. Most EL methods, including this
work, focus on improving performance in this stage.
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Fig. 2. The overall framework of our proposed model HEGEL

Figure 2 gives an overview of HEGEL that follows a four-stage processing
pipeline: (a) encoding local features for each candidate independently, (b) infor-
mative graph construction for the document, (c) applying heterogeneous GNN
on the graph, and (d) combining local and global features for scoring.

2.2 Encoding Local Features

Given a mention mi in D and a candidate entity eik ∈ Ci, HEGEL computes three
types of local features to encode the local mention-entity compatibility. These
features consist of (a) the Mention-Entity Prior P (eik |mi), which has been used
in candidate generation stage, as referred in Sect. 2.1; (b) the Context Similarity
ΨC(eik , cmi

), which utilizes an attention neural network to compute the similarity
between candidate eik and local context cmi

= {w1, ...w|c|} surrounding mi by
selecting K most relative words from cmi

, eliminating noisy context words from
computation; (c) the Type Similarity ΨT (eik ,mi), which estimates the similarity
between the types (PER, GPE, ORG and UNK) of mi and eik by training a
typing system proposed by [28].

2.3 Informative Heterogeneous Graph Construction

For the document D, HEGEL builds an informative heterogeneous graph GD to
collect different types of linking clues.

As shown in Fig. 2, GD =< VD, ED > contains three types of nodes: mention
nodes VMent, entity nodes VEnt and keyword nodes VWord. Therefore, the node
set VD = VMent∪VEnt∪VWord. VMent is naturally composed of all mentions mi in
D. VEnt contains two parts of entities: the mention candidates VEnt,1 =

⋃|M |
i=1 Ci,

and the common neighbors in KB of at least two candidate entities in VEnt,1,
or formally VEnt,2 = {v|∃v1, v2 ∈ VEnt,1, v1 �= v2, (v1, r, v), (v2, r, v) ∈ KB, v /∈
VEnt,1}. As reserving all neighbors in KB of VEnt,1 is computationally unaccept-
able, we eliminate those nodes with only one neighbor because neighbors bridging
two candidates are more informative for determining the relation between can-
didates, which is theoretically explained and experimentally proved in [18,21].
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VWord consists of the keywords extracted from the Wikipedia page of each can-
didate in VEnt,1. We find that the first sentence in the Wikipedia page of an
entity usually contains more fine-grained type information of the entity, which is
a very useful linking clue. Therefore, for e in VEnt,1, we extract the first sentence
s from its Wikipedia page, find the first link verb in s, and pick the continuous
phrase immediately after the link verb, which contains nouns, adjectives and
conjunctions only. We regard the words in the picked phrase, except stopwords,
as keywords characterizing the fine-grained type of e, and add them into VWord.

After VD generated, HEGEL creates heterogeneous edges between nodes of
the same or different types by following rules: (a) the edges between two mention
nodes EMM ⊂ VMent×VMent are created between adjacent mentions (mi,mi+1)
in D; (b) the edges between two entity nodes EEE ⊂ VEnt × VEnt are created
while there is a relation between them in KB; (c) the edges between two word
nodes EWW ⊂ VWord × VWord are created while the cosine similarity of two
word embeddings is higher than a given threshold ε; (d) the edges from entities
to mentions EEM ⊂ VEnt,1 × VMent are consistent with the mention-candidate
relation; (e) the edges from words to entities EWE ⊂ VWord ×VEnt,1 are created
while the word is one of the keywords for the entity. Note that (d) and (e) are uni-
directional while (a)–(c) are bi-directional, and the performance of constructing
bi-directional edges for (d) and (e) will be discussed later.

2.4 Heterogeneous Graph Neural Network

Given a constructed heterogeneous informative graph GD, HEGEL applies a
designed heterogeneous graph neural network (HGNN) on it to integrate different
sources of information and encourage the interactions among them, generating
information-augmented embeddings of VMent and VEnt,1 for later scoring.

In order to avoid the requiring of expertise knowledge and information loss led
by the former metapath-based HGNN methods, we design a novel metapath-free
HGNN model. For the heterogeneous graph GD, we represent an edge e ∈ ED
from node i ∈ VD to node j ∈ VD with edge type r as (i, j, r). Note that in our
informative graph, the node type (ti, tj) can exclusively determine the edge type
r, and therefore we denote (ti, tj) as r in following explanation.

Node Embeddings. For a mention node vmi
∈ VMent, we use a text con-

volutional neural network (CNN) on the local context cmi
surrounding mi to

compute the initial embeddings h0
mi

∈ Rdcnn+dh :

cmi
= {w1, ..., w|c|} (1)

h0
mi

= [
1

len(mi)

∑

w∈mi

vw;CNN(vw1 , ..., vw|c|)] (2)

where vw, vwi
∈ Rdh are corresponding word embeddings of mention surface

words and its context cmi
respectively, [;] is concatenating operation. For the

nodes in VEnt and VMent, we naturally use the entity word embeddings vei ∈ Rdh

and vwi
∈ Rdh trained in [7] as initial embedding h0

ei , h
0
wi

.
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Inter-Node Propagation. A node should receive different types information
from its heterogeneous neighborhood in different ways. Motivated by previous
work about metapath [4], HEGEL models the different information propaga-
tion with multiple feature transformations on different adjacent relations. Tak-
ing edge type r = (ti, tj) into consideration, a node vj with type tj collects
information from its neighborhood N(vj) with type ti in l-th layer by a Graph
Convolutional Network (GCN):

hl+1
vj ,ti =

1
Z

∑

vi∈Vti
∩N(vj)

W l
ti,tjh

l
vi

(3)

where hl
vi

∈ Rdl,ti is vi’s embedding before l-th layer, W l
ti,tj ∈ Rdl+1,tj ×dl,ti is

a trainable matrix in l-th layer, hl+1
vj ,ti ∈ Rdl+1,tj is vj ’s new embedding related to

ti, and Z is the normalization factor. Note that for edge types (ti, ti) connecting
nodes with the same type, self-loop connections are added into its edge set.

Intra-Node Aggregation. In order to preserve the information from different
types of relationship with neighborhoods, for the node vj , HEGEL aggregates
new embeddings to generate the input hl+1

vj
for next layer:

hl+1
vj

= σ(fagg(hl+1
vj ,ti)) (4)

where fagg : Rd×|{ti}| → Rd is the aggregation function implemented as
simple summation operation fagg({xi}) =

∑
xi, σ is an activation function

implemented as GELU(·) [10], hl+1
vj

∈ Rdl+1,tj is the output embedding of l-th
layer containing all types of one-hop neighborhood of vj in heterogeneous graph
structure. The L layers of inter-node propagation and intra-node aggregation
encourage heterogeneous integrations and interactions among types of informa-
tion, which are represented by the final output hL

vj
.

Global Score Calculation. After getting the information-augmented embed-
dings hL

mi
for mention mi and hL

eik
for corresponding candidate eik , as we ensure

that dL,Ment = dL,Ent, HEGEL applies a bi-linear similarity calculation to rep-
resent the global compatibility between the mention-candidate pair:

ΨG(eik ,mi) = (hL
mi

)T · D · hL
eik

(5)

where D ∈ RdL,Ment×dL,Ent is a trainable diagonal matrix.

2.5 Feature Combining and Model Training

HEGEL combines local features and the global compatibility score to compute
the linking score for each candidate eik of mention mi:

S(mi, eik) = f([P (eik |mi);ΨC(eik , cmi
);ΨT (eik ,mi);ΨG(eik ,mi)]) (6)
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where f is a two-layered fully connect neural network. The candidate eik
with the highest final linking score S(mi, eik) is selected as the output linking
result for mi. HEGEL links mi to NIL if and only if its candidate list Ci = ∅, or
rather, there is no corresponding entity to mi in KB entity set E .

Following previous works, HEGEL attempts to make the ground truth entity
ẽi ranking higher than other candidates, and therefore minimizes the following
margin-based ranking loss:

L =
∑

mi∈D

∑

eik∈Ci

[γ − S(mi, ẽi) + S(mi, eik)]+ (7)

where γ > 0 is the margin hyper-parameter, and [x]+ is equal to x when
x > 0, or equal to 0 otherwise.

3 Experiments and Analysis

3.1 Datasets

Following previous EL practice, we evaluate HEGEL on the benchmark dataset
AIDA CoNLL-YAGO [11] for training, validation and the in-domain testing. To
examine its cross-domain generalization ability, we use five popular datasets for
cross-domain testing: MSNBC [3], AQUAINT [20], ACE2004 [24], CWEB [8]
and WIKIPEDIA [8]. Table 1 shows the statistics and corresponding recall of
candidate generation of all datasets used in our experiments.

Table 1. The statistics of used datasets. Recall represents the ratio of candidate lists
containing corresponding ground truth entity.

Dataset #Mentions #Docs #Ments / #Docs Recall(%)

AIDA-train (train) 18448 946 19.50 100

AIDA-A (valid) 4791 216 22.18 97.72

AIDA-B (test) 4485 231 19.4 98.66

MSNBC 656 20 32.8 98.48

AQUAINT 727 50 14.54 94.09

ACE2004 257 36 7.14 91.44

CWEB 11154 320 34.86 91.90

WIKIPEDIA 6821 320 21.32 93.21

3.2 Experiment Settings

As we use the pre-trained Word2vec [17] word embeddings, and entity embed-
dings released by [7], the embedding dimension dh is fixed to 300. The hyper-
parameters are manually tuned based on the validation performance on AIDA-A.
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CNN output dimension dcnn = 64, all informative graph embedding dimensions
dl,t = 32, l = 1, ..., L, number of HGNN layers L = 2, margin γ = 0.01, K = 40,
dropout rate is set to 0.5, EWW threshold ε = 0.5.

We use Adam optimizer to train HEGEL with a learning rate of α = 2e − 4.
The model is evaluated per 3 epochs, and the training process is terminated
while highest validation performance is not exceeded in 10 evaluations.

To confine the graph size within a computable range, all documents with more
than 80 mentions will be split into several documents as average as possible.

3.3 Compared Baselines

To illustrate the effect of modeling the interactions among different types of
information, we evaluate and compare the performance of our HEGEL with 9
existing methods [1,2,6–8,11,14,16,24], which will be discussed in Sect. 4, on in-
and cross-domain datasets.

It’s worth noting that GNED claims they firstly construct a heterogeneous
entity-word graph to model global information, but their nodes are not het-
erogeneous indeed as entity nodes share the same vector space with words. In
addition, they do not apply any heterogeneous architecture in their GNN, as
they regard all edges as the same type. Therefore, HEGEL is the first work to
employ a heterogeneous GNN in EL tasks to our best knowledge.

3.4 Experiment Results

We report the performance of all the compared baselines and our HEGEL in
Table 2. The top part shows the performance of non-GNN-based baselines, and
other baselines are GNN-based.

The in-domain test dataset AIDA-B, which shares the similar data distri-
bution with training dataset AIDA-train and validation dataset AIDA-A, is the
most important benchmark. By modeling the latent relation between mentions
and injecting entity coherence into it, which can be regarded as simply interac-
tion between two types of information, Ment-Norm outperforms all baselines on
AIDA-B. It shows that the interactions of heterogeneous information are bene-
ficial for capturing global coherence. We observe that HEGEL, which integrates
different types of information in a more interactive and effective way for cap-
turing the global coherence, significantly outperforms the Ment-Norm method.
The fact shows that our HEGEL can encourage more richer interactions among
different types of information and greatly improve the performance.

It should be figured out that none of the models can consistently achieve
the best F1-score on the all five cross-domain datasets. HEGEL outperforms the
other two GNN-based method, NCEL and SGEL, on MSNBC and ACE2004. It
shows that our HEGEL can handle cross-domain linking cases better than them
in some extent.
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Table 2. Performance on in-domain (AIDA-B) and cross-domain datasets.
We show the In-KB accuracy (%) for the in-domain and micro-F1 Score (%) for the
cross-domain datasets respectively. For HEGEL we show std. deviation obtained over
3 runs.

In-domain Cross-domain

Models AIDA-B MSNBC AQUAINT ACE2004 CWEB WIKI

Prior p(e|m) 71.51 89.3 83.2 84.4 69.8 64.2

AIDA [11] - 79 56 80 58.6 63

GLOW [24] - 75 83 82 56.2 67.2

RI [2] - 90 90 86 67.5 73.4

WNED [8] 89 92 87 88 77 84.5

Deep-ED [7] 92.22 93.7 88.5 88.5 77.9 77.5

Ment-Norm [16] 93.07 93.9 88.3 89.9 77.5 78.0

GNED [14] 92.40 95.5 91.6 90.14 77.5 78.5

NCEL [1] 80 - 87 88 - -

SGEL [6] 83 80 88 89 - -

HEGEL 93.65±0.1 93.19±0.2 85.87±0.3 89.33±0.4 73.25±0.3 75.54±0.1

- w/o VWord 91.94±0.2 93.18±0.2 85.35±0.4 88.40±0.5 71.95±0.5 74.70±0.2

- w/o VEnt,2 92.22±0.1 92.93±0.4 85.07±0.7 88.93±0.4 72.57±0.5 75.45±0.2

HEGEL Local 91.03 91.97 84.06 86.92 71.45 74.79

Our HEGEL performs extremely well on in-domain cases by making full use
of different types of linking clues for better capturing the global coherence, but it
seems that there is no advantage on the cross-domain datasets. We find that the
ground truth entities of cross-domain test sets are less popular, where the linking
clues are sparse. To improve the generalization ability on such tough cases, the
only effective way seems to be introducing large-scale corpus for training, aiming
to more or less “see” the linking clues of cross-domain entities in the training
stage. We will try to introduce large-scale pre-trained language models, such as
BERT, to improve the generalization ability of our HEGEL in the future.

Comparing GNED with our simpler and effective way to extract keywords
within the first sentence from the Wikipedia page of corresponding entity, they
search on the whole Wikipedia KB to find the hyperlinks to corresponding entity
and extract contexts in preprocessing stage, which have to iterate through all |E|
entities and become very time-consuming. Even with less keyword evidence, our
strategy still ourperforms GNED on in-domain dataset with lower time overhead.
GNED accesses more additional linking clues and reach better performance on
cross-domain datasets, and we suppose that these richer information can also
improve the generalization ability of our HEGEL, and further boost our perfor-
mance on cross-domain datasets.
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3.5 Ablation Study

As shown in the bottom part of Table 2, HEGEL boosts the performance of local
model with an average improvement of 1.77%, which shows that HEGEL is able
to greatly enhance the local model.

To further examine the effect of our heterogeneous model, we remove the key-
word nodes VWord and neighbor nodes VEnt,2 from VD respectively, and therefore
the related edges from ED as well. After that, there is a significant drop in per-
formance (0.89% and 0.61% on average respectively) across datasets, especially
in-domain AIDA-B (1.71% and 1.43%). The results demonstrate the effectiveness
of introducing the keyword (fine-grained type) information and neighborhood
information of candidate entities and modeling the interactions among them,
which can help to accurately capture the topical characteristics of candidates.

3.6 Analysis

The Impact of Edge Directions. As referred in Sect. 2.3, HEGEL only keeps
one direction for EEM and EWE . We suppose that adding edges from VMent

to VEnt,1 and from VEnt,1 to VWord will lead to the over-smooth problem, as
candidates to be disambiguated are related to the same mention and maybe
the same keywords, where they might entangle with each other and make the
disambiguation harder. As expected, the results shown in Table 3(a) prove that
keeping these edges uni-directional can alleviate over-smooth and enhance the
performance.

Table 3. Experiment results on (a) Changing the directionality of edges; (b) Scores in
case study.

Models AIDA-B Cross-
domain avg.

HEGEL 93.65 83.44

+VEnt → VWord 93.15 82.93

+VMent → VEnt 92.64 83.03

+Both 91.21 81.81

Models Scot.→
country

Scot.→
team

Eng.→
football

Eng.→
rugby

Gold Low High Low High

HEGEL –0.162 –0.144 –0.147 –0.145

–VWord –0.336 –0.309 –0.312 –0.317

–VEnt,2 –0.176 –0.187 –0.170 –0.168

Case Study. As shown in Fig. 2, HEGEL needs to map the mentions “Scot-
land”, “Murrayfield”, “Cuttitta” and “England” in the same document to cor-
responding entities. “Murrayfield” and “Cuttitta” are not ambiguous as they
have only one candidate respectively. However, “Scotland” and “England” are
linked to wrong candidates by local model, where our HEGEL outputs the right
answers by correctly modeling the interactions among heterogeneous types of
information, especially from the neighborhood around “Marcello Cuttitta” (a
former rugby union player) and “Rugby Union”, and from the respective key-
words related to “rugby”. Ablation score calculating results shown in Table 3(b)
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manifest that information from keyword nodes VWord and neighbor nodes VEnt,2

and correctly handling the information are both important for HEGEL to cor-
rectly capture the topical coherence and model the heterogeneous interactions.

4 Related Work

4.1 Entity Linking

Most existing models not only use local methods relying on local context of indi-
vidual mentions independently [2,11,22,23], but also use global methods consid-
ering the coherence among the linked entities of all mentions by jointly linking
on the whole document [8,24]. As the global coherence optimization problem
is NP-hard, different approximation methods are often used. Apart from tradi-
tional methods like loopy belief propagation [7,16], several works approximate
the problem into sequence decision problem [5] or graph learning [1,6,14,27].
Following the graph based neural network modeling methods, HEGEL expands
the graph utilization in EL task to heterogeneous style, which not only enjoys the
strong representation ability of heterogeneous graph structure, but also becomes
effective enough because of avoiding other additional inference steps required in
sequence-style models.

4.2 Graph Neural Networks

Graph Neural Network (GNN) is a strong and flexible framework to learn on
data with graph structure. After the Graph Convolutional Network (GCN) [15]
appeared, GNN is more and more widely used in many tasks, while several
popular GNN architectures, such as GraphSAGE [9] and GAT [25], are proposed
to learn the representation on graphs. The natural graph structure entailed in
EL task becomes a favorable condition to apply GNN methods.

As the emergence of massive heterogeneous information, many works about
Heterogeneous GNN have been proved to be effective. The mainstream of HGNN
models is based on the construction of metapaths [4], but several HGNN archi-
tectures free of metapath are proposed recently [13]. Our HEGEL follows these
works, and utilizes the heterogeneous structure to model the interactions among
different types of linking information.

5 Conclusion

In this paper, we have presented HEGEL, a novel graph-based global entity
linking method, which is designed to model and utilize the interactions among
heterogeneous types of information from different sources. We achieve this aim by
constructing a document-level informative heterogeneous graph and applying a
heterogeneous GNN to propagate and aggregate information on the graph, which
is hard to achieve by previous homogeneous architectures. Extensive experi-
ments on standard benchmarks show that HEGEL achieves state-of-the-art per-
formance in EL task.
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Abstract. Users rely on open data portals and search engines to find
open knowledge graphs (KGs). However, existing systems only provide
metadata-based KG search but ignore the contents of KGs, i.e., triples.
In this paper, we present one of the first content-based search engines
for open KGs. Our system CKGSE supports keyword-based KG search,
KG snippet generation, KG profiling and browsing, all computed over
KGs’ (large) contents rather than their (small) metadata. We implement
a prototype with Chinese KGs crawled from OpenKG.CN and we report
some preliminary results about the practicability of such a system.

Keywords: Knowledge graph · Search engine · Snippet · Profiling

1 Introduction

Open data, especially knowledge graphs (KGs), plays an important role in sci-
entific research and application development. These days, increasingly more
research efforts for constructing reusable KGs bring about a large number of
KG resources available on the Web, which motivates the development of data
sharing platforms. Open data portals such as European Data Portal have made
a promising start. Users are allowed to freely publicize their own KGs, or search
and download published KGs from others. Recent research efforts have been
paid to assist users to conveniently find the KG they want. Thus various sys-
tems have been developed, ranging from general search engines such as Google
Dataset Search, to KG-centric systems like LODAtlas [14]. OpenKG.CN is a
popular platform for Chinese open KGs, providing a keyword search service.

Limitations of Existing Work. The above systems provide search services based
on metadata, i.e., meta-level data descriptions attached to a KG, such as author-
ship and provenance. This leads to two weaknesses. (W1) They cannot handle
queries with keywords referring to the content (i.e., triples) of the target KG,
such as a class, property, or entity. Queries of this kind are common in practice.
Indeed, over 60% of KG queries contain keywords that refer to KG content [4].
(W2) Metadata cannot provide close-up views of the underlying KG content.
Its utility for relevance judgment in search is limited [16].
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 104–115, 2021.
https://doi.org/10.1007/978-981-16-6471-7_8
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Our Work. To address the above two limitations, content-based KG search is
needed but the practicability of such a new paradigm is unknown. In this paper,
we present CKGSE, short for Chinese KG Search Engine, as our preliminary
effort to build a content-based search system for open KGs. CKGSE has four
components: KG crawling and storage for managing KGs and their metadata,
content-based keyword search for parsing queries and retrieving relevant KGs
based on their contents, content-based snippet generation for extracting a sub-
KG from a KG to justify its query relevance, and content profiling and browsing
for providing detailed information about a KG including abstractive and extrac-
tive summaries and a way to explore its content. To evaluate the practicability
of CKGSE, we implement a prototype1 based on Chinese KGs collected from
OpenKG.CN. Our contributions are summarized as follows.

– We develop one of the first content-based search engines for open KGs.
– We report experimental results about the practicability of such a system.

Outline. Section 2 discusses related work. Section 3 and Sect. 4 describe an
overview of CKGSE and its detailed implementation, respectively. Section 5
presents experimental results. Section 6 concludes the paper with future work.

2 Related Work

2.1 Open KG Portals and Search Engines

Today, hundreds of open data portals are available [13]. They manage collected
resources with metadata using a vocabulary such as DCAT.2 Google Dataset
Search aims at navigating users to the original page of each data resource. It only
indexes the metadata of each resource without considering its content. Current
search engines for KGs are also based on metadata, e.g., LODAtlas [14].

To overcome the limitations of metadata-based systems, our CKGSE takes
KG content into consideration. To support keyword search over KG content,
complementary to metadata index, CKGSE also indexes the content of each KG.
To facilitate relevance judgment of search results, CKGSE generates a snippet
for each KG extracted from its content. To provide a close-up view for each
KG, apart from its metadata, CKGSE offers content-based summaries and an
exploration mechanism for easier comprehension.

2.2 KG Profiling

KG profiling is to interpret a KG according to various features [3,7,9]. In [7], by
reviewing the literature over the past two decades, profiling features are divided
into seven categories, most of which are metadata-oriented such as Provenance
and Licensing. The Statistical category includes numbers and distributions of

1 http://ws.nju.edu.cn/CKGSE.
2 https://www.w3.org/TR/vocab-dcat-2/.

http://ws.nju.edu.cn/CKGSE
https://www.w3.org/TR/vocab-dcat-2/
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Content Profiling and Browsing
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Fig. 1. Overview of CKGSE.

data elements such as the number of classes and properties instantiated in a
KG [1]. The General category includes methods for choosing representative data
elements, such as structural summaries [2,6,8,15] and pattern mining [20,21].

Benefited from these fruitful research efforts, our CKGSE incorporates sev-
eral profiling techniques. In addition to metadata and statistics, CKGSE mines
frequent entity description patterns (EDPs) in a KG as its abstractive sum-
mary [18,19], and illustrates its content with an extractive summary [5,10].

3 System Overview

An overview of CKGSE is presented in Fig. 1, including four main components.
KG Crawling and Storage crawls, parses, and stores KGs and their metadata.
Content-Based Keyword Search parses keyword queries and retrieves and ranks
KGs. For each top-ranked KG, Content-Based Snippet Generation extracts a
query-relevant sub-KG as a snippet presented in the search results page. For each
KG selected by the user, Content Profiling and Browsing presents its profiled
detailed information and supports exploring its content.

KG Crawling and Storage. As an offline process, KG Crawling retrieves all avail-
able metadata from OpenKG.CN through its CKAN API. Following the links
in metadata, the dump files of all KGs are downloaded, parsed into triples, and
stored in a local database. Four indexes are then built to support efficient online
computation in downstream components, which will be detailed in Sect. 4.

Content-Based Keyword Search. Given an input (Chinese) keyword query, it is
parsed by segmenting into words and removing stop words. The parsed query
is executed over an inverted index to retrieve top-ranked KGs according to a
relevance score function involving multiple fields of metadata and content.
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Content-Based Snippet Generation. For each top-ranked KG, its content is
loaded into memory from which a query-relevant snippet is online generated. The
generation method, KSD [17], considers content representativeness and query
relevance, and is supported by a label index. The output is an optimal snippet
containing k top-ranked triples where k is a pre-defined size limit. It is presented
as a node-link diagram in the search results page.

Content Profiling and Browsing. For each selected KG, its offline indexed pro-
file is presented, including its metadata, statistics, and two content summaries.
The abstractive summary contains the most frequent entity description patterns
(EDPs) [18,19] in the KG, and the extractive summary generated by IlluS-
nip [5,10] contains an optimal sub-KG of k′ triples in terms of content repre-
sentativeness where k′ is a pre-defined size limit. All entities in the KG can be
explored in a faceted manner supported by an entity index, i.e., by filtering enti-
ties by their classes and properties. All triples describing a filtered entity can be
browsed.

4 System Implementation

In this section we detail the implementation of each component of CKGSE.

4.1 KG Crawling and Storage

This component crawls and stores metadata and KGs from OpenKG.CN.

KG Crawling. Through the CKAN API, the metadata of all available resources
are retrieved from OpneKG.CN, including KGs and non-KG resources which
are not our focus. Among these resources, 40 are identified as KGs in formats
such as RDF/XML, Turtle, and JSON-LD. Following the links in metadata, KG
Crawling first downloads KG dump files, and then parses them into triples using
Apache Jena 3.8.0. Metadata and triples are stored in a MySQL database.

Metadata. The metadata of all KGs is stored in a table, where each row repre-
sents a KG, and each column represents a field of metadata, such as Title and
Author. Observe that incorrect/incomplete field values are common in practice
since they are freely submitted by KG publishers.

Triples. The triples of each KG are stored in a table whose columns contain
the subject, predicate and object of each triple. Moreover, each IRI in a KG is
labeled by a human-readable textual form, including its local name, the value
of its rdfs:label property, and the value of its associated literals. These labels
will be used in downstream components.

4.2 Content-Based Keyword Search

Supported by an inverted index, this component parses the keyword query and
retrieves a ranked list of relevant KGs.
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Inverted Index. An inverted index is created for keyword-based KG search and
has three fields: Content, Title, and Other metadata. For KG content which
is not considered in existing systems, each triple is transformed into text by
concatenating the labels of its subject, predicate, and object. The textual forms
of all triples in a KG compose the field Content. Among metadata, the title
of each KG is individually indexed in the field Title for its importance in KG
search, while other metadata is combined into the field Other metadata.

Query Parsing. The keyword search component of CKGSE is developed over
Apache Lucene 7.5.0, which provides only basic word segmentation modules
incompetent for parsing Chinese queries. To address this problem, we incorporate
the IK analyzer3 which is an open-source tool for Chinese word segmentation.

KG Retrieving and Ranking. Receiving the parsed query from Query Parsing as
a list of keywords, it is searched over the inverted index. Searches are performed
using OR as the default boolean operator between keywords. A multi-field query
parser provided by Apache Lucene is used to retrieve and rank the search results
over the three fields. The relevance score function adopted by CKGSE, at the
time of writing, is BM25 as default provided by Lucene, which could be replaced
by more advanced functions for KGs in future work.

4.3 Content-Based Snippet Generation

To facilitate relevance judgement of KGs, this component outputs a snippet for
each top-ranked KG to justify its query relevance and illustrate its main content.
This unique feature distinguishes CKGSE from existing systems.

Label Index. For each KG, a label index maps each word to the IRIs whose
textual forms contain the word. It is used to compute the query relevance of
each triple, supporting query-relevant snippet generation. The query relevance
of a triple is measured by the number of keywords contained by its textual form,
i.e., contained by the textual form of its subject, predicate, or object.

Content Loading. Before snippet generation, for each KG in the search results,
its triples are loaded into memory from the local triple store. During the loading
process, the query relevance of each triple is computed with the support of the
Label Index, as well as some scores measuring content representativeness such
as the relative frequency of the class or property instantiated in the triple.

Query-Relevant Snippet Generation. KSD [17] formulates the computation of an
optimal snippet for a KG as a weighted maximum coverage problem, where each
triple is regarded as a set of elements including query keywords, classes, proper-
ties, and entities in the triple. Each element is assigned a weight of importance,
e.g., relative frequency. KSD aims at selecting at most k triples maximizing the

3 https://code.google.com/archive/p/ik-analyzer/.

https://code.google.com/archive/p/ik-analyzer/
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total weight of covered elements. By applying a greedy strategy, it selects a
triple containing the largest weight of uncovered elements in each iteration until
reaching the size limit k or all elements are covered. We set k = 10. An example
snippet is shown in Fig. 6. We refer the reader to [17] for details about KSD.

4.4 Content Profiling

This component presents an offline computed profile for each selected KG includ-
ing metadata, statistics, an abstractive summary, and an extractive summary.

Metadata and Statistics. For each selected KG, its metadata is loaded from the
database and presented to the user as a table. Each row contains a key-value pair
as shown in Fig. 7. Statistics provide a high-level overview of the selected KG,
including basic counts such as the number of triples, entities, the distributions
of instantiated classes and properties presented in pie charts as shown in Fig. 8,
and top-ranked entities by PageRank showing the central content of the KG.

Abstractive Summary Generation. Inspired by pattern mining techniques for KG
profiling, CKGSE incorporates frequent entity description pattern (EDP) [18,19]
into the KG profile page. As each entity in the KG is described by a set of
schema-level elements, i.e., classes and properties. EDPs retain the common
data patterns shared among entities in the KG. Thus frequent EDPs can be
regarded as an abstractive summary of the KG. Each of them consists of a set
of classes, forward properties, and backward properties that describe an entity.
In the profile page, each EDP is presented as a node-link diagram as in Fig. 9.

Extractive Summary Generation. Complementary to EDPs providing abstrac-
tive schema-level summaries, CKGSE also provides extractive summaries to
exemplify the KG content. IlluSnip [5,10] formulates the selection of triples as a
combinatorial optimization problem, aiming at computing an optimal connected
sub-KG containing the most frequently instantiated classes, properties, and the
most important entities with the highest PageRank scores. Such a sub-KG can
be viewed as an extractive summary of the KG. A greedy algorithm is applied
to generate a sub-KG containing at most k′ triples. We set k′ = 20. The result
is presented as a node-link diagram on the profile page as shown in Fig. 10.

Summary Index. Offline computed abstractive and extractive summaries are
stored in a summary index.

4.5 Content Browsing

Beyond the profile page, CKGSE also enables the user to interactively explore
the entities in the selected KG.

Entity Index. An entity index is created to support efficient filtering of entities.
It consists of two parts, mapping classes and properties to their instance entities,
respectively. The index is implemented with Lucene.
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Table 1. Statistics of the KGs.

Triples Classes Properties Entities Dump files (MB)

Median Max Median Max Median Max Median Max Median Max

68,399 151,976,069 7 20,096 23 40,077 93,268 303,952,138 23 28,929

Table 2. Run-time of offline computation (hours).

Parsing Inverted index Label index Statistics Summary index Entity index

20.27 5.10 2.52 2.97 31.38 33.21

Table 3. Disk use (MB).

Dump files Triple store Inverted index Label index Summary index Entity index

54,133 35,756 1,816 9,708 165 1,129

Faceted Entity Search. As shown in Fig. 11, users are provided with a panel to
choose classes and properties instantiated in the KG. The selected classes and
properties are used as a filter for entities with AND as the boolean operator.
Filtered entities are presented as a list. Each of them can be further browsed.

Entity Browsing. For each of the filtered entities, CKGSE retrieves all the triples
describing it and presents them as a node-link diagram. Intuitively it shows the
neighborhood of this entity in the original KG. By switching between entities,
users are able to explore the KG according to her/his own interest.

5 Experiments

We implemented a prototype of CKGSE on an Intel Xeon E7-4820 (2GHz) with
100GB memory for JVM. Our experiments were focused on the practicability of
CKGSE. We also presented a case study comparing CKGSE with the current
version of OpenKG.CN to show the usefulness of the unique features of CKGSE.

5.1 Practicability Analysis

KG Crawling and Storage. Table 1 shows statistics about the 40 KGs crawled
from OpenKG.CN. They vary greatly in size and schema. Some are very large.

As shown in Table 2, parsing all the 40 KGs affordably ended within 1 day,
where 10% (4/40) were large and parsed in more than 1 h. Observe that the time
for parsing the largest KG4 reached 8 h.

Table 3 shows the disk use. The total size of the triple store and all the indexes
is smaller than that of the original dump files, showing practicability. Figure 2
presents the disk use of each KG in ascending order. Compared with dump files,
the indexes have relatively small sizes and are affordable.
4 http://www.openkg.cn/dataset/zhishi-me-dump.

http://www.openkg.cn/dataset/zhishi-me-dump
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Content-Based Keyword Search. CKGSE spent 5 h to build an inverted
index for all the 40 KGs to support keyword search over both metadata and KG
contents (Table 2). Note that we did not build in parallel which would other-
wise be much faster. The index only takes 1.8 GB, being small and affordable
(Table 3).

Content-Based Snippet Generation. CKGSE spent 2.5 h to construct a
label index to support query-relevant snippet generation (Table 2). About half
of the time, i.e., 1.1 h, was spent on the largest KG. The index takes 9.7 GB
(Table 3) where about half is for the largest KG.

To evaluate the performance of online snippet generation using KSD, we
created 10 keyword queries containing 1–5 keywords and retrieved top-5 KGs
with each query. We recorded the run-time of generating a snippet for each of
these 50 KGs. Figure 3 shows the cumulative distribution of run-rime over all
these KGs. The median run-time is only 1 s, while for 12% (6/50) the run-time
exceeded 10 s. Further optimization of KSD is needed for large KGs.

Content Profiling. CKGSE spent 3 h to prepare statistics (Table 2), including
about 2 h for computing PageRank to identify central entities.

The summary index only uses 165 MB (Table 3) but its computation spent
31 h (Table 2). Most time was for generating extractive summaries using IlluSnip.
We used an anytime version of IlluSnip [10] and we allowed 2 h for generating a
snippet. If needed, one could set a smaller time bound to trade snippet quality
for generation time. In our experiments, the median run-time of IlluSnip was
31 s. By comparison, generating abstractive summaries (i.e., EDP) was much
faster, being comparable with KSD as shown in Fig. 3.

Content Browsing. CKGSE spent 33 h to create an entity index to support
faceted entity search (Table 2), although the index was as small as 1.1 GB upon
completion (Table 3). Observe that there is much room for improving the per-
formance of our trivial implementation of this index, e.g., using better index
structures and/or faster algorithms.
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The target KG is found.

(a) OpenKG.CN

The target KG is found.

(b) CKGSE

Fig. 4. Search results pages for the query “ ”.

The target KG is not found.

(a) OpenKG.CN

The target KG is found.

(b) CKGSE

Fig. 5. Search results pages for the query “ ”.

5.2 Case Study

We compare CKGSE with the current version of OpenKG.CN by a case study.

Keyword Search. Figure 4 shows the search results pages returned by
OpenKG.CN and CKGSE for the query “ ”. Both systems
successfully find the target KG as both keywords in the query match the meta-
data of this KG.

However, for the query “ ” where “ ” refers to an
entity in the target KG, only CKGSE finds this KG as shown in Fig. 5, thanks
to its content-based keyword search whose inverted index covers both metadata
and KG content, distinguishing CKGSE from existing systems.

Snippet Generation. In the search results pages, while OpenKG.CN and other
existing systems only show some metadata about each top-ranked KG, CKGSE
further computes and presents an extracted sub-KG, as shown in Fig. 6. The
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Fig. 6. Snippet (KSD). Fig. 7. Metadata.

Fig. 8. Statistics. Fig. 9. Abstractive summary (EDP).

Fig. 10. Extractive summary (IlluSnip). Fig. 11. Content browsing.

generation of this snippet is biased toward the keyword query, e.g., containing the
“ ” entity mentioned in the query. Therefore, it can help the user quickly
judge the relevance of the underlying KG to the query even before browsing its
content which could be a time-consuming process.

Profiling and Browsing. When a KG is selected, both OpenKG.CN and
CKGSE show its metadata in a profile page, as shown in Fig. 7. CKGSE further
presents some statistics about the content of the KG, such as the distribution of
all properties instantiated in the KG visualized as a pie chart shown in Fig. 8.
Such statistics provide the user with a brief overview of the KG content.

Moreover, CKGSE provides two content summaries of the KG. The abstrac-
tive summary in Fig. 9 presents the most frequent EDPs in the KG to show how
entities in the KG are described, i.e., by which combinations of classes and prop-
erties. The extractive summary in Fig. 10 presents an extracted sub-KG which
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is different from the snippet in the search results page. The sub-KG here is
query-independent but illustrates the most frequent classes and properties in
the KG with a few concrete entities and triples. Compared with metadata and
statistics, our content summaries provide a distinguishing closer-up view of the
KG content, thus assisting the user in comprehending the KG and further judg-
ing its relevance before downloading it.

Last but not least, in Fig. 11 CKGSE allows the user to interactively browse
entities in the KG. The user can select classes and properties to filter entities.
For each filtered entity, all its triples are visualized as a node-link diagram. With
this simple yet effective browsing interface, for many users they do not need any
other tools for KG browsing but can easily investigate the KG content.

6 Conclusion

We presented CKGSE, one of the first content-based search engines for open
KGs. By incorporating triples into the inverted index, CKGSE can handle queries
referring to the content of the target KG. Apart from metadata and statistics,
CKGSE provides content snippets, summaries, and browsing capabilities to com-
prehensively assist users in relevance judgement. We implemented a prototype
with KGs crawled from OpenKG.CN, and our preliminary experimental results
demonstrated the practicability of such a new paradigm for KG search.

Our experiments also showed some shortcomings of CKGSE which we will
address in future work. We will particularly focus on improving the efficiency of
processing large KGs, and will improve the efficiency of browsing large KGs by
using entity summarization techniques [11,12]. We also plan to conduct a user
study to assess the usefulness and usability of our system.
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Abstract. It has long been known that the syntactic structure and the semantic
representation of a sentence are closely associated [1,2]. However, it is still a hard
problem to exploit the syntactic-semantic correspondence in end-to-end neural
semantic parsing, mainly due to the partial consistency between their structures.
In this paper, we propose a neural dependency to semantics transformation model
– Dep2Sem, which can effectively learn the structure correspondence between
dependency trees and formal meaning representations. Based on Dep2Sem, a
dependency-informed attention mechanism is proposed to exploit syntactic struc-
ture for neural semantic parsing. Experiments on GEO, JOBS, and ATIS bench-
marks show that our approach can significantly enhance the performance of neu-
ral semantic parsers.

1 Introduction

Semantic parsing is the task of transforming natural language utterances to their for-
mal meaning representations [3–7], such as lambda calculus, FunQL [8], and struc-
tured SQL queries. For example in Fig. 1, a semantic parsing system transforms
the sentence “what river traverses the most states?” to its FunQL representation
most(river(traverse 2(state(all)))).

In recent years, due to the strong representation learning ability and simple
end-to-end architecture, neural semantic parsers have achieved significant progress
[9–12]. Most neural semantic parsers follow the classical attention-based encoder-
decoder architecture. Dong and Lapata [14] first propose a Seq2Seq model, where struc-
tural logical forms are linearized and generated as sequences during decoding. Noticing
the hierarchical structure of logical forms, SEQ2TREE model [14] is proposed to exploit
the structure of logical forms. In Xiao et al. [15], Sequence-based Structured Prediction
model is used to predict derivation sequence, which consists of derivation steps relative
to its underlying grammar. In Chen et al. [16,18], Seq2Action model is proposed to
predict action sequence for semantic graph construction, so that the structure of seman-
tic graph can be exploited. We can see that, although these approaches can exploit the

c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 119–133, 2021.
https://doi.org/10.1007/978-981-16-6471-7_9
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Fig. 1. To exploit the syntactic-semantic correspondence: 1) A Dep2Sem transformation model is
proposed, so dependency trees are probabilistically transformed to structures which are consistent
with meaning representations; and 2) A dependency-informed attention is designed to guide neu-
ral semantic parsing. In this way 3) the partial consistency problem can be effectively resolved.

structure of meaning representations, all of them simply model input sentences as token
sequences and ignore their syntactic structures.

It has long been known that the syntactic structure and the semantic representation
of a sentence are closely associated. For example, in Fig. 1 the dependency tree and

the logical form share many substructures, e.g., the dependency relation “river
nsubj−−−−→

traverses” can reveal the semantic relation between river and traverse 2. Such a
syntactic-semantic structure correspondence has been heavily exploited in traditional
grammar-based semantic parsers. Reddy et al. [19] directly transform dependency
parse tree to lambda calculus representation using a manually designed grammar in
DEPLAMBDA; Liang et al. [20] propose a dependency-based semantic representation –
DCS, which uses trees to represent formal semantics. By explicitly exploiting syntactic
structures, the complex syntactic phenomenons such as nested subordinations and quan-
tifier scopes can be better addressed, and many long-range dependency problems can
be avoided. We believe that neural semantic parsers can also be enhanced by exploiting
the syntactic-semantic structure correspondence effectively.

However, it is not trivial to exploit the syntactic-semantic correspondence in end-
to-end neural semantic parsing. The main challenge is that the syntactic structure and
the meaning representation of a sentence are mostly only partially consistent, rather
than isomorphic. For example, in Fig. 1, the word “most” has a long dependency path to
“river”, but the operation most is directly linked to the type predicate river in logical
form. To resolve this partial consistency problem, traditional grammar-based methods
usually rely on specially designed grammar rules, such as the mark-execute construction
rule in Liang et al. [20], and the designed transformation rules in DEPLAMBDA [19].
Unfortunately, since neural semantic parsers are trained end-to-end and logical forms
are predicted in sequence to sequence, it is hard to apply traditional solutions in neural
semantic parsers.
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To exploit syntactic-semantic correspondence for neural semantic parsing, this
paper proposes a neural dependency to semantics transformation model – Dep2Sem,
which can effectively model the structure correspondence between dependency trees
and logical forms. Based on Dep2Sem, we enhance current neural semantic parsers by
designing a dependency-informed attention mechanism, which can guide the decoding
of logical forms to be more accurate. Figure 1 shows the framework of our method.
Specifically, to resolve the partial structure consistency problem, our Dep2Sem model
predicts whether the semantic derivations of two words form a parent-child relation
in logical form, based on the dependency path between them. For example in Fig. 1,
our Dep2Sem model will predict the type predicate river as the child of the operation

most in logical form based on the dependency path “most
amod−−−→ dobj−−−→ nsubj←−−−− river”.

Based on the Dep2Sem model, our dependency-informed attention guides the decoding
of neural semantic parsers using syntactic-semantic correspondence. Using the above
parent-child structure prediction between the derivations of words “river” and “most”
, our dependency-informed attention ensures that the word “river” is attended when
decoding the children of the operation most.

We conduct experiments on three standard datasets GEO, JOBS, and ATIS. Exper-
imental results show that, by modeling and exploiting syntactic-semantic correspon-
dence, our method can significantly and robustly enhance current neural semantic
parsers on different datasets with different meaning representations.

2 Dependency to Semantic Structure Transformation Model

As described above, the main challenge to exploit syntactic-semantic correspondence
lies in the partial consistency between their structures. To resolve this problem, we
propose a Dep2Sem structure transformation model (Sect. 2), which can transform a
dependency tree into a new form which is consistent with its logical form. Then, we
introduce how to incorporate such structure correspondence into neural semantic pars-
ing via a dependency-informed attention mechanism (Sect. 3).

To transform dependency trees into logical form-consistent structures, two main
problems need to be addressed:

1. How to represent the transformation rules from dependency to semantics. That is, we
need an effective and compact way to model the structural correspondence between
them, and the rules need to be easily represented, learned and exploited.

2. Because different semantic representation formalisms (such as lambda calculus,
FunQL, Prolog, etc.) have different structures, the transformation rules need to be
flexible and learnable from data. In previous studies, Reddy et al. [19] manually
write transformation rules. However, manual rules need expert knowledge and thus
are difficult to be generalized to different meaning representations/domains/datasets.

In this paper, given a sentence x = w1, w2, ..., wn, we model the Dep2Sem trans-
formation rule as the probability of whether the logical forms derived by words wi and
wk will form a parent-to-child relation in the final logical form of sentence x, based on
the dependency path between wi and wk: Dik = d1, d2, ..., d|D|. For example in Fig. 1,
our Dep2Sem model predicts the parent-to-child relation between (river, traverse 2)



122 S. Wu et al.

using the dependency path pattern “river
nsubj−−−−→ traverses”, and the parent-to-child

relation between (most, river) based on the dependency path between words “most”
and “river”:

most
amod−−−→ dobj−−−→ nsubj←−−−− river

In this way, our Dep2Sem model can effectively model the dependency-semantic struc-
ture correspondence, and is flexible enough for different semantic representation for-
malisms. That is, our model can learn different transformation rules for different mean-
ing representations.

By predicting the parent-to-child probabilities between any two words in a sentence,
our Dep2Sem model can reconstruct a transformed dependency tree, which reflects the
structure of its meaning representation. In this way, the partial structure consistency
problem can be effectively resolved. For example, in Fig. 1 the transformed tree has the
same structure with its FunQL representation.

To this end, this paper formally models the above transformation rules with a neural
network. Given the dependency parse of a sentence, we first find the dependency paths
between any two words. Then an RNN is learned to score the parent-to-child relation
between two words using the dependency path between them. Finally, our Dep2Sem
model predicts the child of each word based on the above scores. Given the dependency
path from word wi to word wk as Dik = d1,d2, ...,d|D|, we embed each item dt =
[lt; ct], where lt is the dependency label embedding and ct is the dependency direction
embedding. The dependency path embeddings d1,d2, ...,d|D| are then fed into a RNN
which returns the hidden state sequence e1, e2, ..., e|D|. The final hidden state is used
to represent Dik, i.e. Eik = e|D|. For our RNN encoder, the GRU transition is used:

rt = σ(Wrdt +Uret−1 + br) (1)

ut = σ(Wudt +Uuet−1 + bu) (2)

ẽt = tanh(Wdt +U[rt � et−1] + b) (3)

et = (1 − ut) � et−1 + ut � ẽt, (4)

where W, Wu, Wr, U, Uu, Ur, b, bu, br are GRU parameters.
The above neural Dep2Sem model can be easily extended with other useful features,

the full Dep2Sem model also uses the hidden state of the head and tail words of the
dependency path. Let Oik be additional features, we calculate the score between word
wi and wk as:

scoreik = φ([Eik;Oik]) (5)

where φ is a linear transformation outputting a scalar value. We finally normalize all
scores of a word wi to get its children probabilities as:

MR
ik =

exp (scoreik)∑
k exp (scoreik)

(6)

here MR
ik denotes the probability of whether wk is the child of wi in logical form.

As Fig. 2(b) shows, the sentence structure organized by the parent-to-child probability
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Fig. 2. Using Dep2Sem model, the transformed structure (b) from the dependency tree (a) is
consistent with the meaning representation. The dependency-informed attention will guide the
tree decoder (c) with more accurate attention using the transformed structure.

matrix MR is expected to be fully consistent with the structure of its meaning repre-
sentation.

The above neural Dep2Sem transformation model leverages the strong representa-
tion learning and prediction ability of neural networks, and is more tolerant to syntactic
parsing errors and has better generalization ability than hard dependency path rules.
Furthermore, the neural Dep2Sem model can be jointly learned with neural parsing
models in an end-to-end manner, without the need for any manual rules or grammars.

3 Dependency-Informed Attention for Neural Semantic Parsing

In this section, we enhance neural semantic parsing by designing a dependency-
informed attention mechanism. To better exploit syntactic-semantic structure corre-
spondence, this paper uses SEQ2TREE [14] as our base model, which can explic-
itly model the structures of meaning representations using a hierarchical tree decoder.
By exploiting syntactic information, our dependency-informed attention can guide the
tree decoder with more accurate attention. In following we first briefly describe the
sequence encoder and the tree decoder of the SEQ2TREE model, then we introduce our
dependency-informed attention in detail.

3.1 Sequence Encoder

The SEQ2TREE model regards input sentence as a sequence, x = w1, w2, ..., wn. Fol-
low previous approaches, we encode x using a bidirectional RNN, which learns hidden
representations of x in both forward and backward directions. The hidden states in two
directions are concatenated to form source word representation ht = [

−→
h t;

←−
h t], and the

encoding of the whole sentence is: h1,h2, ...,hn.
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3.2 Tree Decoder

The tree decoder enhances sequence decoder by explicitly modeling the hierarchical
structure of logical forms. Specifically, the tree decoder generates logical forms in a
top-down manner. Given a sentence x with encoding h1,h2, ...,hn, the tree decoder
first generate the top-level logic token sequence using a base sequence decoder, where
each subtree is replaced with a nonterminal token <n> . For example, in Fig. 2 the
tree decoder first generate the top-level logic token sequence as Answer <n> using
the base sequence decoder. Then, the tree decoder recursively generates the content of
all nonterminal tokens using the same base sequence decoder but with a different start
hidden state, i.e., the hidden state of the parent nonterminal <n> is used as the start
state. For instance, to generate the content of <n> in Answer <n> , tree decoder uses
the hidden state of <n> in Answer <n> as start state, and generates most <n> in
the second level using the base sequence decoder. The state of the parent nonterminal
is also concatenated with the input during the expansion of nonterminal <n>.

Specifically, let s<n> be the hidden state of nonterminal <n> to be expanded, the
hidden state sj is computed as:

sj = LSTM(sj−1, [s<n>;yj−1]) (7)

During decoding, attention mechanism plays a critical role, which is used to find which
words in encoder-side will be used to generate the next logical token. The attention
score between the current hidden state sj and each source word encoding ht is:

αjt =
exp (sj · ht)∑n
t=1 exp (sj · ht)

(8)

Then we summarize the context vector cj as the weighted sum of token encoding:

cj =
n∑

t=0

αjtht (9)

Finally, cj is used to generate the next logic token yj using the conditional probability:

p(yj |y<j ,x) ∝ exp (Wo tanh(W1sj +W2cj)) (10)

We can see that, the above original attention only relies on training data to capture
such correspondence, ignores the syntactic-semantic correspondence which would pro-
vide helpful information, too. Therefore if we can design a more accurate attention by
further exploiting syntactic-semantic correspondence, we can improve the tree-decoder
by providing more accurate context.

3.3 Dependency-Informed Attention

In the tree decoder, the logical tokens expanded from a nonterminal <n> are all
its direct children in logical form structure. For instance, when expanding <n> in
Answer <n>, all logical tokens such as most <n> are children of Answer. Mean-
while, our Dep2Sem transformation model can predict whether the logical form derived
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by word wi is the child of the logical form derived by word wk using the dependency
path between them. Therefore, our Dep2Sem model can help to provide more accu-
rate attention based on the syntactic-semantic structure correspondence. For example,
for expanding <n> in Answer <n>, our Dep2Sem will predict “most” should be
attended because the word “most” is the child of word “root” in the transformed depen-
dency structure.

Based on the above observations, we design a dependency-informed attention.
Specifically, given a sentence x and its dependency parse, we first compute its parent-
to-child probability matrix using our Dep2Sem model, where MR

ik is the probability
that the logical token derived by wi will be the parent of the logical token derived by
of wk. Based on MR, if we know the attended words in the current state, their children
words in MR will be more likely to be attended when decoding its child logical tokens.
For example, in Fig. 2 if word “most” is currently attended, our dependency-informed
attention will predict the next attended word will be “river” using the confident parent-

to-child transformation rule “most amod−−−→ dobj−−−→ nsubj←−−−− river”.
To exploit transformation matrix MR in SEQ2TREE model, we observed that when

generating the next logic token yj , its parent logic token yjp is always given. For exam-
ple, when generating the content of the nonterminal node in most <n>, all logic
tokens have the same parent logic token most. Then, let αjp be the attention vector of
its parent logic token yjp on source words, we can compute the dependency-informed
attention vector of current state by multiplicating the parent-to-child probability matrix
MR with αjp :

αdep
j = MRαjp (11)

here αdep can be seen as a prior attention score guided by the syntactic-semantic struc-
ture correspondence. And we get the final attention score by combining the dependency-
guided attention score αdep

j and the original attention score αorig
j computed in Sect. 3.2

using a probability pm:

αj = pmαdep
j + (1 − pm)αorig

j (12)

here pm can be a fixed probability, or estimated using the parent logic token informa-
tion. This paper estimates pm using a multi-layer perceptron, its input is the concate-
nation of parent token’s hidden state and the attentive context vector [sjp ; cjp ]. The
multi-layer perceptron will be jointly learned during training.

3.4 Model Learning

Our approach contains two components: one is the Dep2Sem transformation model
which models syntactic-semantic structure correspondence; the other is the enhanced
SEQ2TREE semantic parsing model with dependency-informed attention. This section
describes how to jointly learn the Dep2Sem model, dependency-informed attention and
neural semantic parsing model in an end-to-end manner.

In semantic parsing, the training corpus is a set of training instances. Each instance
(x,y) contains a sentence x and its labeled logical form y = [y1, y2, ..., ym] where yj
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is logical token. For example, (“what river traverses the most states”, Answer(most
(river(traverse 2(state(all))))) is a training instance. Given training corpus D, the
objective function can be written as:

J = −
∑

(x,y)∈D

m∑

j=1

log p(yj |x, y<j , yjp) (13)

The two components interact with each other. To avoid the local optimization prob-
lem, this paper employs the widely used incremental training strategy. Firstly, we train
the original SEQ2TREE model without using dependency-informed attention, i.e., we
set the mix probability pm = 0. Then we train the full model by initializing it using
the trained original SEQ2TREE model. Furthermore, in order to ensure that the second
training stage only fine-tune parameters, we add an L1-norm regularization term in the
loss function to impose restricts to dependency-informed attention:

λatt(x, yj) = ||αdep
j − αorig

j ||1 (14)

Then we can train the full model with the loss function: J +
∑

(x,y)

∑m
j=1 λatt(x, yj).

4 Experiments.

This section assesses the performance of our method and compares it with previous
systems.

4.1 Experimental Settings

Datasets. We conduct experiments on three standard datasets: GEO, JOBS, and ATIS,
which use different meaning representations and different domains.

ATIS. This is a large dataset, which contains 5,410 queries to a flight booking system.
Each question is annotated with a lambda calculus query. Following Zettlemoyer and
Collins [37], we use the standard 4,473/491/448 train/validation/test instance splits in
our experiments.

GEO. This is a semantic parsing benchmark about U.S. geography [3]. The variable-
free semantic representation FunQL [8] is used in this dataset. We follow the standard
600/280 train/test instance splits in our experiments.

JOBS. This dataset contains 640 queries to a database of job listings. Natural lan-
guage questions are labeled with Prolog-style queries. We follow the standard 500/140
train/test splits [4] in our experiments.

In all our experiments, the standard accuracy is used to evaluate systems. The accu-
racies on all datasets are obtained as the same as Jia and Liang [7].
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Table 1. Performances on GEO dataset. † represents the system uses lambda calculus expressions
as meaning representations. For fair comparison, we also present the performance of the FunQL
version of SEQ2TREE

Method Accuracy

Non-Neural Models

Kate et al., 2005 [8] 71.1

Lu et al., 2008 [6] 76.8

Kwiatkowski et al., 2010 [33] 82.1

Jones et al., 2012 [35] 79.3

Lu, 2015 [34] 86.8

Neural Models

Jia and Liang, 2016 [7]† 85.0

Jia and Liang, 2016 [7]† (+data) 89.3

Dong and Lapata, 2016 [14]†: Seq2Seq 84.6

Dong and Lapata, 2016 [14]†: Seq2Tree 87.1

Susanto and Lu, 2017 [11]† 90.0

Xu et al., 2018 [21]† (+syntactic encoder) 88.1

Chen et al., 2018b [16]† 88.9

Jie and Lu, 2018 [22] 89.3

Our Models

Seq2Tree(Base) 88.2

Dep2Sem 90.0

- Dep2Sem(WithoutDep) 88.6

- Dep2Sem(Fixed) 88.2

Data Preprocessing. Following Dong and Lapata [14], we handle entities with Replac-
ing mechanism, which replaces identified entities with their types and IDs. Because
tree decoder works better on variable-free meaning representations and different mean-
ing representations can be transformed between each other, we preprocess different
datasets as follows. For GEO, we directly adopt the functional query language FunQL
[42] as its semantic formalism, which is variable-free itself. For JOBS, we transform
Prolog-style queries into their variable-free forms using heuristic rules. For ATIS, we
transform the lambda calculus to λ-DCS [41], which is more compact and with fewer
variables.

System Settings. Our model uses 200 hidden units and 100-dimensional word vectors
for sentence encoding. We initialize all parameters by uniformly sampling within [–0.1,
0.1]. The dimensions of dependency embeddings are 30, and the dimensions of depen-
dency label embeddings and dependency direction embeddings are 15. We use Adam
algorithm to update parameters, with the batch size set to 20. We train our model with 20
epochs and an initial learning rate of 0.001. The first 5 epochs train the original model,
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following 5 epochs learn the dependency-informed attention, final 10 epochs learn the
full model. The beam size of the decoder is set to 10. We use the Stanford CoreNLP
tool1 [27] for dependency parsing. Our model is implemented in PyTorch, which will
be released together with its configurations on github.com/lingowu/Dep2Sem.

4.2 Overall Results

We compare our method with previous methods on all three datasets. We train our
model with three settings: the full model; WithoutDep – the transformation model
trained using only head/tail words, without dependency path; Fixed – the dependency-
informed attention is combined with original attention using a fixed probability pm,
which is tuned on the training corpus. For fair comparison with base models, we also
report the performance of Seq2Tree(Base) with the same settings and preprocessing.
The results are shown in Tables 1 and 2. we can see that:

1. Exploiting syntactic structure can effectively enhance neural semantic parsing. On
all three datasets, our Dep2Sem achieves competitive performance. This verifies
the effectiveness of combining neural models and syntactic structures. Furthermore,
because all previous methods don’t exploit syntactic-semantic structure correspon-
dence, our method can be further enhanced by combing with other improvements.
For instance, Xu et al. [21] enhance sentence encoding using both constituent parse
and dependency parse, which can be incorporated into our model for further perfor-
mance improvement.

2. By exploiting syntactic-semantic structure correspondence, our method can effec-
tively enhance previous neural parsers. Combined with the base SEQ2TREE model,
our method achieves performance improvements on all three datasets.

3. Dependency-informed attention is an effective way to exploit syntactic-semantic
correspondence. Compared with the three base attention settings – original atten-
tion of SEQ2TREE, DepPath, and Fixed, the full dependency-based attention can
improve our method on all three datasets.
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1 https://stanfordnlp.github.io/CoreNLP/.

https://stanfordnlp.github.io/CoreNLP/.
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Table 2. Evaluation Accuracies on JOBS and ATIS.

Method JOBS ATIS

Non-Neural Models

Zettlemoyer and Collins, 2007 [37] 79.3 84.6

Kwiatkowski et al., 2011 [39] - 82.8

Liang et al., 2013 [38] 90.7 -

Wang et al., 2014 [40] - 91.3

Zhao and Huang, 2015 [36] 85.0 84.2

Neural Models

Jia and Liang, 2016 [7] - 76.3

Jia and Liang, 2016 [7] (+data) - 83.3

Dong and Lapata, 2016 [14]: Seq2Seq 87.1 84.2

Dong and Lapata, 2016 [14]: Seq2Tree 90.0 84.6

Xu et al., 2018 [21] (+syntactic encoder) 91.2 85.9

Chen et al., 2018 [16] - 85.5

Our Models

Seq2Tree(Base) 90.0 84.4

Dep2Sem 90.7 86.2

- Dep2Sem(WithoutDep) 90.0 84.8

- Dep2Sem(Fixed) 88.6 84.2

Table 3. The examples of the learned tranformation rules on GEO in FunQL, JOBS in Prolog,
ATIS in λ-DCS. Our Dep2Sem model can learn different transformation rules for different mean-
ing representations.

Rule Example Logical form

GEO

ROOT←−−−−− nsubj←−−−−− amod←−−−− ROOT
ROOT←−−−−− is

nsubj←−−−−− river
amod←−−−− largest A n sw er (lar g est(river(...)))

amod−−−−→ many
amod−−−−→ cities cou n t(city (...))

nsubj−−−−−→ nmod←−−−−− case←−−−− cities
nsubj−−−−−→ are

nmod←−−−−− state
case←−−−− in city (loc 2(state(...)))

JOBS

ROOT←−−−−− nsubj←−−−−− ROOT
ROOT←−−−−− require

nsubj←−−−−− jobs A n sw er (job(req deg(...)))
nmod←−−−−− case←−−−− jobs

nmod←−−−−− areaid0
case←−−−− in job(area (areaid0), ...)

dobj←−−− use
dobj←−−− languageid0 lan gu age(lan gu ageid0)

ATIS

case−−−−→ from
case−−−−→ ci0 F rom .ci0

nmod←−−−−− case←−−−− fare
nmod←−−−−− al0

case←−−−− on F are .A ir lin e .al0

ROOT←−−−−− nsubj←−−−−− ROOT
ROOT←−−−−− fly

nsubj←−−−−− airline A n sw er .A ir lin e

4.3 Effects of Dep2Sem Transformation Model

To analyze the effect of our Dep2Sem transformation model, the transformation rules
which are automatically learned by Dep2Sem in different datasets are shown in Table 3.
And an example of the transformed structure matrix MR and attention alignments is
shown in Fig. 3.
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In Table 3, the average score of Eq. 5 for each dependency path in training dataset
are calculated, the top 3 transformation rules in different datasets are shown.

Figure 3 (a) shows the probability of each word as a child node of the other words.
According to the transformed structure matrix MR, a sentence can be organized into
a tree structure. Figure 3 (b&c) shows the attention alignments of base model and our
Dep2Sem. Benefit from the parent-child relation “citi ←− in” captured in MR, the
attention of meaning representation token loc 2 can be improved by its parent node
city.

We can see that:

1. Our Dep2Sem model can effectively learn the syntactic-semantic structure corre-
spondence. For example, in Table 3 our model can capture that the parent-child rela-

tion in dependency “subject
amod←−−− adjective” is reversed in FunQL using the

second rule learned from GEO dataset. And Fig. 3 shows that Dep2Sem transforms
the dependency tree to the structure which is consistent with its target meaning rep-
resentation.

2. By learning transformation rules from datasets, rather than manually designing
them, our Dep2Sem model can easily adapt to different meaning representations.
From Table 3, we can see that our method learns different rules for different mean-
ing representations. For example, our model learns quite different transformation
rules for GEO in FunQL and ATIS in λ-DCS datasets.

5 Related Work

In recent years, neural semantic parsers have achieved significant progress. Neu-
ral parsers model semantic parsing as a sentence to logical form translation task
[24,26,28,31,32]. Xiao et al. [15] and Jia and Liang [7] translate word sequences to
linearized logical forms. Chen et al. [13] proposed two sentence rewriting methods
to resolve the structure mismatch problem in semantic parsing. Bian et al. [17] trans-
ferred structural knowledge to text to enhance commonsense question answering. To
better exploit the structure of meaning representations, constrained decoding is often
used, such as SEQ2TREE [14] which exploits the hierarchical structure of logical forms;
Krishnamurthy et al. [26] used type constraints to filter illegal tokens; Liang et al. [43]
used a Lisp interpreter to produce valid tokens; Iyyer et al. [31] adopted type constraints
to generate valid actions.

Knowing that the syntactic information can help semantic parsing, many grammar-
based techniques have been investigated to exploit syntactic information. Debusmann
et al. [30] manually designed a syntax-semantics interface. B’edaride and Gardent [29]
associated dependency with semantic representations using a semantic calculus. Reddy
et al. [19] proposed to use lambda calculus for deriving logical forms from dependency
trees. Reddy et al. [25] mapped natural language to logical forms using the grammar in
DEPLAMBDA. Liang et al. [38] proposed a Dependency-based Compositional Seman-
tics. Because neural parsers don’t use grammars and its training and decoding are in an
end-to-end manner, these traditional techniques cannot be used in neural parsers.

To exploit syntactic information in neural semantic parsers, the syntactic informa-
tion have been exploited in neural methods [44,45]. In neural semantic parsing, Jie and
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Lu [22] designed a specialized dependency-based hybrid tree representation to jointly
capture both words and semantics. Xu et al. [21] improved sentence encoding with
syntactic information. All these methods don’t exploit the syntactic-semantic structure
correspondence. Chen et al. [23] proposed a tree-to-tree neural network for program
translation, but which can only exploit the regular structure correspondence between
formal program languages. Compared to program language, in natural language the
syntactic structure and the semantic structure are only partial consistent, this is why we
design the neural Dep2Sem transformation model.

6 Conclusions and Future Work

This paper proposes Dep2Sem – an approach which can effectively exploit syntactic-
semantic structure correspondence for neural semantic parsing. Specifically, a neural
Dep2Sem model is proposed to capture the structure correspondence between depen-
dency parses and meaning representations, and a dependency-informed attention is
designed to guide the decoder with more accurate attention. Experiments verify the
effectiveness of our method. We believe our approach provides a good start for exploit-
ing linguistic structure in neural models, which can potentially benefit many other NLP
tasks. For future work, we want to develop new techniques which can exploit syntactic-
semantic structure correspondence in other manners, e.g., structure rewriting.
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Abstract. Cross-language entity alignment is one of the important techniques
for carrying out linguistic research and constructing a multilingual knowledge
graph. At present, there is a lack of research content for Chinese and Korean bilin-
gualism in the field of knowledge graphs. At the same time, mainstream entity
alignment methods are susceptible to the impact of data set size and graph struc-
ture heterogeneity. This paper proposes a cross-language entity alignment model
that combines GAT and TransH, which can alleviate the negative impact of the
model on the number of data sets and the heterogeneous graph structure. Firstly,
this article uses crawlers to collect and sort out a high-quality Chinese-Korean
aligned bilingual data set for training the alignment model; secondly, using the
model proposed in this article, through learning the structure and relationship char-
acteristics of the bilingual knowledge graph, automatically discover the existence
of cross-language entities with the same semantics. Experiments show that this
method has a high accuracy rate. When tested on the Chinese-Korean alignment
data set, Hits@1, Hits@5 and Hits@10 reached 49.62%, 80.89% and 91.76%,
respectively.

Keywords: Cross-language entity alignment · Knowledge graph · Knowledge
representation learning · Graph neural network

1 Introduction

The concept of knowledge graph was first proposed by Google in 2012 to optimize
the query quality of search engines and the efficiency of user queries. With the rapid
development of the field of intelligent information in recent years, technologies related
to knowledge graphs have also been widely used in question answering [1], search [2],
recommendation [3] and other systems. With the rise of multilingual online encyclope-
dias, more and more large-scale multilingual knowledge graphs have appeared, such as
DBpedia [4], YAGO [5] and Xlore2 [6]. The multilingual knowledge graphs constructs a
large number of entities, attributes and relationships described in different languages in
the objective world into a huge knowledge network. In artificial intelligence applications
oriented to multilingual scenarios, the multilingual knowledge graph can build a rich
knowledge base, provide prior knowledge for artificial intelligence applications, and
optimize its cognition and understanding capabilities. In the process of constructing a
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multilingual knowledge graph, sometimes it is necessary to process massive amounts of
data in dozens of hundreds of languages, which consumes huge manpower and material
resources. Therefore, how to make the machine efficiently and automatically process the
above work has important research significance and value.

At present, cross-language entity alignment methods based on machine learning
are widely used to automatically construct a multilingual knowledge graph. Given the
knowledge graphs of two different languages, the entity alignment task aims to discover
the entities with the same meaning contained in them. Entity alignment can also be
reduced to a graph matching problem, that is, finding the node matching that makes the
two knowledge graph structures the most similar.

Currently, cross-language entity alignment mainly adopts the method based on
knowledge embedding and the method based on graph embedding. The method of entity
alignment based on knowledge embedding is currently the main strategy adopted, but
it requires very high data volume and it is difficult to achieve high accuracy when the
data volume is low. Although the method based on graph embedding requires lower data
volume in comparison, it has the problems of high memory usage, slow training speed
and susceptibility to heterogeneous graph structure.

This paper proposes amethodof combiningknowledge embedding andgraph embed-
ding to achieve cross-language entity alignment. This method can simultaneously learn
the relationship information between entities and the structural information of the knowl-
edge graph, effectively alleviating the lack of data and the heterogeneous structure of
the knowledge graph. The negative impact caused by the model effectively improves
the accuracy of the alignment model. At present, the commonly used public data sets
include FB15K [7] and DBP15K [8], etc., mainly in Chinese-English, Japanese-English,
French-English and other languages. However, there are few researches in the field of
Chinese and Korean bilingual knowledge graphs, and there is also a lack of data sets
of entities aligned with Chinese-Korean. Therefore, this article uses crawler technol-
ogy to collect and organize more than 80,000 high-quality Chinese-Korean bilingual
aligned structured data sets from the Internet, which provides important basic data for
the development of upstream and downstream research on the relevant knowledge graph.

2 Related Work

Cross-language entity alignment methods based on embedding usually use low-
dimensional real-valued vectors to represent the relationships and entities in the knowl-
edge graph, so that the entities that have relationships satisfy a certain functional rela-
tionship with each other. Finally, the vector representation of the entities is used to train
the model, which automatically aligns potential cross-language entities with the same
semantics. Cross-language entity alignment methods are mainly divided into two types:
the method based on knowledge embedding and the method based on graph embedding.

The TransE model [7] is a classic model in the field of knowledge representation
learning. TransE is analogous to the representation of word vectors and uses a distributed
representation method to represent the entities and relationships in the knowledge graph.
Inspired by the TransE model, Chen M et al. were the first to introduce an embedding-
based representation learning method to cross-language entity alignment, and proposed
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the MTransE model [9]. Zhu H et al. improved on the basis of MTransE and proposed
the ITransE model, which improves the accuracy of the model by selecting seeds that
are added to the training set during iterations, and at the same time assigns different
weights to different seeds according to their confidence to ease the spread the wrong
question [10]. Sun Z proposed BootEA on the basis of ITransE, which can alleviate the
problem of the accumulation of error seeds in the ITransE model by adding tags to the
newly aligned entities and at the same time editing or deleting the new entities that have
been added to the training set [11].

Graph neural network is very suitable for processing structured data, can effectively
extract the structural features and node features of the graph, and has been widely used
in many fields. Wang Z et al. proposed GCN-Align, an alignment model based on GCN,
which uses GCNs to embed entities into a unified vector space, and implements entity
alignment based on the distance between entities in the embedded space [12]. Yang HW
et al. combined BERT and GCN, and used pre-training models to reduce the differences
between different languages. GCN was used to extract entity topology, relationship
and attribute information [13]. Mao X et al. directly model the cross-language entity
embedding by paying attention to the node’s input and output neighbors and the meta-
semantics of their connection relations, and then use a two-way iterative strategy to
perform entity alignment [14].

At present, many alignment models based on embedded representation learning
models have high requirements on the scale of the data set, and the scale of the data
set directly affects the accuracy of the alignment model. The use of graph convolutional
neural network or graph convolutional neural network and the alignment model of the
representation learning model, when facing the situation of heterogeneous knowledge
graph of different languages, it is easy to cause the problem of underfitting of graph
convolutional neural network, which will lead to a decrease in the accuracy of the
model. In order to solve the above problems, this paper proposes a cross-language entity
alignment method combining graph embedding and knowledge embedding.

3 Cross-Language Entity Alignment Model Combining Graph
Embedding and Knowledge Embedding

The cross-language entity alignment model structure adopted in this paper is shown in
Fig. 1, which mainly includes two parts, a graph embedding layer and a knowledge
embedding layer. The input of the model is the knowledge graph of the two languages
of Chinese and Korean and pre-aligned entity pairs.

The graph embedding layer and the knowledge embedding layer respectively extract
the structural feature information of the knowledge graph and the relationship feature
information between entities. After iterative training, the model maps the entities to
the corresponding vector space. In the vector space, equivalent entities with the same
semantics are close to each other, and the alignment degree between entities can be
calculated by the L2 norm. The cross-language alignment model is updated through
multiple iterations, so that potential alignment entities with the same semantics are given
a conflict-free, one-to-one relationship to form a new alignment entity pair. At the same
time, new and appropriate vector representations are given to entities and relationships.



Research on Chinese-Korean Entity Alignment Method 137

Fig. 1. Cross-language entity alignment model combining graph embedding and knowledge
embedding.

Finally, according to the vector representation of the entities, the possible alignment
relationships among all entities are calculated.

3.1 Graph Embedding Layer

Graph Attention Network (GAT), Graph Neural Network (GNN) and Graph Convolu-
tional Network (GCN) are all graph machine learning models, which are mainly used to
deal with non-Euclidean graph problems that traditional neural networks cannot handle.
It is a problem related to the graph formed by several nodes and the edges connecting
the nodes. GCN has a good effect when dealing with transductive learning tasks, that is,
when both the training phase and the test phase have the same graph structure. However,
GCN cannot handle inductive learning tasks, that is, the problem of heterogeneous graph
structures in the training phase and the test phase. At the same time, when dealing with
directed graphs, it is difficult to assign different weights to different neighbor nodes.
GAT is a graph embedding model based on GCN combined with attention mechanism.

The goal of the graph embedding model is to embed the aligned entities in the
bilingual KG into a unified vector space using the structural features of the KG. GAT
has the following advantages:

(1) Adjacent node pairs can be calculated in parallel to improve model calculation
speed;

(2) It is possible to assign weights of any size to edges with multiple connections to
nodes;

(3) It can adapt to data with a different structure from the training set;
(4) After introducing the attention mechanism, the model only pays attention to neigh-

bor nodes, so there is no need to obtain complete graph information at one time. It
can reduce the memory usage and increase the model calculation speed.

Compared with other graph machine learning models, GAT has better robustness,
faster calculation rate and lower algorithm complexity. In this paper, GAT is used as
an encoder to obtain KG graph structure information, and different neighbor nodes are
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given different attention to ignore some relatively low importance nodes to reduce the
impact of different KG heterogeneity.

The set of all entity neighbor nodes is used to represent the network structure of KG,
and the entity embedding matrix X ∈ R

x×d is used as the input of the encoder, where
d is the dimension of the entity. The encoder is implemented by overlaying multiple
Graph Attention Layers:

H(l+1) = σ
(
A(l)H(l)W(l)

)
(1)

Hl ∈ R
n×d(l)

and W(l) ∈ R
dl×d (l+1)

are the hidden state and weight of the lth layer
respectively,H(0) = X; σ(·) is the non-linear activation function ReLU (·) = max(0, ·);
A(l) ∈ R

n×n is a connected matrix obtained by calculating the graph input to the model
using the self-attention mechanism. Let one element in the connected matrixA(l) be a(l)

ij ,

used to represent the weight of entities ei to ej. a
(l)
ij can be calculated by the self-attention

mechanism:

a(l)
ij = softmax

(
c(l)
ij

)
= exp

(
clij

)

∑
ek∈Nei∪{ei}exp

(
c(l)
ij

) (2)

whereNei ∪{ei} is the set of neighbor nodes of the self-loop edge of ei, clij is the attention
coefficient of entities ei to ej. The calculation formula of the attention coefficient c(l)

ij is
as follows:

clij = LeakyReLU
(
qT

[
W(l)h(l)

i ⊕ W(l)h(l)
j

])
(3)

LeakyReLU is a nonlinear activation function, the formula is as follows:

LeakyReLU (x) =
{

x, x ≥ 0
ax, x < 0

(4)

a is a fixed parameter in the interval (0,+∞), in this paper a = 0.2.
In Eq. (3), h(l)

i ,h(l)
j ∈ H(l) represent the hidden states of entities ei and ej, respectivly,

q ∈ R
2d (l)

is a learnable parameter used to represent the weight between the conneced
layers in the neural network. ·T represents the transposition of the matrix, and ⊕ repre-
sents the splicing operation of two vectors. The model is updated iteratively for t + 1
times to integrate the features of the entity and its neighbor nodes. Finally, the ith row of
the hidden state H(t+1) represents the embedding vector of the entity ei after the attention
mechanism is updated. The loss function of the graph embedding layer is as follows:

OG = ∑
(ei,ej)∈S

∑
(
e
′
i ,e

′
j

)
∈S ′

[
dist

(
ei, ej

) + γ1 − dist
(
e

′
i, e

′
j

)]
+ (5)

where dist
(
ei, ej

) = ‖ei − ej‖ is the L2 norm between two aligned entity pairs (ei, ej),
and S ′ represents the negative generated from the sample set S through nearest neighbor
sampling. The set of sample pairs, γ1 > 0 is a boundary hyperparameter.
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3.2 Knowledge Embedding Layer

Bymining the entity and relationship information in the text, knowledge can be organized
into a structured knowledge network. Using these rich structured information will help
us to better complete specific tasks in various scenarios under the knowledge-driven.
Using traditional feature extraction methods to process knowledge graphs will have
problems such as low computational efficiency and sparse structure, which will limit
the deployment and application of knowledge graphs in specific task scenarios. In order
to better apply the rich structured information in the knowledge graph to downstream
tasks, the entities and relationships in the knowledge graph need to be represented as
low-dimensional dense vectors.

At present, there are already many representation learning models that can handle
knowledge graphs, among which the TransE model, a translation-based model, is a
representative classic model. TransE maps entities and relationships to the same low-
dimensional vector space, and expresses the relationship between entities and entities
as translation operations between entity vectors, which can achieve better results with
a simple structure. However, the TransE model has some shortcomings in dealing with
reflexive relationships, one-to-many, many-to-one, and many-to-many relationships. It
assigns completely different entities to very similar vectors in the vector space, resulting
in poor vector representation. The TransH model is modified on the basis of the TransE
model. The specific idea is to abstract the relationship in the triple into a hyperplane in a
vector space, and map the head entity or tail entity to this hyperplane, then calculate the
difference between the head and tail entities by the translation vector on the hyperplane.
TransH defines a hyperplane Wr and a relationship vector r for the relationship in each
triplet. Project the head entity eh and the tail entity et on the hyperplaneWr to obtain the
projections eh⊥ and et⊥. In this way, the same entity has different meanings in different
relationships, while the same entity has the same meaning in the same relationship.

The goal of the knowledge embeddingmodel is tomodel the entities and relationships
in KG, and use appropriate vectors to represent different entities. We use the TransH
model as the knowledge embedding model. For a given triple (eh, r, et), project on Wr

to obtain eh⊥, et⊥, so that the triple satisfies eh⊥ + r ≈ et⊥. Model training uses the
margin ranking loss function as the training target of the knowledge embedding model.

For a triple in KG, map the head entity eh and tail entity et to the hyperplane to obtain
the mapping vectors eh⊥ and et⊥, the formulas are as follows:

{
eh⊥ = eh − ehwr = eh − wT ehw
et⊥ = et − etwr = et − wT

r etwr
(6)

where:
{
ehwr = wT ehw
etwr = wT etw

(7)

in wT ehw, wT eh = |w||h|cosθ represents the projection length of eh in the direction
of wr , and then multiply it by the projection of eh on wr to get the projection on the
hyperplane. Then according to Eq. (8) to find the score of the triplet:

fr(eh, et) = ‖h − wT
r ehwr + r − et + wT

r etwr‖
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If the triple relationship is correct, the result of the above formula is smaller. If the
triple relationship is wrong, the result of the above formula is larger.

The objective function of the graph embedding model is shown in Eq. (9):

OK = ∑
(eh,r,et)∈T

∑
(
e
′
h,r

′
,e

′
t

)
∈T ′

[
γ2 + fr(eh, et) − fr

(
e

′
h, e

′
t

)]
+ (9)

letwr be the normal vector of planeWr , wr satisfies the constraint condition ‖wr‖22 = 1.
In the above formula [·]+ = max{0, ·}, the embedded entities eh, er come from the
embeddingmatrixH(L) after the graph embeddingmodel is updated, and the relationship
r comes from the relationship that needs to be learned the matrix R ∈ R

|R|×d , T
′
is a set

of negative sample triples, and γ2 > 0 is a boundary hyperparameter.

3.3 Model Construction and Training

Obtaining the structural features of KG only through the graph embedding model will
ignore the relationship information existing between entities, and if only the knowledge
representation learning model is used for entity alignment tasks, on the one hand, the
structural information in KG will be ignored, and on the other hand, it will be easily
affected by the amount of data. Therefore, the cross-language entity alignment model in
this paper combines the graph embedding model and the knowledge embedding model.
The overall objective function is defined as follows:

O = OG + OK (10)

where OG and OK are given by Eq. (5) and Eq. (9). When performing entity alignment
reasoning, we find a new entity with the same semantics by calculating the L2 distance
of two entities in the vector space. The L2 distance between entities and relationships
with the same semantics should be small. The AdaGrad is used to optimize the total
objective function O shown in Eq. (10).

4 Experiment and Analysis

4.1 Data Set

This paper uses crawler technology to crawl a total of 702,645 triples in 13 languages
from BabelNet [15]. Since this research only focuses on Chinese and Korean, only the
data in these two languages are processed and cleaned. The details of theChinese-Korean
alignment data set are shown in Table 1. In the experiment, 70% of the data set is used
as the training set and 30% as the test set.

As with most entity alignment tasks, this article uses Hits@k to evaluate the per-
formance of the model. Hits@k in the cross-language entity alignment task means that
when all entities in the current language are automatically aligned to the entities, the
semantic similarity of the entities in another language is sorted, and the top k entities
contain the target entity. Probability. This article records the results of Hits@1, Hits@5,
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Table 1. Chinese-Korean alignment data set statistics

Data set Quantity

Triples 86934

Entities 54795

Relation 1196

Train set 14289

Test set 33344

and Hits@10. In the experiment, the case where Chinese aligns with Korean entities and
Korean entities aligns with Chinese entities is considered at the same time.

In order to verify the feasibility of the cross-language entity alignment model
described in Sect. 2, we conducted corresponding experiments. The operating system of
the server used in the experiment was Ubuntu 20.04 LTS, the memory was 128 GB, the
GPU was NVIDIA Quadro RTX 5000, and the CPU was Intel Xeon® Gold 6128. The
program is mainly written in python 3.7, and the industry’s mainstream deep learning
framework Pytorch 1.6 is used to implement data loading and model training.

When training in this paper, the learning rate ofAdaGrade isλ = 0.01, the parameters
of interval sorting loss are γ1 = 3, γ2 = 3, and the number of iterations is 1000.
This paper uses the Chinese-Korean aligned data set to experiment on the method of
combining the GAT model with multiple knowledge representation learning models.
The experimental results are shown in Table 2.

Table 2. Chinese-Korean entity alignment experiment results based on the combination of graph
embedding and knowledge embedding

Model KO → ZH ZH → KO

Hits@1 Hits@5 Hits@10 Hits@1 Hits@5 Hits@10

MTransE 0.4294 0.6833 0.7622 0.4282 0.675 0.7533

GCN-Align 0.4359 0.7089 0.8029 0.4387 0.7077 0.7981

GAT + TransR 0.4594 0.7643 0.8925 0.4551 0.7587 0.891

GAT + TransD 0.4632 0.7709 0.8942 0.457 0.7618 0.894

GAT + TransE 0.4443 0.7424 0.8719 0.4411 0.7393 0.8678

GAT + RotatE 0.477 0.7531 0.835 0.4758 0.744 0.8226

GAT + TransH 0.4962 0.8089 0.9176 0.4978 0.8074 0.9167
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Observing the results in Table 2 can be found:

(1) The overall performance of the alignment model based on the combination of
graph embedding and knowledge embedding is compared with the cross-language
entity alignment models MTransR and GCN-Align based on knowledge embed-
ding and graph embedding. The accuracy rate is generally significantly improved,
and Hits@1 is improved by 2%–7%, Hits@5 increased by 6%–12%, Hits@10
increased by 7%–15%. Therefore, we can think that the cross-language alignment
model based on the combination of knowledge embedding and graph embedding
can effectively improve the accuracy of the model, and it is effective and reasonable
to adopt this method.

(2) In the performance of all models, the performance of Korean aligning to Chinese
exceeds the accuracy of Chinese aligning to Korean entities, which is generally
about 1% higher. The analysis is due to the fact that Korean entities are more recog-
nizable in the text representation of entities than Chinese entities. Different entities
have fewer repetitions in Korean, and there are more entities with the same Chi-
nese entity text but different meanings. Therefore, the model has certain difficulties
when representing Chinese entities in the vector space, and the accuracy is slightly
reduced.

(3) TransR, TransD, TransH, and TransE all use a linear relationship-based constraint
method to model the entity, while RotatE uses a rotation-based constraint rela-
tionship to model the entity. According to Table 2, we can find that when GAT is
combined with a model based on linear constraints, the accuracy of the model is
higher than that of the model combined with RotatE. Therefore, we can think that
the combination of the linear constraint-based knowledge embeddingmodel and the
GATmodel can better represent the vector space when dealing with cross-language
entity alignment tasks, and the alignment model has a higher accuracy rate.

(4) TransR, TransD, TransH, and TransE all use a constraint method based on linear
relationship to model the entity, while RotatE uses a rotation-based constraint rela-
tionship to model the entity. According to Table 2, we can find that when GAT is
combined with a model based on linear constraints, the accuracy of the model is
higher than that of the model combined with RotatE. Therefore, we can think that
the knowledge embedding model based on linear constraints combined with the
GAT model can better represent the vector space when processing cross-language
entity alignment tasks, and the alignment model has a higher accuracy rate.

The accuracy of the GAT+TransH combination is higher than other combinations,
so this method is selected as the final cross-language entity alignment scheme in this
paper. The loss curve of the model is shown in Fig. 2.

As the number of iterations increases, the Loss curve of the graph embedding model
decreases uniformly and smoothly, without large oscillations, which can indicate that
the graph embedding model is well trained and there is no over-fitting or under-fitting.
The Loss curve of the knowledge embedding model converges quickly, and it rises to
a certain extent in the later stage of training, and there is an over-fitting phenomenon.
In the next work, further revisions to the knowledge embedding model are considered.
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Fig. 2. Model loss curve

But in general, the training process of the model is relatively stable, the convergence is
normal, and the trained model can satisfy the use of the alignment task.

5 Conclusion and Future Work

At present, the lack of data sets in the field of Chinese-Korean knowledge graphs has
greatly restricted the development of research in related fields. This article uses crawler
technology to crawl the Chinese and Korean aligned entity data from the Internet, and
process the data to obtain a high-qualityChineseKorean bilingual aligned structured data
set. At the same time, this paper analyzes the characteristics and defects of the current
mainstream algorithm design for cross-language entity alignment based on knowledge
representation learning, and proposes a cross-language entity alignment algorithm that
combines GAT and TransH. The algorithm uses GAT to capture the network structure
characteristics of the knowledge graph, and uses the TransH model to constrain the rela-
tionship between entities and update the vector, alleviating the problem that mainstream
alignment algorithms are susceptible to the number of data sets and the model is affected
by the heterogeneity of the knowledge graph. Experiments show that the combination of
TransH andGAT is better than all other solutions that combine knowledge representation
learning models and graph attention.

In further work, we will further analyze the factors that affect the effects of graph
neural networks and knowledge representation models. At the same time, experiments
are carried out onmore different graph embedding and knowledge embedding combined
methods to explore better cross-language entity alignment strategies.
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Abstract. Spoken Language Processing (SLU) is important in task-
oriented dialog systems. Intent detection and slot filling are two signifi-
cant tasks of SLU. State-of-the-art methods for SLU jointly solve these
two tasks in an end-to-end fashion using pre-trained language models like
BERT. However, existing methods ignore the syntax knowledge and long-
range word dependencies, which are essential supplements for seman-
tic models. In this paper, we utilize the Graph Convolutional Networks
(GCNs) and dependency tree to incorporate the syntactical knowledge.
Meanwhile, we propose a novel gate mechanism to model the label of
the dependency arcs. Therefore, the labels and geometric connection of
dependency tree are both encoded. The proposed method can adaptively
attach a weight on each dependency arc based on dependency types
and word contexts, which avoids encoding redundant features. Extensive
experimental results show that our model outperforms strong baselines.

Keywords: Spoken language understanding · GCNs · Syntax

1 Introduction

In recent years, various intelligent voice assistants have been widely deployed and
achieved great success. Typical systems include Google Home, Apple Siri, MI AI,
etc. They extract the uses’ intents from the goal-oriented dialogues and help users
accomplish their tasks through voice interactions. The core component of the intel-
ligent voice assistants is Spoken Language Understanding (SLU) [24]. Typically,
SLU consists of two subtasks: intent detection and slot filling [20]. For example,
given an utterance “Please play happy birthday”, the intent detection aims to find
the purpose of the user (i.e., PlayMusic in this example), and it can be modeled as
a classification task. The other subtask is slot filling, which is usually modeled as
a sequence labeling task to dig out the slots (i.e., happy birthday in this example).
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 145–156, 2021.
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Deep learning methods achieve promising performances in SLU. Intent detec-
tion subtask is a sentence-level classification task, which is widely studied field.
CNN [26], RNN [12] and pre-trained models like BERT [3] are widely used
to solve the classification task. Slot filling is usually solved by the RNN and
pre-trained models BERT as a sequence labeling task. Meanwhile, other efforts
jointly solve the intent detection and slot filling problems in end-to-end fash-
ion by exploiting and modeling the dependencies between the two subtasks to
improve the performance of the two subtasks simultaneously [5,6,9,13]. Recently,
pre-training methods have remarkably improved many natural language process-
ing tasks, which motivates some preliminary studies to investigate the applica-
tion of pre-trained model in SLU [1].

Despite the success, these methods lack a mechanism to realize relevant syn-
tactical constrains and long-range word dependencies. Ideally, the SLU models
should not only utilize the semantic features but also consider linguistic knowl-
edge such as the syntax, which offers grammar information about texts. Parsing
sentences to dependency trees is a widely used technique to represent the instruc-
tive grammatical structure of texts. It plays an essential role in SLU especially in
slot filling subtasks. An example of a sentence and its corresponding dependency
tree and slot filling labels are shown in Fig. 1. We can see that the dependency
arcs offer important clues for the estimation of the slots: the dependency tree
links the separate words to form a joint phrase “New York”. And it also links
with the core word “flight”. For the situation where one sentence expresses multi-
ple intents and has corresponding multiple slots, the dependency parse tree can
effectively separate different intents and corresponding slots. Therefore, intro-
ducing the structure information about texts in SLU models is valuable.

what   is   the   earliest   breakfast   flight   from   philadelphia   to   New   York

att

det

nsubj

amod
compound

prep

prep pobj
compound

pobj

Fig. 1. Illustration of dependency tree.

Here, the core problem we should solve is how to integrate the syntactical
structure information in existing SLU models, especially in pre-training meth-
ods. Recently, graph convolutional networks (GCNs) have become a popular
approaches to integrate structure inductive biases into NLP models [18]. For
example, some recent studies have successfully employed GCN to improve the
performances in natural language processing tasks such as sentiment analysis
[10,19], relation extraction [7,27], and semantic role labeling [14]. In general,
these GCNs methods can enhance the performance of SLU tasks. However, the
labels of the dependency arcs, which reflect the type of specific relations between
words, are ignored in vanilla GCNs. GCNs methods only consider whether two
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words are connected in dependency tree and establish the adjacency matrix A,
ignoring how these words are connected (the labels of dependency arcs). Gener-
ally, an ideal syntax-aware spoken language understanding models depends on
not only the syntactically connection information but also the corresponding
connection labels. Meanwhile, the GCNs syntax-aware models rely on a pre-
cise dependency parser. However, in some cases, the parser produces imperfect
results.

To tackle these issues, we propose a new variant of GCNs, which can utilize
the external dependency tree to enhance the widely-used pre-training models
like BERT [3]. Specifically, our model uses BERT as backbone and stacks GCNs
on the output of BERT for each token. The dependency tree servers as the
external knowledge and can be interpreted to an adjacency matrix. Based on
the adjacency matrix, the graph convolutional operation can effectively handle
the syntactically related words and exploit long-range relations. Moreover, to
take into account the types of dependency arcs, we further design a gate mech-
anism to dynamically select some specific dependency arcs based on the labels
of dependency arcs and the word contexts. Accumulating evidences have shown
that encoding the full dependency tree will bring redundant information and
degrade the performance of models [7,27]. Therefore, we encode the labels of the
dependency arcs and dynamically attach a weight on each word dependency arc
according to the labels’ embeddings and word contexts. We conducted extensive
experiments on the joint SLU task, including intent classification and slot filling.
Experimental results show that our model outperforms strong baselines in both
tasks.

The contributions can be summarized as follows:

– We propose to integrate the external syntactical knowledge of text in spo-
ken language understanding models. Graph convolutional networks are intro-
duced, utilizing the adjacent matrix obtained from the dependency trees.

– We design a novel gate mechanism to prune the redundant dependency arcs
based on the types (labels) of the dependency arcs and corresponding word
contexts.

– Experiments on the joint SLU task show that our model effectively incor-
porates the external syntactical knowledge in BERT and outperforms strong
baselines.

2 Related Work

2.1 Spoken Language Understanding

The SLU task includes intent detection and slot filling subtasks. In this section,
we review methods that focus on intent detection and slot filling separately and
joint methods.
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For the intent detection, it is formulated as a text classification problem.
Various classification methods such as support vector machine (SVM) [8] and
RNN [17], and capsule network [16] were proposed. For the slot filling subtask,
it can be regarded as a sequence tagging problem. Approaches for slot filling
include CNN, LSTM, RNN-EM [15], and attention mechanism [28]. Despite of
the success, existing SLU models ignore the syntactical information and thus
have a limitation performance.

The joint models solve the intent detection and slot filling in a single model,
which considers the high correlation between the two sub-tasks. Among them
some methods were proposed to utilize the intent information to guild the slot
filling [5,25]. There are also some studies to consider the cross-impact between
the slot and intents [4,23]. Meanwhile, joint models based on large-scale pre-
trained models BERT achieve the state-of-the-art performances [1].

2.2 Syntax-Aware Models

The dependency tree contains rich information about syntax of texts and inte-
grating them in the NLP models has become a promising direction. Early studies
include recursive neural network operating on dependency trees [6]. Recently,
graph neural networks have become gradually popular to integrate structural
inductive bias into NLP models. Meanwhile, some studies also reveal that encod-
ing the full dependency tree will bring redundant information and degrade the
ability of models [7,18,27]. Pruning graph methods were also an important
research area.

3 Model

In this section, we introduce our model. We first briefly introduce BERT and
GCNs. Then we elaborate our model: a gate mechanism and the training strate-
gies used in our model. The architecture of our model is shown in Fig. 2.

3.1 Backgrounds of BERT

We adopt Bidirectional Encoder Representations from Transformers (BERT) as
the basis of our model. The model architecture of BERT is a multi-layer of Trans-
formers encoder [22]. The input of BERT includes token embeddings, position
embeddings, and segment embeddings. Compared to the traditional Word2Vec
and GloVe word embeddings, which only provide single context-independent rep-
resentations for each token, BERT can generate deep contextualized represen-
tations. Moreover, BERT is pre-trained by the self-supervised tasks. The large-
scale pre-training gives BERT powerful ability in language processing. However,
the architecture and the pre-training strategy of BERT has no specific mecha-
nism to employ the syntactical knowledge of texts.
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Fig. 2. Model architecture.

3.2 Backgrounds of GCN

Graph Convolutional Networks (GCNs) can be regarded as an adaptation of a
conventional CNN. GCNs are unique in directly operating on graph structures
[11]. A graph with k nodes can be represented by an adjacency matrix A ∈ R

k×k.
The l-layer of GCN can be formulated as:

hl
i = σ(

k∑

j=1

AijW
lhl−1

j + bl), (1)

where h0
i represents the initial representation of node i. And hl

i is the output of
the l-th GCN layer for node i. W l and bl are trainable parameters of l-layer of
GCNs. σ is a nonlinear function. Through graph convolution operation, each node
can gather and summarize information from its neighboring nodes in the graph.

3.3 The Proposed Model

Our proposed model for SLU consists of BERT embeddings, GCNs and a novel
gate mechanism. Specifically, given the input token: X = {x1, x2, x3, ..., xT }
of length T , BERT is adopted to get the deep contextualized representations:
H = {h1, h2, h3, ..., hT }.
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Performing on the BERT embeddings, GCN layers and the novel gate mech-
anism are designed to exploit the syntactical dependency. We firstly convert
the dependency tree to the adjacency matrix. Note that we use the existing
parser tool SpaCy1 to obtain the dependency tree for each input sentence X.
The graph can be obtained by referring to the dependency trees, where nodes
represent words in the sentences and edges denote the syntactic dependency arcs
between words. In other words, if the i-th word and j-th word are connected in
the dependency parser tree, the value will be 1 in the i-th row and j-th column
of the adjacency matrix A.

However, in this manner, we only judge whether two words are connected
in the dependency parser trees. The labels of the dependency arcs are ignored.
As argued in Sect. 1, a complete syntax-aware SLU model should also takes
account the types of the dependency arcs. Accumulating evidences also show that
encoding the full tree will yield redundant information. Therefore, we propose a
gate mechanism to prune the dependency trees based on the labels of dependency
arcs and words contexts. The gate mechanism will provide a score on each word
dependency arc.

Specifically, we introduce the dependency type embedding matrix P ∈
R

dt×N , which is randomly initialized and updated during the training proce-
dure. The dt denotes the dimension of dependency type embeddings, and the N
represents the number of dependency types. If the i-the word and j-th word are
connected in the dependency tree, the corresponding dependency type embed-
ding tij is obtained by looking up the embedding matrix P using the type id.
Moreover, the gate mechanism also considers the word contexts corresponding
to the dependency arc when calculating the gate score:

aij = σ([hi;hj ]TWttij + bt), (2)

where hi and hj are word representations from BERT. And [;] denotes the con-
catenation operation. Wt and bt are trainable parameters. σ denotes the sigmoid
activation function. After getting the gate score aij , the adjacency matrix A will
be modified by it: If there is a dependency arc between word i and j: At

ij = aij .
Then we conduct the graph convolution operation on the updated syntax-type-
aware graph:

hl
i = σ(

n∑

j=1

At
ijW

lhl−1
j

di
+ bl), (3)

where W l and bl are the trainable parameters. di is the degree of the node i:
di =

∑n
j=1 At

ij , which aims to normalize the activations of nodes at different
degress. The input for the graph convolution network is initialized from BERT’s
output: h0

i = hi. The output of hl
i of the top GCN layer is the enhanced rep-

resentation, which simultaneously encodes the syntactical geometric connection
and syntactical types.

1 https://spacy.io/.

https://spacy.io/.
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3.4 Model Training

Our gate mechanism can adaptively adjust the contributions from different
dependency arcs. Important dependency arcs will be retained and redundant
arcs will be discarded. Meanwhile, The proposed gate mechanism and GCNs
are both differentiable. Therefore, our model can be trained in an end-to-end
fashion. In this subsection, we will describe how our model is applied to intent
detection and slot filling tasks.

The intent detection is a sentence-level classification task. It demands to
classify the input sentence to a pre-defined category I = {I1, I2, ..., In}. We
firstly average the syntax-aware word representations and then predict the label
using a softmax layer:

HI =
1
T

T∑

i=1

hl
i, (4)

yI = softmax(WIHI + bI), (5)

where WI and bI are trainable parameters.
The slot filling is a sequence tagging problem. Each token has a label indi-

cating the slots boundary using ‘BIO’ tagging scheme. We feed the syntax-aware
word representations hl

i to a softmax layer to predict the slot labels:

ys
i = softmax(Wsh

l
i + bs), (6)

where Ws and bs are trainable parameters.
To jointly model intent classification and slot filling, the objective is formu-

lated as:

p(yI , ys
i |X) = p(yI |X)

T∏

i=1

p(ys
i |X). (7)

The learning objective is to maximize the conditional probability p(yI , ys
i |X).

The model is fine-tuned end-to-end via minimizing the cross-entropy loss.

4 Experiments

In this seciton, we evaluate our proposed model on two public SLU benchmark
datasets: ATIS and Snips.

4.1 Datasets

The ATIS [21] and Snips [2] are two widely used SLU datasets. The ATIS con-
sists of audio recordings of people making flight reservations. The Snips dataset
was collected from the Snips personal voice assistant. We follow the same data
division as [1,5]. The statistics of these two datasets are listed in Table 1.
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Table 1. Summary statistics of the datasets. Slot and Intent denote the number of
slot labels and intent types, respectively.

Dataset Train Dev Test Slot Intent

ATIS 4478 500 893 120 21

Snips 13084 700 700 72 7

4.2 Training Details

We adopted BERTbase (uncased) as the basis, which has 12 layers and 12 heads.
The dimension of the word embeddings is 768. The hidden dimensions of GCNs is
256, and the hidden dimension of the labels of word dependency is 24. During the
training procedure, the batch size for ATIS and Snips are both 32. We use Adam
optimizer with learning rate 2e–5, β1 = 0.9, β2 = 0.999, L2 weight decay of 0.01.

4.3 Baseline Methods

We compare our model with the following methods:

– RNN-LSTM [9]: A joint multi-domain model enabling intent detection and
slot filling where data from each domain reinforces each other. The model
takes an RNN-LSTM architecture.

– Atten-BiRNN [13]: An attention-based neural network model for joint
intent detection and slot filling. Learning from the attention mechanism in
encoder-decoder model, this model introduces attention to the alignment-
based RNN models.

– SLot-Gated [5]: A slot-gated model that focuses on learning the relationship
between intent and slot attention vectors in order to obtain better semantic
frame results by the global optimization.

– Joint BERT [1]: A joint intent classification and slot filling model based on
BERT.

– Joint BERT CRF [1]: A joint intent classification and slot filling model
based on BERT and Conditional Random Field (CRF). The CRF layer can
improve the slot filling by depending on the predicted surrounding labels.

4.4 Main Results

Table 2 presents the results of our model and baselines on ATIS and Snips
datasets. From the table, we have the following observations:

For the previous models, RNN-LSTM, Atten-BiRNN, and Slot-Gated are all
based on static word embeddings such as GloVe and Word2Vec. Compared to
BERT-based methods, the traditional word embeddings can only offer separate
word-level representations, without the ability to model the semantic changes
among different contexts. Moreover, they lack the large-scale pre-training proce-
dure. Therefore, BERT-based models outperform these three models by a large
margin.
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For the BERT-based models, stacking CRF layer on BERT achieves a compa-
rable result to vanilla BERT, probably due to the self-attention in Transformers
may sufficiently model the label distributions. On the contrary, introducing our
proposed gate mechanism and GCNs brings a remarkable improvements over
BERT-based solution. It verifies the effectiveness our model, which effectively
incorporate the syntax knowledge of texts.

Table 2. Experimental results. Results are measured by intent classification accuracy
(Intent), slot filling F1 (Slot), and sentence-level semantic frame accuracy (Sent).

Model Snips ATIS

Intent Slot Sent Intent Slot Sent

RNN-LSTM [9] 96.9 87.3 73.2 92.6 94.3 80.7

Atten-BiRNN [13] 96.7 87.8 74.1 91.1 94.2 78.9

Slot-Gated [5] 97.0 88.8 75.5 94.1 95.2 82.6

Joint BERT [1] 98.6 97.0 92.8 97.5 96.1 88.2

Joint BERT CRF [1] 98.4 96.7 92.6 97.9 96.0 88.6

Our model 98.9 98.3 93.1 98.3 97.3 90.2

4.5 Ablation Study

To analyze the effect of different components including the GCNs and the pro-
posed gate mechanism, we report the results of variants of our model. From
Table 3, we can find that, without the proposed gate mechanism, the accuracy
of intent detection and slot filling both drop. Especially for the slot filling sub-
task, the F1 scores drop remarkably. Normally, sequence labeling task demands
the ability to resolve the syntax. The results show that our proposed gate mecha-
nism can effectively utilize the syntactical knowledge. The model without GCNs
degrade to normal BERT.

Table 3. Ablation study. w/o means without.

Model Snips ATIS

Intent Slot Sent Intent Slot Sent

FULL-MODEL 98.9 98.3 93.1 98.3 97.3 90.2

-w/o Gate 98.6 97.4 93.1 98.0 96.2 89.0

-w/o GCNs 98.6 97.0 92.8 97.5 96.1 88.2
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4.6 Case Study

To intuitively show the effectiveness of our proposed model. We randomly select
a sample in test set of ATIS, and show the gate scores of each dependency arcs
in Fig. 3. For this example, ‘philadelphia’ and ‘New York’ are core words that
should be tagged, and the intent of this sentence is ‘book flight’. Figure 3 shows
that our model pay more attention on the part of dependency arcs relevant to
core words. It verifies the effectiveness of our model.

what   is   the   earliest   breakfast   flight   from   philadelphia   to   New   York
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0.92

0.01

0.21
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Fig. 3. Case study.

5 Conclusion

In this paper, we aim at incorporating the syntactic knowledge into the spoken
language understanding model, which includes intent detection and slot filling
tasks. We re-examine the drawbacks of existing GCNs models, and propose a gate
mechanism. The gate mechanism effectively models the dependency types and
attachs a weight to each dependency arc to avoid redundant features. Extensive
experiments show that our model outperforms strong baselines.
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Abstract. Named entity recognition (NER) is a task of identifying both
types and spans in the sentences. Previous works always assume that the
NER datasets are correctly annotated. However, not all samples help with
generalization. There are many noisy samples from a variety of sources
(e.g., weak, pseudo, or distant annotations). Meanwhile existing meth-
ods are prone to cause error propagation in self-training process because
of ignoring the overfitting, and becomes particularly challenging. In this
paper, we propose a robust Selective Review Learning (NSRL) framework
for NER task with noisy labels. Specifically, we design a Status Loss Func-
tion (SLF) which helps the model review the previous knowledge con-
tinuously when learning new knowledge, and prevents model from over-
fitting noisy samples in self-training process. In addition, we propose a
novel Confidence Estimate Mechanism (CEM), which utilizes the differ-
ence between logit values to identify positive samples. Experiments on four
distant supervision datasets and two real-world datasets show that the
NSRL significantly outperforms previous methods.

Keywords: Overfitting · Self-training · Status loss function ·
Confidence estimation

1 Introduction

Named entity recognition (NER) is a fundamental task in natural language pro-
cessing, and we treat the NER task as a sequence-labeling problem in this
paper. For example, the NER aims to identify both spans and types of the
entity Manchester Unite in the Table 1. As neural networks have significantly
improved NER performances, the potential improvement of the existing frame-
works is mainly limited by the data quality [18]. However, not all samples are
c© Springer Nature Singapore Pte Ltd. 2021
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completely correct in the NER datasets. For example, in the Table 1, the entity
Manchester Unite is an organization (ORG), but it is incorrectly annotated as
location (LOC). Meanwhile, manually annotated datasets are considered to have
a high quality. But in classical CoNLL03 dataset [21], more than 1300 samples
are found mislabeled, which accounts for 3.7% of the entire dataset. Moreover,
the quality of other datasets are worse [9,16] (e.g., weak supervision datasets
[4,17], or distant supervision datasets [28]).

To relieve the negative impact of noisy samples, the most of existing methods
correct labels with self-training strategy [11,12]. However, the model output is
unreliable due to the influence of noisy samples in self-training process. As the
increase of training iteration epochs, the model will overfit noisy samples and
then generate incorrect tags [18]. This will hinder the generalization of model
and cause error propagation. Thus how to prevent model from overfitting noisy
samples in self-training process is a challenging problem.

Table 1. A noisy label example in CoNLL03 dataset. The Manchester Unite is a
football club in Manchester England, but which is incorrectly annotated as class LOC.

Keane Signs four-years contract with Manchester Unite

Gold labels B-PER O O O O B-ORG I-ORG

Noisy labels B-PER O O O O B-LOC I-LOC

In addition, although existing methods can utilize self-training strategies to
correct labels, these labels are not absolutely correct, thus previous works mostly
use the loss values to identify positive samples [8]. Meanwhile we observe that
the loss values are obtained by the logit values through softmax layer and loss
function. However, the softmax layer is a normalized exponential function, which
will nonlinearly increase the weight of maximum value in the logit matrix and
bring unfairness for identifying positive samples. Thus how to identify positive
samples accurately is another challenging problem.

In this paper, we propose a novel framework named Selective Review Learn-
ing (NSRL) to solve these issues. To prevent model from overfitting noisy sam-
ples, we design a Status Loss Function (SLE). With exploiting the early-learning
phenomenon [1,31], the SLF helps model constantly review what it learned in the
previous stage when the model learns new knowledge. To identify positive sam-
ples accurately, we establish a novel Confidence Estimate Mechanism (CEM),
which directly utilizes the difference between logit values for estimating samples
instead of loss values. Experiments on four distant supervision datasets and two
real-world datasets show that NSRL outperforms previous methods.

In summary, our major contributions are the following:

– We proposed the Selective Review Learning (NSRL) framework which can
effectively alleviate the negative effect of noisy samples and improve the per-
formance of the NER model.
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– To prevent the model from overfitting noisy samples, we design a Status Loss
Function (SLF) which helps model constantly review what it learned in the
previous stage. To identify positive samples accurately, we propose a novel
Confidence Estimate Mechanism (CEM) which utilizes the difference between
logit values.

– We conduct extensive experiments on two real-world datasets and four distant
supervision datasets, and our proposed NSRL significantly outperforms the
previous methods. We will release our code soon.

Record-model-A Record-model-B

Predictive tags

Confidence
estimate

Model-A Model-B

After N epoch
Updata model

After N epoch
Updata model

Right Samples

Updata

Status Loss Status Loss

Status Matrix Status Matrix

Tags

Sentences
Revised Tag

Updata

Fig. 1. An overview of our proposed NSRL framework. The NSRL employs dual-model
architecture in self-training process. Meanwhile NSRL utilizes the Record-model to gen-
erate tags, and the predictive noisy tags are filtered by confidence estimate mechanism.
Then predictive correct tags are delivered to another model. The Model-A will generate
a Status Matrix for forming status loss. In addition, the Record-model-A is initialized
by Model-A with the early stopping strategy.

2 Related Work

There are various approaches have been proposed for noisy tags, and we define
them as two categories: 1) Label correction method, 2) Robust loss functions.

2.1 Labels Correction Methods

Label correction method is to improve the quality of original labels. Most of
the previous methods used self-training to correct labels [11]. New labels equal
to the probabilities estimated by the model (known as soft labels) or to one-
hot vectors representing the model predictions (hard labels) [25,29]. In addition,
another option is to set the new labels to equal a convex combination of the
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noisy labels and the soft or hard labels [20]. NLNCE [12] proposes strategies for
estimating confidence scores based on local and global independence assump-
tions, that partially marginalize out labels of low confidence with a CRF model.
However, these methods require the support from extra clean data or an ineffi-
cient detection process to estimate samples.

2.2 Robust Loss Functions

Robust loss functions improve the robustness of the model for noisy samples by
designing new loss formulas. Current robust loss functions include Mean Abso-
lute Error (MAE) [6], and Improved MAE [26] which is a reweighted MAE.
Symmetric Cross Entropy(SCE) [27] makes the model have a certain noisy tol-
erance by adding a symmetric reverse cross entropy after the cross entropy. And
Generalized cross entropy [32] is actually a new evolutionary form of MAE. Reg-
ularization (LSR) [24] is a technique which uses soft labels in place of one-hot
labels to alleviate overfitting for noisy labels. ELR [13] is a new method that
makes full use of early learning phenomenon to keep a large learning gradient
for correct samples. But these methods can not effectively prevent model from
overfitting noisy labels in self-training process.

3 Selective Review Learning(NSRL)

In this paper, we propose a Selective Review Learning (NSRL) framework for
obtaining a robust model. Specifically, to prevent model from overfitting noisy
samples, we design a Status Loss Function (SLE) which helps model constantly
review what it learned in the previous stage when the model learns new knowl-
edge. To identify positive samples accurately, we establish a novel Confidence
Estimate Mechanism (CEM), which directly utilizes the difference between logit
values for estimating labels instead of previous loss values.

3.1 Status Loss Function (SLF)

Previous loss functions always absolutely believed in tags (e.g., Cross Entropy),
even if the tags are mislabeled. Meanwhile the predictive tags are unworthy
full trust in self-training process [12]. In addition, deep neural networks will
first fit the samples with correct tags during an “early learning” phase [1,31].
With exploiting the early-learning phenomenon, we proposed a new status loss
function, which prevents model from overfitting noisy samples by utilizing tags
information, previous status and current status. Specifically, the SLF obtains
previous status by status matrix in the Fig. 1, and the status matrix is constantly
updated by the current model.

KL-Divergence. We define two distributions matrix p and q, and the relation-
ship between entropy, cross entropy and KL-divergence is as follows:
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KL(q||p) = H(q, p)−H(q) (1)

In self-training process, where q = q(k|x) is the distribution of the predictive
tags in sample x, and p = p(k|x) is the predictive distribution of the model
for sample x. KL-divergence optimizes the difference between entropy and cross
entropy to make the model learn in the specified direction.

Definition SLF. Predictive tags q = q(k|x) are unworthy full trust, and clas-
sical loss functions(e.g., Cross Entropy) is not suitable for self-training process.
We design the SLF as follows:

LSLF = LCE(Θ)+LT = LCE(Θ)+
λ

n

n∑

i=1

p log t (2)

where p is the predictive tags and λ is a hyperparameter. The t is a target
function which combines tags information q[i](j−1), previous status t[i](j−1) and
current status p[i](j). The SLF enables the model to be continuously influenced
by tags and previous status in the self-training process. That can effectively
prevent model from overfitting original noisy tags and predictive negative tags.
The target function t as follows:

t[i](j) = βt[i](j−1) + (1−β)(αp[i](j) + (1−α)q[i](j−1)) (3)

Where q[i](j−1) is the predictive tag of sample i in the j epoch, which is
initialized by the original tag, and then is replaced by the predictive tag q[i](j).
The α and β are two hyperparameters, and 0 < α < 1, 0 < β < 1.

By iterating the target function t[i], model is constantly affected by the pre-
vious status when it fits the new samples. That can effectively prevent the model
from overfitting.

SLF Robustness Analysis. In order to simplify the calculation, we set λ as 1
and derive the gradient of LSLF . The gradient of the LSLF with respect to the
logits Zj can be derived as:

∂LSLF

∂Zj
=

∂LCE(Θ)
∂Zj

+
λ

n

n∑

i=1

(
∂pk

∂Zj
log t+

p · ∂t
∂Zj

t
) (4)

where ∂pk

∂Zj
can be further derived based on whether k = j:

{
∂pk

∂Zj
= pk(1−pk) k = j

∂pk

∂Zj
= −pkpj k �= j

(5)

Particularly, we can obtain:

∂pk

∂Zj
=

∂( Zk∑K
j=1 eZj

)

∂Zj
=

∂eZk

∂Zj
(
∑K

j=1)−eZk
∂(

∑K
j=1 eZj )

∂Zj

(
∑K

j=1 eZj )2
(6)
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When k=j:

∂pk

∂Zj
=

∂pk

∂Zk
=

eZk

∑k
k=1 eZk

−(
eZk

∑K
k=1 eZk

)2

=pk − pk
2=pk(1 − pk)

(7)

When k �= j:

∂pk

∂Zj
=

0 · (
∑K

k=1 eZj )−eZkeZj

(
∑K

k=1 eZj )(
∑K

k=1 eZj )

= − eZk

∑K
k=1 eZj

eZj

∑K
k=1 eZj

= − pkpj

(8)

Simplifying the intermediate steps, and we set α = 0.5 and bk =
pk log tk+ p2

k

2tk
.

L
′
=

∂LSLF

∂Zj
=

∂LCE(Θ)
∂Zj

+pj

K∑

k=1

bk−bj (9)

We set L
′
T = pj

∑K
k=1 bk−bj , then we can obtain:

L
′′
T =

K∑

k=1

bk + pj(
K∑

k=1

bk)
′ − ∂bj

∂pj
=

K∑

k=1

bk+(pj − 1)
∂bj

∂pj
(10)

Fig. 2. A demonstration of the second derivative L
′′
T . The left: q = 1 means that the Py

values corresponding to tags. The right: q = 0 means that the Py values corresponding

to others. The x-axis refers to the model output py, and the y-axis refers to the L
′′
T

function.

In the Fig. 2, we can observe that the L
′′
T will provide a large acceleration

when py approaches to 0. On the contrary, the L
′′
T will provide a small accel-

eration when py approaches to 1. This will help model reduce the dependence
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for py, meanwhile improve the influence of tags information and previous status
on the model. In addition, when py approaches to 0.5, it means that the model
output is not self-confident, the L

′′
T will provide a minimum value. This will help

model reduce learning in imprecise directions. Meanwhile, the gradient of the
LSLF with respect to the logits Zj equals:

∂LSLF

∂Zj
= �N [i]

x (Θ)((p[i] − y[i]) + λ(t[i] − p[i])) (11)

Where λ(t[i] − p[i]) is an adaptive acceleration term. That makes the model
output p[i] closes to the target function t[i]. Due to the t[i] combines tags infor-
mation, previous status and current status, the model will learn in these three
directions. Meanwhile, the (p[i] −y[i]) term is helpful to improve the convergence
ability of model.

3.2 Confidence Estimate Mechanism (CEM)

Preliminary. In self-training process, previous works always default the pre-
dictive samples as samples for next training. However, if the predictive samples
are incorrect and are used as input to the model, this will cause error propa-
gation. Establishing a confidence estimate mechanism for the predictive tags is
necessary, which will help model identify high confidence samples for learning.

Utilizing Logit Value. Previous methods mostly use loss values to distin-
guish positive samples and negative samples [8,30]. But the predictive tags is
not entirely trustworthy because of the model for predicting tags is not exactly
correct. Meanwhile, neural networks will output a logit matrix in training pro-
cess, which goes through the softmax layer and then gets into loss function.
The softmax layer is a normalized exponential function, which will nonlinearly
increase the weight of maximum value in the logit matrix and bring unfairness
for identifying positive samples. Our proposed CEM directly utilizes logit matrix
to identify positive samples instead of loss values. And the CEM will help model
utilize the confidence scores of samples to identify positive samples.

Observing Logit Value. Given a sentence x = [x1, x2, ..., xn] and its tag
sequence y = [y1, y2, ...yn], n is the sentence length. Every token xi will obtain a
corresponding logit matrix Z = [zi

1, z
i
2, ..., z

i
m], m denotes total number of tags.

The Zy is the logit value corresponding to predictive tag y. In the Fig. 3, we can
observe that the logit value Zy of positive samples is evidently higher than other
values in the logit matrix. Meanwhile, the Zy of negative samples is evidently
smaller than other values in the early stage. Because of the predictive tags are
replaced ceaselessly, Zy gradually becomes the maximum in logit matrix.
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Fig. 3. The comparison of the positive and negative samples in logit value. The blue
line: the logit value Zy corresponding to the predictive tag y in logit matrix; the orange

line: the maximal logit value Z
(t)
max in logit matrix except Zy. The x-axis refers to the

number of training epochs, and the y-axis refers to the logit value.

Defining CEM. We propose a new confidence estimate mechanism, which
utilizes the difference between the Zy and the maximum Zmax in logit matrix.
The CEM score be defined as:

CEM(x, y) = min(Zy−max
i�=y

Zi) (12)

Meanwhile, every token will obtain a CEM score. Because of a sentence is the
minimum unit of the input in the NER tasks, if the CEM score corresponding to
single token is small enough in the sentence, we can consider that the sentence
is negative. By utilizing the difference between Zy and Zmax, the CEM can
effectively reflect the definite degree of model for predictive tags.

4 Experiments

4.1 Dataset and Baseline

Distant Supervision Datasets. We evaluate our method on four datasets
including CoNLL03 [22], Webpage [19], Tweet [7], Wikigold [2]. In this setting,
the distantly supervised tags are generated by the dictionary following BOND
[11].

Real-World Datasets. We consider two real-world NER datasets. WUT-17
[4] is a user generated English dataset. Weibo NER [17] is a Chinese dataset in
social domain. Since the WUT-17 has no development set, we randomly select
10% samples from the training set as the development set. Compared with other
real-world datasets, the noise ratio of these two datasets is larger.
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Table 2. The result in four distant supervision datasets.

Method Distant supervision

CoNLL03 Webpage Tweet Wikigold

AutoNER [23] 67.0 51.4 26.1 47.5

LRNT [3] 69.7 47.7 23.8 46.2

NLNCE [12] 79.9 61.9 47.3 57.7

BOND [11] 81.5 65.7 48.0 60.1

NSRL(our) 82.2 66.5 49.2 60.8

Baseline. For distant supervision datasets, we compare NSRL with four
recently proposed robust methods: (1) AutoNER [23]; (2) LRNT [3]; (3) NLNCE
[12]; (4) BOND [11]; For real-world datasets, we compare NSRL with the pre-
vious methods as well as the standard Cross Entropy(CE): (1) SCE [27]: sym-
metric cross entropy loss; (2) DSC [10]: dice loss function; (3) ELR [13]: early
regularization.

Evaluation. Our primary evaluation metric is F1 score on the test set to com-
pare the results of different methods.

Pre-trained Language Model. The BERT [5] employs a Transformer
encoder to learn a BiLM from large unlabeled text corpora and sub-word units
to represent textual tokens. We use the BERTbase model in our experiments of
real-world datasets. The RoBERTa-base [14] is a replication study of BERT
pre-training that measures the impact of many key hyperparameters and train-
ing data size. We use the RoBERTabase model in our experiments of distant
supervision datasets.

4.2 Implementation Details

In our experiments, we set the initial learning rate to lr = 1e−5 for all datasets.
The loss is optimized by AdamW [15]. The parameters of our model is initialized
by the Xavier initializer. Since the scale of each dataset varies, we set different
training batch size for different datasets. Specifically, we set the batch sizes of
four distant supervision datasets, WUT-17 and Weibo NER as 16, 40, 40. We
stop the training when we find the best result in the development set.

4.3 Overall Performance

The Experiments on Distant Supervision Datasets. Table 2 shows the
results of the baseline methods and our proposed NSRL. Compared with other
methods, the NSRL shows obvious advantage in the four distant supervision
datasets. Meanwhile NSRL has achieved new state-of-the-art (SOTA) with the
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F1 score reached to 82.2, 66.5, 49.2, and 60.8% on CoNLL03, Webpage, Tweet
and Wikigold datasets separately. Specifically, Our method outperforms previous
SOTA model BOND by 1.2% in F1 score on Tweet dataset. This shows that our
NSRL method can effectively prevent the model from overfitting noisy samples
on distant supervision datasets.

The Experiments on Real-World Datasets. Table 3 presents the experi-
ment results in two real-world datasets. Our NSRL outperforms other methods
by 0.57%, and 0.35% in F1 score on WUT-17 and Weibo NER datasets sepa-
rately. Compared with other methods, NSRL can accurately filter noise samples
in real-wold datasets. This shows that our method is still effective on real-wold
datasets with large noise ratio.

Table 3. The result in two real-world datasets.

Dataset CE SCE [27] DSC [10] ELR [13] NSRL(our)

WUT-17 54.77 53.55 54.48 53.54 55.34

Weibo NER 59.71 60.97 60.78 57.41 61.32

4.4 Ablation Study

The Ablation Experiment of NSRL. The NSRL framework contains SLF
loss function and CEM mechanism. Table 4 presents the results of ablation exper-
iment. We can easily observe that without the SLF or CEM, the F1 scores
appear significant decrease. Specifically, the F1 scores reach the minimum with-
out SLF and CEM. Meanwhile the F1 scores dropped by 1.4, 1.1, 1.6, and 1.5%
on CoNLL03, Webpage, Tweet and Wikigold datasets separately. This demon-
strates that SLF and CEM are essential to improve the performance of the
model.

Table 4. The result of ablation experiment on four distant supervision datasets. The
“w/o SLF” means removing the SLF loss function from the complete model.

Method Distant supervision

CoNLL03 Webpage Tweet Wikigold

w/o SLF 81.1 66.1 48.2 60.1

w/o CEM 81.6 65.9 48.4 60.3

w/o SLF & CEM 80.8 65.4 47.6 59.3

w/ SLF & CEM 82.2 66.5 49.2 60.8
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Table 5. The ablation experiment for Tags information(T), Previous status(P) and
Current status(C) in SLF loss function.

Method Distant supervision

CoNLL03 Webpage Tweet Wikigold

w/o T 80.8 64.9 47.6 58.8

w/o P 81.4 65.4 48.2 59.3

w/o C 78.2 63.4 46.9 57.7

w/o T & P 78.9 64.0 47.8 59.7

w/o T & C 77.9 63.3 46.7 57.4

w/o P & C 74.8 61.4 44.6 55.9

NSRL(our) 82.2 66.5 49.2 60.8

The Ablation Experiment of SLF. The SLF loss function combines tags
information, previous status and current status. Table 5 shows the ablation
experiment of the three factors. We can clearly observe that removing any fac-
tor causes obvious performance degradation, but the importance of each factor
is different. Specifically, the F1 score will decrease significantly without current
status, which shows that the current status has a great influence on the model.
In conclusion, from ablation experiments, we can find that each factor can be
implemented independent of the other, but together they can achieve the best
result, showing that all these three factors are essential to our model.

Fig. 4. Parameter analysis on λ, β, α in SLF loss function: (a) Tuning λ (fix β=0.3
and α=0.4); (b) Tuning β (fix λ=0.7 and α=0.4); (c) Tuning α (fix λ=0.7 and β=0.3).
The x-axis refers to the parameter value, and the y-axis refers to the F1 score.
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The Parameter Analysis of SLF. Figure 4 shows the parameter analysis for
SLF on CoNLL03 dataset. We test λ, β, α in [0.0,1.0]. When λ=0.7,β=0.3 and
α=0.4, the model achieves the best performance. Specifically, when β=1.0, the
F1 score reaches the minimum 74.8%. In addition, when β approaches to 1, we
observe that the influence of previous status and current status on the model
is weakened from the Eq. 3. This weakens the generalization of the model and
makes model overfit noisy samples.

5 Conclusions

In this paper, we propose a robust Selective Review Learning (NSRL) frame-
work for NER task with noisy labels. The NSRL contains SLF loss function and
CEM mechanism. Specifically, the SLF can help model reduce the dependence
for model output py. Meanwhile the SLF improves the robustness of model and
prevents model from overfitting noisy samples. In addition, the CEM mecha-
nism can help the model identify positive samples accurately for next training.
Experiments on four distant supervision datasets and two real-world datasets
show that NSRL outperforms the previous methods, and which obtained the
state-of-the-art (SOTA) results on the four distant supervision datasets.
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Abstract. Stance detection aims to determine the stance of a text
towards a given target. Different from aspect-level sentiment classifica-
tion, the target may not appear in the text. While existing models have
achieved great success in this task using deep neural networks, their per-
formances still drop sharply on cases where targets are not directly men-
tioned in texts, even with ‘target-aware’ structures. We argue that the
nonalignment between targets and potentially opinioned terms in texts
causes such failure and this could be remedied with external knowledge as
a bridge. To this end, we propose RelNet, which leverages multiple exter-
nal knowledge bases as bridges to explicitly link potentially opinioned
terms in texts to targets of interest. Experiments on the well-adopted
SemEval 2016 task 6 dataset demonstrate the effectiveness of the proposed
model, especially on the subset where targets do not appear in texts.

Keywords: Stance detection · External knowledge · Target-awareness

1 Introduction

Stance detection is the task of classifying attitude of a text towards a given tar-
get entity or claim [12]. Its techniques can be utilized for various downstream
applications, such as online debates analysis [14,17,20], opinion groups identifi-
cation [1,15], election results prediction [10], and fake news detection [7]. Thus, it
has attracted extensive attention from the Natural Language Processing (NLP)
community.

Unlike conventional aspect-based sentiment classification tasks, the main
challenge of stance classification is that a target may not be explicitly men-
tioned in the text. In other words, many texts express their stance laterally by
expressing their views on other entities. As shown in Table 1, more than 73%
of tweets don’t have direct mentions of corresponding targets in the dataset of
SemEval 2016 task 6. Furthermore, the relation between the targets and opin-
ioned terms in texts may not be easily inferred from the training corpus. As
shown in Fig. 1, the tweet refers to Matthew from the Bible while the target is
Atheism. If the model cannot capture the relation between Atheism and Matthew
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 171–184, 2021.
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Table 1. The statistics of whether a target is clearly mentioned in a sentence in
SemEval 2016 task 6 subtask A. “In” means that the keyword of a target appears in
the tweet. For example, for target “Climate change is a real concern”, when “climate”
or “change” appears in a sentence, we treat the sentence as “In”.

All In Out

Num. Num. Proportion Num. Proportion

Training set 1249 335 26.83% 914 73.17%

Test set 2914 760 26.09% 2154 73.91%

Fig. 1. An example of stance classification. Note that the target Atheism is not directly
mentioned in the tweet.

5:9 (Christianity), it is most possible that a model will falsely classify the stance
as None.

Various models have been proposed for stance detection. Some of them use
feature engineering to manually extract features [13], and some use classical
neural network-based models such as Recurrent Neural Networks (RNNs) [2]
and Convolutional Neural Networks (CNNs) [22]. [2,6] learn target-aware tweet
representations with target feature initialization and target embedding attention
respectively. However, all these methods learn the relation between opinioned
terms and targets implicitly. And text features alone usually fail to provide
adequate context to capture such relations.

Thus, many turn to external knowledge for enriching the context. CKEMN
[5] exploits ConceptNet to expand the concept words for entities in the text and
further models the relation between targets and those concepts with attention.
AEKFW [8] obtain relevant concept words for targets and learns relation rep-
resentations between those concepts and each word in the text. However, these
methods do not directly model the relation between target and opinioned terms,
which is sub-optimal for effectively fusing knowledge.

To remedy this, we propose RelNet to directly model relations between tar-
gets and opinioned terms by utilizing multiple external knowledge bases. RelNet
begins with expanding targets with knowledge from multiple sources. Then it
chooses opinioned terms in the text by measuring the similarity to expanded
entities from knowledge. Afterwards, the relations between opinioned terms and
targets can be induced according to the similarity between expanded knowledge
and opinioned terms. RelNet employs an auxiliary relation classification task to
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enforce connections between targets and tweets. The learned relation represen-
tations between targets and opinioned terms are further combined with textual
features for final stance classification in a multi-task learning manner.

We conduct experiments on the SemEval 2016 task 6 dataset [12]. RelNet
outperforms BERT by 1.55% in terms of macro-f1. Case studies reveal that
RelNet is better at handling cases in which targets are not explicitly mentioned.
In summary, the contributions of this work are two-fold:

• We propose a novel method named RelNet, which explicitly connects targets
and potential opinioned terms in the text.

• We provide a simple way to fuse knowledge from multiple external knowledge
bases and outperform the BERT model by a large margin, especially on cases
where targets are not explicitly mentioned in texts.

2 Related Work

2.1 Stance Detection

Previous works mostly focus on identifying stance in debates [9,18], QA pairs
[24]. Recently, there is a growing interest in performing stance detection on
microblogs. [13] use SVM based model, [22] use a CNN based model, and [2]
use a bidirectional LSTM based model. However, all these methods ignore the
target information in the stance detection task. [6] proposed a target-specific
attention network, which made full use of the target information in the stance
detection. [4] proposed a two-phase LSTM-based model with attention and [21]
proposed an end-to-end neural memory model realizing the interaction between
target and tweet. [16] proposed a neural ensemble method that combines the
attention-based densely connected Bi-LSTM and nested LSTMs models with
the multi-kernel convolution in a unified architecture. Adequate context infor-
mation cannot be extracted only from the text, so later work introduce common-
sense knowledge to enhance context information. [5] models the relation between
targets and concepts in ConceptNet with attention. [8] propose a model that
attends to related concepts and events when encoding the given text to incor-
porate Wikipedia into stance detection.

2.2 Incorporating External Knowledge

Commonsense Knowledge bases have been widely used in various NLP tasks,
such as open-domain conversation generation, visual question answering, senti-
ment classification, and stance detection. For conversation generation, there are
several end-to-end conversation models [23] leveraging CKB to improve the rel-
evance and diversity of generated responses in open-domain conversations. For
visual question answering, Su et al. [19] proposed the visual knowledge memory
network to leverage self-built CKB for supporting visual question answering.
For sentiment analysis, Ma et al. [11] integrated external CKB into RNN cell to
improve the performance on aspect-level sentiment classification. In recent years,
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Fig. 2. An overview of the proposed model.

adding external knowledge to stance detection has attracted increasing atten-
tion. Ka et al. [8] built a new stance detection dataset consisting of 6,701 tweets
on seven topics with associated Wikipedia articles and confirmed the necessity of
external knowledge for this task through this dataset. Du et al. [5] incorporated
commonsense knowledge into memory network for stance detection.

3 Model

The task of stance detection can be formalized as follows: given a tweet text
composed of a number of words s = {w1, w2, . . . , wN} and a target t , the model
computes the probability distribution y ∈ R3 over the three stance labels, Favor,
Against, and None.

The overall architecture of our model is shown in Fig. 2. It consists of four main
components: 1) Target Related Knowledge Filtration Module, acquiring knowl-
edge triples from multiple knowledge bases, filtering knowledge, and integrat-
ing knowledge relations into two categories: consistent and inconsistent; 2) Tex-
tual Encoding Module, getting target-aware textual representation htext of target
and tweet; 3) Opinioned Terms Encoder Module, selecting K opinioned terms in
tweets using target related knowledge, and getting the opinioned terms feature
referring to target hrel

i , i ∈ {1, 2, . . . ,K}; 4) Classification Module, for introduc-
ing the relation between target and opinioned terms, we use a multi-task frame-
work to combine the relation classification task and the stance detection task. We
describe the details of these four components in the following subsections.
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Table 2. The search terms of targets in SemEval2016 Task 6 SubtaskA. “*” means
that the search term is a summary of the target. “-” means that the target cannot be
found in the knowledge base.

Target ConceptNet WikiData

Atheism Atheism Atheism

Climate change is a real concern Climate change* Climate change*

Feminist movement - Feminist movement

Hillary clinton - Hillary clinton

Legalization of abortion Abortion* Abortion*

3.1 Textual Encoding Module

The textual encoding module is shown in the right part in Fig. 2. To obtain
the target-aware textual representation htext, we concatenate the tweet and tar-
get into a single input sequence by using special tokens ([CLS]) and ([SEP]):
[CLS]target[SEP]tweet[SEP]. The concatenated sequence is tokenized by the
WordPiece tokenizer. The representation of the [CLS] token htext is treated as
the target-aware textual representation.

3.2 Target Related Knowledge Filtration Module

The goal of the target related knowledge filtration module is to get the target
related knowledge triples from the external knowledge base, and organize the
relation of knowledge into a suitable format (consistent, inconsistent) for stance
detection. This module is composed of three parts: knowledge acquisition, knowl-
edge filtering, and relation integration.

Knowledge Acquisition. Specifically, we take two structured knowledge bases,
ConceptNet and WikiData. ConceptNet mainly contains commonsense knowl-
edge, WikiData mainly contains social knowledge. They complement each other
and supply rich target related knowledge for target understanding. Each of the
targets in the dataset is treated as a key for searching for the most related com-
monsense knowledge from them. Table 2 shows the search terms and results for
targets.

In this way, we build a knowledge base KB D of triples (tkb, r, c) ∈ D for this
dataset , each consisting of a target tkb, a relation r, and a knowledge concept
in the WikiData or ConceptNet c, e.g. (atheism,different from,religion).

Knowledge Filtering. To remove less relevant ones in built knowledge base
D, we use training data to filter knowledge base as follows: for each pair of
the target t and tweet s in training data, we take knowledge-word in D which
tkb is the same as target t and take tweet-spans from the tweet. The similarity
between tweet-spans and knowledge-word is calculated by Cosine Similarity, and
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Table 3. Target relational knowledge base construction results.

Target Consistent Inconsistent Total

Atheism 36 7 43

Climate change 26 0 26

Feminist movement 6 2 8

Hillary clinton 77 0 77

Abortion 68 6 74

the top five pairs (knowledge word, tweet spans) with the highest similarity are
selected. Delete triples whose knowledge words do not appear in all selected
pairs (knowledge word, tweet spans). Through the above process, we filter out
irrelevant knowledge in the knowledge base D.

Relation Integration. Although WikiData and ConceptNet both are struc-
tured knowledge bases, the types and numbers of relations are quite different.
For WikiData, relations and query terms are highly correlated, the relations for
different query terms are different, and there are many types of relations. For
ConceptNet, the relation is relatively fixed, but the number of concept words
expanded by a relation is large. Meanwhile, previous work [8] has shown that
extracting consistent and inconsistent relations from commonsense knowledge
is a promising approach to enhancing stance detection performance, therefore
we unified the relations in ConceptNet and WikiData, and integrated the origi-
nally complicated relation into a consistent (1) and inconsistent (−1), e.g.from
(atheism, differentfrom, religion) to (atheism,−1, religion) .

Built knowledge base D is obtained by searching targets, so the relation
between knowledge concept c and the target is consistent. Based on the above
premise, we use some rules to label inconsistent relations. 1) Integrating the
relations with opposite meanings into inconsistent, such as “antonym” and “dif-
ferent from”. 2) For a triples, if its relation is “relatedto” or “derivedfrom”, and
its knowledge concept starts with antonym prefixes such as “anti”, replace the
relation with inconsistent. The final results are shown in Table 3.

3.3 Opinioned Terms Encoder Module

The opinioned terms encoder module, shown in the left part in Fig. 2, aims to
get the representations of vital opinioned terms in the tweet based on the tar-
get related knowledge in KB. The content in the tweet is obtained by sliding a
window of size w across the sentence, producing a sequence of word fragments
of length w , w = {1, 2, 3, 4, 5}, as the tweet-spans of the tweet. For a pair of the
target t and tweet s , we take knowledge-word c in (tkb, r, c) ∈ D which tkb is the
same as target t and take tweet-spans from the tweet. The similarity between
tweet-spans and knowledge-word is calculated by cosine similarity, and the top
K (knowledge word, tweet spans) pairs with the highest similarity scores are
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selected. Every selected tweet-span and its corresponding target are fused into a
single input sequence by using a special classification token ([CLS]) and a sepa-
rator token ([SEP]): [CLS]target[SEP]tweet span[SEP]. The input sequences are
tokenized using the WordPiece tokenizer. The final hidden state representation
corresponding to the [CLS] token is used as hrel

i ∈ RH , i ∈ {1, 2, . . . ,K}.

3.4 Classification Module

Relation Classifier. Opinioned terms and knowledge concepts are semanti-
cally siermsmilar, so the relation between knowledge concepts and targets is
equivalent to the relation between opinioned terms and targets. Based on this,
every opinioned term representation is fed into the relation classifier for relation
prediction using the relation r in the knowledge base D as the gold label.

yrel = Wrh
rel
i + br (1)

Stance Classifier. The opinioned terms representation hrel
avg of a tweet is

obtained by averaging {hrel
1 , hrel

2 . . . hrel
K }. To jointly leverage the tweet text,

target, and relation information between opinioned terms in the tweet and the
target, the opinioned terms presentations and the target-aware textual represen-
tation are concatenated and fed into the stance classifier.

y = Wp(hrel
avg ⊕ htext) + bp (2)

Where hrel
avg ⊕ htext ∈ R2dh is the concatenated representation, dh is the hidden

dimension of Bert. Wp is the weight of stance classifier, bp is a bias term, y is
the predicted probability of stance.

3.5 Joint Learning

Parameters of the RelNet model are learned by optimizing the joint loss function:

loss = lossce + λlossrel (3)

Where λ is the weight of lossrel in the total loss. lossce and lossrel are cross-
entropy loss for stance detection and relation classification respectively. With
this joint loss function, we enforce the relation between the target and opinioned
terms in a tweet.

4 Experimental Setup

For our experiments, we consider the uncased base version of BERT with 12
layers, 768 hidden sizes, and 12 attention heads. We fine-tune BERTbase models
using the Adam optimizer with learning rates {1, 3, 5}×10−5 and training batch
sizes {24, 28, 32}. We choose the best parameters based on the performance of the
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Table 4. Statistics of SemEval2016 Task 6 SubtaskA.

Target % of instances in Train % of instances in Test

#total #Train Favor Against None #Test Favor Against None

Atheism 733 513 17.9 59.3 22.8 220 14.5 72.7 12.7

Climate change 564 395 53.7 3.8 42.5 169 72.8 6.5 20.7

Feminist movement 949 664 31.6 49.4 19.0 285 20.4 64.2 15.4

Hillary clinton 984 689 17.1 57.0 25.8 295 15.3 58.3 26.4

Abortion 933 653 18.5 54.4 27.1 280 16.4 67.5 16.1

All 4163 2914 25.8 47.9 26.3 1249 24.3 57.3 18.4

evaluation set. For the commonsense knowledge module, we set K = 5, λ = 0.01,
and use stochastic dropout rate of 0.1. For measuring the performance, we use
the macro-average of the F1-score for Favor and the F1-score for Against as
the bottom-line evaluation metric, which is the official evaluation measure for
SemEval-2016. Note that the official metric does not disregard the None class.
By taking the average F-score for only the Favor and Against classes, the final
metric treats None as a class that is not of interest.

4.1 Dataset and External Knowledge Bases

SemEval-2016 Task 6 released a dataset for stance detection on English tweets.
In total, there are 4,163 tweets in this dataset, and the stance of each tweet
is manually annotated towards one of five targets, which are Atheism, Climate
Change is a Real Concern (Climate Change), Feminist Movement, Hillary Clin-
ton, and Legalization of Abortion (Abortion). This dataset has two subtasks,
including subtaskA supervised learning and subtaskB unsupervised learning. In
this paper, we merely work on subtaskA, in which the targets provided in the test
set can all be found in the training set. Table 4 shows the statistics of subtaskA.

ConceptNet and WikiData are used as the CKB in our proposed model. Con-
ceptNet contains 1.5 million entities and 18.1 million relations. WikiData is a free
knowledge base with 93,704,491 data items that anyone can edit. The knowledge
in both commonsense knowledge bases is organized as entity-relation triples.

4.2 Baselines

We compare our model with the following methods:

• SVM-ngrams [13]: Five SVM classifiers (one per target) trained on the corre-
sponding training set for the target using word n-grams (1-, 2-, and 3-g) and
character n-grams (2-, 3-, 4-, and 5-g) features.

• MITRE [25]: The best system in SemEval-2016 subtaskA is MITRE. This
model uses two RNNs: the first one is trained to predict the task-relevant
hashtags on a very large unlabeled Twitter corpus. This network is used to
initialize the second RNN classifier, which was trained with the provided
subtask-A data.
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Table 5. Results on the SemEval dataset.

Models Atheism Climate Feminist Hillary Abortion Overall

SVM-ngrams 65.19 42.35 57.46 58.63 66.42 68.98

MITRE 61.47 41.63 62.09 57.67 57.67 67.82

BiCond 61.47 41.63 48.94 57.67 57.28 67.82

TAN 59.33 53.59 55.77 65.38 68.79 68.79

Bertbase 68.67 44.14 61.66 62.34 58.60 69.51

CKEMN 62.69 53.52 61.25 64.19 64.19 69.74

Our 70.55 57.20 61.55 62.33 63.65 71.06

• BiCond [2]: Model employs conditional LSTM to learn a representation of
the tweet considering the target.

• TAN [6]: A neural network-based model, which incorporates target-specific
information into stance classification with an attention mechanism.

• CKEMN [5]: A commonsense knowledge enhanced memory network
(CKEMN) for stance classification using LSTM as embedding.

• Bertbase [3]: Bert model encodes the single input sequence of the pair of target
and tweet and uses a linear layer to classify the stance.

5 Results and Analysis

5.1 Main Results

The experimental results of baselines and our proposed model on the SemEval
dataset are reported in Table 5. For models that do not introduce commonsense
knowledge, SVM-ngrams, MITRE, BiCond, and TAN, their macro-F1 values
are lower than those of Bertbase, CKEMN, and RelNet that introduce external
knowledge. Among them, the baseline SVM-ngrams of the SemEval task and
the macro-F1 of TAN are higher because they train separate models for differ-
ent targets, indicating that the feature gap between different targets is quite
large, and training together will cause some target-specific features to be lost.
BiCond and TAN both enhance interactions between tweets and targets, but
their improvements of macro-f1 value are relatively weak, indicating that the
task of stance detection requires external knowledge to help the model better
understand the relation between target and opinioned terms in the tweet.

Since the BERTbase model incorporates the knowledge acquired from massive
external corpora, the performance improves compared to the previous models
that did not introduce commonsense knowledge. CKEMN uses transE to intro-
duce the entities and relations of ConceptNet into the stance detection task, and
the performance is further improved. However, CKEMN did not integrate dif-
ferent relationships according to the requirements of stance detection task. Our
model integrates the relationship into consistent and inconsistent, and estab-
lishes the relationship between target and opinioned terms in tweets.
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Table 6. The comparison of whether the target is in the sentence or not. Accuracy(%)
is adopted for evaluation.

All In Out

Bertbase 69.33 77.31 66.41

Our 71.33 76.71 69.36

Table 7. The effect of different numbers of text-span

The number of text-span (K) 3 4 5 6 7

Macro-F1 70.27 70.33 71.06 69.72 69.94

Our model RelNet outperforms all these baselines and achieves a improve-
ment of about 1.32 points in F1-score over the strong baseline CKEMN. This
highlights the value of leveraging multiple external knowledge bases as the bridge
to explicitly link opinioned terms in tweets to given targets.

5.2 Influence of Absence of Targets In Tweets

To further testify the capability of RelNet in connecting targets and opinioned
terms in tweets, we divide the dataset (All) into two subsets, one with the target
explicitly mentioned in the sentence (In) and the other one with the target not
in the sentence (Out). If a tweet contains important words related to the target,
it falls to (In) set, otherwise to (Out) set. For example, for the target “Climate
Change Is A Real Concern”, if “Climate” or “Change” appears in the tweet, the
target is considered to be mentioned in the sentence. For Bertbase and RelNet,
we calculate the accuracy on the In and Out subsets, the experimental results
are reported in Table 6.

It can be seen that on the Out dataset, the accuracy of RelNet improves
over 2.9% compared with Bertbase. This proves that our model can effectively
establish a relation between targets and opinioned terms for texts where targets
are not mentioned, thus help to improve the performance of stance detection.

5.3 Effects of Text-Span

In order to verify whether the number of text-spans affects the results of stance
detection, we compare the macro-f1 of RelNet with k = 3, 4, 5, 6, 7. k is the num-
ber of pairs (knowledge word, tweet spans) extracted from a tweet using the
similarity function. The experimental results are reported in Table 7. It can be
seen from Table 7 that when k = 5, the performance of the model is the best.
When k gradually increases from 5, the performance gradually decreases, indi-
cating that a certain amount of noise is introduced, which has a negative effect
on stance detection. When k gradually decreases from 5, the performance also
gradually declines. It may be that some common text-spans have high seman-
tic similarity with knowledge. When k is gradually reduced, some target-related
text-spans cannot be effectively selected.
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Table 8. The comparison of whether the anti-knowledge is added into KB (D).

Macro-F1

RelNet 71.06

+ anti-knowledge 70.27

Fig. 3. The example of case study.

5.4 Adding Anti-Knowledge

We use the target as the key to search the knowledge base, which causes that
the anti-knowledge in KB D is very sparse. So we add anti-knowledge to KB by
using the anti-target as the key to search the knowledge base and analyze the
macro-F1 change of RelNet. Experimental results are reported in Table 8. For Cli-
mate Change and Feminist Movement, do not increase anti-knowledge. For tar-
get: Abortion, Atheism, and Hillary Clinton, search WikiData and ConceptNet for
anti-abortion, theism, and Donald Trump respectively, and use strict rules to fil-
ter the expanded concept words. Finally, for Abortion, {pro-life} is added, and for
Atheism {Belief in god} is added, for Hillary Clinton, we add {donald trump, make
america great again, america first, realdonaldtrump}. It can be seen from Table 8
that after adding anti-knowledge into D, the performance of the model declines,
which is contrary to our expectations. It is possible that manually selected anti
words are not suitable for the dataset, resulting in a lot of noise.

6 Case Study

To make it more intuitive, we selected an example from the test set that is
misclassified by other models while correctly classified by RelNet. We show the
knowledge base established in Target Related Knowledge Filtration Module,
and the text-span captured by Opinioned Terms Encoder Modul in Fig. 3. It
can be seen that this tweet does not directly express one’s stance against Fem-
inist Movement (target), but through expressing opposition to patriarchy and
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support for Stepford Wives (A science-fiction comedy depicting the awakening
of female consciousness) indirectly favor the target. Our model uses external
knowledge as a bridge to capture the opinioned terms (Stepford, women, hope
women, patriarchy, patriarchy big) in the tweet and their consistent relations
with the target, helping to enhance the tweet’s awareness of the target. This
exemplary case indicates that the proposed RelNet model improves the per-
formance of stance detection mainly by capturing the relations (consistent(1),
inconsistent(-1)) between opinioned terms in the tweet and the given target.

7 Conclusion

In this paper, we propose a novel target-aware neural network model named
RelNet for stance detection, which uses commonsense knowledge from WikiData
and ConceptNet to explicitly connect the target and opinioned terms in a tweet.
Experimental results demonstrate that RelNet outperforms the state-of-the-art
methods for stance detection, especially on the subset where targets do not occur
in sentences. Case studies further illustrate that the RelNet model benefits from
introducing external knowledge as the bridge between opinioned terms in the
tweet and the target.
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Abstract. Open Information Extraction is a crucial task in natural
language processing with wide applications. Existing efforts only work
on extracting simple flat triplets that are not minimized, which neglect
triplets of other kinds and their nested combinations. As a result, they
cannot provide comprehensive extraction results for its downstream
tasks. In this paper, we define three more fine-grained types of triplets,
and also pay attention to the nested combination of these triplets. Partic-
ular, we propose a novel end-to-end joint extraction model, which identi-
fies the basic semantic elements, comprehensive types of triplets, as well
as their nested combinations from plain texts jointly. In this way, infor-
mation is shared more thoroughly in the whole parsing process, which
also lets the model achieve more fine-grained knowledge extraction with-
out relying on external NLP tools or resources. Our empirical study on
datasets of two domains, Building Codes and Biomedicine, demonstrates
the effectiveness of our model comparing to state-of-the-art approaches.

Keywords: Open information extraction · Algorithm · Triplet

1 Introduction

Open Information Extraction (OIE) aims to extract structured information in
the triplet form of (arg1, rel, arg2) from natural language texts without pre-
defined schema. Considering the sentence “The building is equipped with chairs”,
an OIE system aims to extract the triplet (building, is equipped with,
chairs). Since it plays a significant role in various semantic tasks including
question answering [15], text comprehension [22] and man-machine dialogue sys-
tem [10], the task has received considerable interests [3,5,8].

Conventional OIE methods extract triplets that consist of two arguments con-
nected by their relational phrases. Unfortunately, these models heavily rely on
rule-based syntax or semantic parser and thus inevitably suffer from error propa-
gation. To break this limitation, neural OIE methods are proposed, which can be
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 185–197, 2021.
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Fig. 1. An example sentence for nested and fine-grained OIE

classified into two categories: sequence generation [5,17] that employs a Seq2Seq
model and span selection [25] that uses a span selection model. However, this shal-
low triplet form reflected by binary relation is too simple and brings two chal-
lenges. Firstly, these methods tend to extract tediously long rather than minimized
triplets, which can be further decomposed into more fine-grained meaningful ones.
For example, the triplet (Beckett, is sending, 100 old buses refitted with
desks and chairs to serve as temporary classrooms) is extracted from the
given sentence “Beckett is sending 100 old buses refitted with desks and chairs to
serve as temporary classrooms”. Note that arg2 contains more than one kind of
semantic information that is concatenated together. To some extent, it greatly
damages the effect of downstream semantic applications. Secondly, triplets at the
same level cannot express higher level relations well. Only when each related triplet
works together, semantic information could be fully covered. In the above exam-
ple, if we have minimized the extracted triplet, several independent triplets can be
obtained. Nevertheless, a triplet representing a phrase such as “serve as temporary
classrooms” has an implicit meaning for other related triplets.

Therefore, many researches focus on complex relations that go beyond binary
relations. One way is to consider other types of semantic contexts on the basis of
factual relations. In real scenario, these facts are often conditioned by these con-
texts. OLLIE [21] adds extra fields to make factual extractions valid. MinIE [9]
provides four semantic annotations for each extraction including polarity, modal-
ity, attribution, and quantities. MIMO [14] explores condition triplets, which
usually describes a condition on which a fact holds. Apart from these types of
contexts, there are some fine-grained structured information which receives few
attentions yet; Another is to consider nested representations. Due to the complex
nature of human language, nested relations are frequently expressed, especially in
some domain-specific texts. The nested form is capable of combining triplets and
connecting their interdependent relationships. Although there are some attempts
of nested forms [4,19] to represent sentence semantics, these traditional meth-
ods heavily rely on grammar structures or manual templates. Besides, while the
simple triplets are identified based on elements, the nested triplets are identified
based on simple triplets. This cascading hierarchical extraction pattern is prone
to cumulative errors, that is, when an error occurs in any extraction step, the
subsequent extractions of higher levels are all erroneous.

To address the first challenge, we further nominate three more types of fine-
grained triplets, including attribute triplet, constraint triplet and conjunction
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triplet, as a complementary to fact triplet and condition triplet. Formal defini-
tions for these five types of triplet will be given in Sect. 3. The second challenge is
handled by our new nested triplets. Unlike aforementioned methods, we not only
work on identifying simple triplets consisting of basic semantic elements, but also
nested triplets consisting of both semantic elements and other triplets. As the
example shown in Fig. 1, we could identify three simple fine-grained triplets T1,
T2, T3, as well as three nested fine-grained triplets T4, T5, T6. According to our
sampling statistics on the Building Codes dataset employed in our experiments,
the three newly-defined fine-grained types of triplets make up for 29.5% of all
the samples, while the nested ones form 44.8% of all the samples. Similarly, the
sampling statistics on the Biomedicine dataset also show that the three newly-
defined fine-grained types of triplets make up for 45.5% of all the samples, while
the nested ones form 52.5% of all the samples.

Towards this, we propose an iterative two-step parsing model, which recur-
sively extracts elements and triplets jointly in a bottom-up fashion. At each
iteration, the spans of elements or triplets are detected with a joint sequence
labeling model in the first step, and then each triplet span will be parsed to
obtain its components in the second step. More specifically, different from the
existing efforts that identify elements and triplets separately, we take the triplet
as a special kind of element, such that we could identify spans for elements and
triplets with one model. In this way, we could better utilize the correlations
between elements and triplets. Eventually, our model is able to reach state-of-
the-art triplet extraction without relying on any NLP tools.

2 Related Work

Open Information Extraction. Open Information Extraction(OIE) is a task
that extracts triplets without the limitation of specific relations. Several OIE
systems [1,23,24] focus on the extraction of fact triplets. Under realistic scenario,
complex relations that go beyond binary relations are frequently expressed in
plain texts. Binary relational facts tend to suffer from significant information
loss, which affects the completeness and correctness of extractions.

In order to handle this problem, a line of works have studied extracting
n-ary relations. OLLIE [21] extends a triplet with an extra field to cover con-
textual information. ClausIE [6] identifies a coherent piece of information for
each contributing entity to generate an extraction. MinIE [9] built on top of
ClausIE aims to minimize extractions by using three minimization modes. Bast
and Haussmann [3] point out that additional information supporting for factual
triples is likely to be contained in long argument phrases of extractions, which
will influence the downstream tasks that rely on this information. MIMO [14]
generates relational phrases for fact and condition triplets by sequence labeling
method and then distinguish them. However, these methods fail to deal with
nested relations. To combine triplets, CSD-IE [2] allows each fact triplet to con-
tain references of unique ids to its related triplets. NestIE [4] is the first to study
nested representation of complex relations for OIE. StuffIE [19] uses grammatical
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Table 1. All types of elements, and their corresponding symbols and examples

Element type Symbol Examples

Entity E USA, Mike, room, window, coronavirus

Relation R marry, equip with, increase, use, lead to

Attribute A birthdate, population, ventilation area, growth rate

(Attribute) value V 9.02 million, lower than MU7.5, 93 ng/ml, higher than 85◦C
Condition C (tourists) on the top of (the mountain), (a boy) named

(John), (classrooms) next to each other

Determiner D any (chapter), each (residential building), all (schools), one of
(these rooms)

Conjunction J (desks) and (chairs), (teachers) as well as (students), (the
first floor) or (the second floor)

dependencies to capture the links between factual and contextual information
to obtain nested triplets. In this paper, we pay more attention to fine-grained
information, and nested relationships extracted in a hierarchical manner.

Span-based Models. Span-based models dealing with span-level tasks have
been applied to many research fields, such as syntactic analysis [27], semantic
parsing [11], and information extraction [25]. For OIE, Zhan et al. [25] first con-
vert this task into a span selection task for n-ary extractions and propose a span
model SpanOIE to fully exploit span-level features. The differences between our
method and SpanOIE lies in that: (1) SpanOIE targeting at n-ary extractions, in
which elements are all at the same level, cannot express nested relationships; (2)
SpanOIE is a two-stage pipeline approach i.e., first identify predicate spans and
then find argument spans for predicate spans. The characteristic of our method
is that we can jointly extract nested representations of text in an iterative way.
In addition, elements (argument spans and predicate spans) are identified based
on triplets spans and then triplets are determined.

Sequence Labeling Models. Sequence labeling methods is very prevalent and
effective in many tasks. Traditional sequence labeling models, such as Support
Vector Machine (SVM) and Conditional Random Fields (CRF) [18], heavily
rely on hand-crafted or language-specific features. After that, various researches
explore neural networks to learn textual features. Huang et al. [13] first apply
BiLSTM-CRF model to sequence labeling. Zheng et al. [26] transform the joint
extraction task into a sequence labeling problem, and uses LSTM-based model
to extract entities and relations in an end-to-end way. MIMO [14] is a sequence
labeling model designed for fact and condition triplets. Compared with these
methods, we pay more attention to comprehensive semantic information.

3 Definitions and Task Formulation

In this subsection, we give definitions to all the concerned semantic elements and
fine-grained triplets and then formally define our task.
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Table 2. All types of triplets, and their corresponding sketches and examples

Triplet type Triplet sketch Examples

Fact triplet T = (E1, R,E2) : T T = (Gates, founded, Microsoft) : T

Condition triplet T = (E1, C,E2) : E1 T = (tourists, on the top of, mountain): tourists

Attribute triplet T = (E.A,−, V ) : T | E T = (room. area, -, less than 5m): T | room
Constraint triplet T = (E,−, D) : E T = (rooms, -, one of) : rooms

Conjunction triplet T = (E1, J, E2) : E3 T = (desks, and, chairs) : E3

Definition 1 (Semantic Elements). The semantic elements (or elements for
short) of a sentence are the basic semantic units in expressing the semantic
meaning of the sentence, which includes seven different types as listed in Table 1.

– Entity. A nominal phrase that refers to an object or a concept.
– Relation. A phrase describing the semantic relationship betweentwo entities.
– Attribute. A phrase referring to a particular property of an entity.
– (Attribute) Value. A phrase expressing the value of an attribute of an

entity.
– Condition. A phrase that used to qualifying an entity with some other entity

(or entities).
– Determiner. An indefinite determinative phrase that constraints an entity.
– Conjunction. A conjunctive phrase describing a parallel or selection rela-

tionship between two entities.

Based on the seven types of semantic elements obtained from a sentence, we
could then identify the semantic triplets with the sentence.

Definition 2. A semantic triplet (or a triplet for short) consists of three seman-
tic elements, denoted by T = (s, p, o) : rv, where s, p, o correspond to the subject,
predicate and object of the triplet respectively, and rv is the return value of the
triplet, which refers to the key information of the triplet. We are concerned with
five kinds of triplets as listed in Table 2.

– Fact Triplet. A triplet describing a relation R between two entities E1 and
E2, which takes the whole triplet as the return value.

– Condition Triplet. A triplet qualifying an entity E1 with some other entity
(or entities) E2, which takes E1 as the return value.

– Attribute Triplet. A triplet presenting the value V of an attribute A of an
entity E, which takes either E or the whole triplet as the return value.

– Constraint Triplet. A triplet that constraints an entity E with a determiner
D, which takes E as the return value.

– Conjunction Triplet. A triplet that combines two entities E1 and E2 with
a conjunction, which takes the combined entity E3, referring to E1 �� J �� E2

where �� denotes the conjunction operation between entity and relation to
get the combined entity, as the return value.
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Definition 3 (Simple Triplet and Nested Triplet). We say a triplet T =
(s, p, o) : rv is a simple triplet if both s and o are basic semantic elements,
otherwise, we call T as a nested triplet if at least one of the components s and
o is the return value of some triplet.

Given a sentence in plain text, this task aims to identify all the five kinds of
triplets, including both simple ones and nested ones. More formally:

Definition 4 (Nested and Fine-Grained OIE). Given a sentence X =
{x1, x2, ..., xl} where l is the length of X, the task is to map X into a set of
triplets T = {T1, T2, ..., T|T|}, where T contains all the fine-grained triplets defined
in Table 2, including both simple ones and nested ones, from X.

Fig. 2. The architecture of the two-step parsing model

4 Methodology

In this paper, we propose to tackle the nested and fine-grained OIE task with an
iterative two-step parsing approach. In the first step, we take triplet as a special
kind of element, such that we could identify spans for elements and triplets with
one model. Then in the second step, each triplet span would be parsed to obtain
its three components and its type. Each iteration takes the results of the current
layer as the input for the next layer. For example, elements such as “desks”,
“and” and “chairs” are identified at the second layer. The triplet spans such as
“desks and chairs” at the third layer are identified based on the second layer.
Given that we have triplets of different layers, this two-step parsing model needs
to be applied layer-by-layer iteratively until all the triplets are identified.
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4.1 Inputs Embedding

We encode a sentence X into a word-level vector representation xw by applying
an average pooling function to the outputs of the pre-trained BERT model [7].
Given an element label sequence Y ele = {yele

1 , ..., yele
i , ..., yele

l } and a triplet label
sequence Y spo = {yspo

1 , ..., yspo
i , ..., yspo

l }, where y
(·)
i denotes the i-th label in the

element label sequence or triplet label sequence. In the initial layer, the model
has not yet output the element label sequence and triplet label sequence, so they
are denoted as {O1, O2, ..., Ol}, where O refers to a non-element token. In other
words, elements are not identified in this round. Each sequence is mapped into
a vector via y(·)

i = W(·)
es y

(·)
i , where W(·)

es is an embedding matrix for the element
label sequence or triplet label sequence and i is the i-th token. Then the word
embedding representation xw, the element label vector yele and the triplet label
vector yspo are concatenated to represent the input hidden state x:

x = [xw;yele;yspo] (1)

4.2 Iterative Encoder with Two-Step Parsing

In this section, we first introduce the two-step parsing model, and then present
how to generate the nested triplet iteratively.

Two-Step Parsing Model. Different from traditional methods, we propose
an end-to-end parsing model, which first recognizes the element spans and then
extracts the triplets, as shown in Fig. 2.

Step 1: Element Span Recognition Module. The goal of this module is to rec-
ognize the element spans at each iteration. Different from previous work, we treat
the triplet as a specific element that participates in the model training phase along
with other semantic elements. We employ a BiLSTM neural network [12] to get
the Hele, where Hele = {hele

1 , ..., hele
i , ...hele

l }. We project the obtained Hele into
the element label space with a two-layer fully connected layer as following:

U = tanh(W12 tanh(W11H
ele)) (2)

The bias parameters are ignored here. Then the probability score for the i-th
word in a sentence corresponds to the j-th label is calculated. We then pass it
into to the CRF layer with a transition matrix T to predict the labels, i.e., from
label i to label j, represented in Eq. 3.

p(Y ele|X) ∝ exp

(
l∑

i=0

Tyele
i ,yele

i+1
+

l∑
i=1

Ui,yele
i

)
(3)

After this step, we have acquired all element spans in an element label
sequence at the current iteration. The sequence with triplet spans will be used
for the next layer of iteration (indicated by dotted arrow in Fig. 2).

Step 2: Triplet Span Parsing Module. The goal of this module is to parse
out the three components i.e. subject, predicate and object in a triplet. In this
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module, all the possible relation categories are recognized in all triplet spans
at the current layer via the encoded vector representation Hele, and the rep-
resentations yele of the element label sequence. In details, we first concen-
trate the above two vectors to obtain the context-sensitive triplet representation
Hspo = {hspo

1 , ..., hspo
i , ...hspo

l } and then project them into the triplet label space.
Similar to Eq. 3, the probability of p(Y spo|X) is computed as following:

p(Y spo|X) ∝ exp

(
l∑

i=0

Ty
spo
i ,y

spo
i+1

+

l∑
i=1

Ui,y
spo
i

)
(4)

Nested Triplet Generation. Different from existing methods that only focus
on the coarse-grained triplets and simple triplets, we employ an iterative way to
generate nested triplets using the previous iteration results.

Since triplets from different iterative layers have their own semantics that
need to be focused on, the self-attention mechanism is applied to generate an
embedding feature vector for updating the triplet representation. In details, we
follow [16] to mask the triplets that have been visited in the current iteration to
focus on different triplets.

h
spo(n+1)
i = Whh

spo(n)
i + WaA

(n)
i (5)
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(n)
i = α

(n)
i Wmask (6)

α
(n)
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qTh
spo(n)
i

∑
qTh

spo(n)
j

(7)

where Wh, Wa, Wmask, q are model parameters and n denotes the n-th iteration.

4.3 Optimization

During training, we optimize the model by using the maximum likelihood esti-
mation. The total loss consists of two parts, i.e., the element span recognition
prediction loss (Lele) and the triplet span parsing prediction loss (Lspo), which
can be defined as:

Ltotal = γeleLele + γspoLspo (8)

where γele and γspo are two hyper-parameters to balance the two parts.
Given a training sample {(Xm, Y ele

m )} where m = {1, 2, ..., |D|} and |D| is
the size of the training samples. The loss function for element span recognition
is given by:

Lele =
|D|∑

m=1

log(p(Y ele
m |Xm)) (9)

Likewise, the loss function for triplet span parsing is used to maximize the
probability of the output triplet sequence at each decoding process.
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5 Experimentation

5.1 Experimental Settings

Datasets. To evaluate our model, we experimented with two publicly available
datasets: Building Codes (BuildCod for short), and Biomedicine (BioMed). The
characteristics of these datasets are summarized in Table 3.

Building Codes (BuildCod). It is annotated from National Building Codes
that contains architectural design plain texts issued by government authorized
agencies. It consists of 7,400 sentences (6,858 for training and 542 for testing).
We randomly select 400 sentences as the development set.

Biomedicine (BioMed). We refer to the annotated dataset from [14], where
the train and development set are from Biomedical Conditional Fact Extraction
that is manually annotated from 31 biomedical paper abstracts, and the test set
is from Cancer Genetics task dataset of BioNLP Shared Task 2013 ([20]). We
annotate the dataset for the nested and semantic parsing task which consists of
194 training sentences, 142 development sentences and 100 testing sentences.

Since source code of NestedIE [4] seems to be unavailable online, it is not
used as our compared method. Several compared methods are listed as follows:

Table 3. Statistics for BuildCod and BioMed

Datasets Element Triplet

Entity Relation Attribute Value Condition Determiner Conjunction Newly-

defined

triplet

Nested

triplet

BuildCod Train 25,812 10,334 6,955 3,101 1,800 690 3,485 7,276 11,034

Test 2,331 813 623 349 182 46 287 682 1,070

BioMed Train 1,118 332 321 79 391 56 247 624 727

Test 403 156 122 27 127 29 70 223 249

Table 4. Performance comparison (in %) on BuildCod and BioMed

Mehods BuildCod BioMed

Element prediction Triplet prediction Element prediction Triplet prediction

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

OpenIE5 – – – – – – – – – 44.8 42.0 43.0

StuffIE – – – – – – – – – 47.7 51.6 49.8

CRF 56.7 54.3 56.8 53.4 49.7 51.2 56.1 50.2 52.6 53.5 47.3 50.7

BiLSTM-LSTMd 75.7 76.3 75.9 69.0 69.9 69.4 70.9 65.9 70.7 64.2 61.4 63.3

MIMO 81.1 82.7 79.6 72.6 71.5 75.3 75.7 71.6 74.7 78.5 79.6 78.0

Our model 86.6 86.9 86.7 86.9 80.3 84.7 81.8 80.4 80.7 83.9 81.2 82.4
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OpenIE51 is a popular used OIE system. Since this system is only available
for English language, we only employ it to conduct this experiment on BioMed
dataset. StuffIE [19] is an OIE system for fine-grained nested relations using
Stanford NLP and lexical databases. For the same reason above, the experiment
is only carried out on BioMed dataset. CRF [18] is a probability graph model
used to evaluate the conditional probability of a label sequence. BiLSTM-
LSTMd [26] is a LSTM-based sequence labeling model to extract entities and
relations jointly. MIMO [14] is a multi-input multi-output sequence labeling
model for fact triplets and condition triplets. We use BERT as its encoder.

Evaluation Protocols and Parameter Settings. We adopt early stopping
to determine the number of epochs. The hyper-parameters are determined on the
development set. The label embedding dimension is set to 50. The max length
of the input sentence is set to 200. The batch size is 32. During training, we
set the LSTM dropout rate to 0.5. We use BiLSTM model with 128 units. Our
model is trained via using Adam optimizer with initial learning rate of 10−5. All
the models are trained on a single GTX 1080Ti GPU. The pre-trained BERT
model we used is [BERT-Base, Chinese] for BuildCod and [BERT-Base, Cased]
for BioMed. To evaluate element prediction, we use the standard micro Precision
(Prec.), Recall (Rec.) and F1 score. To evaluate triplet extraction, we regard a
triplet as correct when it is mathched with the gold triplet.

5.2 Performance Comparison

Main Results. Table 4 presents our comparisons of element prediction and
triplet prediction with other methods on BuildCod and BioMed datasets. From
this table, we have the following observations: (1) On element prediction, we

Table 5. Human evaluation on the testing set of BuildCod and BioMed

Methods BuildCod BioMed

Coverage(0–5) Minimality(%) Nestedness(%) Coverage(0–5) Minimality(%) Nestedness(%)

StuffIE – – – 4.15 36.2 39.0

MIMO 3.79 68.5 59.7 4.10 54.1 68.2

Our model 4.81 86.9 87.3 4.53 85.6 81.2

Fig. 3. Comparing F1 score of triplets extraction on Buildcod

1 https://github.com/dair-iitd/OpenIE-standalone.

https://github.com/dair-iitd/OpenIE-standalone
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see that our model performs the best, which demonstrates that our model has
significant advantages in identifying multiple types of elements in plain texts;
(2) On triplet prediction, the results show that our method has a significant F1
score improvement over all compared methods. It indicates that our model is
more capable of handling the situation that there are fine-grained triplets and
nested triplets in texts.

Detailed Results on Fine-Grained Triplets. To further study the ability
of our model on fine-grained triplet prediction, we also illustrate the F1 score of
our model and compared methods on different types of triplets from BuildCod
dataset in Fig. 3. Compared with the newly-defined triplets, fact triplets and
condition triplets are easier for previous methods to extract. It is worth noting
that these methods can not pay attention to different triplet types, but our
model can deal with these cases well.

Human Evaluation. We sample 100 testing sentences from BuildCod dataset
and choose all 100 BioMed tesing sentences for human evaluation to compare
our model with StuffIE and MIMO. The evaluation is carried out with regard to
three aspects: (1) Coverage. The semantic proportion covered by all triplets from
a sentence is labeled of 0–5 (0 for bad and 5 for good), referring to the method
for informativeness [4]; (2) Minimality. If components of a triplet extracted
by the model do not contain phrases that can be further decomposed, this
triplet is considered to be minimized. We calculate the proportion of minimized
triplets among correctly extracted triplets; (3) Nestedness. A triplet is a nested
triplet, when a component of this triplet contains a component of another triplet
extracted from the same sentence. The proportion of nested triplets identified by
the model is calculated. Table 5 shows the results of the three aspects. Overall,
our model performs better with regard to minimized and nested information.

6 Conclusion and Future Work

This paper works towards nested and fine-grained open information extraction,
and proposes a novel end-to-end neural model. Without relying on any NLP
tools, it could identify basic semantic elements and all kinds of triplets iteratively.
Extensive empirical study verifies the effectiveness of our model. Our future work
will consider to incorporate knowledge bases into our model to provide knowledge
for further improvement.
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Abstract. Thanks to a large amount of high-quality labeled data
(instances), deep learning offers significant performance benefits in a
variety of tasks. However, instance construction is very time-consuming
and laborious, and it is a big challenge for natural language processing
(NLP) tasks in many fields. For example, the instances of the question
matching dataset CHIP in the medical field are only 2.7% of the general
field dataset LCQMC, and its performance is only 79.19% of the general
field. Due to the scarcity of instances, people often use methods such as
data augmentation, robust learning, and the pre-trained model to alle-
viate this problem. Text data augmentation and pre-trained models are
two of the most commonly used methods to solve this problem in NLP.
However, current experiments have shown that the use of general data
augmentation techniques may have limited or even negative effects on the
pre-trained model. In order to fully understand the reasons for this result,
this paper uses three types of data quality assessment methods from two
levels of label-independent and label-dependent, and then select, filter
and transform the results of the three text data augmentation methods.
Our experiments on both generic and specialized (medical) fields have
shown that through analysis, selection/filtering, and transformation of
augmented instances, the performance of intent understanding and ques-
tion matching in the pre-trained model can be effectively improved.

Keywords: Text augmentation · Pre-trained model · Quality
assessment

1 Introduction

In recent years, machine learning and deep learning have achieved high accuracy
in many NLP tasks such as intent understanding [5] and question matching [7],

c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 198–210, 2021.
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but high performance often depends on the size and quality of training data.
Preparing a large annotated dataset is very time-consuming and it is a big chal-
lenge for NLP tasks in many fields. We can compare the medical field which usu-
ally has small instances with the general field which usually has big instances.
The medical intention understanding dataset CMID [2] has 12,254 instances,
which are 16.2% of the general field dataset THUCNews [7] (74,000), and its
performance on the BERT model is only 76.33% of THUCNews (Acc: 67.63%
vs. 88.6%). Similarly, the data size of the medical question matching dataset
CHIP2019 is 2.7% (20,000 vs. 25,000) of the general field dataset LCQMC [7],
and its performance is only 79.19% of LCQMC (Acc: 68.9% vs. 87%).

In order to reduce the impact of instances scarcity, we often use methods such
as data augmentation [12], robust learning [18], and the pre-trained model [4].
Among them, text data augmentation and pre-trained models are two of the
most commonly used methods to solve this problem in NLP due to its usability
and wide applicability. People can usually observe the improvement of the effect
brought by the text data augmentation when it is suitable for the task: such as
back translation [14] of machine translation and easy data augmentation (EDA)
[11] in text classification tasks.

Data augmentation has proven to be widely effective in computer vision,
as well as on pre-trained models. In NLP, similar results are most common in
the context of low-data modes, non-pretrained models. However, Shayne Long-
pre [8] conducted experiments on the effectiveness of the data augmentation
method under the pre-trained model, and the results were not very satisfactory.
They used two data enhancement methods, EDA and BT, and systematically
checked their effects across 5 classification tasks, 6 data sets, and 3 variants of
modern pre-trained transformers, including BERT, XLNET, and ROBERTA.
Experimental results demonstrate that improvements brought by text data aug-
mentation methods on pre-trained models are marginal for 5 of the 6 datasets,
and the average improvement is not more than 1%. In the performance on the
remaining data set, 2 of the 3 pre-trained models are mostly negative results.

In order to fully understand the reasons for this result, we must make a careful
analysis of the augmented instances. The most challenging aspect is to analyze
what the augmented text features are and how to make better use of them on the
pre-trained model. This paper first analyzes the quality of augmented instances
from two perspectives of label-independent and label-dependent. And we found
that the augmented instances had text noise, low confidence, labeling errors,
and other issues as shown in Fig. 1. Therefore, in order to get a better text data
augmentation result, we propose to analyze, filter, and transform the augmented
instances. In specially, We filter low-quality instances, select high-confidence and
high-quality instances and transform labels for low-confidence and high-quality
instances.

In the General Field, our experiments on the LCQMC dataset show that
our method can effectively prevent the risk that text augmentation may reduce
the fine-tuned performance. At the same time, our method can also improve the
fine-tuning performance on the pre-trained model. Specifically, when using 30%
augmented instances, our approach outperforms the fine-tuned model without
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Fig. 1. Quality analysis and types of augmented text instances.

text augmentation by 0.42% and outperforms the fine-tuned model with all aug-
mented instances by 1.21% on average. In the specialized field (medicine),
experiments on two public datasets (CMID and CHIP) show that our method
can effectively improve the fine-tuned performances on pre-training models. On
the entire intent understanding dataset CMID, our method is 1.76% better than
the fine-tuned model with 100% augmented instances when using 30% aug-
mented instances. On the entire question matching dataset CHIP, our method
is 1.8% better than the fine-tuned model with 100% augmented instances when
using 30% augmented instances. In the small sample scenario, the improvement
brought by our method is even greater. On the CMID intention understanding
dataset, the 30% augmented instances obtained by using our methods in a small
sample scenario is 8.04% better than the fine-tuned model without text augmen-
tation. On the CHIP question matching dataset, the 30% augmented instances
obtained by using our methods in a small sample scenario is 12.33% better than
the fine-tuned model without text augmentation. We also conducted experiments
on two other common text augmentation methods (BT [14] and GPT [19]), and
the experiments proved that our methodS are also very effective.

In a word, our main contributions are as follows:

• After observing the poor effect of general data augmentation methods under
the pre-trained model, we analyzed the quality of text data augmented by
general data augmentation methods and classified it into noise data, high-
confidence data, and low-confidence data.

• We utilize three methods to evaluate the quality of augmented instances, and
use different operations (select/filter and transform) according to different
types of augmented instances.

• We demonstrate that our method shows hope to achieve significant results
on question matching and intent understanding tasks on our benchmarks,
especially in the small sample scenario.
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2 Related Work

Text data augmentation technologies can be roughly divided into two cate-
gories: label-dependent and label-independent. The difference between the two is
whether it needs to rely on label information during the augmentation process.

Label-Independent: It does not need to rely on label information in the
enhancement process. The main methods are synonym substitution, back trans-
lation [14], mixup [16], and unconditional text generation. Methods based on
synonym substitution include wordnet [17] and EDA [11]. EDA [11] is a recent
data augmentation method containing a set of 4 text augmentation techniques,
including synonym replacement, random insertion, random swap, and random
deletion. Back translation [14] is a method of translating the original text into
other languages and then translating back to obtain a new expression in the origi-
nal language. Similar to the word replacement method, the augmented instances
generated by back translation have the same semantics as the original data
as much as possible. The well-known machine reading comprehension models
QANet [15] and UDA [14] both use back translation technology for data aug-
mentation. Mixup [16] is a recently proposed data augmentation method through
linearly interpolating inputs and modeling targets of random samples. There are
wordMixup and sendMixup to mix word vectors and sentence vectors in NLP.
Generative augmentation methods utilize generative methods like GPT2 [10] to
generate new data to achieve the purpose of data amplification.

Label-Dependent: The augmentation process requires label information,
which can usually be divided into deep generative models and pre-trained mod-
els. When we need to introduce label information for data augmentation, we may
think of CAVE [9] for the first time. CAVE is a common generative model. How-
ever, to generate high-quality enhanced data, a sufficient amount of annotation
is often required which contradicts the premise of our small sample dilemma.
CBERT [13] can generate new samples by using the class label and a few initial
words as the prompt for the model. For example, we can use 3 initial words
of each training text and generate one synthetic example for each point in the
training data. lambda [1] uses GPT-2 [10] to splice the label information and
the original text as training data for finetune, and also uses a discriminator to
filter and reduce noise on the generated data.

3 The Proposed Method

3.1 Analysis of Augmented Instances

In response to the problems raised above, we analyzed and studied the aug-
mented instances, and summarized it into 2 categories (label-dependent/label-
independent) and 3 types of data. The three types are label-independent noise
data, label-dependent high-confidence data, and low-confidence data. Noise data
means that the augmented text does not completely conform to the text structure
of a normal sentence. In this paper, we use two methods to determine whether it
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is noise data. High confidence means that the text of the augmented instances is
semantically consistent with the label. That is to say, the label predicted based on
the augmented text has a high degree of similarity to the original label without
augmentation. Low-confidence data is the opposite of high-confidence data.

3.2 Data Quality Assessment Methods

Fig. 2. Augmented text data quality assessment with BertLM method.

To better classify the augmented instances and quantify the quality of the
enhanced data, we used the label-independent method and the label-dependent
method to conduct experiments. The label-independent method is to evaluate
the degree of noise data in the augmented instances. For example, we can use a
language model to evaluate whether the input sentence is a complete sentence
with smooth semantics. The label-dependent method is to evaluate whether
the augmented text is consistent with the original label. For example, we can
evaluate whether the augmented text is a high-confidence instance. The label-
independent methods we use in this article are BertForMaskedLM (BertLM) and
Probabilistic Context-Free Grammars (PCFG).

BertLM: The BertLM method picture is shown in Fig. 2. Equation (1) is
the formula. When inputting the sentence S, we randomly mask t words Wi in
positions i (0 ≤ i ≤ n − 1, n is the length of S). Then we can get the predicted
words. By comparing the similarity P (Wi) between the predicted word and the
original word, we can know whether the original sentence is noise. As shown in
Fig. 2, the score of the sentence is Scorebert = 1

3 ∗ (0.58 + 0.88 + 0.45) = 0.64.

Scorebert =
1
t

∗
n−1∑

i=0

P (Wi) (1)
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PCFG: The phrase structure analysis method based on probabilistic context-
free grammar can be said to be the most successful grammar-driven statistical
syntax analysis method at present, and it can be considered as a combination of
the rule method and statistical method. Given a sentence, PCFG can estimate
the probability of producing the sentence, so PCFG can be used as a language
model. The method used in this article comes from the PCFG parser [6] of
Standford. The formula 2 is to use PCFG to calculate the probability of the
parse tree t, and r is the node of the tree.

Fig. 3. Augmented text data quality assessment with PCFG method.

P (t) =
∏

i=1...n

P (ri) (2)

Let us use a simple example to explain the process of the PCFG method.
The PCFG rule set and probability is the left part in Fig. 3. The parse tree t
and the corresponding probability values for the example sentence are the right
part of Fig. 3. So the probability of t is P (t) = 1.0×0.2×0.7×0.3×0.5 = 0.021.
If there are multiple parse trees for the same sentence, we can add up to get the
final value. This value can be regarded as the result of syntactic analysis of the
sentence.

Label-Dependent Confidence-Based Model: Because the method needs to
use the label of the data, it is a method of the label-dependent class. Let (xi, y

∗
i )

be the pair of the sample xi and its true label y∗
i , and D = {(xi, y

∗
i )|1 ≤ i ≤ N}

be the training data set. D is the original training set without augmentation.
Because D is a data set labeled by dedicated persons, we approximate it as a
clean and noise-free data set. First, we use D as input of the Bert to train a
model which is called the confidence model Mconf . We believe that a model
trained with clean samples may have a certain ability to predict the true label
of the data. Based on this, we use the Mconf model to predict the augmented
instances’ labels and get the confidence score, where the function of obtaining
the score is f . Equation 3 is the formula of this method.

Scoreconf = f(Mconf (xaug, y
∗
aug)) (3)
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3.3 Choice Strategy of Augmented Instances

Fig. 4. The quality assessment process and choice strategy of augmented text instances.

For the augmented instances, we adopt the strategy of ‘analyze, filter and trans-
form’ to better augment the data. After the previous analysis of the augmented
text data, the augmented text data can be divided into noise data, low-confidence
data, and high-confidence data. As shown in Fig. 4, we use label-dependent and
label-independent methods to evaluate the quality of the augmented instances
and rank them according to the score.

• Analyse: First, we evaluate the augmented text through BertLM and PCFG,
which are label-independent methods. Through the score of the method, we
can know whether it is a grammatically normal and complete sentence, that
is, whether it is noise data.

• Select/Filter: Then we filter out the data with the lowest score (most
likely to be noise data) and keep the data that is least likely to be noise
data. For example, we drop the x1 data where BertLM and PCFG scores are
relatively low in Fig. 4. We keep the x2, x3, x4 data which have higher scores.
In order to know more precisely how much data is appropriate to keep and
remove, we also did a series of experiments from the 10%, 30%, 50%, etc. of
the augmented text data.

• Transform: At last, for non-noise augmented instances, we use the label-
dependent method of confidence to evaluate how well the prediction result
matches the original label (the label of the original data before augmentation).
We keep the augmented instances with high confidence and change the label
of the data with low confidence and non-noise. For example, x4 in Fig. 4 has
low confidence but non-noise, we change its label from y to y‘.
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4 Experiment

4.1 Dataset

CMID [2]: It is a dataset of Chinese medical intention understanding. It includes
four types of user intentions and 36 sub-types of user intentions. CMID contains
12,254 Chinese medical questions. Each question is marked with intent.

CHIP: This data set comes from the CHIP-2019 Ping An Medical Technology
Disease Quiz and Migration Learning Competition. The main goal of this eval-
uation task is to carry out migration learning between disease types based on
Chinese disease question and answer data. Specifically, given question pairs from
5 different diseases, it is required to determine whether the semantics of the two
sentences are the same or similar.

LCQMC [7]: LCQMC is a general Chinese question matching dataset published
by HIT. The dataset has a total of 260068 pairs of annotation results, divided
into three parts, 238766 training set, 8802 validation set, and 12500 test set.

Dataset Split: We divide the CMID data into the train set, validation set, and
test set according to 8:1:1. The proportions of various labels are consistent with
the original data set. We take the same way to divide CHIP and LCQMC.

4.2 Experimental Setup

We compared the results of different Chinese pre-trained models on different
tasks and datasets. Based on the results of Table 1, we finally chose the pre-
trained model BERT wwm [3] as our baseline. We evaluate the performance of
our methods by adding the choice strategy to the baseline.

Table 1. The results of different Chinese pre-trained models on different tasks and
datasets.

Dataset LCQMC THUCNews

Model dev test dev test

BERT 88.4 86.4 97.4 97.6

BERT-wwm 89.2 86.8 97.6 97.6

RoBERTa-wwm-ext 88.7 86.1 97.5 97.5

We choose EDA [11], BT [14] and GPT2-ML (GPT) [19] as the general
augmentation methods to augment the text first. Based on the recommendation
of EDA, we set the number of expanded sentences generated by each original
sentence, naug = 4. In other words, we make each input text into five sentences.
For BT, we use Baidu Translation API1 and adopt the strategy of Chinese →
1 http://api.fanyi.baidu.com/.

http://api.fanyi.baidu.com/
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Table 2. The effect of different k values on the GPT text data augmentation experi-
ment.

no-aug aug

67.63 K = 3 K = 7 All words

67.5 68.37 68.61

English → Chinese for text data augmentation. For GPT, we use the first
k words of the original data to generate text. As shown in Table 2, we have
experimented with k = {3, 7, all words} and found that the performance is best
when all the original data is input. The reason for this result may be that most
of our original texts are short text. Therefore, we directly use the original text
as input for amplification. We use PCFG, BertLM, and confidence methods to
score and sort the enhanced data. We select, filter, and transform the results of
the three text data augmentation methods, and choose the fractions (%): {10,
30, 50, 100} to add into the original data as input of the model for comparison.

In order to verify whether our method is still effective under a small sample,
we specially selected a small sample scene to conduct the same experiment.For
CMID, we sample 10% of the training set as a small sample scene. For CHIP, we
choose 10% of the samples in the training set whose disease category is AIDS as
the small sample scenario.

4.3 Results and Discussion

First, we use the text data augmentation methods to augment all data of these
datasets. Then we use PCFG, BertLM, and confidence methods to evaluate the
quality of the augmented instances. After that, we adopt selection/filtering, and
transform operations, and then select different proportions of processed data
{0, 10%, 30%, 50%} to add to the input data for experiments.

Result on General Field Dataset LCQMC with all Instances Dataset:
We have conducted experiments on the generic field and the special field (medi-
cal), and Table 3 shows the result on the generic LCQMC dataset. From Table 3
we can see that: 1) There is a risk that the text augmentation combined with
the pre-trained model on the generic dataset may degrade the experimental
accuracy 2) Our approach is not only effective in preventing this, but also in
further improving the model. Specifically, when using 30% augmented instances,
our approach has an average performance of 0.43% better than the fine-tuned
model without text augmentation and outperforms the fine-tuned model with
all augmented instances by 1.22%.
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Table 3. Results of using augmented instances quality analysis and choice strategies
after the EDA text augmentation method on LCQMC with all instances dataset.

Dataset Methods The ratio of augmented instances

0 10% 30% 50% All

LCQMC PCFG 87 87.2 (+0.2) 87.36 (+0.36) 87.02 (+0.02) 86.21 (−0.79)

BERTLM 87.28 (+0.28) 87.5 (+0.5) 87.14 (+0.14)

Confidence 87.35 (+0.35) 87.42 (+0.42) 87.22 (+0.22)

Result on Medical Field CMID and CHIP with all Instances Dataset:
From the Table 4, we can observe that: 1) The addition of all the augmented text
data will make the accuracy improvement on the intent understanding task and
question matching task very limited (CMID: +0.83) or even counterproductive
(CHIP: −0.05). The above experimental results are consistent with the research
of Shayne Longpre [8]. After our quality analysis of the augmented instances, we
found that one of the most important reasons may be the uneven quality of the
enhanced text data. 2) More high-quality but less total augmented instances are
better than all augmented instances. On the entire intent understanding dataset
CMID, our method is 0.43% and 0.74% better than the fine-tuned model with
100% augmented instances when using 10% and 30% augmented instances. On
the entire question matching dataset CHIP, our method is 0.30% and 1.57%
better than the fine-tuned model with 100% augmented instances when using
10% and 30% augmented instances. Our experiments on two public datasets
show that through analysis, selection/filtering, and transformation augmented
instances, the performance of intent understanding and question matching in
pre-trained model can be effectively improved.

Table 4. Results of using augmented instances quality analysis and choice strate-
gies after the EDA text augmentation method on CMID and CHIP with all instances
dataset.

Dataset Methods The ratio of augmented instances

0 10% 30% 50% All

CMID PCFG 72.52 74.78 (+2.26) 75.11 (+2.59) 73.11 (+0.59) 73.35 (+0.83)

BertLM 73.51 (+0.99) 73.67 (+1.15) 72.88 (+0.36)

Confidence 72.77 (+0.52) 73.48 (+0.96) 73.42 (+0.90)

CHIP PCFG 86.00 86.15 (+0.15) 87.60 (+1.60) 86.15 (+0.15) 85.59 (−0.05)

BertLM 87.12 (+0.12) 87.75 (+1.75) 86.45 (+0.45)

Confidence 86.49 (+0.49) 87.21 (+1.21) 86.05 (+0.05)

Result on Medical Field CMID and CHIP with Small Instances
Dataset: Table 5, Table 6 and Table 7 are the results of small sample scenes
we experimented with EDA, BT and GPT text data augment methods. The
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Table 5. Results of using augmented instances quality analysis and choice strategies
after the EDA text augmentation method on CMID and CHIP small instances dataset.

Dataset Methods The ratio of augmented instances

0 30% 50% 70% 90% All

CMID PCFG 67.63 72.54 (+4.91) 68.42 (+0.79) 72.54 (+4.91) 75.89 (8.26) 73.33

(+5.70)

BertLM 75.67 (+8.04) 71.76 (+4.13) 74.33 (+6.70) 73.55 (+5.92)

Confidence 66.63 (−1.00) 70.76 (+3.13) 74.11 (+6.48) 72.77 (+5.14)

CHIP PCFG 68.90 79.14 (+10.24) 75.52 (+6.62) 80.82 (+11.92) 77.42 (+8.52) 80.59

(+11.69)

BertLM 81.23 (+12.33) 76.52 (+7.62) 77.25 (+8.35) 74.52 (+8.52)

Confidence 80.45 (+11.55) 81.56 (+12.66) 75.52 (+6.62) 74.25 (+5.35)

purpose of these experiments is to verify whether our method is still applicable
to small sample scenarios and other data augmentation methods.

From the Table 5, we can observe that: 1) The methods proposed in this paper
can improve the performance of intent understanding and question matching in
pre-trained model. Specifically, On the intent understanding dataset CMID in a
small sample scenario, the best accuracy of our methods is 2.56% better than the
100% data when using part of the augmented instances (90%). On the question
matching dataset CMID, the best accuracy of our methods is 0.97% better than
the 100% data when using part of the augmented instances (50%). 2) In the
CMID and CHIP small sample scenarios, after using our methods to obtain 30%
augmented instances and adding them to the training set, the performance on
the fine-tuned pre-trained model is 8.04% and 12.33% better than before the
augmentation. In the same situation, the improvement of all CMID and CHIP
data is 1.57% and 1.52%, which is far less than in the small sample scenario. The
reason may be that the pre-trained model lacks sufficient training data in small
sample scenarios. The text data augmentation methods increase the amount of
data, and our methods can further improve the quality of the augmented text.

To fully verify the effectiveness of our method, we also conducted the same
experiment on BT and GPT, which are two other text data augmentation meth-
ods. From Table 6 and Table 7, we can observe that: Our methods are effective in
both BT and GPT data augmentation methods. The BT effect is slightly worse
than the EDA method, and the GPT effect is the least obvious. Specifically,
GPT’s best performance is 2.45% and 2.28% less than EDA and BT on the
CMID dataset, and 5.33% and 5.29% on the CHIP dataset. The possible reason
is that GPT for data augmentation is hard to control and may not produce the
results we want, which is a challenge and should be given more attention in
future work.
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Table 6. Results of using augmented instances quality analysis and choice strategies
after the BT text augmentation method on CMID and CHIP small instances dataset.

Dataset Methods The ratio of augmented instances

0 30% 50% 70% 90% All

CMID PCFG 67.63 73.42 (+5.79) 69.15 (+1.52) 72.15 (+4.52) 73.34 (5.71) 73.21

(+5.58)

BertLM 71.24 (+3.61) 75.17 (+7.54) 73.35 (+5.72) 73.18 (+5.55)

Confidence 68.65 (+1.02) 71.58 (+3.95) 73.52 (+5.89) 72.48 (+4.85)

CHIP PCFG 68.90 78.16 (+9.26) 81.02 (+12.3) 77.45 (+8.55) 77.12 (+8.22) 80.51

(+11.61)

BertLM 80.85 (+11.95) 77.51 (+8.61) 78.36 (+9.46) 75.15 (+6.25)

Confidence 80.52 (+11.62) 81.52 (+12.62) 76.33 (+7.34) 74.85 (+5.95)

Table 7. Results of using augmented instances quality analysis and choice strategies
after the GPT text augmentation method on CMID and CHIP small instances dataset.

Dataset Methods The ratio of augmented instances

0 30% 50% 70% 90% All

CMID PCFG 67.63 72.75 (+5.12) 71.05 (+3.42) 70.15 (+2.52) 70.89 (3.26) 71.54 (+3.91)

BertLM 71.75 (+3.88) 71.88 (+4.25) 71.23 (+3.60) 70.95 (+3.32)

Confidence 72.65 (+5.02) 73.44 (+5.81) 72.48 (+4.85) 71.22 (+3.59)

CHIP PCFG 68.90 76.14 (+7.24) 74.82 (+5.92) 73.52 (+4.62) 74.42 (+5.52) 73.25 (+6.35)

BertLM 76.23 (+7.33) 75.52 (+6.62) 74.25 (+5.35) 74.46 (+5.56)

Confidence 74.45 (+5.55) 75.26 (+6.36) 76.16 (+7.26) 75.03 (+6.13)

5 Conclusion

In this paper, we have analyzed the reasons why data augmentation technologies
are not obvious or even counterproductive for improving the fine-tuned model on
NLP tasks (especially intent understanding and question matching tasks). We
use three methods to evaluate the quality of the augmented text data. We have
conducted separate experiments on the general and specialized (medical) fields.
In the medical field, we conducted detailed experiments and set up a small sample
scenario to further verify the effectiveness of our method. Our experimental
results demonstrate that analyzing the augmented instances quality, making
reasonable choices, and transform low-confidence high-quality instances can get
better performance on the pre-trained model.
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Abstract. As Knowledge Graphs (KG) are widely used in various industries, it
is crucial to improve KG’s readability and acceptance by the public. To assist the
public to understand KG more comprehensively, we proposed a visual analysis
method of KG and verified, evaluated, and applied the method. First, we extracted
the visualization analysis dimensions of KG from its essential elements. Secondly,
supported by the Beijing cultural KG data, we verified the algorithm of each
analysis dimension. Finally, we evaluated the usability of this method through user
experiments and verified the feasibility of this method by implementing a visual
analysis application of KG. The results show that the method can effectively assist
users in understanding KG from multiple angles.

Keywords: Knowledge graphs · Visual analysis · Usability evaluation

1 Introduction

KG describes entities and their relationships in graphs, which has been widely applied to
many intelligent fields [1, 2]. However, the current KG has problems such as the single
form of expression, high barriers to understanding, and single interpretation dimension,
which bring some challenges to the universality of KG.

To solve those problems, this papermainlymakes the following contributions. Firstly,
we explore the regular composition and structure of KG from its essential elements. Sec-
ondly, we extracted and summarized the visualization analysis dimensions and method
of KG. Finally, to verify the usability and feasibility of this method, we conducted user
experiments anddeveloped a visualization analysis systemofKG. In general, thismethod
aims to lower the understanding threshold of KG by expressing it in a better-understood
visual form and allowing KG researchers to understand KG from multiple angles more
comprehensively.

2 Related Research

2.1 Visual Representation of the Knowledge Graph

Davenport [3] first proposed to visualize knowledge relations through KG. At present,
the visual expression of KG mainly includes five categories: space-filling, node-link
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graph, heat map, adjacency matrix, and others. People usually use a node-link graph
combined with a classical force-oriented layout algorithm to visualize KG [4].

Although a node-link diagram can intuitively display the network structure of entities
and relations, it leads to a low utilization rate of the display space. When the amount of
data is too large, the dense KG will cause visual pressure.

2.2 Visualization Analysis of Knowledge Graph

G Qiu [5] summarized the development and hotspot evolution in database construc-
tion relying on the visual analysis of bibliometrics and CiteSpace. Weng [6] used two
crowdsourcing methods to generate a KG of the node-link graph. Liang [7] concluded
that visualization could help understand data more intuitively and conveniently. Wang
[8] designed a general visualization analysis system oriented to KG. However, it only
expresses KG by the node-link graph. Yang [9] designed a visualization expression
service system for exploratory analysis of KG data. However, it was limited to the
visualization of the vertical KG and lacked standardized analysis of general one.

At present, most people interpret KG by focusing on the narrow concept [10]. They
construct field KG [11] by self-organizing or using tools such as CiteSpace, VosViewer
[12, 13], and methods like citation and co-word analysis [14]. Most KG research focuses
on node-link graphs or time zone graphs. People are limited to analyzing KG form devel-
opment trends, partnerships, and research hotspots,which is not conducive to discovering
other analytical dimensions and interpreting KG in depth.

Visualization can effectively convey our understanding of data [15]. Therefore, we
combine various information charts to construct a general visualization analysis method
to improve the people’s understanding of KG.

3 Method

3.1 Extraction of Analysis Dimension of the Knowledge Graph

To combine data visualization to understandKGbetter, we have to start from the structure
of the data itself. According to the definition of KG, its two core elements are Entity
and Relationship. Therefore, extracting the composition and structure between Entity
and Relationship is necessary for analyzing and understanding KG. This section will
explore the basic structure of KG and extract its analytical dimensions.

Let us call the collection describing the same type of entities as a dimension. Entity
elements include one-dimensional Entity, two-dimensional Entity, three-dimensional
Entity, and high-dimensional Entity. The composition form of Relationship elements
will show different forms according to the different Entity dimensions. We will discuss
in-depth in the subsequent analysis.

The core idea of permutation is to list all possible elements according to requirements
[16]. To explore and enumerate the possible structures between Entity and Relationship,
we extracted several feasible basic structures of KG through permutation (see Fig. 1).
We will discuss the following three issues in detail: 1. The feasibility of these basic
structures; 2. The representative visual expressions that these structures can produce; 3.
The scope of application of these visual expressions.
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Fig. 1. Basic structure of KG

One-Dimensional Entity (ODE). There are only two possible structures for ODE: 1.
There is no relationship within ODE. The KG of this structure will appear as a series of
scattered points. This structure rarely appears in practical applications, so there is not
much visual significance. Therefore, we will not repeat this situation in the subsequent
discussion. 2. ODE has a relationship with itself (see Fig. 1b). We can think that the
essence of this structure is the relationship structure of a two-dimensional Entity (2DE)
with equivalent dimensions. Therefore, we regard this situation as a special case of 2DE
relationship structure and analyze it through the subsequent 2DE method.

Two-Dimensional Entity (2DE). 2DE can only have a corresponding relationship
Rx : Ea ∼ Eb = {rx1, rx2, . . . , rx|R|} between one-dimensional entity Ea =
{ea1, ea2, . . . , ea|E|} and the other-dimensional entity Eb = {eb1, eb2, . . . , eb|E|} (see
Fig. 1a). In the KG of this structure, we can use one-dimensional entities as dimensional
variables and the other-dimensional entities as measurement variables. In this way, we
can understand the measurement relationship of 2DE through traditional visualization
measurement diagrams. For example, we can use line charts or histograms to analyze
the fluctuations and proportions of measurement entities on dimensional entities [17].

Three-Dimensional Entity (3DE). 3DE has diverse relationship structures. After dis-
cussing through permutation, we can get 1. Only one relationship type cannot connect
all 3DE (see Fig. 1c), which does not apply to 3DE, so we will not discuss it later; 2. Two
relationship types connecting 3DEmay have two relationship structures: (see Fig. 1d and
1e): hierarchical relationship and shared relationship; 3. Three relationship types con-
necting 3DE can only have one feasible relationship structure (see Fig. 1f): circular rela-
tionship; 4. We can interpret 3DE by disassembling and reducing the above-mentioned
relational structure (see Fig. 1). We can conclude that 3DE has the following relation-
ship structures: hierarchical relationship, shared relationship, circular relationship, and
deconstruction.
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To facilitate the follow-up discussion, we assume that there are entities Ea =
{ea1, ea2, . . . , ea|E|}, Eb = {eb1, eb2, . . . , eb|E|}, and Ec = {ec1, ec2, . . . , ec|E|} in the
KG of 3DE:

3DE - Hierarchical Relationship. We stipulate that Ea is the top-level entity, Eb is the
middle-level entity, and Ec is the bottom-level entity. There may be two relationships
types Rx : Ea ∼ Eb = {rx1, rx2, . . . , rx|R|} and Ry : Eb ∼ Ec = {ry1, ry2, . . . , ry|R|}
between them. Rx is the relationship between Ea and Eb, and Ry is the relationship
between Eb and Ec. Suppose there is a hierarchical relationship from one entity to the
other entity. In that case, we call this structure the 3DE - hierarchical relationship (see
Fig. 1d).

For this hierarchical relationship structure, we can understand KG by observing
the hierarchical and flow relationship between entities. We can use tree diagrams and
sunburst charts to express the inclusion and affiliation between entities [18]. We can also
use Sankey diagrams to reflect adjacent objects’ relationship and data flow [19].

3DE - Shared Relationship. We stipulate Ea is a public entity, and Eb and Ec are edge
entities. There may be two relationships types Rx : Ea ∼ Eb = {rx1, rx2, . . . , rx|R|}
and Ry : Ea ∼ Ec = {ry1, ry2, . . . , ry|R|} between them. Rx and Ry are the relationship
between Ea and Eb and between Ea and Ec, respectively. If two different entities have a
relationship with the same entity, we call it the 3DE - shared relationship (see Fig. 1d).

We can use two edge entities as dimensional variables and the public entity as
a measurement variable for this shared relationship structure. Then we can analyze
and display the public entity from the edge entity dimension. This structure is very
similar to the corresponding structure of 2DE, so we can still consider using traditional
measurement diagrams for visual expression. The only difference is that we need to
upgrade the traditional 2d coordinate structure to a 3d. For example, we can use 3d
histograms or polar diagrams to observe the probability distribution of public entity
[20].

3DE - Circular Relationship. We stipulate that there are 3DE Ea, Eb, Ec, and there
may be relationships Rx : Ea ∼ Eb = {rx1, rx2, . . . , rx|R|}, Ry : Eb ∼ Ec =
{ry1, ry2, . . . , ry|R|}, and Rz : Ec ∼ Ea = {ry1, ry2, . . . , ry|R|} between them. If there
is a closed-loop relationship between 3DE, we call it the circular relationship structure
of 3DE (see Fig. 1f).

For this circular relationship structure, it is difficult to find other perspectives to
interpret the KG to ensure that all entities and relationships are displayed. Therefore,
we can only convert a better-understood visualization form to show all entities and
relationships. For example, we can use chord diagrams to show internal associations
and transition differences [19] and then explore the structural relationships of KG.

3DE - Deconstruction. In addition, we can interpret 3de by disassembling and reducing
the above-mentioned structures (seeFig. 1g). For example,we can reduceor dis-assemble
the hierarchical relationship or sharing relationship of 3DE into correspond-ing relation-
ships of 2DE. However, we need to combine different fields to determine whether it is
necessary to deconstruct and the way of deconstructing.
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In addition, 3DEmay have relationshipswith themselves, or there aremore than three
relationship types, which are no longer the basic structures discussed above. Therefore,
we can also understand complex structures in 3DE through deconstruction.

High-Dimensional Entity (HDE). When the entity exceeds three dimensions, more
complex structures will appear. However, the above analysis of low-dimensional struc-
ture is also applicable to entity structures higher than three-dimensional. For example,
high-dimensional entities may also have hierarchical, shared, and circular relationships,
so we can still use the above methods to analyze high-dimensional KG. More complex
KG is beyond the scope of the basic structure we are discussing. How-ever, we can still
use deconstruction to convert them into multiple basic structures of 2DE and 3DE, then
combine multiple small KG to understand complex network.

3.2 Visualization Analysis Methodology of Knowledge Graph

So far, we have extracted the basic structure of KG that can be composed of different
dimensions. Each basic structure corresponds to an analysis dimension ofKG.Therefore,
we can summarize visual expression and analysis method of KG (see Table 1).

Table 1. Analysis and summary of the basic structure of KG

Basic structure Visual expression Analytical method

2DE - corresponding
relationship
[special case: ODE -
self-relationship]

Traditional measurement graphs
such as line graphs, bar graphs,
and pie graphs

Use one type of entity as a
dimensional variable and
another type of entity as a
measurement variable

3DE - hierarchical
relationship

Tree diagram, sunburst diagram,
Sankey diagram and other
tree-like or flow layouts

Observe the containment or
flow relationship between the
top-level entity and the
bottom-level entity

3DE - shared relationship Polar diagram, 3d histograms,
other 3d measurement graphs

Analyze and display the public
entity from the edge entity
dimension

3DE - circular
relationship

Node relationship graphs such as
chord diagrams

Analyze internal associations
and transition differences

3DE - deconstruction A variety of low-dimensional
visual expressions

Compare multiple
low-dimensional analysis
angles

HDE Low-dimensional combined
visual expression

Analyze the combination
structure of 2DE and 3DE

With the above basic structure, we should do as follows when we understand KG.
First, we should determine the composition structure of KG, including its entity dimen-
sion, the relationship structure between entities, and the analysis method. Secondly, we
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can find the corresponding visual analysis expression in the above table, then determine
the corresponding analysis method. From a visual point of view, the boring node-link
expression form is enriched and diversified so that the KG users can understand the
disordered KG more rationally and efficiently.

4 Algorithm and Verification

In the previous section, we extracted the analysis dimensions of KG by summarizing the
entity-relationship structure and proposed a visual analysis method of KG. To further
prove the feasibility of the visualization analysis of the KG and show the final visual
analysis effect, we will propose and verify the data conversion algorithms of the above
analysis dimensions.

Dataset is an important prerequisite for instance verification. Thanks to the support of
theBeijingAncientCapital CulturalKGProject,we have collected a large amount of data
from Beijing’s cultural fields such as Beijing opera, time-honored brands, architecture,
traditional customs. We used these data to construct a KG about Beijing culture, which
was finally stored in the neo4j database. In addition, since these data covermany different
Beijing cultural fields, we can also use them to verify the universality of our proposed
method in different fields. Next, we will verify the analysis dimensions summarized in
Sect. 3.2 one by one:

4.1 2DE - Corresponding Relationship

From Sect. 3.1, we know that for the 2DE - corresponding relationship structure, we can
use one entity type as a dimensional variable and another entity type as a measurement
variable. Then we can use traditional measurement graphs such as line graphs and bar
graphs to analyze KG. Therefore, we need to convert the graph data structure of KG into
an array form conducive to drawing measurement graphs (see Fig. 2).

Fig. 2. Data conversion flow for 2DE - corresponding relationship structure

Processing Steps. First, obtain all entities of any entity type (such as Ea) in the 2DE
from neo4j as dimensional variables. Secondly, perform measurement statistics on
the correspondence between Ea and Eb, and the algorithm pseudocode is as follows
(Table 2):
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Table 2. Data conversion algorithm for 2DE - corresponding relationship structure

Since the 2DE - corresponding relationship structure is relatively basic, and we will
use examples for verification in the subsequent discussion of 3DE - deconstruction.

4.2 3DE - Hierarchical Relationship

From Sect. 3.1, we know that for the 3DE - hierarchical relationship structure, we can
use visual expressions such as tree diagrams and Sankey diagrams to observe KG from
hierarchy and flow. So we need to transform the graph data structure (see Fig. 3).

Fig. 3. Data conversion flow for 3DE - hierarchical relationship structure

Processing Steps. First, determine the top-level entity type Ea and the bottom-level
entity type Ec. Secondly, determine the entire flow relationship from top to bottom
according to the middle-level entities, and the algorithm pseudocode is as follows
(Table 3):
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Table 3. Data conversion algorithm for 3DE - hierarchical relationship structure

After getting the flow relationship, we can put the same head node (source) items
into an array. The target in the array is the next level entity of the head node. We can
use these data to draw the visual expression of the tree layout, and we can also draw the
visual expression of the Sankey flow layout based on the hierarchy.

Example Verification. We use data in the field of architecture in Beijing culture to
verify. There are four-dimensional entities of “year”, “architecture”, “architectural ele-
ments” and “source of architectural elements”, and there are three relations of “year -
architecture”, “architecture - architectural elements” and “architecture elements - source
of architectural elements”. Through this case, we want to show that this method applies
to the hierarchical relationship structure of 3DE and HD.

The traditional representation of KG is shown in Fig. 4a. We take “year” as the top-
level entity. After the above processing, we can convert the KG of this structure into a
tree graph and a Sankey graph (see Fig. 4b and 4c). In this way, we can intuitively see the
Beijing architectures of different years and seewhere the architectural elements originate
from and their flow proportion structure with the sources of architectural elements. It
can help readers to interpret KG in multiple dimensions.

4.3 3DE - Shared Relationship

From Sect. 3.1, we know that for the 3DE - shared relationship structure, we can use
two edge entities as dimensional variables and public entities as measurement variables.
Then we can analyze public entities from edge entities. Furthermore, we can understand
the entire KG through a polar diagram or 3D histograms. Therefore, we need to rearrange
the data structure based on edge entities (see Fig. 5).

Processing Steps. Firstly, obtain all entities of the two edge entities types Eb and Ec

from database as two observation dimensions. Secondly, obtain all relationships in Rx

called relX. Each relationship includes a head entity (public entity Ea) and a tail entity
(edge entity Eb). Then, obtain all the relationships in Ry called rely. Each relationship
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(a) Original KG (partially shown)

(b) tree graph

(c) Sankey graph

Fig. 4. Visual analysis results of 3D entity-hierarchy structure

Fig. 5. Data conversion flow for 3DE - shared relationship structure

contains a head entity (public entity Ea) and a tail entity (edge entity Ec). Then asso-
ciate edge entities through public entities, and the algorithm pseudocode is as follows
(Table 4):

Table 4. Data conversion algorithm for 3DE - shared relationship structure

Return LinkGroup

Finally, the LinkGroup is deduplicated and counted to obtain the final data form [x,
y, quantity]. For example, [eb1, ec1, 4] means that four public entities are related to the
edge entities eb1 and ec1, which are [eai,eaj,…].
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Example Verification. We use data in the field of traditional customs in Beijing culture
to verify. There are 3DE of “customs”, “festivals” and “types”, and two relationships of
“customs - festivals” and “customs - types”. They obviously satisfy the 3DE - shared
relationship structure, whose traditional representation is shown in Fig. 6a. We regard
“customs” as public entities, and “festivals” and “types” as edge entities. After the above
processing, they can be represented by a polar diagram (see Fig. 6b). “festivals” is the
radian, and “types” is the radius of concentric circles. We can clearly see the “delicious
food” of the “lantern festival” is “rice ball”, “dumplings” and so on.

(a) Original KG (partially shown) (b) polar diagram

Fig. 6. Visual analysis results of 3DE - shared relationship structure

4.4 3DE - Circular Relationship

From Sect. 3.1, to show all the entities and relationships in the circular structure, we
can only interpret the KG by looking for better visualization, such as chord diagram.
Therefore, we need to store entity and relationship data separately (see Fig. 7).

Fig. 7. Data conversion flow for 3DE - circular relationship structure

Processing Steps. Use the entity array to store all the entities, and use the relationship
array to store all the relationships. Note that each item in the entity array must include
“id”, and each item in the relationship array must include source and target entities.

Example Verification. We use data of the time-honored brand in Beijing culture to
verify. There are 3DE of “location”, “brand”, and “celebrity”, and three relationships of
“location - brand”, “brand - celebrity”, and “celebrity - location”. They form a circular
relationship structure (see Fig. 8a). After the above processing, we can get a chord
diagram (see Fig. 8b). We also collected many plaques of the time-honored brand as
nodes’ background to facilitate readers’ attention to the internal connection of KG.
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(a) Original KG (partially shown) (b) chord diagram

Fig. 8. Visual analysis results of 3DE - circular relationship structure

4.5 3DE - Deconstruction

From Sect. 3.1, we can interpret the KG of the 3DE structure by disassembling and
reducing the 3DE structure. However, this method is so flexible that we need to combine
different fields to determine how to deconstruct, which means that it cannot perform
unified data conversion. Therefore, we only use an example to verify this method.

Example Verification. In the field of Peking Opera, there are 3DE of “types”, “actors”,
and “years”, and two relationships of “types - actors” and “years - actors”. The “types” has
four entities: “Sheng”, “Dan”, “Jing”, and “Chou”. Based on the relationship of “types
- actors” (see Fig. 9a), we can disassemble the KG of Peking Opera into four entity
types: “Sheng actor”, “Dan actor”, “Jing actor” and “Chou actor” and their respective
relationship with “years”. In this way, this KG is disassembled into four KG of 2DE
structure, so that the visualization expression of 2DE can be used for analysis. Finally, we
use “year” as a public dimension to display these fourKGona2dvisualization expression
(see Fig. 9b), then we can clearly observe the activity frequency and fluctuation of actors
in various industries from the “years” dimension.

(a) Original KG (partially shown) (b) Combination diagram of multiple 2d diagrams

Fig. 9. Visual analysis results of 3DE – deconstruction

4.6 HDE

From Sect. 3.1, HDE has more complex structures, and we can still disassemble them
into a combination of 2DE and 3DE structures. However, since HDE is beyond this
paper’s scope on the basic structure of KG, we will not repeat them here.
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5 Evaluation and Application

Finally, we first evaluated the usability of the method through user experiments. Then,
we implemented a KG visualization analysis system based on the theoretical research
and verification results to verify method’s feasibility.

5.1 Evaluation of KG Visualization Analysis Methods

To verify the effectiveness of the KG visualization analysis method proposed in this
paper, we recruited eight people with different knowledge of KG to conduct the infor-
mation extraction task experiment [21]. The reviewer extracts information from the two
equivalent visual representations based on the task then selects the most convenient and
effective view. The accuracy difference (AD), completion time difference (TD), and sat-
isfaction ratio (SR) of user information extraction were used for quantitative analysis.
The experimental materials are all derived from the KG of Beijing culture. For example,
“please refer to Fig. 4a and Fig. 4b to find the elements under a specific building”. The
specific tasks and results are shown in Table 5.

Table 5. Evaluate tasks and test results

KG structure Control group Tasks performed AD CTD/s SR

2DE - corresponding
relationship

Line chart -
Node link diagram

Did the number of
young actors go up or
down from 1940 to
1980?

50% −22.04 8:0

3DE - hierarchical
relationship

Tree graph -
Node link diagram

Find out the
architectural elements
of the Olympic Sports
Center in the 1980s

25% −7.19 7:1

3DE - shared
relationship

Polar diagram -
Node link diagram

What are the Lantern
Festival delicacies in
the picture?

37.5% −14.27 7:1

3DE-circular
relationship

Chord diagram -
Node link diagram

Which time-honored
brand have Lu Xun
and Hu Shi been to?

0% −0.175 4:4

The experimental results show that most AD is greater than 0. All CTD is less than
0. Most users are satisfied with the optimized view. We can conclude that almost all the
visual expressions generated by the visualization analysis method proposed in this paper
are more intuitive and diversified than the node-link graph. These results further verify
the effectiveness of this method.

5.2 Application of KG Visualization Analysis Method

Relying on Web technology, we integrated the algorithm in Sect. 4 and implemented
a web application for visualization analysis of KG. Users can use this application to
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complete all processes, from structural configuration to KG analysis. This application
mainly includes data structure configuration and visual analysis board module.

(a) Data structure configuration module (b) Visual analysis display board module

Fig. 10. Application of KG visualization analysis

Data Structure Configuration Module. This module (see Fig. 10a) sets up the basic
structure of KG. First, users can select the basic structure of KG and view the structure
introduction, the corresponding visual information chart, and the analysis latitude. Sec-
ondly, users can drag and drop the previously uploaded entity and relation-ship, then
put them in the corresponding position to customize the visualization analysis content
of KG. After completing the configuration, users can enter the visual analysis display
board module to start the detailed analysis.

Visual Analysis Display Board Module. Wecanmanage the visualization formofKG
generated by the application in this module (see Fig. 10b). Among them, we use 3D
force-oriented layout to display the relationship structure between the entities of KG to
relieve the visual burden brought by the traditional node-link graph. The upper part is
the visualization diagram currently selected for analysis. The lower part is the thumbnail
display of all the visualization charts corresponding to KG. Users can switch the display
to analyze comprehensively.

6 Summary and Prospect

Considering that the currentKGhas high barriers to understanding, limited interpretation
dimensions, and single expression forms, this paper extracts the basic structure and
visualization analysis dimensions of KG. It then summarizes the visualization analysis
method ofKGandfinally verifies, evaluates, and applies thismethod,which can assist the
public to understand KG more comprehensively. However, there are still shortcomings
in this paper. For example, we did not discuss and verify the HDE structure in depth. In
the future, we should make a more comprehensive summary of large complex networks
and extract a set of methods for deconstructing large complex networks. We can also
consider conducting experimental verification on a broader dataset and publicizing the
relevant results in order to expand the application in the relevant field.
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Abstract. Although there are a small number of work to conduct patent research
by building knowledge graph, but without constructing patent knowledge graph
using patent documents and combining latest natural language processing meth-
ods to mine hidden rich semantic relationships in existing patents and predict
new possible patents. In this paper, we propose a new patent vacancy prediction
approach named PatentMiner to mine rich semantic knowledge and predict new
potential patents based on knowledge graph (KG) and graph attentionmechanism.
Firstly, patent knowledge graph over time (e.g. year) is constructed by carrying
out named entity recognition and relation extraction from patent documents. Sec-
ondly, CommonNeighborMethod (CNM), GraphAttentionNetworks (GAT) and
Context-enhanced Graph Attention Networks (CGAT) are proposed to perform
link prediction in the constructed knowledge graph to dig out the potential triples.
Finally, patents are defined on the knowledge graph by means of co-occurrence
relationship, that is, each patent is represented as a fully connected subgraph con-
taining all its entities and co-occurrence relationships of the patent in the knowl-
edge graph; Furthermore, we propose a new patent prediction task which predicts
a fully connected subgraph with newly added prediction links as a new patent. The
experimental results demonstrate that our proposed patent prediction approach can
correctly predict new patents and Context-enhanced Graph Attention Networks is
much better than the baseline.

Keywords: Knowledge graph · Graph attention networks · Link prediction ·
Co-occurrence relationship

1 Introduction

Patent is a kind of intellectual property, which endows inventors with the exclusive
right to the invention within a certain period, so that it can be widely used to promote
progress of science and technology and development of industry. Patents are valuable
knowledge and technical information resources with characteristics of large quantity and
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wide content. Therefore, research on patents has very important theoretical value and
high-practical significance to scientific research and enterprise development (Jokanovic
et al. 2017).

Patent documents contain a wealth of entities and relationships, which enable us to
construct the patent knowledge graph with knowledge extraction (Schlichtkrull et al.
2018), so as to dig out hidden semantic relationships in the existing patents by virtue of
knowledge graph and graph neural network (Veličković et al. 2019; Zhou et al. 2018).
Sarica et al. (2019) attempted to use natural language processing techniques to build an
engineered knowledge graph with patent database as data resources and thereby provide
convenience for patent retrieval.

However, they did not explore and utilize new latest technologies of knowledge
graph, for example, TransE (Bordes et al. 2013) and graph neural networks (Velickovic
et al. 2018), to deeply mine potential rich semantic relationships hidden in patents (Wu
et al. 2021). Xu et al. (2015) used Freebase (Bollacker et al. 2008) and Mesh word table
to create knowledge graph in the field of lung cancer, and then tagged patent literatures
with the knowledge graph, andmade emerging technology prediction based on networks
between labels. However, they did not directly construct a patent knowledge graph based
on patent documents to predict emerging technologies, nor did take advantage of co-
occurrence relationship (Surwase et al. 2011) to definepatents in the knowledge graph.To
sum up, the research direction of new technology prediction based on patent knowledge
graph is almost blank.

It is of great significance and value to determine directions of technological research
and development strategies of enterprises to predict potential technical blank points
that have not been applied for patents by mining existing massive patent documents. In
this paper, we propose a patent vacancy prediction method called PatentMiner based
on knowledge graph and graph neural networks to explore rich semantic information
hidden in patents and predict potential possible new patents. Firstly, based on patent
documents, the patent knowledge graph that changes with year is constructed through
named entity recognition and relation extraction. Then, Common Neighbor Method
(Taskar et al. 2003), Graph Attention Networks (Velickovic et al. 2018; Vaswani et al.
2017) and Context-enhanced (Peters et al. 2018; Devlin et al. 2019; Raford et al. 2018)
GraphAttentionNetworks are proposed for performing linkpredictionon the constructed
knowledge graph, so as to dig out potential triples which currently exist but have not been
found. Finally, we define a patent in patent knowledge graph by using co-occurrence
relationship, that is, each patent is represented as a fully-connected sub-graph containing
all its entities and co-occurrence relationships in the patent knowledge graph. In addition,
we propose a patent vacancy prediction task which predicts a fully-connected sub-graph
with newly added prediction links as a new potential possible patent.

To demonstrate the effectiveness of the proposed patent prediction approach in this
work,we take advantage of theUSPTOpatent database and select patent documents from
2010 to 2019 in the field of electronic communication to carry out a series of experiments.
Experimental results show our proposed PatentMiner can accurately predict new patents,
especially, prediction accuracy of Context-enhanced GraphAttention Networks (CGAT)
is superior to the baseline (e.g. Common Neighbor Method), detailed in Table 3 and
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Sect. 4.4, which fully demonstrate the capability of our proposed approach predicting
new potential patents.

In summary, this paper hasmade the following contributions: (1)Wepropose a patent
prediction approach called PatentMiner by combining knowledge graph and graph atten-
tion networks, which can accurately predict new potential possible patents. (2)Wedefine
a patent in patent knowledge graph by using co-occurrence relationship, that is, each
patent is represented as a fully-connected subgraph of the knowledge graph containing all
its entities and co-occurrence relationships, which quantifies accurately patent in knowl-
edge graph. (3)A patent vacancy prediction task is proposed on patent knowledge graph,
which predicts a fully connected subgraph containing newly added prediction links as a
new possible patent. Meanwhile, we provide a baseline called common neighbor method
and develop a state-of-the-art model called context-enhanced graph attention networks.
(4) Experimental results demonstrate that our proposed approach (PatentMiner) can
accurately predict new potential patents. The more important observation is that our
proposed context-enhanced graph attention networks is much better than the baseline.

2 Related Work

Patent clustering and automatic classification are common topics in patent research. S.
Jun (2014) constructed a combinatorial classification system by using data reduction and
K-means clustering to solve the problem of sparseness in document clustering. Wu et al.
(2016) used self-organizing mapping and support vector machine classification models
to design a patent classification approach based on patent quality.

Statistical and probabilistic models are widely used in patent analysis. R. Klinger
et al. (2008) proposed an approach to extract names of organic compounds from scientific
texts and patents by using conditional random field models and Bootstrapping method.
M. Klallinger et al. (2015) developed a set of chemical substance recognition systems
by combining conditional random field model and support vector machine, and using
natural language processing methods such as rule matching and dictionary query. A.
Suominen et al. (2017) analyzed 160,000 patents using implicit Dirichlet distribution
(LDA)method, and classified them into different groups according to patent theme. They
established knowledge portrait of company. Lee C et al. (2016) divided technology life
cycle into several stages and used hidden Markov chain model to predict the probability
that the technology included in a patent is in a specific stage in the life cycle.

In recent years, neural network methods have been widely used in patent research.
Lee et al. (2017) used the number of patent application and combined deep belief neural
networks to predict future performance of companies. A. Trappey et al. (2012) combined
principal component analysis method and back propagation neural networks to improve
analysis effect of patent quality and shorten time needed to determine and evaluate the
quality of new patents. Paz-Marin et al. (2012) used evolutionary S-type unit neural net-
works and evolutionary product unit neural networks to predict research anddevelopment
performance of European countries. B. Jokanovic et al. (2017) assessed economic value
of patents based on different scientific and technical factors using over-limit learning
machine.
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Patent documents contain a large number of entities and various relationships
between entities, which make patent documents good materials for constructing knowl-
edge graph. Therefore, it will be a very attractive research direction to make use of
knowledge graph to explore hidden rich semantic relationships in patent data. Sarica et al.
(2019) attempted to use natural language processing methods to build an engineering
knowledge graph using patent database as the data source, so as to provide convenience
for patent retrieval. Xu et al. (2012) used Freebase (Bollacker et al. 2008) and Mesh
word table to create knowledge graph in the field of lung cancer, and then tagged patent
literatures with this graph, and finally made emerging technology prediction based on
the networks between labels.

Although there are a small amount of research by building knowledge graph for
studying patents, but we could not find work by combining patent knowledge graph and
latest natural language processing methods, such as pretraining models (Peters 2018;
Devlin et al. 2019; Radfordet al. 2018), attention mechanism (Vaswani et al. 2017) and
graph neural network (Velickovic et al. 2018), to mine rich semantic relationships and
knowledge hidden in patents and then forecast new patents. In this paper, we propose a
patent vacancy prediction approach called PatentMiner based on knowledge graph and
graph attention networks to perform link prediction and forecast patents.

Fig. 1. PatentMiner - Our proposed patent vacancy prediction approach via context-enhanced
and knowledge-guided graph attention mechanism by using gate mechanism to combine graph
encoder and context encoder

3 PatentMiner

The overall structure of our proposed patent prediction approach named PatentMiner is
shown in Fig. 1. Our approach consists of the following four steps: (1) Downloading and
cleaning patent data, then constructing the patent knowledge graph through named entity
recognition (NER) and relation extraction. (2) Embedding representations of entities and
relationships using graph structure encoder (e.g., GAT) and contextual text encoder (e.g.,
BERT). Studying link prediction approaches to mine potential triples in the graph. (4)
Representing a patent as a fully-connected subgraph containing all its entities and co-
occurrence relationships in the knowledge graph by using the co-occurrence relationship
between entities, and forecasting a fully connected subgraph containing newly added
prediction links as a new potential possible patent which may be applied in the future.
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3.1 Patent Knowledge Graph Construction

Patent documents contain both structured and unstructured information, and research
on patents includes analysis on these two parts. In this study, we firstly collect USPTO
patent data in a certain period of time (e.g., from 2010 to 2019), and divide these patents
according to the year of patent application into groups. Then entities and relationships
in these patents are extracted and added to the knowledge graph by year. Finally, we
build a patent knowledge graph KG(t) of different years for the following link and patent
prediction tasks.

Entity Recognition. Named entity recognition refers to identification of entities with
specificmeaning in text, such as name of person, name of organization, name of location,
etc. In this paper, domain entities are extracted from patent documents in the way of
domain dictionary comparison.

Relation Extraction. Relation extraction is the extraction of semantic relations be-
tween two or more entities from text. In this work, based on co-occurrence relations,
each patent is represented as a fully-connected sub-graph containing all its entities and
co-occurrence relations in the patent knowledge graph, and we forecast a new possible
patent as a fully-connected subgraph with newly added predictive co-occurrence links.
Therefore, we firstly study the most important co-occurrence relationship between en-
tities, that is, if two entities appear in a same patent document, we consider these two
entities having a co-occurrence relationship. This method borrows the concept of co-
citation proposed by Small Henry et al. (2013), an American intelligence scientist, that is
to say, when two literatures are cited by the same paper, there is an internal relation-ship
between them (Small Henry et al. 1977; Small Henry and Boyack Kevin et al. 2013;
Small Henry and Boyack Kevin et al. 2014).

3.2 Graph and Context Embedding

After the construction of the patent knowledge graph in Sect. 3.1, in order to carry out
link prediction on the graph to dig out potential triples, and then to further conduct patent
prediction, it is necessary to encode the entities and relations in the graph. Contextual
information and graph structure are crucial to accurately represent entities. In this study,
graph structure encoder and context encoder are used to capture information of entities
in the graph structure and the patent context text, respectively.

Graph Encoder. The graph structure encoder assigns a vector representation to each
entity based on its position in the graph and the characteristic representation of its ad-
jacent entities. In this study, we use graph attention mechanism to feature weighted sum
of adjacent nodes as the vector representation of the target node. The details are shown
as follows.

The constructed patent knowledge graph is formulated with a list of tuples(
eheadi , ri, etaili

)
composing of a head entity eheadi , a tail entity etaili , and their relation

ri. We randomly initialize vectors −→ei and −→ri for ei and ri respectively.
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Considering a single layer of graph attention on the graph, assuming that the input

of this layer is a set of entity node h =
{−→
h1 ,

−→
h2 , ...,

−→
hN

}
,
−→
hi ∈ RF , the output is a set of

new features in Eq. (4b) h =
{−→
h

′
1 ,

−→
h

′
2 , ...,

−→
h

′
N

}
,
−→
h

′
i ∈ RF

′
, the input and output for here

may have different dimensions F and F
′
. In order to convert input features h into output

features h, a general linear transformation is required, which is represented by a weight

matrixWs ∈ RF
′×F . The importance score of node j to node i can be calculated using a

unified attention mechanism as in Eq. (1) and Eq. (3):

sij = a
(
Ws

−→
hi ,Ws

−→
hj

)
(1)

In this paper, a in Eq. (1) is a single-layer network and its parameters are expressed

in terms of −→a ∈ R2F
′
. Use function softmax to normalize the importance score sij in

Eq. (1) to obtain the attention weight αij as in Eq. (2).

αij = softmax(sij) = exp(sij)∑
k∈Ni

exp(sik)
(2)

Where sij is the result of a single-layer network with −→a as the parameters and

LeakyReLU as the activation function over the concatenation of
−→
hi ⊕ −→

hj of
−→
hi and−→

hj as in Eq. (3):

sij = LeakyReLU

(−→
aT

[
Ws

−→
hi ⊕ Ws

−→
hj

])
(3)

Where Ws is a learnable weight matrix.
Finally, the representation of the node i in the patent knowledge graph can be

calculated as in Eq. (4):

−→
h

′
i = Sigmoid

⎧
⎨

⎩

∑

j∈Ni

αij

(
Ws

−→
hj

)
⎫
⎬

⎭
(a)

h =
{−→
h

′
1 ,

−→
h

′
2 , ...,

−→
h

′
N

}
,
−→
h

′
i ∈ RF

′
(b)

(4)

Context Encoder. Each entity ei Corresponding to the node i in the constructed patent
knowledge graph in Sect. 3.1 appears in a certain context text. It is assumed that the
sentence containing the entity ei is represented as [w1,w2, ...,wl], where l is the length
of the sentence and wi is the i-th word in the sentence. In this study, BERT (Devlin et al.
2019) is used to encode the sentence to obtain the contextual representation of the entity
e, and the vectors of each word in the sentence are represented as [H1,H2, ...,Hl] ∈ Rd ,
where d is the dimension of the vector and Hi represents the hidden state of wi. Then
we compute a bilinear attention weight for each word wi as in Eq. (5).

μi = eTWf Hi, μ
′ = Softmax(μ) (5)
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WhereWf is a bilinear matrix. We finally get the context representation as in Eq. (6):

e = μ
′THi (6)

Gate Mechanism. We use gate mechanism as in (Wang et al. 2019) to combine the
graph-encoded representation h calculated in Eq. (4B) with the context-encoded repre-
sentation e obtained in Eq. (6) to form the final representation E of the entity e as in
Eq. (7):

ge = Sigmoid(
←→g e), (a)

E = ge � h + (1 − ge) � e (b)
(7)

Where ge is an entity-dependent gate function of which each element is in [0,1], ←→g e is
a learnable parameter for each entity e, � is an element-wise multiplication.

3.3 Link Prediction

In order to predict new potential possible patents on the constructed patent knowledge
graph, we first make link prediction on the graph to dig out potential triples.

Link Prediction Task. In this work, the link prediction task on the knowledge graph is
defined in the following way: given the patent document data up to time T (e.g., 2015),
the patent knowledge graph at time T is constructed and contains entities and relations
extracted from existing patents. The task of link prediction is to infer missing links (links
that exist but are not observed currently) from existing nodes and edges, which represent
possible emerging technologies in the future. It is feasible to make link prediction on the
patent knowledge graph, because the entities and relations contained in the graph will
increase gradually with the passage of time, and the existing entities and relations will
not disappear.

Collecting patent data in a certain period of time (e.g., from 2010 to 2019), dividing
these patents according to the year of patent application, extracting knowledge from
these patent documents and adding them to the knowledge graph according to the year,
finally the patent knowledge graph changing with year can be obtained.

Common Neighbor Method. The common neighbor method is based on assumption
that if two people in a social network have many public acquaintances, they are more
likely tomeet each other than two peoplewithout any public contact. Therefore, themore
neighbors two nodes in knowledge graph have in common, the higher the probability
that there is a potential edge between them.

Considering two nodes x and y in the graph, and assuming that the sets of their
neighbors are�x and�y respectively.A scoring function is defined as s(x, y), representing
the probability of a predicted link between x and y. In the common neighbor method,
s(x, y) is the number of common neighbor nodes betweenx and y, which is formally
expressed as in Eq. (8):

s(x, y) = |�x ∩ �y| (8)
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A reasonable threshold can be set by analyzing the structure of the graph as ζ, such as
counting exit degree and entry degree of nodes. When s(x, y)> ζ, it is assumed that there
is a predictive link between x and y.

TransE. The fundamental principle of TransE (Bordes Antoine et al. 2013) is to rep-
resent both entities and relations as vectors, and to transform the problem of judging the
existence of a tuple to verify whether the arithmetic expressions between entities and
relations are valid. For example, for a triplet (h, r, t), the vectors h and t representing
head entity and tail entity, and the vector r representing the relation should satisfy h +
r ≈ t. The loss function of this model can be defined as in Eq. (9):

L =
∑

(h,r,t)∈K

∑

(
h′

,r,t′
)
∈K ′

max
(
0, γ + d(h + r, t) − d(h

′ + r, t
′
)
)

(9)

Where γ is a positive constant and d(u, v) = |u − v|22 is a distance function. After the
model is optimized according to this loss function, each pair of triples (h, r, t) can be
scored using the model. The higher the score obtains, the more likely this tuple (h, r, t)
is to be true.

3.4 Patent Prediction

On the basis of link prediction, we can also forecast the future possible new patents.

Patent Definition. According to the co-occurrence relationship between entities, for a
patent P, assuming that it contains a set of entities E = {e1, e2, …, en} with a total of n
entities, therefore, the patentP in the patent knowledge graph should be expressed as a

fully connected subgraph containingn nodes and R =
{
n(n−1)

2

}
co-occurrence relations,

so the patent P can be represented as P=G(E, R), where E is the entity set of the patent,
R is the set of all co-occurrence relationships on the entity set of the patent P.

Patent Prediction Task. For a patent knowledge graph of time t, link prediction is first
performed on the graph, and then all predicted links are added to the graph to obtain a
new patent knowledge graph. The new graph is likely to include some new patents that
each is represented as a maximal fully connected subgraph with at least one predicted
link. According to the patent definition, we can identify these predictive new patents and
compare them with patents in subsequent years t + �t to confirm the accuracy of our
proposed models forecasting new patents.

4 Experiments and Results

We verify effectiveness of our proposed approach in this part. Firstly, we select and
download theUSPTOpatents from2010 to2019 in thefield of electronic communication,
and preprocess the patent data. Secondly, based on the patent data,we construct the patent
knowledge graph changing with year. Finally, link prediction and patent prediction are
carried out on the constructed patent knowledge graph.
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4.1 Patent Data Preprocessing

We firstly download patent data including patent summary and CPC classification num-
ber from PatentsView, a database of the U.S. Patent and Trademark Office, and align the
downloaded table data according to the unique patent number. Then, we select the patent
documents containing H04L in the classification number from 2010 to 2019 according
to the year and classification number. Finally, the title and abstract parts of each patent
document are extracted and combined to form a separate text file. The number of patents
by year are shown in Table 1.

Table 1. Statistics of constructed dynamic accumulative patent knowledge graph from 2010 to
2019 (year)

Cut-off year Patents Entities Tuples

2010 16990 2401 120132

2011 17787 3578 151209

2012 20642 4698 169823

2013 23503 5733 180217

2014 28716 6817 197821

2015 29473 7284 206412

2016 31464 7905 220719

2017 33697 8601 258121

2018 32981 9054 273930

2019 35742 9901 291203

4.2 Constructing Patent KG (Year)

We download a glossary of terms for electronic communications from the U.S. Federal
Standards website, which cover 19,803 domain entities in the field of electronic com-
munications. Starting with the patent data in 2010, the patent documents are compared
with glossary year by year to obtain knowledge graphs with an increasing number of
entities and relationships. The detailed statistics of the knowledge graphs by different
years are shown in Table 1.

4.3 Link Prediction Results

In this study, we use link prediction accuracy and patent prediction accuracy to measure
the performance of our proposed methods. For the predicted new links, we examine
whether they accurately appear in the graphs constructed using patents which are applied
in subsequent years. For example, considering the constructed graph of 2010 (e.g., KG
(2010)),whichmeans that the graph is constructed using all patents up to 2010, supposing
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Table 2. Results of link prediction

Cut-off
year

Link prediction
(Number of new links)

Accuracy of link prediction (%)

CNM GAT CGAT CNM GAT CGAT

2010 9821 13021 16001 12.12 15.92 21.73

2011 10215 16723 18902 13.34 16.47 22.63

2012 10928 20812 21982 13.91 18.03 24.85

2013 11384 26914 27031 14.14 19.85 25.91

2014 11892 32312 31019 15.08 20.54 26.14

2015 12309 36912 38632 15.87 21.32 27.13

2016 13018 42453 45812 16.82 22.71 28.95

2017 14219 48912 51238 17.02 24.56 29.73

2018 16921 56834 64123 17.82 25.64 32.41

2019 18388 62981 72943 18.54 26.01 33.81

the set of new links predicted by the proposed approach over the graph of 2010 are
represented as R(2010) and the whole link set of the graph of the year (e.g., KG(Year))
as R(Year), then the prediction link accuracy is calculated as in Eq. (10):

alink(2010|Year) = |R(Year) ∩ R(2010)|
|R(2010)| (10)

Where |R(Year) ∩ R(2010)| represents the number of accurate prediction links.
In order to investigate effectiveness of our proposed approach, we use common

neighbor method (CNM) as the baseline and verify graph attention networks (GAT)
and context-enhanced graph attention networks (CGAT).

CNM. We count the maximum number of common neighbors of each pair of nodes in
the graph as M . If a pair of nodes does not have a link connection, but their common
neighbors m ≥ [M

2

]
, a new link is considered to exist between this pair of nodes.

GAT. Firstly, we utilize a graph structure encoder with the attention mechanism to
encode the entities and relations in the graph, and then the TransE method is used to
train the prediction model. Finally, we take advantage of the model to score and forecast
the potential links.

CGAT. On the basis of GAT, context encoder is added to enrich the representations of
entities, such as BERT in this paper. We introduce a gate function to combine the node
representations learned by graph encoder and context encoder to form a comprehensive
representation for each entity.

According to the experimental results in Table 2, as the scale of the graph increases,
the number of new links predicted by the three models quickly go up. Furthermore, the
accuracy of link prediction improves year by year. Compared to the baseline, we observe
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Table 3. Results of patent prediction

Cut-off
year

Patent prediction
(Number of new patents)

Accuracy of patent prediction
(%)

CNM GAT CGAT CNM GAT CGAT

2010 2081 3083 3729 7.32 10.23 11.23

2011 2871 3612 4011 8.14 10.96 11.92

2012 3067 3902 5874 8.95 11.32 12.37

2013 3571 4205 6920 10.21 11.47 12.78

2014 4018 4923 7810 11.94 12.03 14.01

2015 5219 5612 8451 12.29 12.57 14.81

2016 5598 6472 9012 12.63 12.83 15.23

2017 6201 7201 10983 12.91 13.42 16.02

2018 7034 8312 12394 13.81 14.71 16.72

2019 7561 9056 14834 14.05 15.23 17.31

that the number of new links found using GAT and CGAT increase significantly in every
year from 2010 to 2019. More importantly, the link prediction accuracy of CGAT is
significantly improved over the baseline on the same dataset, with an average increase
of 4 points.

4.4 Patent Prediction Results

According to the definition of co-occurrence relationship, all entities and their co-
occurrence relationships contained in each patent are represented as a fully connected
subgraph in the knowledge graph. In this paper, the fully connected subgraph containing
new predicted links is regarded as a new patent forecasted by the model.

Supposing the set of domain entities included in a new predicted patent p = G(E,R)

as E, if there is at least one patent p
′ = G(E

′
,R

′
) applied in the future years, where its

set of domain entities satisfy E
′ ⊇ E, then the predicted new patent p is considered to

be valid. If the set of all new forecasted patents is P, and the valid set of new patents is
P0, then the accuracy of patent prediction is calculated as in Eq. (11).

apatent = |P0|
|P| (11)

Experimental results are shown in Table 3. With the scale of the graph increasing, we
observe that the number of new patents predicted by the three models increases, and the
patent prediction accuracy also improves year by year.

Furthermore, for the patent prediction task, CGAT using both contextual representa-
tion and graph representation is better than GAT only based on graph encoder. Moreover,
the maximum prediction accuracy of CGAT reaches 17.31% in 2019 with 3.26 points
higher than the baseline and 2.06 points higher than GAT. The experimental results
demonstrate that our proposed approach can predict new potential possible patent.
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5 Conclusion

In this study, we propose a new patent vacancy prediction approach called PatentMiner
via patent knowledge graph and graph attention. We define a patent on knowledge graph
by using co-occurrence relationships, and a patent prediction task is proposed to predict
the fully connected subgraph containing new predictive links as a new patent. Experi-
mental results demonstrate that our proposed approach can correctly predict new patents.
Meanwhile, there is still much room for improvement on the patent prediction task.
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Abstract. The purpose of the recommender system is to recommend
personalized products or information for users. It is widely used in many
scenarios to deal with information overload problems to improve user
experience. As an existing popular recommendation method, collabora-
tive filtering usually suffers from data sparsity and cold start problems.
Therefore, researchers usually make use of side information, such as con-
texts or item attributes, to solve the problem and improve the perfor-
mance of the recommender systems. In this paper, we consider social
relationship and knowledge graph as side information, and propose a
multi-task feature learning model, Social-MKR, which consists of recom-
mendation module and knowledge graph embedding (KGE) module. In
recommendation module, we build the social network among users based
on the user-item interactions, and conduct the GCN model to obtain
the specific user’s neighborhood representation, which can be used as
the input of the recommendation module. Like MKR, the KGE mod-
ule is used to assist recommendation module by a cross&compression
unit, which can learn high-order hidden features between items and enti-
ties. Extensive experiments on real-world datasets (e.g., movie,book and
news) demonstrate that Social-MKR outperforms several state-of-the-art
methods.

Keywords: Recommender systems · Social relationship · Knowledge
graph · Multi-task

1 Introduction

With the advancement of network technology, people can easily access a large
amount of online information, such as commodities, movies. At the same time,
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the problem of information overload is getting more and more serious, which
causes users to spend a lot of time getting the information they really want. To
alleviate the above problem, recommender system has been widely deployed to
achieve personalized information filtering. Among recommendation techniques,
Collaborative Filtering (CF) [5] utilizes user-item interactions (e.g., click, rate,
purchase) to make recommendations based on the common preferences of dif-
ferent users. However, CF-based methods usually suffer from data sparsity and
cold start problems. To solve these limitations, the researchers pointed out that
some side information should be incorporated into CF, for example, social net-
works [15], attributes [11], contexts [9], etc.

Knowledge Graph (KG) as important side information is also always used for
the recommender system [13,14]. A KG is a type of directed heterogeneous graph
in which nodes correspond to entities and edges correspond to relations. Exist-
ing KG-based recommender systems apply KGs in three ways: the embedding-
based method, the path-based method, and the unified method. Among the
embedding-based methods, the core of the MKR model [13] lies in the design
of the cross&compression unit, which mainly utilizes the identity of the enti-
ties in the knowledge graph and the items in the recommender system to learn
high-order hidden features between items and entities. However, it does not con-
sider the social relationship between users, which is very useful in improving the
performance of the recommender system.

Based on MKR, we introduce the social network on the user-end, and pro-
posed a multi-task feature learning model, Social-MKR, which consists of rec-
ommendation module and knowledge graph embedding (KGE) module. In the
recommendation module, we build the social network among users based on
the user-item interactions, and conduct the GCN model to obtain the specific
user’s neighborhood representation, which can be used as the input of the rec-
ommendation module. In the KGE module, entities and relations are embed
into continuous vector spaces while preserving their structure. Empirically, we
evaluate our method in three recommendation scenarios (i.e., movie, book, and
music). The results show that, compared with the state-of-the-art methods, the
performance of Social-MKR in click-through rate prediction (CTR) and Top-K
recommendation has been greatly improved. In addition, Social-MKR can effec-
tively solve the problem of data sparsity.

In summary, our contributions in this paper are as follows:

• We build the social network among users based on the user-item interac-
tions, and conduct the GCN model to obtain the specific user’s neighborhood
representation.

• We propose the Social-MKR model, an end-to-end framework utilizing social
networks and KG to assist the recommender system. Social-MKR can capture
user’s potential preferences according to the constructed social network.

• We conduct experiments on three real-world recommendation scenarios, and
the results demonstrate the efficacy of Social-MKR over several state-of-the-
art methods.
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2 Related Work

2.1 Collaborative Filtering

Collaborative filtering (CF) usually utilizes the historical feedback data of users
and items to mine the correlation between users and the items themselves to
make recommendations. Among them, the model-based CF method attempts
to alleviate the sparsity problem by establishing a reasoning model. A common
implementation is the latent factor model [7], which extracts the latent repre-
sentation of the user and item from the high-dimensional user-item interaction
matrix, and then uses the inner product or other methods to calculate the sim-
ilarity between the user and item. Researchers often improve recommendation
performance from two aspects. One way to improve is enhancing the embedding
function, specifically incorporating more side information into CF, such as item
content [3], social networks [15] and knowledge graphs [14]. Another improve-
ment is to enhance the interaction function, for example, NeuMF [4], which uses
a nonlinear neural network as the interaction function.

2.2 Knowledge Graph-Based Recommendation

To utilize the KG information, we usually apply knowledge graph embedding
(KGE) algorithms to encode the KG into low-rank embedding. KGE algorithms
can be divided into two classes: translation distance models, such as TransE [1],
TransH [16], etc., and semantic matching models, such as DistMult [17]. How-
ever, previous works [11,19] usually directly use the raw latent vector of struc-
tural knowledge obtained through KGE technique to make recommendations.
Embedding-based methods essentially leverage the information in the graph
structure. Recently, some papers [2,13] have tried to improve the recommendation
performance by adopting a multi-task learning strategy, which can jointly learn
recommendation task under the guidance of graph-related task. The essence of
the multi-task learning is that item embeddings in the recommendation module
share features with the associated entity embeddings in the KG.

3 Our Approach

In this section, we present the proposed Social-MKR model, the framework of
which is illustrated in Fig. 1. We first formulate the knowledge-graph-aware rec-
ommendation problem, then introduce the components of Social-MKR model in
detail, including neighborhood embedding module and recommendation module.
Finally, we introduce the complete learning algorithm for Social-MKR.

3.1 Problem Formulation

In a typical recommendation scenario, let U = {u1, u2, · · · , uM} and V =
{v1, v2, · · · , vN} represent the sets of users and items, respectively. For sim-
plicity, we treat uj ∈ U and j as equivalent. According to whether the user
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has browsed a certain item, let Y = {yuv|u ∈ U, v ∈ V } denote the user-item
interaction matrix, in which the element yuv is defined as follows:

yuv =

{
1, if interaction (u, v) is observed
0, otherwise

(1)

where, a value of 1 for yuv indicates that user u visited item v, such as behaviors
of clicking, watching, browsing, etc.; otherwise yuv = 0.

Besides the interaction matrix Y, a knowledge graph G is also provided, which
is comprised of massive entity-relation-entity triples (h, r, t). Here h ∈ E , r ∈ R,
and t ∈ E denote the head, relation, and tail of a triple, E and R denote the set
of entities and relations in G, respectively.

Given the user-item interaction matrix Y and the knowledge graph G, our
goal is to learn the probability ŷuv of the user u visiting the candidate item v
with which he has had no interaction before:

ŷuv = F(u, v|Θ,Y,G) (2)

where Θ denotes the model parameters of function F .

3.2 MKR Brief

Here, we briefly introduce the MKR model, which is an end-to-end recommen-
dation framework based on knowledge graphs. Its core lies in the design of
cross&compression units, which mainly utilize the identity of the entities in
the knowledge graph and the items in the recommender system. In MKR, the
cross operation includes each possible feature interaction between item v and its
associated entity e, the cross feature matrix of layer l is defined as follows:

Cl = vle�
l =

⎡
⎢⎣ v

(1)
l e

(1)
l · · · v

(1)
l e

(d)
l

· · · · · ·
v
(d)
l e

(1)
l · · · v

(d)
l e

(d)
l

⎤
⎥⎦ (3)

where vl ∈ R
d and el ∈ R

d respectively represent latent features of the items
and entities from layer l. The compression operation projects the cross feature
matrix from R

d×d space back to the feature spaces Rd, and outputs the potential
feature representations of items and entities in the next layer:

vl+1 = ClwV V
l + C�

l w
EV
l + bV

l = vle�
l w

V V
l + elv�

l w
EV
l + bV

l

el+1 = ClwV E
l + C�
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EE
l + bE

l = vle�
l w

V E
l + elv�

l w
EE
l + bE
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(4)

where w..
l ∈ R

d and b..
l ∈ R

d are trainable weight and bias vectors.
In recommendation module, for item v, MKR uses L cross&compress units

to extract its latent feature. Then, MKR calculates the predicted probability of
user u visiting item v with user u’s latent feature.
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3.3 Framework

Social-MKR consists of two main components: recommendation module (includ-
ing neighborhood embedding module) and KGE module. The recommendation
module takes one user, its neighborhood and one item as input. We use multi-
layer perceptrons (MLP) and cross&compress unit to extract short and dense
features for users and items respectively. The extracted features are then fed
into another NeuMF together to output the predicted probability. User neigh-
borhood embedding module conducts the GCN model to obtain the specific
user’s neighborhood representation. KGE module is the same as MKR.

Fig. 1. Framework of Social-MKR.

3.4 Neighborhood Embedding Module

Construct a Social Network. The Social-MKR model constructs the social
relationship ξij between user i and user j according to the user-item interaction
matrix Y:

ξij =

{
1,

∑
v∈V yiv · yjv ≥ k

0, otherwise
(5)

where k is the interaction threshold, ξij = 1 means that users ui and uj have
visited k or more of the same items at the same time; otherwise, ξij = 0.

Preference Propagation. It is generally believed that humans usually acquire
and disseminate knowledge through acquaintances such as friends, colleagues, or
partners, which means that user’s potential social networks may play a funda-
mental role in helping them filter information [8].

Social networks usually contains fruitful facts and connectivity information
between users. For example, as illustrated in Fig. 2, user b is linked with user
a, user d and user c, while user c is further linked with the book and watch he
has purchased. These complicated connections in Social networks provide us a
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Fig. 2. Illustration of the social network in the recommender system.

deep and latent perspective to explore user preferences. For example, if a user
has purchased a certain item, then the probability of his friend buying the item
becomes greater.

To characterize user’s hierarchically extended preferences in social networks,
we represent user u’s neighbor information by aggregation operation (see Fig. 1)
as follows:

Nu = {uj |ξuj = 1, uj ∈ U} (6)

ũ = agg(Nu) =
1

|Nu|
∑
j∈Nu

uj (7)

where Nu represents the set of neighbors of user u, uj is the embedding vector
of user j, and agg(·) is an aggregation function.

3.5 Recommendation Module

Three raw feature vectors u, ũ and v are taken as the input of the recommen-
dation module which describe user u, u’s neighborhood and item v, respectively.
u and v can be customized as one-hot ID [4], attributes [11], bag-of-words [10],
or their combinations, based on the application scenario. Given user u and his
neighbors set Nu, we use an L1-layer MLP to extract their common latent feature
and an L2-layer MLP to extract u’s neighborhood latent condensed feature:

[u, ũ]L1 = M(M(· · · M([u, ũ]))) = ML1([u, ũ]) (8)

ũL2 = M(M(· · · M(ũ))) = ML2(ũ) (9)

where M(x) = σ(Wx + b) is a fully-connected neural network layer with
weight W, bias b, and nonlinear activation function σ(·). For item v, we use
L2 cross&compress units to extract its feature:

vL2 = Ee∼S(v)

[
CL2(v, e)[v]

]
(10)

where S(v) is the set of associated entities of item v.
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After obtaining common latent feature [u, ũ]L1 of user u and his neighbor-
hood, common latent feature [ũL2,vL2] of u’s neighborhood and item v, we com-
bine the two pathways by a predicting function fRS , for example, inner product
or an NeuMF layer. The final predicted probability of user u visiting item v is:

ŷuv = σ
(
fRS

(
[u, ũ]L1, [ũL2,vL2]

))
(11)

where [ , ] means concatenation.

3.6 Learning Algorithm

The complete loss function of Social-MKR is as follows:

L = LRS + LKG + LREG

=
∑

u∈U,v∈V

J (ŷuv, yuv)

− λ1

( ∑
(h,r,t)∈G

score(h, r, t) −
∑

(h′,r,t′) �∈G
score(h′, r, t′)

)

+ λ2‖W‖22

(12)

In Eq. 12, the first term is the loss of the recommender system, where ŷuv
is predicted probability of user u visiting item v, and J is the cross-entropy
function. The second term is the loss of KGE module, in which (h, r, t) and
(h′, r, t′) represent true triples and false triples, respectively, and score(·) is the
score function of the knowledge graph feature learning module. Last term is the
regularization term, which can prevent overfitting.

The learning algorithm of Social-MKR is presented in Algorithm 1. Before
model training, we first build user social relationships and similar user sets (lines
2–3), Next, we perform neighbor aggregation operations (line 4). The model
training process includes two parts, namely the recommendation task (lines 7–
11) and the KGE task (Lines 13–15).

4 Experiments

In this section, we evaluate the performance of Social-MKR in three real-world
recommendation scenarios: movie, book and music.

4.1 Datasets

We utilize three datasets including MovieLens-1M1, Book-Crossing2 and
Last.FM3 dataset in our experiments. The basic statistics of the three datasets
are presented in Table 1.
1 https://grouplens.org/datasets/movielens/1m/.
2 http://www.informatik.uni-freiburg.de/∼cziegler/BX/.
3 https://grouplens.org/datasets/hetrec-2011/.

https://grouplens.org/datasets/movielens/1m/
http://www.informatik.uni-freiburg.de/~cziegler/BX/
https://grouplens.org/datasets/hetrec-2011/
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Algorithm 1: Multi-task learning algorithm for Social-MKR

Input: Interaction matrix Y, knowledge graph G, u ∈ U v ∈ V
Output: Prediction function F(u, v|Θ, Y, G)
1 Initialize all parameters
2 ξij ← Rel(Y, i, j) for ∀ui, uj ∈ U
3 Nu = {uj |ξuj = 1, uj ∈ U} for ∀u ∈ U
4 ũ = agg(Nu)
5 for number of training iteration do
6 //recommendation task
7 for t steps do

8 Ỹ ← {(u, v)|yuv=1} ⋃ {(u′, v′)|yu′v′=0} , |(u, v)| = s1, |(u, v)| =
s2;

9 Sample e ∼ S(v) for each item v in the Ỹ;
10 Update parameters of F by gradient descent on Eq.(3-4),(8-12);
11 end for
12 //knowledge graph embedding task

13 G̃ ← {(h, r, t)|(h, r, t) ∈ G} ⋃ {(h′, r, t′)|(h′, r, t′) /∈ G},|(h, r, t)| =
s1,|(h′, r, t′)| = s2;

14 Sample v ∼ S(h) for each head h in the G̃;
15 Update parameters of F by gradient descent on Eq.(1)-(3), (7-9)

in the literature [13];
16 end for

Table 1. Basic statistics and hyper-parameter settings for the three datasets.

Dataset Users Items Interactions KG triples Hyper-parameters

MovieLens-1M 6,036 2,347 753,775 20,195 L1 = 3, L2 = 1, d = 8, t = 3, λ1 = 0.5

Book-Crossing 17,860 14,910 139,746 19,793 L1 = 1, L2 = 1, d = 8, t = 2, λ1 = 0.1

Last.FM 1,872 3,846 42,346 15,518 L1 = 2, L2 = 2, d = 4, t = 2, λ1 = 0.1

4.2 Experiments Setup

We set fRS as inner product, and λ2 = 10−6 for all three datasets, and other
hyper-parameter are given in Table 1. The settings of hyper-parameters are deter-
mined by optimizing AUC on a validation set.

We use the below two evaluation systems to evaluate the performance of our
method: (1) In click-through rate (CTR) prediction, we output the predicted
click probability by applying the trained model to each interaction in the test
set. We use two metrics, AUC and Accuracy, to evaluate the performance of
CTR prediction. (2) In top-K recommendation, we select K items with highest
predicted click probability for each user in the test set by using the trained
model, and use Precision@K and Recall@K as two metrics.

4.3 Empirical Study

We conduct an empirical study to investigate the correlation between the size of
the interaction threshold k and the performance of the experiment. Specifically,
we aim to reveal how AUC changes with different interaction threshold. The
results are shown in Fig. 3, which clearly shows that as the threshold increases,
AUC first increases and then decreases. Analyzing the reasons, we found that if
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the interaction threshold is too low to accurately filter out similar users, the social
network introduced will become “noise” instead. Only by setting appropriate
interaction threshold according to the actual conditions of different application
scenarios can we correctly capture the preferences of different users. This is
consistent with our intuitive feeling.

Fig. 3. The impact of threshold size on AUC.

4.4 Results

Comparison with Baselines. We compare the Social-MKR model with some
representative recommendation algorithms (PER [18], RippleNet [12], LibFM [6],
MKR [13], etc.). The results of all methods in CTR prediction and top-K rec-
ommendation are presented in Table 2 and Fig. 4, 5, respectively. We have the
following observations:

• PER does not perform well in movie, book, and music recommendations,
because user-defined meta-paths are difficult to achieve optimal in reality.

• RippleNet performs better in movies recommendation than other two
datasets. This is because RippleNet is sensitive to the data set. When the
MovieLens-1M data set is relatively dense, RippleNet can make recommen-
dations more accurately by propagating user’s preferences on the knowledge
graph.

• MKR performs best in all baselines, which shows that MKR can accurately
capture user’s interests and preferences by establishing a cross-compression
unit.

• In general, our Social-MKR performs best among all methods on the three
datasets. Specifically, Social-MKR achieves average AUC gains of 5.8%, 6.9%
and 7.9% in movie, book and music recommendation, respectively, which
prove the efficacy of the model incorporating social relationships. Social-MKR
also achieves outstanding performance in top-K recommendation as shown in
Fig. 4 and Fig. 5.
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Table 2. The results of AUC and accuracy in CTR prediction.

Model MovieLens-1M Book-Crossing Last.FM

AUC ACC AUC ACC AUC ACC

PER 0.710(−22.9%) 0.664(−21.9%) 0.623(−16.7%) 0.588(−17.2%) 0.633(−21.9%) 0.596(−21.3%)

Ripplenet 0.920(−0.1%) 0.842(−0.9%) 0.729(−2.5%) 0.662(−6.8%) 0.768(−5.2%) 0.691(−8.7%)

LibFM 0.892(−3.1%) 0.812(−4.5%) 0.685(−8.4%) 0.640(−9.9%) 0.777(−4.1%) 0.709(−6.3%)

Wide&

Deep

0.898(−2.5%) 0.820(−3.5%) 0.712(−4.8%) 0.624(−12.1%) 0.756(−6.7%) 0.688(−9.1%)

MKR 0.917(−0.4%) 0.843(−0.8%) 0.734(−1.9%) 0.704(−0.8%) 0.797(−1.6%) 0.752(−0.7%)

Social-

MKR

0.921 0.850 0.748 0.710 0.810 0.757

Results in Sparse Scenarios. To evaluate the performance of the Social-MKR
model in sparse data scenarios, we observe how the AUC of all methods in CTR
prediction changes with the ratio of training set of MovieLens-1M changes. The
results are shown in Table 3. Compared with using the complete training set
(r = 100%), when r = 10%, the AUC score decreases by 15.8%, 8.4%, 10.2%,
12.2%, 5.3% for PER, RippleNet, LibFM, Wide&Deep and MKR, respectively.
On the contrary, the Social-MKR model only decreased by 5.1%, which is less
than other baseline models. This shows that the introduction of social networks
can effectively alleviate the problem of data sparsity.

Fig. 4. The results of Precision@K in top-K recommendation.



250 Y. Zhang et al.

Fig. 5. The results of Recall@K in top-K recommendation.

Table 3. Results of AUC on MovieLens-1M in CTR prediction with different ratios of
training set r.

Model r

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

PER 0.598 0.607 0.621 0.638 0.647 0.662 0.675 0.688 0.697 0.710

Ripplenet 0.843 0.851 0.859 0.862 0.870 0.878 0.890 0.901 0.912 0.920

LibFM 0.801 0.810 0.816 0.829 0.837 0.850 0.864 0.875 0.886 0.892

Wide&Deep 0.788 0.802 0.809 0.815 0.821 0.840 0.858 0.876 0.884 0.898

MKR 0.868 0.874 0.881 0.882 0.889 0.897 0.903 0.908 0.913 0.917

Social-MKR 0.874 0.880 0.887 0.896 0.904 0.911 0.913 0.917 0.919 0.921

5 Conclusions and Future Work

In this paper, we propose Social-MKR, an end-to-end framework that naturally
incorporates the social networks into recommender systems. Social-MKR can
capture user’s potential preferences according to the constructed social network.
Social-MKR realizes click-through rate prediction by sharing user’s feature space.
We conduct experiments on three real-world recommendation scenarios, and
the results demonstrate that Social-MKR outperforms several state-of-the-art
methods. Besides, Social-MKR can effectively alleviate data sparsity problems.

For future work, we plan to (1) investigate other methods of incorporating
social networks; (2) utilize the multi-hop information between users in social
networks to better explore the potential interests of users.
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Abstract. As the knowledge graph can provide items with rich
attributes, it has become an important way to alleviate cold start and
sparsity in recommender systems. Recently, some knowledge graph based
collaborative filtering methods use graph convolution networks to aggre-
gate information from each item’s neighbors to capture the semantic
relatedness, and significantly outperform the state-of-the-art methods.
However, in the process of knowledge graph convolution, only the item
nodes can make use of knowledge, while the user nodes only contain
the original ID information. This gap in information modeling makes it
difficult for prediction function to capture the user preference for high-
order attribute nodes in knowledge graph, which leads to the introduc-
tion of noise data. In order to give full play to the ability of knowledge
graph convolution in mining high-order knowledge, we propose Multi-
Stage Knowledge Propagation Networks (MSKPN), an end-to-end rec-
ommender framework which combines the graph convolution on both
knowledge graph and user-item graph. It uses the collaborative signal
latent in user-item interactions to build an information propagation chan-
nel between the user nodes and item nodes, so as to complement user rep-
resentations. We conduct extensive experiments on two public datasets,
demonstrating that our MSKPN model significantly outperforms other
state-of-the-art models. Further analyses are provided to verify the ratio-
nality of our model.

Keywords: Recommender system · Knowledge graph · Graph
convolution networks · Collaborative filtering

1 Introduction

With the advance of Internet technology, modern recommender system (RS)
becomes popular and has been widely used in online applications, such as news,
movies, and commodities. The main task of RS is to find items that a certain user
may prefer. Among these algorithms of recommendation, Collaborative Filtering
(CF) is the most dominant one which is deeply researched and widely used
[1,2]. A core assumption of CF believes that several users with similar historical
choices may have similar interests and preferences, thus making similar choices
in the future. By modeling the historical interaction data, we can obtain the
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 253–264, 2021.
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representation vectors of a user and an item, then the similarity score between
the two vectors is calculated by a designed function, which is regarded as the
possibility of interaction. However, CF algorithms often run into difficulties in
case of sparsity as well as the cold start, since CF mainly estimates the user’s
preference by reconstructing the user-item interaction from the historical data.

In order to address the above issues of CF, many works [3,4] have devoted
to utilize side information. In the field of recommendation, side information
generally refers to data other than interactive records, such as user social con-
nections, item attributes. Knowledge Graph (KG) is a type of directed hetero-
geneous graph in which nodes represent real-world entities and edges indicate
their connections. Due to its superiority, many efforts [5,6] integrate KG into
recommendation algorithm as side information, making impressive improvement
of performance. KG can provide both entities and their relations the way to learn
expressive semantic information to alleviate cold start and sparsity problem in
recommendation. Furthermore, relations with various types in KG are helpful
for increasing the diversity of recommendation by extending users’ interests.

Early works use Knowledge Graph Embedding (KGE) [7] to learn low-
dimension representation vectors of entities and relations, which are then fed
into recommender framework [8]. Nevertheless, commonly used KGE methods
focus on modeling rigorous semantic relatedness, which are more suitable for
in-graph applications, such as knowledge graph completion and link prediction
rather than recommendation. Besides these KGE based methods, there are works
[9,10] combine the semantic learning of KG with the modeling and optimization
of RS. Recently, graph neural networks (GNNs), especially graph convolution
networks (GCNs), have made effective progress in many research fields. Some
works [11,12] use GCNs to generate item embeddings on KG, improving the
quality of recommendation with the effect of knowledge aggregation.

Although these knowledge graph convolution based methods have achieved
great performance improvement, only the item nodes therein have the oppor-
tunity to make use of the semantic and association knowledge inside the KG,
while the user embeddings denote nothing but user ID information. When stack-
ing multiple convolution layers, the information gap between the two kinds of
embeddings weakens the effect of utilizing knowledge from multi-hop neighbor
nodes. To solve this problem, the user embeddings are supposed to be com-
plemented in some manners. Wang [13] constructs a bipartite graph with the
interactions between users and items, and then applies GCNs on it to capture
the collaborative signal hidden in the interactions. We think the collaborative
signal is suitable to play the role as a bridge between users and items to enhance
the user embeddings. Therefore, in this paper, we combine the graph convolu-
tions on both bipartite graph and knowledge graph, and propose an end-to-end
recommendation model called MSKPN. Firstly, we use an attention-based knowl-
edge graph convolution network to aggregate the high-order knowledge into item
nodes, and then feed all user nodes on the bipartite graph into another single
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layer GCN, so that the knowledge can be further propagated to user nodes. The
combination of the above two steps, to a certain extent, alleviates the problem
of performance decline caused by the information gap, to make better use of the
semantics and associated information in the knowledge graph.

We conduct extensive experiments on two public datasets, demonstrating
that our MSKPN model significantly outperforms other state-of-the-art models.
The contributions of this work are summarized as follows:

– we highlight the importance of high-order knowledge and empirically combine
graph convolution on both item’s knowledge graph and user-item bipartite
graph in RS to make better use of knowledge.

– We develop a new method called Multi-Stage Knowledge Propagation Net-
work (MSKPN) which is capable of aggregating high-order knowledge and
propagating it into representations of users and items simultaneously.

– We conduct extensive experiments on two public benchmarks, demonstrating
the effectiveness of our MSKPN model.

2 Methodology

In this section, we present the proposed MSKPN model, which extracts the
semantic and structural information hidden in knowledge graph and integrates
it into item embeddings, and then propagates the knowledge from item nodes to
user nodes. Figure 1 illustrates the overall architecture, which consists of three
main components: (1) an attention-based knowledge graph convolution step that
outputs an item’s embedding by injecting the knowledge of its multi-hop neigh-
bors; (2) a secondary knowledge propagation step that utilizes a user’s interac-
tions to enhance the user ID embedding; and (3) a prediction step that calculate
the inner product to capture the affinity score of a target user-item pair.

2.1 Attention-Based Knowledge Graph Convolution

The input to our model contains a user-item pair and a knowledge graph where
each item can also be regarded as an entity. In order to capture the high-order
semantic and structural information contained in knowledge graph, we use a pre-
defined convolution operation based on attention mechanism to extract knowl-
edge. Specifically, a sub-graph of an item and its neighbor attribute nodes are fed
into the convolution layer, together with the input of the target user’s embed-
ding. Wherein, the user, the item and the attributes nodes are all embedded
using their ID mapping.

For simplicity, we first explain this step in a single layer manner that only
the target item and its direct neighbors are taken into consideration. For each
neighbor node of an item, there is a weight score to characterize its importance
in knowledge propagation. The weight is calculated by attention mechanism
in order to capture a user’s potential interests. As shown in Fig. 1, we use u to
represent a target user, i and nj are entities that represent a target item and one
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Fig. 1. Illustration of MSKPN model architecture.

of its neighbors in knowledge graph, and rinj
represents the directed connection

from nj to i. The attention score is calculated as follows:

π(u, i, nj , rinj
) = e�

u · erinj
+ e�

i · enj
(1)

where eu ∈ Rd and ei ∈ Rd are the ID embeddings for u and i; enj
∈ Rd

and erinj
∈ Rd are the embeddings of entity nj and relation rinj

respectively;
d is the dimention of embeddings. The attention formula we use consists of two
symmetrical parts, the former part models the importance of the relation rinj

to
the user u, and the latter part captures the inherent feature correlation between
the head and tail entities. Finally, we use a softmax function to normalize all
the weights of the information flow:

π̃(u, i, nj , rinj
) =

exp(π(u, i, nj , rinj
))

∑
nk∈N(i) exp(π(u, i, nk, rink

))
(2)

where N(i) is the set of item i’s neighbor attribute nodes in knowledge graph.
The new embedding of item i is composed of its ID embedding and the

combination of its neighbors’ embeddings so that the representation of i can
capture the semantic and structure knowledge. The formula is as follows:

e∗
i = ei +

∑

nj∈N(i)

π̃(u, i, nj , rinj
)enj

(3)

where e∗
i is the item i’s embedding which has aggregated the knowledge.
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So far, we have clarified how to aggregate information from an item’s direct
neighbors in the knowledge graph. And an iterative method can be used to
add multi-hop neighbors into convolution. We propagate the embedding of each
entity to its direct neighbors so that each node contains the information of its
own and its neighbors. Then we repeat this procedure for several times, thus
each entity can receive knowledge from the information flow of its high-order
neighbors.

2.2 Secondary Knowledge Propagation

After the knowledge graph convolution described in Sect. 2.1, all the item repre-
sentations contain high-order knowledge. However, the user representations only
contain the original ID information. The imbalance of the information contained
in item embeddings and user embeddings makes it difficult for the subsequent
prediction step to model the user’s preference for the knowledge contained in the
item. To complement the user embeddings, we construct a user-item bipartite
graph and use another GCN to further capture the hidden collaborative signal
so that the knowledge learned by the previous step can be propagated through
the information flow from item nodes to user nodes. For a given user u, we get
her new embedding as follows:

e∗
u = eu +

∑

i∈N(u)

1
√|N(u)| · √|N(i)|e

∗
i (4)

where N(u) is the set of user u’ interactive items, N(i) is the set of item i’
interactive users.

The final user embedding is also composed of two parts, one is her original
user ID embedding, the other is the aggregation embedding composed of its all
interactive items. Here, we employ symmetric sqrt normalization 1√

|N(u)|·
√

|N(i)|
on each item embedding to prevent user embedding from over smooth due to
the excessive number of neighbors. Compared with normalization method that
only at the left side or at the right side, symmetric sqrt normalization can take
both the target node’s and the neighbor node’s popularity into consideration. It
is more conducive to preserving the personalized collaborative signal [14].

2.3 Model Predictor and Optimization

For a given user-item pair, after the above two convolution steps, we get the final
user embedding e∗

u and item embedding e∗
i , then we calculate the probability of

interation between the target user and item:

ŷui = f(e∗
u, e∗

i ) (5)

here, f is the inner product function.
To optimize the model, we use point-wise loss which has been widely used in

machine learning and recommender system. Specifically, we learn the predicted
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score for each user-item pair in the training set and try to make the score close
to the observed value, where 1 for positive examples and 0 for the negative ones.
We have the objective function as:

L = − 1
N

(
∑

(u,i)∈Y +

log σ(ŷui) +
∑

(u,i)∈Y −
log (1 − σ(ŷui))) + λ||θ||2 (6)

Where N is the size of training set, θ denotes all learnable parameters and λ is
the coefficient of L2 regularization. Y + indicates the set of observed interactions.
Negative samples Y − are randomly sampled from the dataset which is of the
same size as the positive set. We then iteratively optmize the loss function by
mini-batch Adam optimizer.

3 Experiments

In this section, we conduct plenty of experiments on two real-world datasets to
evaluate our MSKPN model and answer questions as follows:

– RQ1: How does our model perform compared with other state-of-the-art
collaborative filtering models, especially knowledge graph-based methods?

– RQ2: How does our special component (secondary knowledge propagation
step) affects the influence of high-order knowledge on model performance?

3.1 Dataset Description

We conduct comprehensive experiment on two benchmark datasets: MovieLens-
20M and Last-FM.

MovieLen-20M1: MovieLens is a widely used benchmark dataset to investigate
the performance of recommendation algorithms. In this experiment, we select the
largest version including 20 million ratings.

Last-FM2: This is the musician listening dataset collected from last.fm online
music systems.

We use the KG constructed by KGCN. [11]. The datasets have been trans-
formed into implicit feedback. For movielens-20M, we only use ratings greater
than 4 as positive instances, while take all ratings in Last.FM as positive sam-
ples due to its sparsity. For each user, we randomly sample the same number
of negative items as the user interacted. We hold out the 60%, 20% and 20%
instances to construct the training, evaluation and test sets. Table 1 shows the
statistics of the two datasets.

3.2 Experimental Settings

Evaluation Protocols. We use two metrics to evaluate our trained models:
AUC and F1, which are commonly used to evaluate the performance in recom-
mendation field.
1 https://grouplens.org/datasets/movielens/.
2 https://grouplens.org/datasets/hetrec-2011/.

https://grouplens.org/datasets/movielens/
https://grouplens.org/datasets/hetrec-2011/
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Table 1. Basic statistics of the two datasets.

MovieLens Last.FM

#Users 138,159 1,872

#Items 16,954 3,846

#Interactions 13,501,622 42,346

#Entities 102,569 9,366

#Relations 32 60

#Triples 499,474 15,518

Baselines. We compare the proposed method with the following baselines:

– SVD [15]. It factorized the user-item interaction matrix into the product of
two lower dimensionality rectangular matrices. The row or column of the two
matrices correspond to a specific user or item.

– LibFM [16]. FMs (Factorization Machines) are supervised learning
approaches that can model the second-order interactions of features. LibFM
is a software implementation for FMs.

– PER [6]. It represents the connectivity between users and items by meta-
path.

– CKE [8]. It is an integrated framework that jointly learns the representations
of CF and knowledge base (text, pictures).

– RippleNet [9]. This is a memory-network-like approach that propagates
users’ preferences on KG for recommendation.

– KGCN [11]. This is a state-of-the-art GCN-based method that captures
inter-item relatedness effectively by mining their associated attributes on the
KG.

3.3 Performance Comparison (RQ1)

Table 2. Overall performance comparison.

Method Movielens Last.FM

AUC F1 AUC F1

SVD 0.963 0.919 0.769 0.696

LibFM 0.959 0.906 0.778 0.710

CKE 0.924 0.871 0.744 0.673

PER 0.832 0.788 0.633 0.596

RippleNet 0.968 0.912 0.780 0.702

KGCN 0.978 0.932 0.794 0.719

MSKPN 0.983 0.943 0.854 0.778

%Improv. 0.51% 1.18% 7.56% 8.21%
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Overall Comparision. Table 2 reports the experimental results on the two
datasets. We have the following observations:

– PER achieves poor performance on the two datasets. This indicates that
handcrafted meta-paths cannot take full advantage of the KG. In addition,
the quality of meta-path relies heavily on domain knowledge, further limiting
the performance.

– CKE consistently outperforms PER across all cases, demonstrating the supe-
riority of simultaneous learning of KGE and recommendation model, since
CKE integrates CF with item’s embedding mined from knowledge base.

– The two KG-free models, SVD and LibFM, perform well and are even better
than the KG-based baseline CKE. Their high performance is due to extra
consideration of interaction in the embedding step. So that they are able to
capture collaborative signal to some extent. On the other hand, the relatively
poor performance of CKE verifies TransR which is commonly used for KG
completion is not entirely suitable for recommendation task.

– RippleNet and KGCN perform better than SVD and LibFM on the both
datasets. This proves that the proper use of auxiliary information provided
by the KG is capable of benefiting the performance improvement.

– MSKPN outperforms all the baselines across the two datasets with signifi-
cant improvements, proofing that the design of our MSKPN model is mean-
ingful. Compared with the best baseline KGCN, our MSKPN extra takes
attribute nodes into consideration when calculating attention, which opti-
mizes the weights of konwledge propagation in knowledge graph embedding
step. For example, in a movie knowledge graph, two different actors play in
the same movie. As attribute nodes, the two actors share the same relation
with the movie nodes, but the influence of the two actors on user interest
is different. Moreover, we particularly design Secondary Knowledge Propaga-
tion step to further model knowledge. The two different steps of information
propagation integrate knowledge into the representation of items and users
respectively so that balance the information content of two kinds of embed-
dings. It is helping for the prediction function because the inner product
mainly calculates the similarity between two embeddings.

3.4 Effect of the Secondary Knowledge Propagation (RQ2)

An important advantage of GCNs is the ability of iteratively aggregating high-
order neighbors’ information into the central node. Taking high-order neighbors
of item in the knowledge graph into account should be able to better model
user preferences. However, the deeper H in KGCN seems to impair the per-
formance of the recommendation model. We set the number of layer H as a
hyper-parameter and carry out some leave-out experiments. The AUC of these
experiments are shown in Table 3, where MSKPN-s model means removing the
Secondary Knowledge Propagation step from MSKPN. From the results, we
observe that the effects of the two models (KGCN and MSKPN-s) do not signif-
icantly improve and even decrease in most cases with the increase of H, which
means that the two models can not make good use of the high-order knowledge.
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Table 3. AUC results of three models with different number of layer.

H 1 2 3 4

MovieLens KGCN 0.972 0.976 0.974 0.514

MSKPN-s 0.982 0.981 0.981 0.975

MSKPN 0.982 0.982 0.983 0.980

Last.FM KGCN 0.794 0.723 0.545 0.534

MSKPN-s 0.832 0.823 0.820 0.805

MSKPN 0.843 0.851 0.854 0.853

One possible reason is that high-order neighbors of an item introduce both
useful information and noise. The prediction function we use, inner product, is
to measure the correlation or similarity between a user embedding and an item
embedding to some extent. However, the poor user representation(the user id
embedding) is not learned enough to model the user’s correlation with high-order
knowledge. Therefore, we particularly design the secondary knowledge propaga-
tion step, which uses historical interaction to construct a user-item bipartite
graph and feeds all users to a single layer GCN based on the bipartite graph.
In this way, we can make use of the collaborative signal hidden in interaction
and complement user embeddings with the linear combination of interactive
items’ embeddings so that the prediction function can capture the correlation
between the target item’s high-order neighbors and the interactive items’ high-
order neighbors. In this case, we can make better use of the knowledge. As we
can see from Table 3, the AUC of MSKPN is superior to MSKPN-s and KGCN,
and gets better with the increase of H. This result verifies our assumption and
shows that the high-order knowledge information extractd by GCNs is beneficial
to recommender model. When H is up to 4, model performance begins to decline,
which is reasonable since a too deep neighbor might introduce noise more than
useful information to the representation learning.

4 Related Work

We review existing works that are most related to our work.

4.1 Collaborative Filtering

CF is the most widely used method in today’s recommender systems, which uti-
lizes the user’s historical interaction to model the relationship between users and
items. Among CF methods, Matrix Factorization (MF) has attracted wide atten-
tion from researchers and industry since its excellent performance. MF maps
users and items into low-dimensional vectors and uses inner product to recon-
struct the interaction as a prediction. To further improve the model performance,
SVD++ [15] and FISM [17] incorporate user’s interacted items as implicit feed-
back to encode user’s representation, yielding convincing performance, which
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are followed by many techniques for recommender systems. Recently, attention
network is well researched in recommender systems. NAIS [18] and DeepICF [2]
differentiate the contribution of each interacted item to form the target user’s
representation by training the implicit data, and achieves the state-of-the-art
performance. To overcome the insufficient expressive ability of inner product,
NCF [1] uses Deep Neural Network (DNN) to capture complex interactions
between users and items, verifying that DNN is helpful for modeling high-order
interactions between users and items.

4.2 Graph-Based Methods

In this paper, we utilize KG to improve the performance of RS. Early works
mainly use path-based methods which adopt pre-defined connectivity pattern
to capture the relatedness in KG [19,20]. These patterns called meta-path are
sequences of entity type, such as user-movie-user-movie. PER [6] introduce meta-
path based latent features to represent the connectivity between users and items.
HERec [21] generates entity embedding by meta-path based random walk and
fuses the embedding with MF to predict rating score of users on items. However,
such meta-path based methods have poor versatility since the quality of meta-
path heavily relies on domain knowledge. Another kind of methods leverage
KGE [22] to learn the representation of entities and relations. CKE [8] adopts
a heterogeneous network embedding method to extract structure information
of both nodes and relations, and integrates it into collaborative filtering frame-
work. Due to the development of GCNs, recent works simultaneously learn the
parameters of KG and recommendation model by introducing graph neural net-
work. KGCN [11] generates the embedding of an item by adopting GCNs on
KG, where different attribute nodes sharing a same relation type contribute the
same to the item aggregation. In this case, KGCN can not capture the effect of
the attribute nodes’ inherent feature. To better model the item embeddings, our
Attention-based Knowledge Graph Convolution step takes both of the relation
types and the node attributes into consideration. And we specially design the
Secondary Knowledge Propagation step in order to solve the problem of model
performance degradation caused by high-order noise.

5 Conclusions

In this work, we utilize KG which contains massive relation and entities to
improve the performance of recommender system. We highlight the importance
of high-order neighbors’ knowledge in generating representations of items, and
propose a novel secondary knowledge propagation layer to complement user
embeddings in order to deal with the noise problem. We conduct extensive exper-
iments on two public datasets and our MSKPN model significantly outperform
state-of-the-art baselines, demonstrating the effectiveness of our model. In the
future, we plan to incorporate more side information such as social network
together with KG to further explore the information propagation mechanism of
GCNs.
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Abstract. With the advent of the big data era, knowledge graph
embodies great advantages. Especially in game domain, building a knowl-
edge graph is of great value. However, some open-domain knowledge
bases is not designed for games and the amount of game data is rela-
tively limited. In this paper, we propose a game ontology. In addition, in
the process of constructing game knowledge graph, we found it is import
to identify an entity is a game entity or not. Thus, we propose a new
DLC entity identification model to help us use the ontology to build the
graph.
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Resource type: Ontology and Dataset
Permanent URL: https://github.com/sangjianshun/TGKG.

1 Introduction

With the rapid development of game domain, plenty of games from different
game types (like mobile, pc and console) have sprung up. To embrace the vision
of the Semantic Web, it is necessary to construct a knowledge graph based on
huge amounts of game data. Indeed, there are some open-domain knowledge
bases like Freebase [1], YAGO [2], DBpedia [3] and Wikidata [4] involving game
data as well. Although these bases are being widely used by many semantic
applications, they are not knowledge graphs specifically designed for games, and
the amount of game data is relatively limited. To the best of our knowledge,
there is no prior work on building knowledge graph in game domain.

In this paper, we present a new game ontology and a new game dataset
TGKG (Tencent Game Knowledge Graph) based on the ontology we proposed.
TGKG contains generally but not exclusively many game entities from different
types (like mobile, pc and console), people entities, company entities and their
relations (like developOf, ownOf, sameEditionOf etc.).

For pc and console games, many entities are crawled from different websites.
These entities include not only game entities but also DLC (Downloadable Con-
tent) entities. DLC entity does not belong to the game entity and needs to be
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 267–273, 2021.
https://doi.org/10.1007/978-981-16-6471-7_20
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screened and identified from the crawled entities. Otherwise, downstream task
like entity alignment will be seriously affected because of mistaking DLC entity
as a game entity. Unfortunately, it is not possible to directly identify whether
a crawled entity is a DLC entity or a game entity on most websites. To solve
this problem, we proposed a novel method to identify whether an entity is DLC
entity or not. We summarize contributions of this paper as follows:

– To our best knowledge, we are the first to present a game ontology. The result
is a classification scheme defined a hierarchy of classifications which includes
different types of entities and their relations.

– We translate the game data extracted from different websites to RDF using
our structure ontology. In addition, We construct a game knowledge graph
named Tencent Game Knowledge Graph by these RDF.

– To solve the impact of DLC entity on construction of TGKG, we propose a
new method to identify whether a crawled entity is a DLC entity or a game
entity.

2 Development Methods

In this part, we will introduce our work in detail. We first follow the Resource
Description Framework (RDF) model [5] and explain the TGKG definition.

TGKG Definition: TGKG is an RDF graph consisting of TGKG facts, where
a TGKG fact is represented by an RDF triple to indicate the relation among
game entity, people entity and company entity. For instance,

< tgkg : 113336883, tgkg : publishOf, tgkg : 1203918647104 > (1)

where tgkg is the IRI prefix1, tgkg:113336883 is a game entity named PUBG
Mobile, and tgkg:1203918647104 is a company entity named Tencent. This tgkg
fact shows that the company Tencent publish the game PUBG Mobile.

2.1 Game Ontology

An overview of the major classes in the game ontology we proposed is given in
Fig. 1. The proposed game ontology uses the OWL2 to describe a conceptual
model of the entities and their relations. OWL is a formal ontology language
standardized by the World Wide Web Consortium (W3C).

The central concepts in the ontology are the classes tgkg:game, tgkg:people
and tgkg:company. tgkg:people is people who designed a game or founded a com-
pany which is a studio of a game, namely, tgkg:people is people who has a relation
with a game or a game company. tgkg:company is company which published or
developed a game like Tencent (defined in TGKG as tgkg:113336883).

1 http://www.semanticweb.org/databrain/ontologies/tgkgdata/.
2 https://www.w3.org/TR/owl2-overview/.

http://www.semanticweb.org/databrain/ontologies/tgkgdata/
https://www.w3.org/TR/owl2-overview/
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Among all three entities, tgkg:game is the most important entity. According
to our understanding of the game field, we divide game entities into four major
categories (DLC entities, pc game entities, console game entities, mobile game
entities). What needs to be pointed out is DLC entity does not belong to the
game entity, therefore we have to separate the DLC entity and game entity. In
fact, DLC entity cannot exist without a game entity. Thus, we add a relation
isBasedof between DLC entity and game entity (pc game entity and console
game entity). In addition, we add two subclasses named ios game entity and
android game entity to the mobile game entity.

Fig. 1. An overview of the major classes in the game ontology

In the game field, genre is a very important feature. Genre reflects the rela-
tionship between different game entities to a certain extent. Nevertheless, differ-
ent game entities have different genre categories. Thus, for pc game entities and
console game entities, we add 9 subclasses (e.g. rolePlaying entity, adventure
entity.) in these game entities based on the genre they belong. For ios game enti-
ties and android game entities, we add 15 subclasses (e.g. kidsM entity, lifestyleM
entity, shooterM entity) based on the genre which mobile game entities belong.
In fact, there are some genres which both pc, console games and mobile games
jointly owned, therefore, we add a letter ‘M’ at the end of the subclasses to dis-
tinguish the genre entities from different game types. That is to say, the subclass
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with the letter ‘M’ at the end is the subclass of ios game entities and android
game entities.

Based on the game entities defined in TGKG, we do two levels of entity
alignment. Firstly, for ios game entities and android game entities, we add a
relation sameEditionOf between two game if they are the same edition. Secondly,
for pc game entities, console game entities and mobile game entities, we add a
relation sameUnifiedOf between two game if they are a series of a game. In
addition, we utilize the model we proposed to identify an entity is DLC entity
or game entity. If we get a DLC entity of a game entity from our model, we add
a relation isBasedOf between the DLC entity and pc or console game entity.

According to the data we crawled from different websites, we summarize
9 relationships (e.g. designOf, supportOf, programmingOf ect.) between peo-
ple entity and game entity, 2 relationships (namely, developOf and PublishOf)
between game entity and company entity, 6 relationships (e.g. founderOf, advi-
sorOf, executiveOf etc.) between people entity and company entity and 3 rela-
tionships (namely, ownOf, investOf and acquireOf.) between company entity and
company entity.

What’s more, based on our observations on game data we crawled, we con-
clude 8 attributes in the people entity, each of these attributes has letter ‘p’ as
the first letter. For company entity, we summarize 11 attributes and each of these
attributes has letter ‘c’ as the first letter. In addition, we conclude 13 attributes
in the game entity, each of these attributes has letter ‘g’ as the first letter.

2.2 DLC Entity Identification

The general process of the method of identifying whether a crawled entity is a
DLC entity or a game entity, mainly includes two parts: The first part is a recall
module aims to do a clustering based on the entities. The second part is a neural
network module aims to further identify whether the candidate entity is a DLC
entity or not.

Fig. 2. Recall module
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Recall Module. Figure 2 shows that the input of the recall module is the
massive entities crawled by the crawler. Firstly, our recall module will count the
length of these entity names based on the character level, thus, the maximum
length and the minimum length of all entity names can be obtained. Secondly, we
traverse all lengths between minimum length and maximum length to construct a
hash table. The key of the hash table is a string composed of the first i characters
of the entity name and the value is the whole entity name. Therefore, based on
the construction strategy of the hash table, if the first i characters of the two
entity names are the same, they will be aggregated together. This Recall module
is based on this principle for rapid aggregation, and the time complexity can be
reduced to O(N * L), where N represents the number of entities crawler crawled
and the magnitude is generally in the millions, what’s more, L is generally a
constant number.

Fig. 3. Neural network module

Based on the observation of a large amount of entities, we found that the
name of the DLC entity is usually an extension of the game entity name. There-
fore, we assume that if the key of the hash table exists in the value of the hash
table, it can be considered that the key is actually a game entity, and there is a
high probability that these values of the hash table except for the game entity
are DLC entities belonging to the game entity. In fact, it is also possible that
there is a new game entity in the value of the hash table, so we regard the value
as a candidate DLC entity set. If the key has already appeared in the value, the
entities of the cluster will not enter the next iteration. The iteration will not end
until all entities are assigned to the corresponding clusters based on the game
entity. Finally, our recall module will generate all candidate DLC entities based
on game entities.

Neural Network Module. To further improve the accuracy of the model, we
design a neural network system shows in Fig. 3 to identify whether an entity is
a DLC entity or not. We found that there is a description text in every entity
crawled by crawler. From Fig. 4 we can see that the description text between DLC
entity and game entity are different. That is to say, we can identify whether an
entity is a game entity or not by the description of an entity. Therefore, we design
a neural network module based on Robert model [6]. The input of the neural
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network module is the description text of an entity. After getting the distribu-
tion representation of the description’s words, we average the representation to
represent the description by the equation as follows

DocV ector =
1
n

n∑

i=1

xi (2)

and then we use a fully connected layer to output a two-dimensional vector.
Based on the two-dimensional vector, we can do the DLC entity identification.

Fig. 4. The description text between DLC entity and game entity. (a) is the description
of a game entity. (b) is the description of a DLC entity.

3 Related Work

To bring the advantages of knowledge graph to the massive data, many open-
domain knowledge bases like Freebase, YAGO, DBpedia and Wikidata were
born. Although these bases are being widely used by many semantic applications,
there is little game information within it. In addition, Zhishi.me [7] and XLore
[8] are two early works on extracting open-domain knowldge from the Chinese
Wikipedia, Hudong Baike and Baidu Baike. The difference between them is
XLore automatically built an ontology using categories while Zhishi.me did not
provide an ontology to describe the data crawled by crawler. By observations
on game data we crawled, we manually constructed a game ontology and this
schema can accurately describe the relation among game entities, people entities
and company entities.

4 Conclusion and Future Work

This paper presents a game ontology, namely, a classification scheme defined a
hierarchy of classifications which includes game entities, people entities, company
entities and their relations. Based on the game ontology we proposed, we show
the process of translating the game data crawled from different websites to RDF.
In addition, we propose a new method to identify an entity whether a DLC entity
or game entity. In future work, our plan is to integrate the TGKG we built with
the open source knowledge graph.
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Abstract. Visual Question Answering (VQA) has been a research focus
of the computer vision community for recent years. Most of them are
accomplished and verified on images of natural scenes. However, Dia-
gram Question Answering (DQA) which is the task of answering natural
language questions based on diagram is rarely noticed. Diagram is a
more abstract carrier of knowledge and important resource composition
in the multi-modal knowledge graph, research on it is of great signifi-
cance for understanding the cognitive behavior of learners. In order to
fill the scarcity of such data, this paper proposes the Computer Sci-
ence Diagram Question Answering (CSDQA) dataset, which is the first
geometric type of diagram dataset in this field. This dataset contains
1,294 diagrams with rich fine-grained annotations and 3,494 question-
answer pairs, including multiple choice and true-or-false questions with
two levels of difficulty. We have open sourced all the data in http://zscl.
xjtudlc.com:888/CSDQA, hoping to provide convenience for researchers
and make it the high-quality data foundation of DQA.

Keywords: Diagram · Question answering · Computer science

1 Introduction

Recent years, Visual Question Answering (VQA) received widespread attention
as it is of great value in scenes such as aided-navigation and intelligent medi-
cal diagnosis. The task is to answer the natural language questions according
to visual image context. Most studies concentrate on real-word scenes and are
verified on large image datasets. For example, Zhang et al. [14] quantify domain
shifts between popular VQA datasets such as COCO [4]. Hong et al. [1] propose
a novel transformation driven visual reasoning task on TRANCE dataset. Simi-
larly, VQA is commonly used in the education field to measure learners’ mastery
of knowledge. The difference is that the visual context becomes diagrams instead
of natural images. Diagram is an abstract expression widely used in educational
scenes, such as textbooks and slides. It’s an essential component in the multi-
model educational knowledge graph, often used to express information such as
logic and concepts. Performing VQA on this more abstract visual form is help-
ful for computers to understand human cognitive behaviors and learning habits.
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 274–280, 2021.
https://doi.org/10.1007/978-981-16-6471-7_21
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However, there are still large gaps in the research related to the diagrams due
to its more complex expressions and scarce data.

Fig. 1. Examples of each category diagrams in CSDQA.

Specifically, existing research mainly focus on the type of diagrams from nat-
ural subjects such as Biology and Geography. Morris et al. introduced SlideIm-
ages [7], a dataset which contains illustrations from educational presentations.
Kembhavi et al. constructed AI2 Diagrams [2] (AI2D) dataset which contains
diagrams from elementary school science textbooks. They also presented Text-
book Question Answering [3] (TQA) dataset containing diagrams from life, earth
and physics textbooks. They introduced the Diagram Parse Graphs to parse the
structure of the diagrams, and cooperate with the natural language processing
model to assist in solving questions. The second type of diagrams is mainly com-
posed of graphic objects, such as circles, rectangles, and triangles. This type of
diagram has abstract graphical representation and high-level logical relations, to
understand it is a huge challenge, and related research is still blank.

In order to promote related research on the above-mentioned graphic type
of diagrams, we build a novel Computer Science Diagram Question Answering
(CSDQA) dataset. We summarize contributions of this paper as follows:

– We categorize the existing diagrams data types, and propose a new graphic
type diagrams. On this type of data, we propose the novel DQA task, which
is to complete the question answering task with the accompanying text as the
natural language basis and the diagram as the computer vision basis.

– As shown in Fig. 1, we construct CSDQA dataset with over 1,000 diagrams
of 12 categories. To our best knowledge, CSDQA is the first graphic diagram
dataset and the first (Diagram Question Answering) DQA dataset in Com-
puter Science domain which provides opportunities to expand the research
methods and fields of VQA.

– We open source all the data in CSDQA. Researchers can easily obtain data
and complete a variety of diagram understanding tasks including DQA.
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Fig. 2. Example of an undirected graph diagram annotation in CSDQA.

Table 1. Sources of CSDQA dataset.(1,2,3,4,5)

2 Dataset

2.1 Diagrams Collection and Annotation

Due to the limitations of the scenes where the diagram appears, we adopt a multi-
source semi-supervised method to collect them. In terms of sources selection,
we choose three high-quality sources: textbooks, blogs and encyclopedias, one
regular web crawling source (See Table 1 for details). For web crawling source,
the quality of the data obtained is often low, and a large amount of irrelevant
data needs to be cleaned. For this type of data, we use the acquired samples to
train a classifier (diagram-natural images classifier) to filter out the low-quality
data. We use VGG16 [10] as the backbone and the images in the COCO [4]
as negative samples. The accuracy of the trained model can reach over 99.46%.
After the above process, all the collected samples meet the quality requirements.
Each diagram in CSDQA then has two parts of the annotation: Global Attribute,
Objects and Relations. We introduce them below in detail.
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Global Attribute. This part describes the knowledge expressed in the diagram
in a macro view. As shown in Fig. 1a, the annotation content is formulated as:
<Source, Class, Description>, where Source records the place that the
diagram is collected from; Class represents the knowledge to which the diagram
belongs; Description is a summary of the knowledge conveyed by the diagram.

Object and Relation Attribute. Objects in the diagrams of CSQDA are
mostly geometric shapes attached with text information as supplement descrip-
tions. As shown in Fig. 1b, the annotation content is formulated as: <Id, Type,
Label, Description>, where Type is used to distinguish objects from non-
objects; Label is the subcategory of the object under the knowledge unit;
Description contains other related information of the objects, such as the
weight of the node the head node of the queue, or the text around the object.
The expression form of the relation in diagram is to use logic symbols such as
lines and arrows to connect different objects. Similarly, the annotation content of
relation is formulated as: <Id, Type, Label, Relation>, where Relation indi-
cates the objects and the logic symbol involved in a triple, such as < 4,line,5 >.

Fig. 3. Example of an queue diagram Q&A pairs annotation in CSDQA.

2.2 Question-Answer Pairs Generation

DQA is a machine comprehension task where the contexts are the diagram and
the text, and the question is in natural language form. CSDQA dataset is used
as a basis to verify such task. In addition to the diagram introduced above, we
annotate relevant knowledge as the text context and Q&A pairs.

As shown in Fig. 2, we crawl text context using diagrams categories as key-
words from Wikipedia. For Q&A pairs, they are divided into two types according
to the number of answers: multiple choice questions and true-or-false questions.

1 https://www.zhihu.com.
2 https://www.csdn.net.
3 https://www.douban.com.
4 https://baike.baidu.com.
5 https://www.wikipedia.org.

https://www.zhihu.com
https://www.csdn.net
https://www.douban.com
https://baike.baidu.com
https://www.wikipedia.org
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From the perspective of difficulty, questions can also be divided into simple ques-
tions (one-step reasoning) and complex questions (two-step reasoning). Specif-
ically, a simple question only needs to be directly aligned on the diagram once
according to the question to get the right answer. For example, for the simple
true or false question in Fig. 2, the machine only needs to match ‘back’ with the
elements indicated in the diagram to get the weight. But for complex questions,
it needs to reason twice to get the correct answer. For example, for the complex
true or false question in Fig. 2, the machine needs to understand the result of the
queue after a dequeue operation for the first step, and in the second step, the
machine needs to obtain the content of the head of the queue in this situation.

For more difficult two-step reasoning questions, we select three categories of
diagram to annotate as a preliminary attempt, including queue, binary tree and
stack. Among all the questions, the proportion of complex questions is 22.98%.
All diagrams have at least one simple multiple question and one simple true-or-
false question. To summarize, three categories diagrams in CSDQA correspond
to four or six questions (including two simple questions), and the diagrams of
the remaining categories correspond to two simple questions.

Table 2. Detailed statistics for each category in CSDQA (The numbers of two-step
questions are in brackets).

Category Diagrams Objects Relations Multiple choice True-or-False

Array list 100 583 468 100 100

Linked list 74 626 375 74 74

Binary tree 150 1,323 590 300 (150) 300 (150)

Non-Binary tree 150 1,489 651 150 150

Queue 150 1,261 444 303 (101) 303 (101)

Stack 150 540 403 300 (150) 300 (150)

Directed graph 71 695 377 71 71

Undirected graph 79 828 437 79 79

Deadlock 100 840 423 100 100

Flow chart 100 985 458 100 100

Logic circuit 70 913 432 70 70

Network topology 100 1,593 517 100 100

Total 1,294 11,776 5,675 1,747 (401) 1,747 (401)

2.3 Statistic

CSDQA dataset contains a total of 1,294 diagrams in 12 categories from five
undergraduate courses: Data structure, Principles of Computer Networks, Com-
puter Architecture, Digital Logic Circuit, and Computer Operating System.
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Detailed statistics are shown in Table 1. We manually set up a ten-fold cross-
validation division for simple and complex questions to facilitate full verification
of tasks.

3 Conclusion

We introduce the characteristics of two types of diagrams, and construct the
CSDQA dataset of geometrical diagrams. CSDQA has a wealth of annotations,
which can be used as a test cornerstone for research on diagram classification,
object detection, and DQA. All the data are open sourced, for conveniently used
by researchers. At present, related research of multi-modality is getting more and
more attention. The tasks in the education field such as DQA are consistent with
the research in this scenario. We will supplement the content of the dataset in the
future to better support diagram understanding research, further expand content
of multi-modal research, eventually promote the progress of the computer vision
community.
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Abstract. With the booming of online education, abundant data are
collected to record the learning process, which facilitates the develop-
ment of related areas. However, the publicly available datasets in this
setting are mainly designed for a single specific task, hindering the
joint research from different perspectives. Moreover, most of them col-
lect the video-watching or course-enrollment log data, lacking of explicit
user feedbacks of knowledge mastery. Therefore, we present MOOPer,
a practice-centered dataset, focusing on the problem-solving process in
online learning scenarios, with abundant side information organized as
knowledge graph. Flexible data parts make it versatile in supporting
various tasks, e.g., learning materials recommendation, dropout predic-
tion and so on. Lastly, we take knowledge tracing task as an example to
demonstrate the possible use of MOOPer. Since MOOPer supports mul-
tiple tasks, we further explore the advantage of combining tasks from
different areas, namely, Deep Knowledge Tracing and Knowledge Graph
Embedding. Results show that the fusion model improves the perfor-
mance by over 9.5%, which proves the potential of MOOPer’s versatility.
The dataset is now available at https://www.educoder.net/ch/rest.

Keywords: MOOP · Online learning · Domain knowledge graph ·
Learning interaction

1 Introduction

The rapid development of Intelligent Tutoring System (ITS) and Massive Open
Online Courses (MOOC) not only provides pedagogical advantages for educa-
tional revolution, but also promotes the development of various research areas.
As practice plays an important role in knowledge mastery, Massive Open Online
Practice (MOOP) is also proposed. As machine learning-based methods achieve
state-of-the-art performance in tasks like computer vision and natural language
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 281–287, 2021.
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process, there are many works concerned with developing methods for exploring
data in educational settings to better understand students. The abundant learn-
ing behavior collections promote the study of dropout prediction, knowledge
tracing and learning behavior modeling. Their common goal is to better under-
stand students’ learning process by deeply looking into the interaction data, and
to gain insights into the settings to improve educational outcomes.

However, most of the public MOOC datasets are designed for a specific
task, hindering the joint research from different perspectives. ASSISTments09
dataset [3] is the benchmark dataset for knowledge tracing, which contains con-
siderable size of elementary school math problem-solving records. KDDCUP15
is the dataset released in KDDCUP 2015, which is aimed at predicting user
dropout by their behavior logs in online education settings. Although large-scale
and high-coverage MOOCCube [7] is designed for multiple research interests, it
can only model user behaviors by video-watching or course-enrollment activity,
but fails to get more direct feedbacks to reflect their knowledge mastery. There-
fore, we present MOOPer, a practice-oriented large-scale online learning dataset,
collected from Educoder.net , platform for computer science subjects in China.

In summary, MOOPer has the following advantages over its counterparts:

– Large-scale MOOPer includes over 600 courses, 1,360 exercises, 4,550 chal-
lenges, and 2.5 million interaction records of 46,743 students from 2018 to
2019. Besides, abundant side information of learning materials and demo-
graphic message of teachers and students, are provided as well.

– Practice-driven In Educoder.net , users take carefully-designed exercises
regarding to what they have learned in class. Therefore, their mastery of
specific knowledge topic can be directly measured based on their problem-
tackling performance, which provides useful information for following-up
tutoring or recommendation.

– Graph-organized The dataset is organized as a knowledge graph, where
the participants and learning objects are taken as entities. The intricate
correlations between them can thus be well-described in a more intuitional
way. Moreover, the graph-organized dataset facilitates the mutual promotion
between knowledge graph research and educational data mining.

Therefore, our contribution can be summarized into three ingredients: a)
we provide large-scale and comprehensive practice-centered online dataset b)
we provide well-organized knowledge graph to provide abundant heterogenous
information c) the dataset is designed to support multiple research interests,
facilitating joint study of different tasks. To the best of our knowledge, this is
among the first to present a dataset in practice-oriented online learning that
involves a knowledge graph, which exhibits unique characteristics against exist-
ing datasets.

https://www.educoder.net
https://www.educoder.net
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2 The Dataset

2.1 An Overview of MOOPer

The dataset is centered on interaction between users and challenges, where users’
whole problem-solving processes are carefully extracted into three groups - user
behavior, system feedback and user feedback. Details like the compile result of
their code, how many times users have tried before succeeding, how users like
the challenge they are dealing with and whether or not they have referred to
the suggested answer, are provided. Besides, comprehensive side information is
organized to build a whole picture of users’ learning conditions. The various
relationships between entities are organized accordingly, with their heteroge-
nous nature taken into consideration. Figure 1 illustrates the basic structure of
MOOPer.

Fig. 1. Overview of MOOPer.

Due to the rich interactions and side information provided, MOOPer dataset
is quite versatile to support various tasks through free combination of different
building blocks. By taking more comprehensive data into consideration, MOOPer
dataset can provide more possibilities. There are some examples below.

User Behavior + System Feedback = Knowledge Tracing

User Behavior + User Feedback = Recommendation

User Behavior + Side Information = Dropout Prediction

2.2 Interaction Data Collection

The interactions between users and learning materials are carefully recorded,
which can be categorized into three groups, namely, user behavior, system feed-
back and user feedback.
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User behavior focuses on problem-solving process - how many times it
takes to solve the problem, how many times they have tried to make it, and
whether or not they have referred to the suggested answer, and so on. Such
detailed records restore the practice scene to the best, as a result, providing as
much information as possible for further research. Noteworthy, all records are
anonymized to protect users’ privacy.

User feedback provides users’ rating of their interacted challenges. This
kind of information implies users’ preference in learning materials with different
difficulties and question types. Besides, their discussions in forum are provided
as well. The chit-chat content can be used to investigate their learning condition
and learning satisfaction, while the questions and answers among peers reflect
their ‘blind spot’ in knowledge mastery. Moreover, user active level in forum is
also an important indication to speculate their psychological state and learning
style [4].

System feedback provides the feedback of users’ submission - are there
syntax errors in their code, the compile result of their submitted code, the dif-
ference between the actual outputs and the expected ones (only if there are any)
and so on. Such information provides deeper insights into users’ learning ability
and knowledge mastery.

2.3 Knowledge Graph Construction

It is proved that abundant side information is very useful in real tasks [6]. Thus,
learning materials, institutions and teachers that provide them, are all listed as
entities. Plentiful attributes of the entities are also provided to get a comprehen-
sive view of the data. Noteworthy, the description and text content of learning
materials are also attached as the last piece of the puzzle. The structure of
knowledge graph is shown in the left part of Fig. 1.

There is a natural hierarchical structure between learning materials. A course
may include several chapters following with exercises, while an exercise consists
of several challenges with different topics indicating its knowledge components.
Thereinto, challenges are also the fundamental building blocks of interaction
data. Besides, exercise from a course might be forked to another course, and
challenges in different exercise might share the same knowledge topic. These
inter-references further extend the tree-like structure to a graph. In fact, the
topics tagged along challenges are not standardized in the first place. We com-
pute the Levenshtein Distance between them, and set a threshold to cluster
similar knowledge topics.

3 Data Analysis and Application

This section will provide a deeper understanding of the presented dataset in a
statistical view, then compare MOOPer with other similar datasets, and give an
example application of MOOPer at last.
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3.1 Statistics of MOOPer

MOOPer contains abundant heterogenous information and large-scale practice-
oriented interaction data. There are over 2.5 million problem-solving records with
detailed side information to provide a whole picture of users’ learning conditions.
Moreover, more than 82% users have interacted more than 20 challenges, while
more than 75% challenges have more than 20 interactions.

The side information is organized as knowledge graph with 11 classes of
entities and 10 classes of relations. The whole list of entities and relations can
be referred to our published data repository.

Table 1. Comparison with other datasets.

Dataset Course Challenge Topics Student Challenge interaction

ASSISTments09 – 26,688 124 4,217 525,534

KDDCUP15 39 – – 112,448 –

MOOCCube 706 – 114,563 199,199 –

MOOPer 600 4,550 3,277 46,743 2,532,524

3.2 Comparison with Other Datasets

ASSISTments09 [3] is collected for knowledge mastery assessment, mainly con-
tains elementary school math problem-solving records. It is one of the most
widely used dataset in knowledge tracing task. It provides abundant interaction
data, but lacks the users’ submission for further analysis. Besides, side informa-
tion is also oversimplified. KDDCUP15 is the dropout prediction dataset, mainly
provides users’ browsing logs, without side information or direct feedbacks from
users. MOOCCube [7] provides abundant side information about the learning
materials, which makes it the most similar one to ours among above compari-
son. However, its interaction data are mainly about activities like video-watching
and course-enrollment. These activities can only lead to implicit feedbacks from
users, while the problem-solving process MOOPer provides can directly model
the mastery and preference of users. The comparison with other datasets in
educational settings is shown in Table 1.

3.3 Demonstration of Application

In this section, we conduct knowledge tracing as an inspiration for many other
applications that MOOPer dataset can support. Knowledge tracing task models
the mastery of students as they interact with coursework by predicting user
performances at the next time step based on their previous practicing records. [5]

We apply two of the most influential models in this task, namely, Bayesian
Knowledge Tracing (BKT) [2] and Deep Knowledge Tracing (DKT) [5]. The
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former uses Hidden Markov Model (HMM) to update the probabilities that a
learner answers exercises of a given knowledge topic correctly or incorrectly, while
the latter adopts Recurrent Neural Network (RNN). For challenges containing
several topics, we randomly choose one to represent it. Furthermore, since the
versatility of MOOPer, we explore the combination of DKT and TransE [1],
a benchmark model in Knowledge Graph Embedding (KGE) task. The fusion
model achieves 9.5% improvement in AUC compared with DKT. The results are
listed in Table 2.

Table 2. Results of deep knowledge tracing.

Method AUC Recall F1-score

BKT 0.7097 0.7256 0.7245

DKT 0.7322 0.7652 0.7802

DKT + TransE 0.8093 0.7733 0.7849

The improvement of DKT+TransE comes from the additional information
of knowledge graph structure, which shows the potential of incorporating more
data types. Since the rich interaction data in MOOPer are not fully explored
yet, as future work, it is of interest to further exploit the system output data in
MOOPer to improve the performance.

4 Conclusion

We present MOOPer, a practice-centered dataset, focusing on the problem-
solving process in online learning, with abundant side information organized as
knowledge graph. Flexible parts makes it versatile in supporting various tasks.
Then we provide an example application by conducting Bayesian Knowledge
Tracing and Deep Knowledge Tracing. Lastly, we further prove the potential
of MOOPer’s versatility by combining Deep Knowledge Tracing and TransE, a
benchmark model in Knowledge Graph Embedding task.
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Abstract. Multimodal tasks are gradually attracting the attention of
the research community, and the lack of multimodal event extraction
datasets restricts the development of multimodal event extraction. We
introduce the new Multimodal Event Extraction Dataset (MEED) to fill
the gap, we define event types and argument roles that can be used on
multimodal data, then use controllable text generation to generate the
textual modality based on visual event extraction dataset. In this paper,
we aim to make full use of multimodal resources in the event extraction
task by constructing a large-scale and high-quality multimodal event
extraction dataset and promote researches in the field of multimodal
event extraction.
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1 Introduction

Event Extraction (EE) is a task that extracting structured event information
from unstructured data, specifically, extract specific events and corresponding
arguments from data. As a traditional research topic of Natural Language Pro-
cessing (NLP), it has many potential applications. For example, in the biomedical
domain, doctors can use events extracted from medical records to inference the
diagnosis of patience [8]. In the business and financial domain events extracted
c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 288–294, 2021.
https://doi.org/10.1007/978-981-16-6471-7_23
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from different data can be used to inference what events may occur in the future
and adjust strategy base on them [6]. Thus, event extraction plays an important
role in diverse domains. Recently, contemporary society spreads news through
multimedia, in this situation, the multimodal event extraction task has emerged
in our sight.

Most event extraction methods extract event information from single-modal
data, such as text [9], image [7,10] or video [1]. Thus, datasets of event extrac-
tion are mostly constructed for single modal such as ACE20051, RAMS [3] and
SWiG [7]. [5] first proposed the multimodal event extraction task which aimed
at extracting structured event information from multimodal news documents
and constructed a M2E2 dataset for this task. Unfortunately, this M2E2 dataset
only contains 6,167 sentences and 1,014 images which is too small to perform
on such a complex multimodal task. As mentioned above, there is no large-scale
and high-quality dataset for the multimodal event extraction task. To resolve
this problem, we propose a novel framework to construct a multimodal event
extraction dataset (MEED) in this paper. We summarize contributions of this
paper as follows:

– We first define new multimodal event types and argument roles for the mul-
timodal event extraction task. These events can be triggered by both visual
data and textual data. Each event type has a superior event type and a set
of argument roles.

– We propose a novel framework to construct the MEED dataset based on
a large-scale grounding visual event extraction dataset SWiG. Each data in
MEED has an image with sentences describing the event in the corresponding
image with event trigger mentions and argument mentions annotated.

– We publish our constructed MEED dataset as an open resource in github.

2 MEED Construction

MEED is presented as plenty of pairs of image and text where texts are composed
with a couple of sentences. Each image and its text are describing the same event
with the same arguments. For event, one data has only one event type with an
event trigger mention in each sentence of textual data. For argument, a sentence
contains all argument entity mentions of its event and these entities are also
grounded in the corresponding image.

Figure 1 illustrates the overview of our framework of constructing MEED
which mainly includes four phases: define event types, union arguments
and generate text.

2.1 Define Multimodal Event Types and Argument Roles

We define the multimodal event types and argument roles based on a large-scale
visual event extraction dataset SWiG [7] because it has a rich variety of verbs

1 https://catalog.ldc.upenn.edu/LDC2006T06.

https://catalog.ldc.upenn.edu/LDC2006T06
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Fig. 1. Overview of our framework.

(visual event types) and argument roles. For each data in SWiG, there is an image
with a unique verb label and a frame contains multiple argument roles with the
corresponding argument labels. Considering that for textual modality, an event
type only needs to be triggered by trigger words, while for visual modality it is
needed to be able to determine the event type from an image. However, many
verbs in SWiG can’t be judged as events from images because they may be too
generalized to represent a unique event. For example, an image with the verb sit
may depict a meeting or having dinner as these two events are both displayed as a
scene where several persons are sitting together. To ensure that each multimodal
event type can be judged from both textual and visual modality, we deal with
the verbs in SWiG and get the final multimodal event types. The details are as
followed:

We first delete the verbs which are unable to represent a specific event and
then cluster the remaining verbs into sets by observing if images of these verbs
are representing similar events. Finally, we name each set with an event type
and all verbs of the set are mapped into the new event type. For instance,
the verbs selling and buying can’t be distinguished visually because they are
different expressions of the same event. So we can use an event type Transaction.
Transaction to represent these two verbs. We follow these principles to ensure
the rationality of our defined multimodal event types:

1) A sentence or an image can only trigger one single event, which makes sure
that there will not be multiple events in a single data.

2) Cover as many verbs in SWiG as possible to ensure enough image data and
rich variety.

3) The total event types should be as few as possible to reduce the pressure of
training.
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After defining multimodal event types, for the convenience of event classifi-
cation, we cluster them into different sets according to their meanings and assign
the sets with superior event types. For example, both the Mow and the Weed
events can be classified as the superior event type Agriculture.

However, we can’t just merge two visual verbs into a new event type because
different verbs have different argument role sets. To solve this problem, we take
the union set of all argument roles in each clustered visual verb set as the final
argument roles set of the corresponding multimodal event type, which ensures
that each event type has a complete argument role set.

2.2 Textual Modality Generation

To obtain the corresponding textual modality of images we follow [2] to generate
textual descriptions for images in SWiG as a controllable text generation task
[4] which allows us to restraint the generated textual descriptions must contain
the same label mentions annotated in the original visual modality.

Specifically, we use the annotated argument entity labels in SWiG as the
input objects of the controllable text generation model. In this way, the generated
text must have the annotated argument entity mentions so that we just need to
annotate these mention words with the corresponding argument roles in textual
modality. For each pair of argument roles in the argument set of an event type if
they have an ensured relation then we assign this relation to them as the relation
input of the text generation model. Especially, to make sure that the generated
textual descriptions contain the corresponding event trigger mentions, the verb
label given in original visual modality must be assigned as a relation between
argument roles which are the subject roles and object roles in the argument
sets in most situations. For instance, Operation.Repair event contains Agent
and ObjectPart arguments so we assign a relation between these two arguments
which is

〈Agent,Reparing,ObjectPart〉 .

2.3 Events and Arguments Annotation

Multimodal data can be generated followed Sect. 2.1. As mentioned in Sect. 2.2,
the argument entity mentions and their roles can be annotated based on the orig-
inal visual annotations because they are the same in the twomodalities. Because
the restriction we proposed in Sect. 2.2 ensures that the verb of each image
appears in the generated text and each verb can represent a unique event type,
these verb mentions in the text will be annotated as the event trigger words and
the event type is the same as the verb’s corresponding event type.

3 Statistics

In this section, we report the statistics of MEED and the format of examples
in MEED is show in Fig. 2, sentences in gray boxes are the textual modality;
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Fig. 2. Two examples from MEED.

each sentence is describing the same event in the image; words with underline
are the trigger words and in different colors are the argument mentions which
are also grounded in the image with boxes. The table below the image is the
structured annotation of the event. As shown in Table 1, our MEED has 66
multimodal event types with 18 superior event types and 81 argument roles.
There are at most 17 arguments, at least 1 argument (Disaster.Storm event only
has one argument), and 4.3 arguments on average for one multimodal event type.
The MEED contains 37,807 examples where one data contains an image with 3
sentences describing the image in different formats. Compared with the textual
event extraction dataset ACE2005 and the multimodal event extraction dataset
M2E2 [5], Our MEED dataset is not only rich in event types and argument roles
but also has great advantages in the number of mentions of event triggers and
arguments.

Table 1. Statistics of MEED and compare it with two other event extraction datasets.

Dataset Event Argument Examples

Types Mentions Roles Mentions

ACE2005 33 5,231 35 9,639 16,255

M2E2 8 1,297 15 1,966 6,168

MEED 66 113,421 81 362,807 37,807

4 Related Work

Event extraction is an important task in Natural Language Process (NLP) which
extracts events and arguments in data to assist users in making further decisions.
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To better research this task, researchers have proposed various event extraction
datasets, such as in NLP ACE2005 is the most classic dataset in event extrac-
tion and [3] constructed a cross-sentence linking event extraction dataset. In
Computer Vision (CV), [10] proposed imSitu to extract events and arguments
in a large amount of images. But the positions of the arguments in imSitu are
not annotated. [7] constructed SWiG which gave the position to each argument
based on imSitu. However, these works only focused on a single modality and
ignored the rich interaction between different modalities.

5 Conclusion and Future Work

This paper presents the process to construct a high-quality and large-scale mul-
timodal event extraction dataset MEED with multimodal event types and argu-
ment roles. Our work generates textual modality based on a large-scale visual
event extraction dataset SWiG and restrained the textual modality contains
annotated verbs and argument mentions of the original dataset. Finally, we anno-
tate the multimodal data with the multimodal event types and argument roles.
In future work, our plan is to enrich the style of textual modality so that the
dataset can be more diversified.
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Abstract. Knowledge Graph Construction (KGC) aims to organize
and visualize knowledge, which is based on tasks of Named Entity
Recognition (NER) and Relation Extraction (RE). However, the dif-
ficulty of comprehension, caused by the differences in grammars and
semantics between classical and modern Chinese, makes entity and rela-
tion annotations time-consuming and labour-intensive in classical Chi-
nese corpus. In this paper, we design a novel crowdsourcing annota-
tion system, which can gather collective intelligence as well as uti-
lize domain knowledge to achieve efficient annotation and obtain fine-
grained datasets with high quality. More specifically, we judge the
user professionalism, calculated by online tests, considered in annota-
tion results integration and rewards assignment, which plays a vital
role in improving the accuracy of annotation. Moreover, we evalu-
ate several pre-training language models, the state-of-the-art methods
in Natural Language Processing (NLP), on the benchmark datasets
obtained by the system over tasks of NER and RE. Benchmark datasets,
implementation details, and evaluation processes are available at
https://github.com/jizijing/C-CLUE. The access URL of the crowdsourc-
ing annotation system is: http://152.136.45.252:60002/pages/login.html.

Keywords: Classical Chinese · Crowdsourcing annotation system ·
Knowledge graph construction · Natural language processing

1 Introduction

The Twenty-Four Histories are collections of classic Chinese historical docu-
ments from 2550 BC to 1644 AD, which records rich figures and events. Based
on entity and relation extraction, we can construct a knowledge graph which
can vividly demonstrate and effectively store the hard-to-understand classical
Chinese corpus, convenient for gaining valuable information.
c© Springer Nature Singapore Pte Ltd. 2021
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Fig. 1. The overall framework of our research.

Due to the difficulty of annotating entities and relations in classical Chinese
corpus, caused by the great differences in semantics and grammars between clas-
sical and modern Chinese, a crowdsourcing annotation system should be intro-
duced to gather collective intelligence as well as introduce domain-knowledge to
achieve efficient and accurate annotations. According to the annotation results
of the system, a series of relations and entities can be obtained to construct
a classical Chinese benchmark set. Existing benchmark work mainly includes
GLUE [4] and CLUE [5], a multi-task natural language understanding bench-
mark for English and its Chinese version. However in classical Chinese, to the
best of our knowledge, only a dataset of NER task provided by the CCL2020
“Gulian Cup” Ancient Books NER Evaluation Competition [6] can be accessed,
which just includes two types of entities, book titles and other proper names,
and is not publicly available due to the confidentiality of competition data. Our
benchmark consists of a fine-grained NER task and RE task built on corre-
sponding datasets, which can be used to fine-tune the pre-training models, the
state-of-the-art models of NLP, and evaluate the performance of the models over
classical Chinese.

In this paper, we propose a crowdsourcing annotation system that introduces
The Twenty-Four Histories and allows users to tag the entities and relations.
The main difference between our system and the existing crowdsourcing sys-
tem is that the annotation of classical Chinese corpus requires the introduction
of expert domain knowledge, for which we introduce professionalism into the
system. We judge the user professionalism through online tests, taking it into
consideration during result integration stage and rewards allocation. In addition,
unlike crowdsourcing systems that focus on task allocation, our system opens
the general task to each user, that is, the content of The Twenty-Four Histories,
and allows users to select the chapters of interest and annotate the same text
differently, which can take full advantage of swarm intelligence. Based on the
annotation results obtained from the system, we acquire a benchmark of classi-
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cal Chinese which is composed of a dataset for NER task, including six types of
entities, and a dataset for RE task, including seven categories and twenty-five
subcategories of relations. Moreover, we fine-tune several pre-training models,
the mainstream technology of NLP, evaluate their performance over the bench-
mark and release the experimental results as well as the implementation details.
The overall framework of our research is shown in Fig. 1.

2 Crowdsourcing Annotation System Design

2.1 Professionalism Evaluation Method

Anhai Doan et al. [7] proposed that the task assignment mechanism based on the
credibility degree of user may improve the overall utility of the crowdsourcing
platform. In order to inject domain-knowledge into our annotation system, we
introduce the professionalism of users, which is not considered in most existing
crowdsourcing systems, and define two ways to judge it.

For known expert users who would like to join, we can directly assign them
the role of expert user when inserting their information into the database. For
unknown users, we prepare ten questions with existing standard answers and ask
users to complete when they log in for the first time. The professional level will
be comprehensively calculated based on the accuracy of the answers of users and
the difficulty of questions. The difficulty of a question dynamically changes based
on the initial value obtained by the accuracy of the answers of several volunteers,
which can be expressed as the ratio of the number of users with wrong answers
to total number of users in the system. The score of a question is proportional
to its difficulty, which can be calculated by rounding up ten times the difficulty
value of the question. We can obtain the total score by summing the scores of
each question and assign expert user role to a user if his or her score is higher
than 60% of the total score.

2.2 Result Integration Mechanism

Unlike the existing majority voting method [8] and the method of introducing
accuracy [9], we take the degree of professionalism into consideration. Specifi-
cally, we assign expert users twice the weight of ordinary users to ensure the
accuracy of the results since we believe for classical Chinese corpus annotation
tasks that require domain knowledge, users with high professionalism are more
likely to make correct annotations.

Improved Majority Voting Strategy. Our system provides the same task
to all users and allows users to modify existing annotations. We record the user
id and annotation time as well as the annotation content. If multiple users have
different annotations for the same entity or entity pair, we will save them respec-
tively rather than overwrite the past annotations. When downloading data, we
adopt a weighted majority voting strategy considering the professionalism of
users to get the final results if there are multiple records for the same text.
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Fig. 2. The annotation page of the crowdsourcing annotation system.

Interference Elimination Strategy. We can delete all annotations made by
a user whose accuracy is not satisfactory to further improve the fault tolerance
of the system. Besides, we will open data downloads to system users and release
new versions of data regularly.

2.3 Crowdsourcing Reward Mechanism

We propose a new reward mechanism based on the existing crowdsourcing
systems by considering professionalism, annotation accuracy, and annotation
amount synthetically. The reward is settled every fixed period.

Professionalism. We take the professionalism of users as a measurement stan-
dard since classical Chinese corpus annotation task requires domain knowledge.
Specifically, we give expert users double the rewards of ordinary users.

Annotation Accuracy. We simply treat the final answer after the result inte-
gration period as the correct result. If the user makes the same annotation as
the correct result, the reward will be granted, otherwise it will not.

Annotation Amount. In order to motivate users to make annotations, we set
a threshold for the amount of annotations and the correct rate, and implement
multiple rewards for users who exceed this threshold.

A Reward Allocation Example. Suppose that the price of a single annotation
is p. If an ordinary user has completed n annotations within a certain reward
allocation period, m of which are valid annotations, i.e., they are the same as
final answers, and n is higher than the threshold value of the amount at, m/n
exceeds the threshold value of the accuracy ct, then the reward is defined as:

reward = m ∗ (1 +
m

n
− ct) ∗ n

at
∗ p (1)

The annotation page of the crowdsourcing system is shown in Fig. 2.
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3 Experiments

3.1 Task Description

Based on the annotation results of The Twenty-four Histories, we construct a
benchmark consisting of two tasks and their corresponding datasets. The fine-
grained classical Chinese dataset of NER task consists of text files and label
files, including six types of entities: person, location, organization, position,
book, and war. The statistics of entities are shown in Table 1.

Furthermore, a dataset for RE task can be built, which is made up of seven
categories of relations: organization-organization, location-organization,
person-person, person-location, person-organization, person-position,
and location-location. The statistics of the relations are shown in Table 2.
From original datasets, we can generate a relation classification dataset com-
posed of sentences and relation files, and a sequence labeling dataset similar to
the dataset for NER task. Note that, the generated label is not an entity category
label, but a label that refers to the subject or object of a relation.

Table 1. Statistics of entities

Entity dataset Train Eval Test Total

PER 9467 1267 701 11435

LOC 2962 391 167 3520

POS 1750 242 139 2131

ORG 1698 266 100 2064

OTHERS 110 18 9 137

Table 2. Statistics of relations

Dataset Train Eval Test Total

PER-PER 1139 324 130 1593

PER-ORG 231 60 38 329

PER-LOC 462 129 53 644

PER-POS 1093 319 162 1574

OTHERS 157 40 28 225

3.2 BaseLines

We evaluate the following pre-training models on our benchmark: BERT-base [1],
BERT-wwm [2], Roberta-zh [3], and Zhongkeyuan-BERT (ZKY-BERT). For the
detailed introduction of the baseline models, please refer to our github project.

3.3 Implementation Details

For fine-tuning, most hyper-parameters are the same as pre-training of BERT,
except batch size, learning rate, and number of training epochs. We find the
following ranges of possible values work well on fine-tuning, i.e., batch size: 32,
learning rate (Adam): 5e−5, 3e−5, 2e−5, and number of epochs ranging from 3
to 10. For the NER task and RE task, we provide a detailed evaluation process
in our github project for reference.
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3.4 Results and Analysis

The experimental results on the dataset with six categories of entities and the
dataset with four categories of entities (without book and war) are as follows.

From the results in Table 3, it can be seen that when handling fine-grained
NER, the ZKY-BERT model trained on the classical Chinese corpus performs
best, and the BERT-wwm model adapted to Chinese characteristics is the sec-
ond. From the results in Table 4, we can see that the pre-trained models all
achieve relatively better performance due to the fewer number of entity types.

Table 3. Results of NER on 6 types (%)

Model Precision Recall F1

BERT-base 29.82 35.59 32.12

BERT-wwm 32.98 43.82 35.40

Roberta-zh 28.28 34.93 31.09

ZKY-BERT 33.32 42.71 36.16

Table 4. Results of NER on 4 types (%)

Model Precision Recall F1

BERT-base 44.33 53.60 48.11

BERT-wwm 45.42 54.33 48.95

Roberta-zh 45.40 53.00 48.61

ZKY-BERT 44.35 53.69 48.09

For the RE task, we split it into two subtasks: relation classification and
sequence labeling. Experiments show that the baseline models can achieve an
accuracy of 47.61% on the relation classification task.

4 Conclusion

To construct a knowledge graph from the classical Chinese corpus, entities and
relations should be extracted efficiently and accurately. Therefore, it is attractive
to utilize an elaborately designed crowdsoucing annotation system that considers
the professionalism of users during the whole process, aiming to combine swarm
intelligence with domain knowledge. Based on annotations obtained from our
system, we establish a benchmark with NER and RE tasks on classical Chinese,
on which we can evaluate the state-of-the-art methods. Benchmark datasets,
implementation details, and evaluation processes are publicly available.
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cation and Research Innovation Foundation Project (2019ITA03006) and the National
Natural Science Foundation of China (61972275).
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RCWI: A Dataset for Chinese Complex
Word Identification
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Abstract. Reasonable evaluation of lexical complexity is the premise of
multiple downstream NLP tasks such as text simplification. At present,
there lacks of reliable Chinese lexical complexity datasets, while most of
the existing foreign datasets only focus on the words that cause read-
ing difficulty. This paper constructs a RCWI-Dataset for native Chi-
nese speakers, which contains 40613 examples and three complexity cate-
gories. Each example is annotated by at least three annotators. We adopt
comparison method to annotate words that are more difficult than aver-
age lexical complexity in sentences, so that we can get more information
about word complexity and improve the reliability of our dataset. We
provide baseline experiments based on feature engineering, the results
show the validity of RCWI-Dataset.

Keywords: Chinese lexical complexity · Lexical complexity
evaluation · Feature engineering

1 Introduction

Lexical complexity refers to the cognitive load brought by understanding a given
word. Evaluating lexical complexity is an indispensable part of many downstream
tasks such as text simplification. It can help second language learners, dyslexics
and other groups to obtain text information more easily.

At present, there lacks the datasets for lexical complexity evaluation task. So
we construct a lexical complexity resource for native Chinese speakers: Relatively
Complex Word Identification Dataset (RCWI-Dataset), which contains 40613
sentences. We built it by collecting and annotating Chinese textbooks in the
stage of compulsory education. We hypothesize that lexical complexity can be
evaluated by comparing word in same sentences, so we annotate the words whose
complexity exceed the average word complexity in the sentence and call these
words relatively complex words. RCWI-Dataset has three categories: Normal,
Complex and Hard. Compared with [5] and [10], our dataset not only focuses
on the words causing reading difficulty, but also contains richer information of
lexical complexity relationship. Besides, we select multiple features and provide a
baseline for lexical complexity evaluation to verify the effectiveness of the corpus.
Our data can be found at https://github.com/blcunlp/RCWI-Dataset.

c© Springer Nature Singapore Pte Ltd. 2021
B. Qin et al. (Eds.): CCKS 2021, CCIS 1466, pp. 302–307, 2021.
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2 Related Works

Chinese lexical complexity resource for teaching are mainly graded thesaurus,
which are generally constructed by expert annotation. [3] comprehensively con-
siders the situation of all kinds of Chinese learners and divides five thousand
words into six levels according to the requirements of different period. Simi-
larly, [9] contains more than 14323 words and divides them into four grades
according to the learning difficulty of the four period from primary school to
junior middle school.

The lexical complexity resources for natural language processing are task-
oriented. Usually they are constructed for tasks like lexical simplification. [5]
recruited non-native speakers to annotate the words in sentences that cannot be
understood independently. [10] required annotators to highlight words or phrases
that are difficult to understand in texts. [7] believed that simply dividing words
into complex or un-complex can not reflect the complexity of words well. So
they proposed Lexical Complexity Prediction task (LCP) and constructed the
corresponding dataset CompLex.

[5] and [10] adopted binary judgement to annotate words, which has a strong
subjectivity. [7] and [4] used Likert scale, but they lack the object to compare.
The result of [2] shows that better results can be obtained by comparison rather
than binary judgement.

3 Dataset Construction

3.1 Data Annotation

We use the Chinese sentence readability corpus constructed by [11] as the source
of our dataset. The corpus consists of Chinese textbooks. It contains sentences
distributed in five difficulty levels, covering popular science, narrative and other
genres. Compared with [1], the anchor selection is more rigorous, with higher
consistency and better data quality.

We first randomly sample 200 sentences for annotation, and find that the
average lexical difficulty in the first level is too simple. So we abandon these
sentences. We sample 20000 sentences according to the original ratio. The pro-
portion of sentences in each level is 3:4:2:1. In order to consider the complexity of
words in a sentence comprehensively, we define the target to annotate in RCWI-
Dataset as: words and phrases in a given sentence that are significantly more
difficult than the average lexical difficulty in the sentence. If a word is difficult to
understand, annotators should label it with “Hard”, otherwise label it as “Com-
plex”. According to the results of trial annotation, three common annotating
situation are determined, as shown in Table 1.

We ask the annotators to read the whole sentence before annotation. Besides,
considering the influence of context, annotators also need to annotate the words
that can not be understood without context.

Compared with the process of English complex word annotation, Chinese
complex word annotation involves the noise caused by word segmentation.
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Table 1. The three common annotating situation, red words belong to “Hard”, orange
words belong to “Complex”

To avoid the problem, we stipulate that the target to annotate must be seman-
tically complete words or phrases, and does not contain redundant parts.

We select 10 native college students as the annotators. To ensure the quality,
we stipulate that at most five words or phrases should be annotated in a sentence,
and each sentence should be annotated by at least three annotators. We use [8]
to build the annotation platform. Annotators can select words or phrases by
mouse sliding, and determine the corresponding category.

The proportion of annotated sentences in the original corpus is 84.6%, and
41866 annotated words are obtained. “Complex” account for 93% of the total
labels, and the number of “Hard” is much lower than that of “Complex”. This
shows that there are few words in Chinese textbooks that cause reading difficulty
for native speakers.

3.2 Data Processing

After obtaining the annotation results, we can not merge them directly due to
strong subjectivity, determination of lexical boundary and the phenomenon of
overlapping and redundancy in the results.

According to the principle mentioned above, it is necessary to complete the
annotations with incomplete semantics and split the annotations with redundant
parts.

Because the annotators are college students and their proficiency is higher
than others. So it is possible for them to underestimate the lexical complexity.
Therefore, if the results of a word contain “Hard”, the word should be labeled
with “Hard”, otherwise should be labeled with “Complex”. The process of merg-
ing results include three phases: Split, Clean and Combine. The whole process
is shown in Fig. 1.

After merging, we remove the words that be labeled with “Complex” only
once and the sentence without annotation. Then we construct negative exam-
ples. Weselect the unlabeled word with the lowest word frequency in a sen-
tence and label it with “Normal”. Finally, the RCWI-Dataset contains 40613
sentences, including 19218 “Complex” labels, 1169 “Hard” labels and 20226
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Fig. 1. Example of merging the annotation results

“Normal” labels. The information of each example include sentence, label, word
start position, word end position, word and number of annotations.

4 Experiments and Analysis

We analyze the words of three categories in RCWI-Dataset, the result is shown
in Table 2.

Table 2. The analysis result of words in different categories in RCWI-Dataset. The
lexicology features include average word length (Ave len) and average stroke number
(Ave stroke). Statistical features include average word frequency (Ave wfreq) and aver-
age character frequency (Ave cfreq). Dictionary features include proportion of words
in dictionary of common words (Common wrate) and proportion of characters in dic-
tionary of common words (Common crate)

Normal Complex Hard

Ave len 2.057 2.597 2.672

Ave stroke 7.450 8.819 8.803

Ave cfreq 0.163 0.097 0.101

Ave wfreq 0.073 0.012 0.006

Common crate 0.994 0.953 0.824

Common wrate 0.262 0.094 0.134
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It can be found that length, stroke number, character frequency and word
frequency of normal words are significantly different from those of complex and
hard words. This phenomenon reflects the effectiveness of annotation results.
Meanwhile, there are significantly differences between complex words and hard
words only in word frequency, and there is little difference in other three indices.
This indicate that it may be difficult to distinguish them by using traditional
statistical and lexicological features.

For the proportion of commonly used words, there is no marked difference
between normal words and complex words, and there is a distinct difference
between normal words and hard words. This shows that there are few uncommon
characters in complex words and those in hard words may interfere people’s
understanding.

We build a feature set included 22 lexical complexity features from five dimen-
sions: lexicology, statistics, dictionary, difficulty and semantic. We use the sup-
port vector machine (SVM) provided by [6] to carry out experiments. Ten fold
cross validation was adopted in the experiments. Since the proportion of “Hard”
is much lower than other categories, the ternary classification task is transformed
into four binary classification tasks and a ternary classification task, as shown
in Table 3.

Table 3. The results of different dimensional features on five tasks. N, C, H denote
Normal, Complex, Hard respectively. The dataset involving H consists of all Hard
examples and randomly selected examples of other categories.

Feature types CN NH CH CNH

Lexicology 65.27 75.40 67.38 54.09

Statistic 50.76 53.47 55.61 36.78

Dictionary 74.59 85.56 68.69 59.64

Difficulty 68.73 77.54 68.69 58.01

Semantic 61.79 71.12 63.10 49.29

All 74.81 79.14 72.73 57.65

It can be seen that the lexical complexity evaluation model based on feature
engineering can effectively model lexical complexity. Comparing the results of
NH and CH, it is found that NH can also achieve good results with the small
dataset, which shows that feature engineering can capture the difference between
them. This also reflects that the difference of lexical complexity between normal
words and hard words are significantly. Comparing the features from different
dimensions, the effect of difficulty features is second only to that of dictionary
feature, while that of lexicology features is weaker than that of difficulty features
and that of semantic features is weaker than that of lexicology features. The effect
of the statistic features shows that it is almost impossible to classify effectively
using statistic features.
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5 Conclusion

In this paper, we construct a lexical complexity identification dataset for native
Chinese speakers. Annotators annotates the relatively complex words in sen-
tences by comparison, which contains a variety of complexity information. The
paper provides experience for the construction of Chinese lexical complexity
evaluation dataset. Since the Chinese textbooks are relatively simple, the pro-
portion of “Hard” is small. In future works, we will introduce more difficult
corpus to increase the number of Hard words. We also plan to improve our fea-
ture engineering based on different dimension features and investigate complex
word identification task using deep learning models.

Acknowledgements. This work is funded by the Humanity and Social Science Youth
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Funds for the Central Universities in BLCU (No. 17PT05).
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Abstract. Knowledge Graph has been proven effective in modeling
structured information and conceptual knowledge, especially in the med-
ical domain. However, the lack of high-quality annotated corpora remains
a crucial problem for advancing the research and applications on this
task. In order to accelerate the research for domain-specific knowledge
graphs in the medical domain, we introduce DiaKG, a high-quality Chi-
nese dataset for Diabetes knowledge graph, which contains 22,050 entities
and 6,890 relations in total. We implement recent typical methods for
Named Entity Recognition and Relation Extraction as a benchmark to
evaluate the proposed dataset thoroughly. Empirical results show that
the DiaKG is challenging for most existing methods and further analysis
is conducted to discuss future research direction for improvements. We
hope the release of this dataset can assist the construction of diabetes
knowledge graphs and facilitate AI-based applications.

Keywords: Diabetes · Dataset · Knowledge graph

1 Introduction

Diabetes is a chronic metabolic disease characterized by high blood glucose level.
Untreated or uncontrolled diabetes can cause a range of complications, includ-
ing acute ones like diabetic ketoacidosis and chronic ones such as cardiovascu-
lar diseases and diabetic nephropathy. With the rapid economic developments
and changes in lifestyle, China has become the country with the most diabetes
patients in the world: the prevalence of diabetes in Chinese adults is about 11.2%
and still increasing [1]. The medical expenses from diabetes without complica-
tions already account for 8.5% of national health expenditure in China [2]. As a
c© Springer Nature Singapore Pte Ltd. 2021
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result, diabetes is a serious public health problem in the realization of “Healthy
China 2030” that requires interdisciplinary innovations to solve.

Knowledge Graph (KG) has been proven effective in modeling structured
information and conceptual knowledge, especially in the medical domain [3].
Medical knowledge graph is attracting attention from both academic and health-
care industries due to its power in intelligent healthcare applications, such as
clinical decision support systems (CDSSs) for diagnosis and treatment [4,5],
self-diagnosis utilities to assist patient evaluating health conditions based on
symptoms [6,7]. High-quality entity and relation corpus is crucial for construct-
ing knowledge base, however, there is no dataset dedicated to the diabetes dis-
ease at the moment. To address this issue, we introduce DiaKG, a high-quality
Chinese dataset for Diabetes knowledge graph construction.

The contributions of this work are as follows:

1. To the best of our knowledge, this is the first diabetes dataset for medical
knowledge graph construction at home and abroad.

2. In addition to the medical experts, we also introduce AI experts to participate
in the annotation process to provide data insight, which improves the usability
of DiaKG and finally benefits the end-to-end model performance.

We hope the release of this corpus can help researchers develop knowledge bases
for clinical diagnosis, drug recommendation, and auxiliary diagnostics to further
explore the mysteries of diabetes. The datasets are publicly available at https://
tianchi.aliyun.com/dataset/dataDetail?dataId=88836

2 DiaKG Construction

2.1 Data Resource

The dataset is derived from 41 diabetes guidelines and consensus, which are from
authoritative Chinese journals covering the most extensive fields of research con-
tent and hotspot in recent years, including clinical research, drug usage, clini-
cal cases, diagnosis and treatment methods, etc. Hence it is a quality-assured
resource for constructing a diabetes knowledge base.

2.2 Annotation Guide

Two seasoned endocrinologists designed the annotation guide. The guide focuses
on entities and relations since these two types are the fundamental elements of
a knowledge graph.

Entity. 18 types of entities are defined (Table 1). Nested entities are allowed;
for example, is a ‘Disease’ entity, and is a ‘Class’ one. Enti-
ties in DiaKG has two characteristics that stand out: 1. Entities may attribute
to different types according to the contextual content; for example,
in sentence is a ‘Disease’ type, while in the sentence

serves as a ‘Reason’ type; 2. Some entity types are of
long spans, like ‘Pathogenesis’ type is usually consisted of a sentence.

https://tianchi.aliyun.com/dataset/dataDetail?dataId=88836
https://tianchi.aliyun.com/dataset/dataDetail?dataId=88836
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Table 1. List of entities

Relation. Relations are centered on ‘Disease’ and ‘Drug’ types, where a total
of 15 relations are defined (Table 2). Relations are annotated on the paragraph
level, so entities from different sentences may form a relation, which has raised
the difficulty for the relation extraction task. Head entity and tail entity existing
in the same sentence only account for 43.4% in DiaKG.

2.3 The Annotation Process

The annotated process is shown in Fig. 1. The process can be divided into two
steps:

OCR Process. The PDF files are transformed to plain text format via the OCR
tool1, where non-text data like figures and tables are manually removed. Addi-
tionally 2 annotators manually check the OCR results character by character to
avoid misrecognitions, for example, may be recognized as .

Annotation Process. 6 M.D. candidates were employed and were trained
thoroughly by our medical experts to have a comprehensive understand-
ing of the annotation task. During the trial annotation step, we cre-
atively invited 2 AI experts to label the data simultaneously, based on
the assumption that AI experts could provide data insight from the
model’s perspective. For example, medical experts are inclined to label

1 https://duguang.aliyun.com/.

https://duguang.aliyun.com/
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Table 2. List of relations

as a whole
entity, while AI experts regard , ‘maturity-onset diabetes of the
young’ and ‘MODY’ as three separate entities are more model-friendly. Feedback
from AI experts and the annotators were sent back to the medical expert to refine
the annotation guideline iteratively. The formal annotation step started by the
6 M.D. candidates and 1 medical experts would give timely help when needed.
The Quility Control (QC) step was conducted by the medical experts to
guarantee the data quality, and common annotation problems were corrected in
a batch mode. The final quality is evaluated by the other medical expert via ran-
dom sampling of 300 records. The accuracy rates of entity and relation are 90.4%
and 96.5%, respectively, demonstrating the high-quality of DiaKG. The exam-
ined dataset contains 22,050 entities and 6,890 relations, which is empirically
adequate for a specified disease.

2.4 Data Statistic

Detailed statistical information for DiaKG is shown in Table 1 and Table 2.

3 Experiments

We conduct Named Entity Recognition (NER) and Relation Extraction (RE)
experiments to evaluate DiaKG. The codebase is public on github2, and the
implementation details are also illustrated on the github repository.

2 https://github.com/changdejie/diaKG-code.

https://github.com/changdejie/diaKG-code
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Fig. 1. The annotated process of the diabetes dataset.

3.1 Named Entity Recognition (NER)

We only report results from X Li et al. (2019) [8] since it is the SOTA model for
NER with nested settings at the time of this writting.

3.2 Relation Extraction (RE)

The RE task is defined as giving the head entity and the tail entity, to classify the
relation type. Due to the simplified setting, we report results from bi-directional
GRU-attention [9] in this paper.

4 Analysis

The experimental results are shown in Table 3 and Table 4. We report the total
result, plus the top 2 and last 3 types’ results for each task to analyze DiaKG.

The overall macro-average scores for the two tasks are 83.3% and 83.6%,
respectively, which are satisfying considering the multifarious types we define,
also demonstrating DiaKG’s high quality. For the NER task, the results of ‘Dis-
ease’ and ‘Drug’ types are as expected because these two types exist frequently
among the documents, thus leading to a higher score. The average entity length
for ‘Pathogenesis’ type is 10.3, showing that the SOTA MRC-Bert model still
can not handle the long spans perfectly; We analyzed errors of the ‘Symptom’
and ‘Reason’ types and found that the model is prone to classify entities as other
types, mainly contributing to the characteristic that entity may be of different
types due to the contextual content. For the RE task, the case study shows
that entities with long distance are difficult to classify. For example, entities
with ‘Drug Diesease’ type usually exist in the same sub-sentence, whereas the
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Table 3. Selected NER results

Entity Precision Recall F1

Total 0.814 0.853 0.833

Drug 0.881 0.902 0.892

Disease 0.794 0.91 0.848

Pathogenesis 0.595 0.667 0.629

Symptom 0.535 0.535 0.535

Reason 0.333 0.3 0.316

Table 4. Selected RE results

Relation Precision Recall F1

Total 0.839 0.837 0.836

Class Disease 0.968 0.874 0.918

ADE Drug 0.892 0.892 0.892

Test Disease 0.648 0.636 0.642

Pathogenesis Disease 0.486 0.692 0.571

Operation Disease 0.6 0.231 0.333

ones with ‘Reason Disease’ type are usualy located in different sub-sentences,
sometimes even in different sentences. The above experimental results demon-
strate that DiaKG is challenging for most current models and it is encouraged
to employ more powerful models on this dataset.

5 Conclusion and Future Work

In this paper, we introduce DiaKG, a specified dataset dedicated to the diabetes
disease. Through a carefully designed annotation process, we have obtained a
high-quality dataset. The experiment results prove the practicability of DiaKG
as well as the challenges for the most recent typical methods. We hope the release
of this dataset can advance the construction of diabetes knowledge graphs and
facilitate AI-based applications. We will further explore the potentials of this
corpus and provide more challenging tasks like QA tasks.

Acknowledgments. We want to express gratitude to the anonymous reviewers for
their hard work and kind comments. We also thank Tianchi Platform to host DiaKG.
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Abstract. Multimodal entity linking (MEL) aims to utilize multimodal
information to map mentions to corresponding entities defined in knowl-
edge bases. In this paper, we release three MEL datasets: Weibo-MEL,
Wikidata-MEL and Richpedia-MEL, containing 25,602, 18,880 and
17,806 samples from social media, encyclopedia and multimodal knowl-
edge graphs respectively. A MEL dataset construction approach is pro-
posed, including five stages: multimodal information extraction, mention
extraction, entity extraction, triple construction and dataset construc-
tion. Experiment results demonstrate the usability of the datasets and
the distinguishability between baseline models. All resources are avail-
able at https://github.com/seukgcode/MELBench.

Keywords: Entity linking · Multimodal · Knowledge graph

1 Introduction

Entity linking (EL) is the task of mapping mentions to the corresponding enti-
ties in the knowledge bases, which plays a pivotal role in tasks such as semantic
retrieval, recommendation system and question answering. Existing approaches
mainly address the problem via textual information. However, on the one hand,
it is still challenging that linking mentions from short and coarse text. On the
other hand, in real-world data, such as social media, encyclopedia, and mul-
timodal knowledge graphs, entities are often described with both textual and
visual information. To this end, it is necessary to combine multimodal informa-
tion to address the EL task, which is called multimodal entity linking (MEL).

To the best of our knowledge, there is still a lack of public MEL datasets.
Moon et al. [1] released a dataset for multimodal named entity disambiguation
that could be used in MEL, but it is not accessible. Adjali et al. [2] constructed
a MEL dataset from Twitter. However, the dataset cannot be reproduced due
to a large amount of Twitter contents are expired.

The work is supported by All-Army Common Information System Equipment Pre-
Research Project (No. 31514020501, No. 31514020503).
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Therefore, to facilitate the MEL research, we release three new MEL datasets:
Weibo-MEL, Wikidata-MEL and Richpedia-MEL, for three real-world scenar-
ios: social media, encyclopedia, and multimodal knowledge graphs. Weibo-MEL
has more than 25K multimodal samples collected from Weibo and CN-DBpedia
[3]. Wikidata-MEL contains more than 18K multimodal samples based on Wiki-
data and Wikipedia. Richpedia-MEL is constructed based on Richpedia [4] and
Wikipedia, contains more than 17K multimodal samples. In addition, we imple-
ment six MEL baseline models on the datasets to verify the usability of our
datasets and the distinguishability between baseline models.

2 Datasets Construction

2.1 Construction Approach Overview

To construct large-scale MEL datasets, we propose a MEL dataset construction
approach, including five stages. In Multimodal Information Extraction, we
select multimodal data sources and extract textual and visual information. In
Mention Extraction, we extract mentions from textual information and keep
the mentions which corresponding entities may exist. In Entity Extraction, we
query the knowledge bases with the filtered mentions, gather the entity lists, and
save the correct entities. In Triple Construction, we merge the corresponding
mentions and entities into mention-entity (M-E) pairs, and combine them into
triples with textual and visual information. Then, we keep the correct triples as
the samples of the MEL dataset. Finally, in Dataset Construction stage, we
partition the dataset into training set (70%), validation set (10%) and testing
set (20%). The overview of the approach is illustrated in Fig. 1.
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Fig. 1. Overview of the MEL dataset construction approach.

2.2 Weibo-MEL Dataset Construction

Stage 1: Multimodal Information Extraction. We choose Weibo as the
data source, randomly select 1500 users and collect their Weibo contents between
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January 1, 2021 and April 1, 2021. In this stage, 89,253 original contents are
collected and 25,602 contents are preserved.

Stage 2: Mention Extraction. We utilize TexSmart NER model [5] for men-
tion extraction. 64,273 mentions are gathered and 35,716 mentions are saved.

Stage 3: Entity Extraction. we choose CN-DBpedia as the knowledge base
and input the mentions to the mention-to-entity API1 to get the corresponding
entities. Finally, 99,290 entities are obtained and 34,204 entities are selected.

Stage 4: Triple Construction. In this stage, 34,204 M-E pairs and 27,532
samples are combined. Finally, we save 31,516 M-E pairs and 25,602 samples of
the Weibo-MEL dataset.

Stage 5: Dataset Construction. After division, the training set, validation
set and testing set contain 17,921, 2,560 and 5,121 samples, correspondingly.

2.3 Wikidata-MEL Dataset Construction

Stage 1: Multimodal Information Extraction. We choose Wikidata and
Wikipedia as data sources. Wikidata is a knowledge base that provides a large
amount of structural knowledge. However, Wikidata lacks descriptions of enti-
ties. Therefore, we gather entities with Wikidata and multimodal descriptive
information using Wikipedia. We randomly generate 30,000 Wikidata IDs and
keep the corresponding information through the MediaWiki API2. As a conse-
quence, we collect 27,758 items and preserve 25,256 items.

Stage 2: Mention Extraction. To label mentions, we propose a mention-
labeling algorithm, including three steps: Accurate matching uses the longest
common subsequence algorithm and labels the common part of the textual infor-
mation and the entity names corresponding to the Wikidata ID as mentions;
Fuzzy matching is to analyze the common prefix and normalized edit distance
between textual information and entity names, and the strings which the com-
mon prefix lengths are more than zero and the normalized edit distances are less
than the threshold are marked as mentions; Abbreviation matching is to find
the abbreviations of entity names and mark them as mentions. Finally, 26,221
mentions are identified and 23,183 mentions are preserved.

Stage 3: Entity Extraction. We select Wikidata as the knowledge base. In
the Mention Extraction stage, we preserve the entities corresponding to the
identified mentions. After manual selection, we store 23,048 correct entities.

Stage 4: Triple Construction. We combine 23,048 M-E pairs and 19,102 sam-
ples, and after manual selection, we save 22,534 M-E pairs and 18,880 samples
of the Wikidata-MEL dataset.

Stage 5: Dataset Construction. Finally, the training, validation and testing
set of Wikidata-MEL contain 13,216, 1,888 and 3,776 samples, respectively.
1 http://kw.fudan.edu.cn/apis/cndbpedia.
2 https://www.mediawiki.org/wiki/API.

http://kw.fudan.edu.cn/apis/cndbpedia
https://www.mediawiki.org/wiki/API
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2.4 Richpedia-MEL Dataset Construction

Stage 1: Multimodal Information Extraction. We choose Richpedia, a mul-
timodal knowledge graph containing a wealth of textual and visual descriptions,
as the data source. From Richpedia, We randomly select 20,000 items containing
textual and visual information.

Stage 2: Mention Extraction. TexSmart NER model is also used for extract-
ing mentions from Richpedia items. We get 53,246 mentions and, after manual
selection, save 23,642 mentions.

Stage 3: Entity Extraction. Wikidata is chosen as the knowledge base. We
also use MediaWiki API to gather the entities corresponding to the mentions.
Subsequently, we preserve 21,206 entities by manual selection.

Stage 4: Triple Construction. After merging, we obtain 21,206 M-E pairs
and 18,153 samples and eventually select 20,752 M-E pairs and 17,806 samples
of the Richpedia-MEL dataset.

Stage 5: Dataset Construction. The training, validation and testing sets of
Richpedia-MEL contain 12,464, 1,780 and 3,562 samples respectively.

3 Datasets Statistics and Analysis

As described in Sect. 2, we construct three new MEL datasets: Weibo-MEL,
Wikidata-MEL and Richpedia-MEL datasets, containing 25,602, 18,880 and
17,806 samples corresponding to 31,516, 22,534 and 20,752 mention-entity (M-E)
pairs. The statistics of the datasets are summarized in Table 1, which contain the
number of samples, M-E pairs, average text length, and average mention num-
ber. In addition, we analyze the text length and mention number distribution of
the datasets as Fig. 2 shown.

Table 1. Statistics of the datasets.

Dataset Samples M-E Pairs Text length (avg.) Mention number (avg.)

Weibo-MEL 25,602 31,516 42.6 1.23

Wikidata-MEL 18,880 22,534 8.4 1.19

Richpedia-MEL 17,806 20,752 13.6 1.17

Text Length. As shown in Table 1, the average text length of Weibo-MEL,
Wikidata-MEL and Richpedia-MEL are 42.6, 8.4 and 13.6. Meanwhile, it can
be observed from Fig. 2 (a) that the text lengths of Weibo-MEL are composed
of 40–60 words. And from Fig. 2 (b), the text lengths of Wikidata-MEL and
Richpedia-MEL mainly in 4–16 words. In summary, the text of Weibo-MEL is
longer, which provides richer textual information than the text of Wikidata-MEL
and Richpedia-MEL.
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Fig. 2. Text length and mention number distribution of the datasets.

Mention Number. From Table 1, it could be found that the average mention
number of Weibo-MEL, Wikidata-MEL and Richpedia-MEL are 1.23, 1.19 and
1.17. Additionally, Fig. 2 (c) depicts the distribution of mention number in the
textual information. It can be seen that most samples contain a single mention
and few samples contain multiple mentions. Meanwhile, there are some samples
that do not contain any mentions.

4 Benchmark Results

In order to verify the usability of the datasets, we evaluate six MEL models
on our datasets: ARNN [6] utilizes the Attention-RNN to predict associations
with candidate entity textual features. BERT [7] selects the transformer layers
to encode tokens. JMEL [8] utilizes fully connected layers to project the tex-
tual and visual features into an implicit joint space. DZMNED [1] utilizes a
concatenated multimodal attention mechanism to fuse textual and visual fea-
tures. DZMNED-BERT replaces the Glove pre-training model with BERT.
HieCoATT-Alter [9] uses alternating co-attention and three textual levels to
calculate co-attention maps. Table 2 shows the Top-1 and Top-10 accuracy results
of the models in our datasets.

Table 2. Results of the baseline models at Top-1 and Top-10 accuracies (%). (T:
textual modal, V: visual modal).

Modalities Models Weibo-MEL Wikidata-MEL Richpedia-MEL

Top-1 Top-10 Top-1 Top-10 Top-1 Top-10

T ARNN 41.3 53.4 32.0 56.6 31.2 45.9

T BERT 42.4 54.0 31.7 57.8 31.6 47.6

T + V JMEL 41.8 53.9 31.3 57.9 29.6 46.6

T + V DZMNED 40.6 54.3 30.9 56.9 29.5 45.8

T + V DZMNED-BERT 46.3 55.5 34.7 58.1 32.4 48.2

T + V HieCoATT-Alter 47.2 56.2 40.5 69.6 37.2 54.2
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As can be observed from Table 2, HieCoATT-Alter has 2.2% to 11.8%
improvement accuracy in three datasets compared to BERT, indicating the dis-
tinguishability between baseline models. Additionally, the models using only
textual information can achieve competitive results in simple tasks (Top-10),
but perform much worse than the models utilizing both textual and visual infor-
mation in difficult tasks (Top-1), which illustrates that visual information of the
datasets helps to improve the effect of the models in MEL task. In summary, our
MEL datasets can distinct the baseline models, and can be used as benchmarks.

5 Conclusion

To compensate for the lack of public MEL datasets, we release Weibo-MEL,
Wikidata-MEL and Richpedia-MEL, three MEL large-scale datasets involving
social media, encyclopedia and multimodal knowledge graphs. The datasets
can be reproduced using the dataset construction approach proposed in this
paper. Moreover, we verify the usability of the datasets and the distinguishabil-
ity between baseline models, so that the datasets can be used as benchmarks of
MEL.
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Abstract. Large-scale datasets for mobile applications (a.k.a.“app”)
such as AndroZoo++ and AndroVault have become powerful assets
for malware detection and channel monitoring. However, these datasets
focus on the scale of apps while most apps in them remain isolated and
cannot easily be referenced and linked from other apps. To fill these gaps,
in this paper, we present a mobile application knowledge graph, namely
MAKG, which aims to collect the apps from various resources. We design
a lightweight ontology of apps. It can bring a well-defined schema of
collected apps so that these apps could share more linkage with each
other. Moreover, we evaluate the algorithms of information extraction
and knowledge alignment during the process of construction, and select
the competent models to enrich the structured triples in MAKG. Finally,
we list three use-cases about MAKG that are helpful to provide better
services for security analysts and users.
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1 Introduction

With the popularity of smart phones and mobile devices, the number of mobile
applications (a.k.a. “app”) has been growing rapidly, which provides great
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convenience to users for online shopping, education, entertainment, financial
management etc. [1]. According to a recent report1, as of January 2021, there
were over 2.5 and 3.4 million apps available on Google Play and App Store,
respectively, and global downloads of mobile applications have exceeded 218 bil-
lion. With large amounts of apps, it also provided the chances for cybercriminals
such as thieving private data, propagating false news and pornography, online
scam. According to the statistic of National Internet Emergency Center (NIEC)
in China, since the first half of 2019, there have been more than 15,000 false loan
apps by mobile Internet as a carrier that cause substantial damage to numerous
users. Therefore, it is essential to build a mobile application knowledge graph
for cybersecurity and provide better services (e.g., semantic retrieval, sensitive
detection) for security analysts and users.

There exist several knowledge bases of mobile applications that are con-
structed in the past decade, and gain a remarkable attraction from researchers
of both academia and industry [2]. Most of them are ongoing efforts to gather
millions of executable apps from diverse sources, and define dozens of types of
apps to share with the research community for relevant research works [3,4].
Meanwhile, other constructed datasets focus on the specific services in cyber-
security such as malware detection [5], channel monitoring [6], vulnerability
assessment [7].

Although above knowledge bases contain various apps, they suffer from two
limitations. Firstly, most apps in these datasets remain isolated among application
markets, which cannot easily be referenced and linked from other apps [2]. Hence,
these apps without comprehensive properties and linkages may raise challenges
for security analysts and users who need to judge the security of current apps.
Secondly, apps in these knowledge bases lack well-defined schema, which may limit
resources to share and reuse for above services in cybersecurity [7].

To fill the above gaps, we dedicate to a continuous effort to collect apps and
construct mobile application knowledge graph, namely MAKG, for the research
of cybersecurity. Precisely, we design a lightweight ontology that brings a well-
defined schema of collected apps including 26 basic classes, 11 relations and
45 properties. It not only can make apps share more linkage with each other,
but also bring better services such as resources integration, recommendation.
Moreover, we evaluate the algorithms of information extraction and knowledge
alignment during the process of construction, and select the competent models
to enrich the structured triples for MAKG. Finally, we present three use-cases
based on MAKG, which is helpful to provide better services for security analysts
and users.

1 https://www.appannie.com/cn/insights/market-data/mobile-2021-new-records-
beckon/.

https://www.appannie.com/cn/insights/market-data/mobile-2021-new-records-beckon/
https://www.appannie.com/cn/insights/market-data/mobile-2021-new-records-beckon/
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2 The Construction of Mobile Application Knowledge
Graph

Figure 1 illustrates the workflow of MAKG construction pipeline, which mainly
includes five phases: ontology definition (Sect. 2.1), app crawling (Sect. 2.2),
knowledge extraction (Sect. 2.3), knowledge alignment (Sect. 2.4), and knowl-
edge storage (Sect. 2.5). With the help of MAKG, the security analysts and
users can employ better services such as semantic retrieval, recommendation,
sensitive detection and so on.

Application Crawling

Knowledge Extraction

service request  activate services  

 semantic retrieval
 recommendation
sensitive detection

Knowledge Storage

Knowledge Alignment

Fig. 1. The workflow of MAKG construction.

2.1 Ontology Definition

To model a well-defined schema of apps for the research of cybersecurity, we
discuss with analysts who worked on the China Academy of Industrial Internet,
and discover that the vast majority of conceptualizations (e.g., functionPoint,
interactionMode, availableState) described for apps (e.g., Facebook, Twitter)
are not asserted online. Therefore, we choose appropriate terms based on the
survey of existing conceptualizations in view of cybersecurity, and define a set
of relations and properties by protégé2 to cover the related features of mobile
applications. On the other hand, we collect the labels from different encyclo-
pedias, and extend the synonyms for relations and properties manually, which
is helpful for the models of knowledge extraction and knowledge alignment to
enrich structured triples for our knowledge graph.

Figure 2 shows an overview of our lightweight ontology, where red edges and
blue ones represent subclassof and rdfs:type relations, respectively, which are
two basic relations. The green ones represent the relations, and the violet ones

2 https://protege.stanford.edu/.

https://protege.stanford.edu/
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Fig. 2. The overview of lightweight ontology (Color figure online)

represent properties. Overall, we define 26 basic concepts, 11 relations and 45
properties in the ontology. Benefited from a well-defined schema, it not only can
make apps present more comprehensive properties to security analysts and users,
but also can generate more shared linkages among apps.

2.2 App Crawling

With the help of scrapy framework, we crawl the descriptive information of apps
published from Google Play3, App Store4, Xiaomi App Store5 and Huawei App
Market6. We simply give an introduction for these four markets.

– Google Play. Its former is called Android Market, which is the official dis-
tribution storefront for Android applications and other digital media. It is
available on mobile devices and tablets that run the Android operating sys-
tem (OS).

– App Store. It is a digital distribution platform for mobile applications on
iOS and iPadOS operating systems that are developed and maintained by
Apple Inc.

– Xiaomi App Store. It is an android app recommendation software in the
ROM of MIUI Android system of Xiaomi technology, which is one of the
largest platforms that can discover entertainment Android apps and games
for users.

– Huawei App Market. It is the official app distribution platform developed
by Chinese technology company Huawei, which is one of the largest platforms
that provide Android apps run in EMUI operating system.

3 https://play.google.com/store/apps.
4 https://www.apple.com/app-store.
5 https://app.mi.com/game.
6 https://appgallery.huawei.com.
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Table 1 lists the statistics of crawled apps from application markets, in which
more than 347 thousand apps are collected and they are transformed into about
7 million triples. Notice that the number of apps in Google Play is larger than
others because the language of their names and descriptions is multilingual.

Table 1. The statistics of crawled apps from application markets

Application Market Google Play App Store Xiaomi App Store Huawei App Market

�Apps 273802 3137 27694 43287

�Relations 4 3 3 5

�Properties 15 5 12 14

�Entities 382358 5724 47478 70954

�Triples 5210417 25088 384648 1384854

2.3 Knowledge Extraction

Crawling description information of apps from application markets is the most
direct way to build KG. However, existing labels in the application markets are
not adequate to cover the value of properties in our designed ontology, which
impedes the discovery of the shared linkage among apps. Therefore, we try to col-
lect related web pages from encyclopedias (e.g., Baidu Baike7, Toutiao Baike8),
textual descriptions and news related to apps that are published on the website
so as to fill the lacked value of these properties.

We mainly consider the following strategies to parse web pages and textual
descriptions so as to obtain structured triples of apps and enrich their lacked
value.
– Infobox-Based Ccompletion. It is a common skill that complements the

lacked value of properties. We employ the string matching method (e.g., Lev-
enshtein measure) to calculate the similarity of labels in Infobox and prop-
erties in the designed ontology, and further construct their correspondences
such as Market) in ontology Platform.

– Named Entity Recognition. For the defined concepts (e.g., Developer
and Company) in our designed ontology, we evaluate several methods named
entity recognition and select NcrfPP [8] to capture the related value of apps,
which is designed for quick implementation of different neural sequence label-
ing models with a CRF inference layer and obtain the best performance in
our evaluation.

– Relation Extraction. For several important relations (e.g., Headquarter)
and properties (e.g., publishedTime) in our designed ontology, we employ
promising relation extraction models from two platforms (i.e., OpenNRE9

and DeepKE10), and select the best one based on our dataset to obtain the
7 https://baike.baidu.com.
8 https://www.baike.com.
9 https://github.com/thunlp/OpenNRE.

10 https://github.com/zjunlp/deepke.
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structured descriptive information of apps. As several labeled relations in the
corpus are not enough, we also try to utilize few-shot relation extraction to
achieve our goal.

Finally, we retrieve 2493 and 2503 apps from Baidu Baike and Toutiao Baike,
and add nearly 69092 structured triples into MAKG. Relatively, with the help of
named entity recognition and relation extraction, we obtain 29651 triples based
on our selected basic relations from textual descriptions and encyclopedias for
MAKG.

2.4 Knowledge Alignment

We notice that most apps are usually published in various application markets
(e.g., Android ones), but their descriptive labels and value from application
markets are heterogeneous. Moreover, there exist differences in the perspectives
of apps’ relations and properties from different application markets. Therefore,
it is essential to find the correspondences among apps and entities from different
markets, which can share and reuse the information to provide better services for
security analysts and users. To achieve this goal, we try to employ the following
approaches for knowledge alignment.

– Rule miner method [9]. It is a semi-supervised learning algorithm to iter-
atively refine matching rules and discover new matches of high confidence
based on these rules.

– Knowledge graph embedding-based method [10]. It encodes entities
and relations of knowledge graph in a continuous embedding space and mea-
sures entity similarities based on the learned embeddings.

Based on above models of knowledge alignment, we finally obtain the align-
ments among application markets11 and then manually verify them. The concrete
statistic of correspondences is listed in Table 2.

Table 2. The statistic of correspondences for knowledge alignment

Market � APP � Entities � Triples � Equivalent enti-

ties in Huawei

App Market

� Equivalent enti-

ties in Xiaomi

App Store

� Equivalent enti-

ties in Google

Play

Huawei App Market 43287 70954 1384854 – 27397 1526

Xiaomi App Store 27694 47478 384648 27397 – 979

Google Play 273802 382358 5210417 1526 979 –

11 As the number of App Store is fewer than other markets, we do not list the results
of it.
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2.5 Knowledge Storage

After we utilized the crawled data to instantiate the properties based on our
designed ontology, and employed knowledge extraction and knowledge alignment
to enrich the structured triples to our knowledge graph, we transform them
into structured triples {(h, r, t)} with specified URL by Jena12. For knowledge
storage, we employ Neo4j13 to store the transformed triples, which is one of the
efficient graph bases for storing the RDF triples and provide one convenience
query language called Cypher. To keep MAKG in sync with the evolving apps,
we try to periodically update the descriptive information of apps by crawling
above sources and record updated logs.

3 Use-Cases

We list three use-cases based on MAKG (shown in Fig. 1) about cybersecurity.
Firstly, it can achieve semantic retrieval. For example, if users query one app,
MAKG can present its comprehensive structured information to them. Moreover,
we can further employ entity linking techniques [11] to link apps to the news of
their appearing textual descriptions. Benefited from above cases, users can fully
understand the information of apps and avoid downloading some invalid apps.
Secondly, it can help security analysts to detect some sensitive apps, which own
more conditions or plausibility than normal apps that become the hotbeds for
related cybercriminals. With the help of comprehensive relations and proper-
ties, analysts can define some prior rules or employ more promising algorithms
to evaluate the sensitivity and rank them. It can lower the risk of some sensitive
apps in advance. Thirdly, it can recommend some similar apps for users and
security analysts when they request some services. Similarly, if suitable algo-
rithms [12] are utilized for the recommendation, it can reduce the potential risks
and maintain the security of the mobile internet.

4 Conclusion

In this paper, we presented a mobile application knowledge graph, namely
MAKG. Our work is to collect apps from application markets and external
resources. Lots of structured triples are obtained by information extraction tech-
niques according to our designed ontology for enriching MAKG. We further
employ knowledge alignment models to generate correspondences among apps
from different markets so as to share and reuse the information of apps. The
result is a high-quality mobile application dataset, which provides an open data
resource to the researchers from The Semantic Web and CyberSecurity. As future
work, our plan is to broaden the apps and enrich their structured information,
so that MAKG becomes more comprehensive and covers more topics. Besides,
we try to explore promising algorithms for the use-cases serviced for security
analysts and users.
12 http://jena.apache.org/.
13 https://neo4j.com/.
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