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1 Introduction

Crowd counting has become an innovative idea in smart environments. It has
gained serious attention in recent years as there is rapid development in private and
public places due to the increase in global population. With an increase in popu-
lation, there is a large amount of hustle and bustle almost everywhere which can
lead to massive chaos that can be life threatening and hence should always be
prevented in critical environments. Single image-based crowd counting is still
gaining attention and is one of the difficult topics due to the complex distribution of
people, non-uniform illumination, low image resolution, and dense crowds that
have excessive overlaps and occlusions within each other. Moreover, perspective
effects can cause a huge contrast in human appearance. For example, in the regions
of people close to the camera, the people heads are big and their respective density
values are accordingly low, and in the regions of people farther from a camera, the
heads are small and the density values are high.

In recent times, the crowd counting problem has been addressed by a huge
number of methods such as SFANet [1] and SegNet [1], NAS [2], compact [3]
convolutional neural network, and HYGNN [4]. The prevalent crowd counting
methods can be broadly categorized into: Detection then counting, direct count
regression, CNN-based methods, perspective-based methods. Detection then
counting-based methods involve more computations, and these types of methods
are only suitable for fewer crowd densities and fail if the density of crowd is high.
Direct count regression methods reduce the computations, and it produces more
accurate results compared to detection then counting methods but they are not
efficient when there are excessive overlaps in an image. CNN-based methods pay
attention to multi-scale and multi-column architecture that integrates features in
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variable sizes of the respective fields and can detect the people in the case of
excessive overlaps. But, CNN-based methods have not focused on perspective
changes. Perspective-based methods focus on the continuous scale variations [5] of
every single person and perspective information played a major role in the pre-
diction. So far, perspective and CNN-based methods have achieved higher per-
formance than other methods in terms of accuracy and robustness.

2 Categories of Approaches Perspective-Based Crowd
Counting

As shown in Fig. 1, a generic crowd counting model learns the spatial and per-
spective features from input images.

2.1 Detection Then Counting

In most of the early approaches [6, 7], crowd counting estimation is done by first
detecting and segmenting individual objects in the scene then followed by counting.
Some of the challenges faced by these kinds of methods are, they are computa-
tionally expensive as they produce more accurate results than the overall count and
are mostly suitable for scenes in which the crowd density is low, and they do not
perform well on scenes having high crowd density. Another challenge is that a large
amount of work is needed in scenes having high crowd density, which includes
bounding box or instance mask to train the object detectors.

2.2 Regression-Based Methods

In this kind of method, the detection problem which is faced by detection-based
methods is avoided, and image features are used to estimate crowd counts. Earlier
methods [8, 9] gave poor performance because count prediction is done based on
the information from the features, and the spatial awareness is completely ignored.
In the later methods [10, 11], crowd count is obtained by first generating the density

Fig. 1 Overview of perspective-based crowd counting
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map and then combining all the information (pixel values) over the density
map. Though spatial information is provided up to an extent by learning the density
map, these methods lack in maintaining the high-frequency dissimilarities in the
density map.

2.3 Graphical Methods

The concept of graphical neural network (GNN) was first introduced by Scarselli
et al. in 2008 [12]. It extended recursive neural networks for processing graphical
structure data. In 2016, Li et al. [13] proposed gated recurrent units to improve the
representation capacity of GNN. To generalize the GNN, Gilmer et al. [14] in 2017
used message passing neural networks. The essential idea of GNN is to enhance the
node representations by propagating information between nodes. Recently, GNN
has been successfully applied in various applications like human-object interac-
tions, attribute recognition, and crowd count estimation.

2.4 CNN-Based Methods

In recent years, there has been a rapid growth in CNN-based methods. Multi-scale,
multi-task, and other techniques are usually carried out with the help of CNN-based
approaches. Recently, there is an increase in the methods which incorporate han-
dling of scale variation issues. Some of these include MCNN, which is a
multi-column architecture proposed by Zhang et al. To obtain features with various
scales, this architecture makes use of different filters on separate columns [15].
SANet is a novel encoder-decoder network proposed by Xinkhun et al. where
multi-scale features are extracted by the encoder by using scale aggregation mod-
ules, and the high-resolution density maps are generated by decoder [16]. Also,
there exist studies which focus on perspective maps [17] and region of interest
(ROI) [18] to enhance the robustness and accuracy of the model.

3 Review on Recent Methods of PCC

3.1 Perspective Crowd Counting (PCC Net)

The entire PCC Net consists of three modules, which include density map esti-
mation (DME), random high-level density classification (R-HDC), and fore-/
background segmentation (FBS) [5]. Along with it, the Down Up Left Right
(DULR) module is also present which takes the input from the full convolution
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network (FCN) and passes the features maps with encoded perspective changes to
the DME and FBS module. Density map estimation (DME) module helps to gen-
erate density maps for crowd images. This module uses the FCN which can accept
input of any dimension. In addition to that, upsampling is also done on the feature
maps using the deconvolution layer present inside the full convolution network.

Random High-Level Density Classification (R-HDC). To learn global contextual
information, the R-HDC module is used. In this, the entire density is divided into
ten types of high-level labels. To perform this, an entire image is broken into many
patches to cover the entire image. Then for each part, a random region of interest
(ROI) is generated. This ROI generated must be as large as to cover more than 1/16
part of the image [5]. Then the pooling layer generates the feature maps for the ROI.
Then the FCN layer classifies the feature maps as one among the ten high-level
labels. In simple terms, the R-HDC model estimates the density of the image and
then divides it into ten patches with labels.

Fore-/Background Segmentation (FBS). DME + R-HDC module neglects the
contextual information in congested crowd scenes. To consider this, FBS is used. In
this module, they generate a head segmentation map. This map helps us to cover the
face region, its structure, and the semantic features. The last feature map in the FBS
module is added with the last feature map of the DME module to obtain density
map estimation [5].

Down Up Left Right (DULR) Module. By this point, the model can learn con-
textual features, global features, and local features. To translate perspective changes
from four directions, this DULR module is used. The DULR module consists of
four convolution layers, each handling four directions, namely top, down, left to
right, and right to left, respectively. In each layer, the entire feature map is divided
into h parts where h represents the height of the feature map [5]. Then each part is
fed into the respective layer, and the output is then concatenated with the next
part. For every convolution layer, this process is repeated iteratively for h parts. The
output feature map of each layer is passed as the input feature map to the next layer.
Note that the input feature map of the DULR module is of same shape as that of the
output feature map of the DULR module.

3.2 Spatial Divide-and-Conquer (S-DC) Net

From Quantity to Interval. Rather than using regression to count the values in an
open set, the local counts and classified count intervals are discretized. The interval
partition of [0, +∞) is discretized as {0}, (0, C1], (C2, C3], …, (CM − 1, CM] and
(CM, +∞). Here, M + 1 sub-intervals are present. The count value in (C2, C3] is
labeled as first class. This should not exceed the maximum local count present in
the training set, which is obvious. The mid-value of every sub-interval is calculated
dynamically when counting each interval; CM will be the last count value as the
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last sub-interval is (CM, + ∞]. But this leads to error, and this error is reduced by
S-DC Net.

S-DC Net consists of VGG16 [19] feature encoder, Unet [20] decoder, a count
interval classifier, and a division decider [21]. In the classifier, the first average
pooling layer will have a stride size 2 and the final prediction will be of stride size
64. The fully connected layers are removed by the feature encoder. Assume the
input size of the as 64 � 64. The feature map F0 is obtained from the convolution
layer 5. From, 1/32nd resolution of the input image and extracted feature map F0,
the classifier predicts the class label of count interval CLS0. The local count C0 can
be obtained from CLS0.

In the first stage of execution, the shared classifier gets the input from the fused
feature map F1. The division count C1 is obtained from the shared classifier.
Precisely, F0 is upsampled by �2 and attached to F1. The classifier extracts local
features that related to spatially partitioned sub-regions. C1 is obtained from F1 and
the classifier. Every 2 � 2 elements in C1 indicate the sub-count of the propor-
tionate 32 � 32 sub-region. The division decider is used to divide among the
obtained local counts C0 and C1. In the first stage of S-DC, the division decider
produces a soft division mask W1 of similar size as C1 on F1 like for any w W1,
w [0, 1]. No division is necessary at that position when w equals to zero. The
division count C1 should be substituted in place of initial prediction when w equals
to one. As W1 and C1 are double the count of C0, C0 is upsampled by �2. Initial
stage division count is calculated as,

DIV1 ¼ 1�W1ð Þ o avg C0ð ÞþW1 o C1 ð1Þ

Here, 1 represents the matrix packed with ones and has the same size as W1. “o”
represents Hadamark product, and avg represents averaging redistribution operator.
S-DC Net can also be implemented by dividing the feature map till the first con-
volution block output is obtained.

3.3 Spatial/Channel-Wise Attention Regression Networks
(SCAR)

Overview. The SAM and CAM attention models are the two important modules of
the SCAR [20] network. First, the image is fed into a local feature extractor [22],
which consists of the VGG-16 as backbone (first ten convolutional layers) followed
by the dilation module. Even though this output contains some spatial contextual
information, it is not large enough, and also it does not encode attention features. To
get rid of these drawbacks, two stream architectures (SAM and CAM) are designed
to translate spatial attention features as well as channel-wise attention features. At
last, the predicted density map is obtained by concatenating the two types of
features maps (one from SAM and other from CAM) via convolution operation.
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Spatial-Wise Attention Model (SAM). For global images, it can be observed that
there is a certain uniformity in the density distribution locally and globally because
of perspectives changes of crowded scenes. Also, there is a consistent gradual trend
of density change. To encode these two observations, SAM is designed. SAM
considers a large range of contextual information and identifies the density distri-
bution change. The output from the VGG-16 backbone layer which is of size
C � H � W is fed into three different convolutional layers of kernel size 1 � 1
[22]. Then by applying reshape or transformations, three features maps S1, S2, and
S3 are attained. The spatial attention map Sa [22] of size HW � HW is generated
by performing matrix multiplication of S1 and S2 followed by applying softmax
operation. The obtained Sa then undergoes matrix multiplication with S3, and then
output is reshaped to C � H � W. Then the output is scaled by a learnable factor
and undergoes sum operation with F (output from VGG-16 backbone) to give the
final output of SAM.

Channel-Wise Attention Model (CAM). Channel-wise attention model (CAM) is
similar in structure with SAM. The purpose of CAM is to translate large-range
dependencies on channel dimension [22]. The similarity between the foreground
and background textures can be addressed by using CAM. There are two main
differences between SAM and CAM. SAM has three convolution layers of size
1 � 1, whereas CAM has only one, and the intermediate feature maps are of
different dimensions in SAM and CAM.

3.4 S-DC Net + DULR

We explore S-DC Net + DULR architecture by integrating the S-DC Net and
DULR module. The detailed architecture is given in Fig. 2.

Fig. 2 Detailed architecture of S-DC Net with DULR module
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Both the DULR module and the S-DC Net model are pre-trained with
VGG16 NET. In the actual S-DC Net model, the image goes into the conv block
which has two convolution layers. So, the first convolution layer from the conv
block is replaced with the DULR module which encodes the perspective changes
and passes the feature map to the second convolution layer in the conv block. From
here, the whole functioning is the same as the S-DC Net model. The number of
channels input to the DULR module is 3 and the number of output channels is 64
which is passed to the next convolution layer.

4 Experimental Studies

4.1 Dataset Description

The datasets used for the study are Shanghai part A and Shanghai part B. The
Part A dataset has a total of 300 training images and a total of 182 testing images.
The part B dataset consists of a total of 400 training images and 316 testing images.
The datasets are trained and tested for the models, namely S-DC Net, PCC Net,
SCAR, and S-DC Net + DULR, and the results were verified and recorded.

4.2 Experimental Results

The studied methods were evaluated on the Shanghai dataset, and the results are
presented in Tables 1 and 2. The results clearly show that S-DC Net outperforms
the other three models, namely SCAR, PCC Net, and S-DC Net + PCC Net.

Among the recent methods present, the S-DC Net is the best model for crowd
counting, and it is proven by the results.

4.3 Analysis of the Studied Models

S-DC Net, PCCNet, and SCAR: The S-DC Net model gives the best accuracy as
it is not affected by the perspective changes of the images. A divide-and-conquer

Table 1 Comparison of the
four approaches over
Shanghai Part A dataset

Methods MAE MSE

S-DC Net [21] 58.3 95.0

PCC Net [5] 73.5 102.7

SCAR [22] 66.3 114.1

S-DC Net + DULR 432.8 558.9
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technique is used which causes the entire image to be compartmentalized. Thus, the
whole process is repeated on the entire image by initially fixing the number of
subparts. Each subpart contains the information of all its previous divided parts,
thus making cumulative information to be available at each stage. In PCC Net, to
prevent any loss from perspective changes, a DULR module is used. This module
helps to get the spatial and contextual information from all the four directions. The
information at a particular block of an image contains all the information of its
previous blocks in all the four directions. Thus, the concatenated feature maps from
the four directions form a resultant feature map that contains the perspective
changes of the entire image. This model’s accuracy is affected by occulted images.
Hence, this architecture falls a little back of S-DC Net. SCAR has two modules that
play a major role in the counting process. The spatial-wise attention module models
the large contextual information and captures the changes in the density maps. The
channel-wise attention model captures the contextual information between the three
channels and also obtains the dependencies between the channels. This information
helps to distinguish between the foreground and background. This model fills all
possible gaps that are encountered in object counting and makes it a robust model
for crowd counting.

Study on S-DC Net + DULR (Variant) Approach: Coming to the last model
(S-DC Net + DULR), DULR module when added to S-DC Net made the model to
be over-fit due to which the performance of the model was not good enough.
Though conceptually the model looks perfect, the S-DC Net captures perspective
changes along with spatial and contextual information. To this again, adding a
DULR module which provides a feature map with encoded perspective changes
makes the model to be over-fit due to which the model performance was moderate.
As a future work, we are planning to propose a novel module to be integrated with
S-DC Net for a better performance.

5 Direction for Further Research

• Focusing more on the spatial and contextual information to construct a more
informative density maps that pushes the envelope further.

Table 2 Comparison of the
four approaches over
Shanghai Part B dataset

Methods MAE MSE

S-DC Net [21] 6.71 10.7

PCC Net [5] 11 19

SCAR [22] 9.5 15

S-DC Net + DULR 28.3 82.9
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• Though the perspectives changes had been encoded well in the recent work, a
little more focus toward the occlusion and background segmentation would
yield better results.

• Integrating the recent work done on counting in images and applying it in
real-time videos would have a good scope of exploring something innovative.

6 Conclusion

Crowd counting has become one of the most demanding tasks to be performed
whether it be in security surveillance or in the advertisement sector. However,
developing a model that fits the real-world environment is required. Among all the
recent architectures that have been developed, S-DC Net appears to be the best
model for crowd counting. The divide-and-conquer method used helps in the long
run for better performance. Also, the PCC Net and SCAR works well as they have
their perks. Based on the recent trends, new models are being developed to push the
work done on crowd counting a little further.
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